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Preface

Database research played a crucial role for the growth of the computer science field
since its early stage. The research on this topic has greatly evolved during the last
25 years, and many research directions have been explored that had a relevant
impact on several industrial applications: data mining and knowledge discovery,
information extraction, semi-structured data and Web information systems to cite a
few can be considered today as mature research fields with numerous algorithms
and studies to manage heterogeneous data. Indeed, all these application scenarios
have their roots in database field. Moreover, the advances in information technol-
ogy lead to a new data management paradigm, referred to as Big Data, that will
drive the research and the industry in the future.

The Italian Database Community has been active in all those research fields, and
many well-reputed Italian scientists provided interesting original contributions.

This book sets out to give the reader a comprehensive view of the evolution
of the database research field from classical relational database management sys-
tems to the current Big Data metaphor. The individual contributions of this book
will illustrate the point of view of several research groups in Italy that had in the last
25 year quite active collaboration with leading research groups spread all around
the world.

This book will be of great interest for readers willing to catch the evolution
of the research on databases from a different perspective yet in an unified proposal.
It is composed of five parts and a total of twenty-nine chapters.

Part I focuses on Big Data by illustrating several aspects ranging from data
pre-elaboration to data warehousing. It consists of seven chapters. Part II analyses
issues posed by Incomplete/Inconsistent Data and Uncertain Reasoning dealing
with ontologies, schema mappings and uncertain queries. It consists of five chap-
ters. Part III illustrates results related to Data Modelling and Querying. It consists
of four chapters. Part IV analyses issues posed by Knowledge Discovery and Data
Mining from relational data, social networks and complex data. It consists of eight
chapters. Finally, Part V deals with Security, Privacy and Health Systems issues.
It consists of five chapters.
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The Visual Side of the Data

Marco Angelini, Tiziana Catarci, Massimo Mecella
and Giuseppe Santucci

Abstract In the last decades, visually querying data and visualizing information
have been investigated in order to allow users to get insights and extract knowledge
from data. Nowadays, these functionalities should be adapted to big data, including
streaming ones. In this chapter, we will review the main approaches to visual queries
and provide an historical overview of information visualization.

Keywords Big data · Visual query languages · Information visualization

1 Introduction

A Visual Query System (VQS) can be defined as a system that uses a visual rep-
resentation for both the domain of interest and requests related to such a domain.
The first graphical query language which was referred to as Query-By-Example was
introduced in the mid-1970s (QBE, [76]). A wide range of implementations were
built using the QBE concepts and there are several tools using this paradigm today.

Since the purpose of any VQS is to provide access to the information contained in
a database, the main users’ tasks are understanding the database content, focusing on
meaningful items, finding query patterns, and reasoning on the query result. These
tasks require specific techniques to be effectively accomplished, and such techniques
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involve typical activities such as pointing, browsing, filtering, and zooming; all activ-
ities that nicely fit with visual representations and direct manipulation mechanisms.
For instance, if the result of an information request can be organized as a visual
display, or a sequence of visual displays, the information throughput is immensely
superior to the one that can be achieved using only textual support, and the users
can directly point at the information they are looking for, without any need to be
trained in the complex syntax of query languages. Alternatively, users can navigate
in the information space, following visible paths that will lead them to the target
items. Again, thanks to the visual support, users are able to easily understand how to
formulate queries and they are likely to achieve the task more rapidly and less prone
to errors than with traditional textual interaction modes.

In modern VQSs, information visualization (a.k.a. infovis) mechanisms are used
for displaying the query results and making sense of them. Indeed, infovis relies on
basic features that the human perceptual system inherently assimilates very quickly:
color, size, shape, proximity, andmotion. These features can be used by the designers
of information systems to increase the data density of the displayed information.
Because the users perceive such features in a natural way, and because each feature
can be used to represent different attributes of data, good visualizations allows for
not only perceiving results in a simple way but also to perceive more information at
one time. In this way visualizations can reduce the search for data by grouping or
visually relating information. While visualizations compact information into a small
space, they can also allow hierarchical search by using overviews to locate areas
for more detailed search. In fact, they also allow zooming in or popping up details
on demand. Infovis, through aggregation and abstraction, enables users to recognize
gaps in the data, discover outliers or errors, pinpoint minimum andmaximum values,
identify clusters, compare objects, visually draw some conclusions, discover trends
and patterns.

The term “big data” refers to structured or unstructured data sets that are hard to
store and process using common software tools (e.g., relational databases), regardless
of the computing power or the physical storage at hand. Typically, volume, velocity,
and variety are used to characterize the key properties of big data. They are the
so-called three V’s of big data.

Table 1 Main characteristics of UNECE data sources. In a spectrum, human-sourced are the less
structured data and machine-generated are the more structured data. Process-based data have mixed
characteristics of human-sourced and machine-generated data

Source Structure Human influence

Human-sourced Loosely structured Direct

Process-mediated Structured Indirect (e.g., data entry activities)

Machine-generated Well structured None
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According to a classification proposed by UNECE (United Nations Economic
Commission for Europe),1 there are three main types of data sources that can be
viewed as big data: human-sourced (e.g., blog comments), process-mediated (e.g.,
banking records), and machine-generated (e.g., sensor measurements, including
streaming data), cf. Table1 for a summary.

In this chapter, we will first review the main approaches to visual queries, and
later on we will consider an historical view on infovis, by specifically addressing
recent trends as visualization of big data, including streaming ones.

2 Classifying Visual Query Systems

Ageneral overview and classification of VQSs can be found in [16]. According to the
visual representation adopted for the database and the queries, VQSs are categorized
into form-based, diagram-based, icon-based, and a combination of these.

A form is a generalization of a table, and it is possible to represent relationships
among cells, subset or the overall set, allowing a three level answer. There are VQSs
in which it is possible to manipulate both the intensional and extensional parts of the
database, focusing on different parts of the dataset. Diagrams are frequently used in
VQSs, which generally use some visual components (e.g., shapes, colors, arrows)
that are univocallymapped into a concept. In an icon-based system there is amapping
between a real concept and an icon that hides the schema of the data. It is possible
to query the database by combining icons according to spatial concepts. The main
problem in designing an iconic system is to define a non-ambiguous mapping. While
different attempts are made to find a common mapping, still there are no universal
standards.

Another possible categorization is made by considering the top-down strategies
that are used to understand the reality of interest: iterative refinement, selective hierar-
chical zoom, or user-systemdialogue. A different approach relies on browsing, which
enables getting more knowledge by exploring the neighbourhood concepts. Brows-
ing can take various forms, including extensional browsing, intensional browsing, or
mixed browsing. An alternative approach is schema simplification, which brings the
schema close to the query. This can be realized through transformations of concepts
of the original schema in a user view.

The Visual Query Languages (VQLs) are also classified according to the query
formulation strategy. In a schema navigation strategy, the user starts from a concept
and can reach the other concepts of interest. There can be different paths to navigate
the schema. Thefirst possibility is to use an arbitrary path to explore the schema, reach
the concepts of interest and apply condition(s) on them. It is also possible to select
one concept from the database and then navigate the schema by a hierarchical view
built using the chosen concept as a root. Moreover, users can choose the starting

1cf. http://www1.unece.org/stat/platform/display/bigdata/
Classification+of+Types+of+Big+Data, accessed February 2017.
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Table 2 Classification of approaches

Approach Visual
representation

Strategy for
understanding the
reality

Strategy for query
formulation

QBD* [5] Diagram Browsing Sub-queries

MURAL [63] Diagram Browsing Sub-queries

QBB [54] Icon Browsing n/a

QBI [49] Icon Filtering Select-project

Flow [50] Hybrid Filtering Design a flow

Kaleidoquery [51] Hybrid Filtering Design a flow

VISUAL [10] Hybrid n/a Hierarchical

concept and then build their own relationships. A second possible strategy in the
query formulation process is by using sub-queries. This can be accomplished using
the following two approaches: by composition of concepts, usually an iconic based
language in which several icons are combined to produce the final query, or reusing
previously defined queries. Another strategy for query formulation is by matching,
which can be done by example or by pattern. In a matching-by-example strategy,
users can provide an example of a query and the system generalizes the example and
builds the query. In a pattern-matching strategy, the system searches in the database
for a pattern specified by the user. The last strategy for query formulation is by using
range selection. In this strategy, it is possible to specify a range on different data-set
through graphical widgets.

A summary view of themost prominent approaches is reported in Table2, whereas
Fig. 1 report some historical screenshots of them.

2.1 Comparing VQLs

AVQL should provide different kinds of interaction because there is no unique para-
digm that leads to the best results. An empirical experiment [9] about the ease of use
of two different query languages shows that there can be some advantages as well as
disadvantages, in both iconic and diagram-based approaches. In the experiment com-
paring QBD and QBI systems, different strategies are used for the query formulation
(navigation vs. composition), recursive algorithms [59] vs stored queries, as well as
some different visual formalisms (diagrams vs. icons), which are basic aspects of a
VQL. Thus, the results can be extended to larger classes of VQSs. The experiment
focuses on discovering which relation occurs between the query language type and
both the query class and the experience of the user. In particular, the queries were
classified according to the semantic distance of the path involved in the query and the
overall number of the cycles in the query, where the notion of path derives from the
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(a) QBD (b) MURAL

(c) QBB (d) QBI

(e) Flow (f) Kaleidoquery

(g) VISUAL

Fig. 1 Screenshots of different VQSs
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Graph Model described in QBI. The main result is that both accuracy and response
time seem to be highly sensitive to the semantic distance of the query path, whilst
QBD shows independence for both criteria. In addition, QBD is less accurate and
requires more time when there are cycles in the query, and QBI seems not to be
affected by the presence of cycles.

3 Visual Querying of Semantic and Big/streaming Data

VQSsmainly deal with traditional databases, i.e., databases containing alphanumeric
data. However, in recent years the application realms of databases have increased
greatly in terms of both the number and variety of data types. As a consequence,
specialized systems have been proposed for accessing such new kinds of databases,
containing non-conventional data, such as images, videos, temporal series, maps,
etc. Furthermore, the idea of information repository has been deeply influenced by
the beginning of the Web age. Different visual systems have been proposed to cope
with the need for extracting information residing on theWeb. In particular, providing
users with visual representations and intuitive user interfaces can significantly aid the
understanding of the domains and knowledge represented by ontologies and linked
data.

As ontologies grow in size and complexity, the demand for comprehensive visu-
alization and sophisticated interaction also increases. Ontology visualization and
ontology visual querying are not new topics and a number of approaches have become
available in recent years, e.g., [17, 45, 62], with some being alreadywell-established,
although more work is needed to provide the users with powerful querying and nav-
igational aids and comprehensive visualization techniques.

Another important class of VQSs are those ones specifically targeted for data
stream processing that, despite its growing importance, has not been covered suffi-
ciently in the literature. As in classical VQLs, they provide a language, consisting of
a set of visual constructs, to express, in a visual format, queries on data transmitted
in a continuous and unbounded fashion (i.e., data streams). It is important to note
that this class of languages can be seen as an extension of the generic visual query
languages, due to the fact that they can query in a visual manner using the same
criteria of classical VQLs both data streams and classical relational databases. They
are oriented to a wide spectrum of users, even those ones who have some knowledge
about concepts related to data streaming but with no skills in developing code. The
importance of data streams is continuously increasing. At the same time, all the exist-
ing VQLs working on classical databases are not good anymore for interacting with
this huge and potentially infinite amount of data. VQLs for data streams are being
developed to address these challenges. Basically, they use the same approach of the
classical VQLs extending it with the new data stream operators. However, querying
a data stream usually requires constructs different than a relational language. Due
to the lack of a standard proposal, a large number of academic and commercial data
stream query languages and their corresponding Data Stream Management Systems
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Fig. 2 The visual query editor of the SmartVortex Visual Query System

(DSMSs) have been developed. The main functionalities of these languages rely on
some relational query language, typically SQL, which is extended to provide features
dealing with characteristics present in streams, mainly temporal aspects, i.e., the fact
that events change over time (e.g. window and filtering operators). Some examples
of data stream query languages are SARI-SQL, EP-SPARQL, CQL, Espers EPL ,
SiddhiQL and StreamSQL. Although there are a lot of data stream query languages,
there are only few VQLs able to also interact with data streams. Only in recent years,
the first VQLs for data streams have appeared, either in the form of research proto-
types or real commercial systems. In particular, StreamSQL, along with its graphical
counterpart EventFlow, is used within the StreamBase Complex Event Processing
system, a commercialization of the Aurora project [1]. To date, this is the only exist-
ing commercial system.

As for research prototypes, the SmartVortex Visual Query System [11], has a
powerful Visual Query Editor (VQE) containing the canvas and four tabs with all the
necessary visual constructs to build a query. The VQE can be seen in Fig. 2. The VQL
is built on top of a Federated Data Stream Management System and generates its
object-relational and functional query language. Therefore, the four tabs of the VQE
contain all the types and functions of the textual language along with the instructions
to develop the query. Since the system is intended for use in industrial applications,
the last tab is specific to this context, containing all the machines/sensors managed
by the system (i.e., the input streams). The four tabs along with an example of visual
query are shown in Fig. 2.

4 Data Visualization

After the analysis of visual querying of data, we revert our attention to (big) data
visualization. Data visualization has its root in ancient times before the computer and
automation was present, with the first example of data visualization identifiable in
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theMinard’s map (1869) of disastrous Napoleonic campaign; this static drawing was
able to summarize mulchmulti-dimensional information, like the decreasing trend in
soldiers number during the campaign, correlated with geographic elements (bridges,
rivers), temperature trends and major battles. With the emergence of computers, the
need for visualizingdata eventually arose. Fromavisualization point of view, the need
to visualize huge amount of data resulted almost immediately, in problems related
to low computational power and lacking of visualization primitives and theoretical
concepts. Nonetheless, this complexity represented the starting point for researching
and developing novel solutions. In what follows, we will make an overview of this
evolution in (big) data visualization.

4.1 1980–1993: From Scientific Visualization to Abstract
Visualization

In the second half of the decade 1980–1990, the need for a computer visual represen-
tation of a dataset arises. Previous efforts in graphical representation of a dataset were
intertwined more with computer graphics work and no theoretical foundations, apart
for very common charts mutuated from the maths and statistic domains, were used.
One of the reasons was the low graphical capabilities of the computers, not allowing
complex visual representations. Interestingly enough, the problem of having to cope
with large data sources (“big” for the time) was present even at that time, e.g., [22]
citing large data sources in various field, like military intelligence, weather forecast,
astronomy, geophysics, medical scanners, with their magnitudo as big as gigabytes
of data per day. [22] is one of the first to propose the visualization, targeted at the
scientific computing, as a solution for allowing the interpretation and comprehension
of a big data set. The scientific community, in fact, was the first to experiment with
visual representations of scientific data sets, ranging from volume rendering to iso-
surfaces visualization to tensors and flows visualizations. First attempts were focused
on precise mapping of the data into a visual representation and can be found in [27]
relatively to the simulation of a tornadic storm (see Fig. 3a) and the representation
of a neuron (see Fig. 3b).

As stated above, the low computational power allowed most of the time for very
approximated graphical representations, that were in most cases completely static
or at a non interactive frame-rate (< 10 frames per second). Nonetheless, the search
for more abstract and powerful ways of visually representing information can be
traced in the two works [36, 38]: both of them present a 2D data visualization; the
first solution copes with the dimensionality of the data, representing each tuple as a
segment that intersect a series of vertical axes, each of them representing a dimension
of the dataset. In this way multidimensional data can be compactly represented on a
large number of dimensions (order of tens of dimensions) allowing fast recognition of
possible correlations/anti-correlations and distribution of the dataset on the different
dimensions (see Fig. 4a).
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(a) Volume rendering of a storm (b) Visual rendering of a neuron

Fig. 3 a - on the left, a volume rendering representing a storm derived by scientific data. b - on the
right, yielding clues into the causes of Alzheimer’s disease, this neuron’s surface membrane was
rendered using polygons to connect the slices. Surfaces of interior structures, whose distribution in
the cell is also being studied, can be rendered similar

(a) Parallel coordinates (b) Treemap

Fig. 4 a - parallel coordinates, b - treemap

The second solution instead provides a compact visual representation for hierar-
chical datasets, representing some common dimensions (e.g. cardinality of elements)
as rectangles, and reiterating the same behaviour on the lower levels of the hierarchy.
The final representation is like a tree observed from the top, therefore the name of
treemap (see Fig. 4b).

Since these seminal works, more effort is spent towards the abstract representation
of collected data. In 1993, the work in [42] proposes a first example of pixel-based
representation of query results from large databases, with tens of thousands of data
items. This approach first reduces the cardinality of the data to be displayed and then
maps them to the pixel space using several distance functions (see Fig. 5a). The layout
starts from the center for the exact matching results and then continues following a
spiral. The more a data item is in the center, the more it fits to the query. The color
scale can map again the fitness of the result with respect to the query (top-left) or can
be mapped on the distribution of a single parameter of the query, allowing to judge
data item relevance on a single predicate.
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(a) Large database query (b) Recursive patterns

Fig. 5 a - large database query, b - recursive patterns

A generalization of the pixel-based approach is presented in [7, 39, 41]; partic-
ularly interesting is the work in [40], where the strategy used to improve the final
visualization is organizing the pixels in small groups and then arranging the groups
to form some global pattern. This process can then be reiterated to an arbitrary level,
as shown in Fig. 5b for the IBM stock trends in the year 1987–1995 (about 50.000
values).

This approach has a potential limitation in the number of pixels of the screen.
Since in general these techniques only use one pixel per data value, they allow for
visualizing the largest amounts of data which are possible with respect to display
resolution (different depending on the times, nowadays 1 million data values for a
full-HD display). In order to overcome this limitation, a technique is to use interac-
tive environments that allow the user to focus on single portions of the dataset. An
example is [68], where a solution to estimate properties of the atmosphere of Venus
by comparing measured and simulated data is proposed. As it is visible in Fig. 6,
the user is presented with multiple simple displays simultaneously (center), where
each display shows a different selection of the data, augmented with many options
to simplify browsing through the data (left).

4.2 1993–2006: The Information Visualization
Era - Comprehend the Data

Starting from 1995, the research in pure information visualization, independently
from the scientific domain, got a proper form with the creation of the 1st sympo-
sium and then conference in Information Visualization (InfoVis). In this scenario, an
acceleration in abstract dataset visualization had been achieved. Particular emphasis
is given to visual ways of representing high cardinality and high dimensionality of a
dataset. An example is presented in [20], instantiated on the e-mails traffic of mem-
bers of a hierarchical organization. The root of the hierarchy represents the company
CEO and the first level of the hierarchy shows the vice presidents within the company
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Fig. 6 Multiple selections

(a) Circular hybrid visualization (b) Theme river

Fig. 7 a - circular hybrid visualization encoding a company employee hierarchy and the e-mail
traffic of each employee within the period of one day; b - theme river

and so on. The histograms within each node in the hierarchy represent the amount of
electronic mails received by each person in the organization throughout the period
of one day (see Fig. 7a). Other fields of application include software visualization
[23], time-series [71], cyber-security [66].

Another technique is theme rivers, first introduced in [31]; it is an abstraction
that allows for aggregating collected data in a timeline and highlights variations and
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(a) Hierarchical Parallel Coordinates (b) Scalable Treemap

Fig. 8 a - hierarchical parallel coordinates; b - this treemap gives an overview of 970.000 files of
a file system containing 1 million files (smaller files are smaller than one pixel and not counted),
on a 1600x1200 display. The size of each rectangle is determined by the file size; color represents
file type. Deeply nested directories appear darker

zones of interest; the data, grouped into categories, are visualized as a set of contin-
uous stacked flows. Figure7b shows its application to explore the 1990 Associated
Press (AP) newswire data from the TREC5 distribution disks, a set of over 100.000
documents, highlighting the trending topics and visualizing the most discussed and
their time-extension.

In the same years, different solutions were proposed to offer the capability of
exploration of a dataset. The techniques rely heavily on aggregating the data in some
form and then allowing the user to traverse the data towards the details, following
the “overview first, details on demand” strategy [61]. A first attempt can be found in
[4] for hierarchical data, then followed by a general adoption as a standard technique
for allowing exploration of large datasets; [65] applies the same idea on kernel lock
activities (lock requests are shown in blue; time holding a lock is shown in yellow)
collected from a 125 million cycle simulation of the Argus parallel graphics library.

Given the raising of both visual power of computers (introduction of GPUs, better
performant primitives and creation of visual toolkits), previously introduced tech-
niques were improved and evolved in both scopes and functionalities. An example
is the work in [28] that adapts parallel coordinates to hierarchical datasets in order
to allow their exploration (see Fig. 8a). The work in [26] refines and applies the
treemap technique to 970.000 files of a file system (see Fig. 8b), where the size of
each rectangle represents the file size and the color the file type.

In 1999 the works [21, 43] proposed an overall approach and design solutions
on how to manage the visualization process of new grown large data, i.e., hundreds
of Gigabytes for simulation models. An approach that is followed is to use different
visual representations of the same dataset, with the goal of highlighting particular
properties that can be visible only with a specific representation. The work in [64]
proposes well-known visual representations of a coffee store chain dataset, organized
in an analysis environment that allows user interaction and customization (see Fig. 9).
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Fig. 9 Graphical table, source code display, Gantt, thread execution

While the exploration of the dataset is well-supported, the need for changing visual
representation each time is detrimental to the user task execution.

The concept of steering a visualization opposed to post-processing a visualization
(the classic way of generating a visualization) after obtaining the data, together with
the introduction of dimensional reduction of the dataset, begins to appear in the
literature in order to support the representation of even larger datasets.

The raise in data cardinality led to developing solutions for reducing the visual
clutter/congestion resulting from the rendering of a sheer amount of elements on the
screen [13] explicitly using formal quality metrics [14]. The work in [72] presents an
interactive technique that curves graph edges away from a person’s focus of attention
without changing the node positions. This opens up sufficient space to disambiguate
node and edge relationships and to see underlying information while still preserving
node layout (see Fig. 10). [8] proposes a solution that computes frequency or density
information from the data set, and uses such information in Parallel Coordinate
visualizations to filter out the information to be presented to the user, thus reducing
visual clutter and allowing the analyst to observe relevant patterns in the data.

The improvement in screen resolution led also to the born of multi-coordinated
view environment, where different visualizations are simultaneously rendered and
the user can interact with one of them and see the effect propagated on to the oth-
ers. Examples can be found in [12, 33, 69]. [18] proposes a highly coordinated and
interactive urban visualization tool that provides intuitive understanding of the urban
data, combining buildings and city blocks into legible clusters, thus providing con-
tinuous levels of abstraction while preserving the user’s mental model of the city
(see Fig. 11a). [70] expands this approach by providing design strategies for con-
structing coordinated multiple view interfaces for cross-filtered visual analysis of
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Fig. 10 Application of three EdgeLenses with selected edges excluded from the visualization

(a) UrbanVis multi-coordinated views
environment

(b) Cross-filtered visualization system

Fig. 11 a - UrbanVis overview: the data view on the left shows demographic data of the areas
around the focus point (focus in the middle). The model view on the right shows the clustered
building models. The color gradient indicates the distance from the focus point, and provides a
visual link between the two different data views (matrix view and parallel coordinates) and the
model view. The data shown are census data for the city of Charlotte in Mecklenburg county, North
Carolina. b - Cross-filtered visualization of geographic and temporal patterns in 150.000+ citations
of political activity in international events reported by Agence France-Presse from May 1991 to
January 2007. Cross-filtering on events related to Iraq reveals a spike in conflictual events in early
2003. Further cross-filtering with military engagement as the chosen event type reveals the United
States military as a frequent target actor

multidimensional data sets, and evaluate them on different datasets (see Fig. 11b for
France Press).

Coordinated multiple visualizations are still evolving, not necessarily following
the common grid layouts but possibly experimenting with more immersive layouts;
as an example, [46] proposes a layout where the entire data set is patched together
from smaller visualizations; there is one VisBrick for each cluster in each group of
interdependent dimensions. Whereas the total impression of all VisBricks together
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Fig. 12 Four different groups of dimensions with different numbers of clusters per group. The
gray arch connects the overviews of the groups. The arches show how the data are distributed over
the clusters in that group, thus summarizing the characteristics of a dimension group. The clusters
themselves are shown in stacked VisBricks above and below the arch depending on whether their
average data values are higher or lower than the overall average for the group. Colored ribbons
indicate how data items are distributed across clusters of multiple dimension groups

gives a comprehensive high-level overview of the different groups of data, each
VisBrick independently shows the details of the group of data it represents (see
Fig. 12). A similar approach applied to comparative analysis of multidimensional
data is presented in [35, 47].

At the beginning of 2000s, the advent of data streams and the raise in velocity of
update of new data sources led to the study of progressive/incremental/out-of-core
solutions in order to manage the timely update of visual feedback, in particular for
scientific visualizations, see [15, 24]). The work in [73] presented an adaptive visual-
ization technique based on data stratification to ingest stream information adaptively
when influx rate exceeds processing rate, and an incremental visualization technique
based on data fusion to project new information directly onto a visualization subspace
spanned by the singular vectors of the previously processed neighboring data.

The growth of streaming data also led to the proposal of novel visual techniques to
convey at the same time representations of aggregated values elaborated from the real
trend of the stream; [34] presents visual sedimentation, a novel design metaphor for
directly visualizing data streams inspired by the physical process of sedimentation.
Data are visually depicted as falling objects using a force model to land on a sur-
face, aggregating them into strata over time. The approach is applicable to different
visualization paradigms, cf. Figure13a.

Another example is in [2], where data coming from an Intrusion Detection System
(IDS) are visualized using a rain-falling metaphor allowing for identifying temporal
trends and actual and past alerts, cf. Figure13b.

Social data played an important role in this, presenting challenging scenarios
for visualization and exploration [30]. A first attempt of visualization of social net-
works is in [32], presenting node-link network layouts as customized techniques
for exploring connectivity in large graph structures, supporting visual search and
analysis, and automatically identifying and visualizing community structures (see
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(a) The Visual Sedimentation metaphor
applied to a bar chart (left), a pie chart
(center), and a bubble chart (right).

(b) IDS Rainstorm

Fig. 13 a - visual sedimentation; b - IDS RainStorm main view: the 8 vertical axes represent the
2.5 Class B IP addresses. The thicker horizontal lines between these axes show where each Class B
starts. The other horizontal lines show the start and end of each department. Those addresses not in
a department are either unallocated or reserved for special use by OIT and other departments. This
screenshot shows the real alarms generated during an entire day

(a) The Vizster visualization system (b) Graph Flickr

Fig. 14 a - the Vizster visualization system: the left side presents a network display with controls
for community analysis and keyword search. The right side consists of a panel displaying a selected
member’s profile information. Words in the profile panel that occur in more than one profile will
highlight on mouse-over; clicking these words will initiate searches for those terms. b - graph Flickr
edge filtered with edges colored by degree

Fig. 14a). [37] proposes novel methods for specifically visualizing power-law graphs
typical in social networks/sociology, cd. Figure14b for Flickr.

4.3 2006-Present: The Visual Analytics Era - Let the Data
Speak

The improved interactivity of the visualization solutions and the tight coupling with
algorithmic solution based on data mining and machine learning led in 2006 to a
further specialization of Information Visualization in the form of Visual Analytics.
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Fig. 15 Anonymized outgoing traffic connections fromUniversity ofKonstanz gatewayonNovem-
ber 29th, 2005 showing all 197427 IP prefixes

Fig. 16 Five levels of abstraction to explore the user-genre table (1million dataset fromMovieLens)
and the underlying information: a bar chart of the column categories (genres), the wheel view
showing sectors for the items selected in the bar chart; detail view for items selected in the wheel
view; contingency table with cells in active parts colored in dark gray and the categorical data
summarized in the cell highlighted in red

Visual Analytics put the user at the center of the analysis work-flow, extracting from
the visualization of complex analytics new knowledge, that is reinserted as input of
the analytic engine in order to move further the process of data exploration.

Visual Analytics found a broad application for big data analysis [44], including
analysis of multi-variate and high-dimensional data [25, 47, 52, 58], data streams
[57], multi-dimensional-scaling [53]. In [48] the authors propose a visual analytics
solution for exploration of large network traffic; the traffic data are represented in an
interactive treemap visualization; a signature-based detection analytic engine allows
for monitoring and predicting anomalous behaviours (see Fig. 15).

In [3], Contingency Wheel++, a new scalable visual analytics solution for large
categorical data is presented; the solution offers an interactive exploration environ-
ment, implementing a multi-level overview+detail interface that enables exploration
of individual data items that are aggregated in the visualization or in the table using
coordinated views (see Fig. 16).
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Fig. 17 Multivariate network exploration using selections of interest, detail view (left) and high-
level infographic-style overview (right)

In [67], an interesting approach on illustrative visualizations for exploring com-
plex network data (transport, telecommunications), based on the paradigm“from
Detail to Overview via Selections and Aggregations” (DOSA) is presented: users
are enabled to gain insights through the creation of selections of interest (manually
or automatically), and producing high-level, infographic-style overviews simultane-
ously (see Fig. 17).

Since 2012, in particular, survey and systematization research papers that explic-
itly summarize existing solutions for big data analysis start to appear: [75] compares
state-of-the-art commercial systems; [29] conducts a review study of the visualiza-
tion methods for Big Data, identifying strong and weak points of various paradigms
(treemaps, circle packing, sunburst, circular network diagrams, parallel coordinates
and steamgraph). [74] classifies big data domains according to the 5w model (Why
the data occured, where the data came from, what the data are, how the data were
transferred, who received the data and when the data occured) and then proposes
fitting visualizations accordingly.

At the same time, many Visual Analytic solutions still worked in a monolithic
way, first computing the data and then visualizing them. Continuous increases in
volume of data produced started to ask for different techniques that allowed for a fast
visualization of the results in order not to interfere with the cognitive work-flow of
the user. This research activity led to the design of progressive techniques applied to
Visual Analytics [56], providing new results for both the analytics and visualization
aspects. On the former, the work in [19] adds customization and guidelines to the
conventional methods based on aggregated data (e.g., dimension reduction, cluster-
ing) in order to adapt them to real-time exploration. [6] presents a first generalization
of the design for a progressive visual analytics solution, further formalized in [60].

Nowadays, new ways to conduct big data analysis are investigated using aug-
mented and virtual reality; [55] proposes a solution for visualizing large and hetero-
geneous data in various hybrid-reality environments based on CAVE2 digital lens
(high resolution computer display); this environment allows the user visualize and
juxtapose multiple interrelated data-sets, reducing window switching and increasing
the amount of data that can be viewed at one time (see Fig. 18).
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Fig. 18 Students having an immersive meeting in CAVE2. The space can comfortably accommo-
date up to seven individuals with chairs and tables. CAVE2 can be used to effectively juxtapose 2D,
3D, and abstract data, as well as text documents

5 Concluding Remarks

Through this overview, that covers several years from the beginning of visual query
languages to novel Visual Analytic solutions expressly designed for Big Data, it
is possible to see the trend that data analysis followed in the last 30 years, from
the emergence of databases to the modern solutions for storing and querying huge
information repositories. Tracing the evolution of data analysismakes it clear how the
paradigm shifted from a scenario in which the user (e.g., scientist, decision-maker)
had a very well defined task and used instruments for refining the results obtained
by the automated system (VQS), to a modern scenario in which the amount of data
and computational power allow the system to automatically extract knowledge from
data, present them to the user in a comprehensible way through visualizations, so
enabling the user to explore the data in near or real-time and steer the computation
again, driving user’s interactions by the discovered insights. We can label the first
approach as “human-driven” approach, where the visualization supported the user in
refining the way in which she specified her task, to a “data-driven” approach, where
the data analysis allows the user to form hypotheses and the visualization system
permits the user to verify them or trying new ones.

Another interesting point is that the concept of big data already existed since a long
time ago. In visualization, the rendering capabilities posed a challenge in visualizing
even the simplest simulations back in the 1970, whereas the more the computational
power increased, the more the complexity of the problem to cope with increased
as well. This led to a virtuous cycle in which more complex data called for novel
visualizations, and vice-versa.

With the advent of new solutions for human-computer interaction and sensors
that collect more and more granular data, it is clear that the next decades will see
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even more emphasis on data analysis, in order to identify the important aspects,
comprehend their reasons, and leverage this knowledge in anticipating the future.
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Digital Libraries: From Digital Resources
to Challenges in Scientific Data Sharing
and Re-Use

Maristella Agosti, Nicola Ferro and Gianmaria Silvello

1 Introduction

Digital libraries and digital archives are the information management systems for
storing, indexing, searching, accessing, curating and preserving digital resources
which manage our cultural and scientific knowledge heritage (KH). They act as the
main conduits for widespread access and exploitation of KH related digital resources
by engaging many different types of users, ranging from generic and leisure to
students and professionals.

In this chapter, we describe the evolution of digital libraries and archives over
the years, starting from Online Public Access Catalog (OPAC), passing through
monolithic and domain specific systems, up to service-oriented and component-
based architectures. In particular, we present some specific achievements in the field:
the DELOS Reference Model and the DelosDLMS, which provide a conceptual
reference and a reference implementation for digital libraries; the FAST annotation
service,whichdefines a formalmodel for representing and searching annotations over
digital resources aswell as aRESTfulWeb service implementation of it; theNESTOR
model for digital archives, which introduces an alternative model for representing
andmanaging archival resources in order to enhance interoperability among archives
andmake access to them faster; and, the CULTURAenvironment, which favours user
engagement over multimedia digital resources.
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Finally, we discuss how digital libraries and archives are a key technology for fac-
ing upcoming challenges in data sharing and re-use. Indeed, due to the rapid evolution
of the nature of research and scientific publishing which are increasingly data-driven,
digital libraries and archives are also progressively addressing the issues of manag-
ing scientific data. In this respect, we focus on some key building blocks of this new
vision: data citation to foster accessibility to scientific data aswell as transparency and
verifiability of scientific claims, reproducibility in science as an exemplar showcase
of how all these methods are indispensable for addressing fundamental challenges,
and keyword-based search over relation/structured data to empower natural language
access to scientific data.

2 Evolution of Digital Libraries

The term “digital libraries” corresponds to a very complex notionwith several diverse
aspects and it cannot be captured by a simple definition. Indeed, the term is used to
refer to systems that are very heterogeneous in scope and provide very different func-
tionalities [28]. These systems span from digital object and metadata repositories,
reference-linking systems, archives, and content administration systems, to complex
systems that integrate advanced services. Furthermore, digital libraries represent the
meeting point of many disciplines and research fields – i.e. database management,
information retrieval, library and information sciences, document and information
systems, theWeb, information visualization, artificial intelligence, human-computer
interaction, and others [49].

Initially, digital libraries were almost monolithic systems, each one built for a spe-
cific kind of information resources – e.g. images or videos – andwith very specialized
functions developed ad-hoc for those contents. This approach caused a flourishing
of systems where the very same functions were developed and re-developed many
times from scratch.Moreover, these systemswere confined to the realm of traditional
libraries, since they were the digital counterpart of the latter, and they had a kind of
static view of their role, which was document-centric rather than user-centric.

In the 1980s the most advanced library automation systems were designed to
include procedures also able to collect log data that were used to manage the system
itself, and especially to monitor the usage of system search facilities by users, where
the search facility which was designed for user search and access to catalog data was
anOPAC [48]; someOPACswere reachable in a distributed environment: an example
of such a system is the DUO OPAC system from the early 1990s [15]. Towards the
end of the 1980s/beginning of 1990s it became apparent that a library automation
system could not only manage catalog data or metadata describing physical objects,
but also digital files representing physical objects. Digital libraries started to be seen
as increasingly user-centered systems, where the original content management task
is partnered with new communication and cooperation tasks.

In this evolving scenario, the design and development of effective services which
foster cooperation among users and the integration of heterogeneous information
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resources becomes a key factor. Digital libraries are thus no longer perceived as
isolated systems but, on the contrary, as systems that need to cooperate with each
other to improve the user experience and give personalized services. Nowadays, there
are several accepted conceptions of digital libraries:

• User-centric systems: Digital libraries as user-centered information infrastruc-
tures able to support content management tasks together with tasks devoted to
communication and cooperation. Although they are still places where information
resources can be stored and made available to end users, recent design and devel-
opment efforts move in the direction of transforming them into infrastructures able
to support the user in different information centric activities.

• Dynamic interactions: Digital libraries as dynamic forms of facilitation of commu-
nication, collaboration and other forms of interaction among scientists, researchers
and the general public.

• Large capabilities: Digital libraries as systems able to handle distributed mul-
timedia document collections, sensor data, mobile information, and pervasive
computing services.

Digital libraries have contributed to supporting the creation of innovative applica-
tions and services to access, share and search our cultural KH. In this context, another
key feature we have to consider to understand the world of digital libraries is that they
have to take into account several distributed and heterogeneous information sources
with different community background and different information objects ranging from
full content of digital objects to the metadata describing them. These objects can be
exchanged between distributed systems or they can be aggregated and accessed by
users with distinct information needs and living in different countries. Indeed, one of
the most important contributions of digital libraries is to make available collections
of digital resources from different cultural institutions such as libraries, archives and
museums, to make them accessible in different languages and to provide advanced
services over them. We have to consider that the above mentioned institutions are
different from several point-of-views: their internal organization has different pecu-
liarities, the resources they collect and manage have different structure and nature,
these resources are described with different means and for different purposes, their
users have different information needs and require different methods to access the
resources. Thus, digital libraries are heterogeneous systems with peculiarities and
functions that range from data representation to data exchange and datamanagement.
Furthermore, digital libraries are meaningful parts of a global information network
which includes scientific repositories, curated databases and commercial providers.
All these aspects need to be taken into account and balanced to support final users
with effective and interoperable information systems.

A fundamental role of digital libraries therefore is to provide data models, proto-
cols, applications and services to handle all these resources, all the while preserving
their characteristics and addressing the issues related to their differences.
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3 Models and Services for Digital Libraries

Digital libraries have shaped the way for accessing our cultural heritage and have
become primary knowledge conduits thanks to the development of formal and con-
ceptualmodels ofwhat digital libraries are, such as theDELOSReferenceModel [28]
and the Streams, Structures, Spaces, Scenarios, Societies (5S) model [45]. These
models have then been specialised to specific domains, such as archives [41], and
to specific services, such as digital annotations [10]. Finally, thanks to the recent
development of semantic technologies, it has been also possible to provide formal
mappings between the DELOS Reference Model and the 5S models to improve
interoperability among digital libraries [13]. In the following, we briefly present our
main contributions in this context.

3.1 DELOS Reference Model and DelosDLMS

The DELOS Reference Model approaches the problem of modelling the digital
library universe by highlighting six domains or main concepts [28], which are at
the core of what digital libraries are and what their purpose is:

• Content: the data and information that digital libraries handle and make available
to their users;

• User: the actors (whether human or not) entitled to interact with digital libraries;
• Functionality: the services that digital libraries offer to their users;
• Quality: the parameters that can be used to characterize and evaluate the content
and behaviour of digital libraries;

• Policy: a set of rules that govern the interaction between users and digital libraries;
• Architecture: a mapping of the functionality and content offered by a digital library
onto hardware and software components.

These six domains represent the high level containers that help organize the
DELOS Reference Model. For each of these concepts, the fundamental entities and
their relationships are clearly defined and discussed. Note that these six domains are
not separate, but, on the contrary, are strongly inter-related; the entities within one
domain are often related to or influenced by the entities in other domains.

Moreover, the DELOS Reference Model distinguishes between three different
“systems” which constitute the digital library universe and rely on the six domains
introduced above for their definition:

• Digital Library (DL): an organisation, which might be virtual, that comprehen-
sively collects, manages and preserves for the long term rich digital content, and
offers to its user communities specialised functionality on that content, of mea-
surable quality and according to codified policies.

• Digital Library System (DLS): a software system that is based on a defined (possi-
bly distributed) architecture and provides all functionality required by a particular
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Digital Library. Users interact with a Digital Library through the corresponding
Digital Library System.

• Digital Library Management System (DLMS): a generic software system that pro-
vides the appropriate software infrastructure both (i) to produce and administer a
Digital Library System incorporating the suite of functionality considered funda-
mental for Digital Libraries and (ii) to integrate additional software offering more
refined, specialised or advanced functionality.

The three systems are at different levels of abstraction and constitute a kind of
hierarchy: at themore general level there is the notion ofDL,which is what is actually
perceived by the end-users and what they interact with; in-between, there is the DLS,
which mainly concerns system designers and administrators who have to instantiate
andmanage it; at the lower level, there is the DLMS, which typically interests system
developers who implement the actual components that are used by the upper layers.

3.2 The FAST Annotation Model

The Flexible Annotation Service Tool (FAST) [33] covers many of the uses and appli-
cations of annotations, since it is able to represent and manage annotations which
range from metadata to full content; its flexible and modular architecture makes it
suitable for annotating general Web resources as well as digital objects managed by
different digital library systems; the annotations themselves can be complexmultime-
dia compound objects, with a varying degree of visibility which ranges from private
to shared and public annotations and different access rights. The FAST annotation
service has proven its flexibility and adaptability to different applicative contexts
in many different ways. It has been integrated into the DelosDLMS [3], the proto-
type of the next generation digital library system developed by DELOS, and in the
CULTURA environment [5, 6].

FAST adopts and implements the formal model for annotations proposed in [10].
Annotations are compoundmultimedia objects constituted by different signs of anno-
tation that materialize the annotation itself. For example, we can have textual signs,
which contain the textual content of the annotation, image signs, if the annotation is
made up of images, and so on. In turn, each sign is characterized by one ormoremean-
ings of annotation that specify the semantics of the sign. Moreover, an annotation is
uniquely identified by a handle, which usually takes the form of a pair (namespace,
identifier), where the namespace provides logical grouping of the identifiers, it has a
scope which defines its visibility, and it can be shared with different groups of users.

Annotations can be linked to digital objects with two main types of links: (1)
annotate link an annotation annotates a digital object, which can be either a docu-
ment or another annotation; (2) relate-to link an annotation relates to a digital object,
which can be either a document or another annotation. The hypertext between anno-
tations and annotated objects can be exploited for providing alternative navigation
and browsing capabilities. In addition, it can span and cross the boundaries of the
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single digital library and also related toWeb resources. Most importantly, this hyper-
text can be exploited to develop advanced search functionalities [9]. Based on the
proposed formal model, we developed a fully-fledged search model, mixing exact
match and best match queries, paired with an intuitive query language expressed in
the Contextual Query Language (CQL) syntax [32]. In this way, we can not only
search for annotations, by means of a mix of full text and queries based on the struc-
ture, but we can also retrieve annotated resources thanks to the hypertext that allows
us to pass from the found annotations to the annotated resources.

3.3 NESTOR: A Model for Digital Archives

Digital archives are one of the pillars of our cultural heritage and, thanks to tech-
nologies such as the digital libraries, they are increasingly opening up to end-users
by focusing on usability, accessibility, and findability of the resources they manage.

Archives represent the trace of the activities of a physical or juridical person in
the course of their business which is preserved because of their continued value
over time. Archives and archival descriptions (i.e. metadata) are modeled by using
a hierarchical structure, which expresses the relationships and dependency links
between the records of the archive.

In recent years, archival descriptions have moved on-line and there have been
increasing calls for reconsidering their presentation based on user studies. Indeed,
from this new point-of-view, the XML standard for digital description of archives
such as the Encoded Archival Description (EAD) seriously constrains user orien-
tation of archives; but with EAD several important digital archives operations are
not possible: (i) the user cannot access a specific item on-the-fly, instead we have
to define fixed access points to the archival hierarchy; (ii) the user cannot recon-
struct the context of an item without browsing the archival hierarchy; (iii) we cannot
present the users with selected items from an archive, instead we have to give them
the archive as a whole.

To tackle these issues, we proposed to model archives through the NEsted SeTs
for Object hieRarchies (NESTOR) [39, 41] – i.e. a set-based data model allowing for
the representation of hierarchical relationships between objects through the inclusion
property between sets – which opened-up new ways of representing and handling
archival resources. TheNESTORmodel is defined by two set-based datamodels: The
Nested Set Model (NS-M) and the Inverse Set Data Model (INS-M). These models
are defined in the context of set theory as a collection of subsets, their properties have
been formally proved as well as their equivalence to the tree in terms of expressive
power [12, 37, 41].

The most intuitive way to understand how these models work is to relate them
to the tree. In the NS-M each node of the tree is mapped into a set, where child
nodes become proper subsets of the set created from the parent node. Every set is
subset of at least one set; the set corresponding to the tree root is the only set without
any superset and every set in the hierarchy is subset of the root set. The external
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nodes are sets with no subsets. The tree structure is maintained thanks to the nested
organization and the relationships between the sets are expressed by the set inclusion
order.

The second data model is the INS-M where each node of the tree is mapped into
a set, where each parent node becomes a subset of the sets created from its children.
The set created from the tree’s root is the only set with no subsets and the root set is a
proper subset of all the sets in the hierarchy. The leaves are the sets with no supersets
and they are sets containing all the sets created from the nodes composing tree path
from a leaf to the root.

NESTOR is particularly well-suited for advancing user-orientation of archives
because it allows for exposing archival data as LinkedData on theWeb [40], thus aug-
menting the understandability of these data. Furthermore, NESTOR can be adopted
for “socializing the archives” [41] by means of annotations [38] such that available
resources can be augmented with user-generated content which then provides alter-
native access points for searching and browsing resources. Furthermore, NESTOR
has been realized by means of three alternative in-memory dictionary-based data
structures, which have been proved to be highly competitive with state-of-the-art
solutions for accessing XML data by considering pre-processing and query execu-
tion time and memory occupation [42, 43, 52].

3.4 User Engagement: The CULTURA Environment

The main aim of the CULTURA environment was to create a Virtual Research Envi-
ronment (VRE) in which users with a range of different backgrounds and expertise
can collaboratively explore, interrogate, interact with, and interpret complex and
diverse digital cultural heritage collections [6]. The CULTURA environment is a
VRE that pushed forward the frontiers of technology in the creation of community
and content aware interfaces to digital humanities collections.

TheCULTURAenvironment adopts a service-oriented approach to offer a rich and
engaging experience for different user categories, which range from academic and
professional users to the general public. The services are conceived and developed to
be applicable to a wide variety of document collections [14]. The potential generality
of the environment is demonstrated by the fact that the environment supports different
use cases; one of those is represented by the IPSA collection, a digital archive of
illuminated manuscripts, while the other major archive is the 1641 Depositions,
which is a collection of noisy text documents, mainly of a legal nature, dating from
the 17th Century.

In both collections, the managed digital objects – “either scanned illuminated
manuscripts or legal documents” – are described by appropriate metadata, according
to a traditional record-centric approach. The goal of the environment was to exploit
an improved user engagement and interaction with the managed artifacts in order to
semantically enrich them with a superimposed layer of user-provided information.
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This required a move from a traditional record-centric approach to a resource-centric
one, opened towards Linked Open Data (LOD) and a better sharing of resources.

The history of art provides a fertile ground for research into semantically enriched
metadata and LOD; indeed, in history of art the main way to produce new knowledge
is to reveal connections between different items (illuminations, pictures, frescos) that
can cast new light on an artist, an artistic movement or an art-historical period. The
most valuable connections are the unexpected ones linking elements that may seem
to have very few features in common [54]. Therefore, it was decided that the central
tool for allowing researchers in history of art to discover new knowledge and unveil
new links and relationships among resources would be the semantic annotation tool,
called FAST-CAT. This software enables semantically-typed links to be superim-
posed over the managed digital objects, the traditional record-centric metadata, and
Web resources in general. Besides being semantically typed, these links can include
fully-fledged multimedia content, which allows for rich description and explanation
of the link and provides added value to both specialist users and the general public.

Both the FAST annotation model [10] and the CAT model and tool (FAST-
CAT) [33] have been applied to the CULTURA environment and they provided
adaptive and personalized access to the IPSA historical collection. FAST-CAT has
been integrated into the environment in order to provide users with an additional
means of interacting with the portal, as well as for providing feedback on CULTURA
user model that stores user interests. It is the belief of the authors that FAST-CAT
has huge potential as an annotation tool within the digital humanities field. Indeed, it
demonstrates the feasibility of transitioning from a traditional digital archive with a
record-centric approach, towards a resource-centric one with semantically enriched
information provided by actively engaging users via digital annotations [59]. The
process of discovering new unexpected connections among cultural heritage arti-
facts, i.e. a process that can be defined as serendipity, enabled by the FAST annota-
tion model, is especially encouraged by the LOD paradigm where meaningful links
between entities allow us tomove across diverse and apparently unrelated knowledge
domains.

4 Data-Driven Digital Libraries

The role of data is going to become central in DL as well as in the other fields
of computer science. In this section we explore the role of DL in the context of
reproducibility in science and the relationships between DL and data citation.

4.1 Reproducibility

Computer science is particularly active in reproducibility, as witnessed by the recent
Association for Computing Machinery (ACM) policy on result and artifact review
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and badging.1 For instance, the database community started an effort called “SIG-
MOD reproducibility” [44] “to assist in building a culture of sharing results, code,
and scripts of database research”.2 Since 2015, the European Conference in IR
(ECIR) [35, 46], allocated a whole paper track on reproducibility and in 2015 the
RIGOR workshop at SIGIR was dedicated to this topic [16]. Moreover, in 2016 the
“Reproducibility of Data-Oriented Experiments in e-Science” seminar was held in
Dagstuhl (Germany) [1] bringing together researchers from different fields of com-
puter sciencewith the goal “to come to a common ground across disciplines, leverage
best-of-breed approaches, and provide a unifying vision on reproducibility” [34, 36].

In recent years, the nature of research and scientific publishing has been rapidly
evolving and progressively relying on data to sustain claims and provide experimental
evidence for scientific breakthroughs [47]. The preservation, management, access,
discovery and retrieval of research data are topics of utmost importance as witnessed
by the great deal of attention they are receiving from the scientific and publishing
communities [24]. Along with the pervasiveness and availability of research data, we
are witnessing the growing importance of citing these data. Indeed, data citation is
required to make results of research fully available to others, provide suitable means
to connect publications with the data they rely upon [61], give credit to data creators,
curators and publishers [23], and enabling others to better build on previous results
and to ask new questions about data [22].

Even though InformationRetrieval (IR)has a long tradition in ensuring that the due
scientific rigor is guaranteed in producing experimental data, it does not have a similar
tradition in managing and taking care of such valuable data [8, 31]. This represents
a serious obstacle for tackling the above mentioned challenges. For example, there
is a lack of commonly agreed formats for modeling and describing the experimental
data as well as almost no metadata (descriptive, administrative, copyright, etc.) for
annotating and enriching them. The semantics of the data themselves is often not
explicit and it is demanded to the scripts typically used for processing them,which are
often not well documented, rely on rigid assumptions on the data format or even on
side effects in processing the data. Finally, IR lacks a commonly agreed mechanism
for citing and linking data to the papers describing them [57].

There have been early examples of systems to manage IR experimental data, such
as EvaluatOR [17] andDistributed Information Retrieval Evaluation Campaign Tool
(DIRECT)3 [7, 11], but they have not been designed with reproducibility and/or data
citation as goals. More recently, steps toward more fine grained models and systems
have been proposed, as for example LOD-DIRECT4 [56] which uses semantic Web
and LOD technologies to model IR evaluation data and make them linkable, or
nanopublications for IR evaluation [50].

1https://www.acm.org/publications/policies/artifact-review-badging.
2http://db-reproducibility.seas.harvard.edu/.
3http://direct.dei.unipd.it/.
4http://lod-direct.dei.unipd.it/.

https://www.acm.org/publications/policies/artifact-review-badging
http://db-reproducibility.seas.harvard.edu/
http://direct.dei.unipd.it/
http://lod-direct.dei.unipd.it/
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The situation is even more severe in the context of keyword-based search over
relational databases, which is a key technology for lowering the barriers of access to
the huge amounts of data managed by databases. It is an extremely difficult and open
challenge [2] since it comes up against the “conflict of impedance” between vague
and imprecise user information needs and rigorously structured data, allowing users
to express their queries in natural language against a potentially unknown database.

Even if there have been attempts to reproduce state-of-the-art solutions and pro-
vide shared benchmarks [29], we still need tomove beyond the evaluation of keyword
search components in isolation or not related to the actual user needs, and, instead,
to consider the whole system, its constituents, and their inter-relations with the ulti-
mate goal of supporting actual user search tasks [20, 21]. Moreover, there is a lack of
commonly shared open source platforms implementing state-of-the-art algorithms
for keyword-based access to relational data as, for example, Terrier5 in the infor-
mation retrieval field, and we just started to move towards providing open source
implementations of these algorithms6 [18].

4.2 Data Citation

The practice of citation is foundational for scientific advancement and the propaga-
tion of knowledge and it is one of the basic means onwhich scholarship and scientific
publishing rely. In recent years, the nature of research and scientific publishing has
been rapidly evolving and progressively relying on data to sustain claims and provide
experimental evidence for scientific breakthroughs [47]. The preservation, manage-
ment, access, discovery and retrieval of research data are topics of utmost importance
as witnessed by the great deal of attention they are receiving from the scientific and
publishing communities [24, 25].

Along with the pervasiveness and availability of research data, we are witnessing
the growing importance of citing these data. Indeed, data citation is required to
make results of research fully available to others, provide suitable means to connect
publications with the data they rely upon, give credit to data creators, curators and
publishers, and enable others to better build on previous results and to ask new
questions about data [58]. Furthermore, data citation plays a central role for providing
better transparency and reproducibility in science, a challenge taken up by several
fields.

In the traditional context of printed material, the practice of citation has been
evolving and adapting over the centuries [24] reaching a stable and reliable state;
nevertheless, traditional citation methods and practices cannot be easily applied for
citing data. Indeed, citing data poses new and significant challenges, such as the use

5http://www.terrier.org/.
6https://bitbucket.org/ks-bd-2015-2016/ks-unipd.

http://www.terrier.org/
https://bitbucket.org/ks-bd-2015-2016/ks-unipd
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of heterogeneous data models and formats requiring different methods to manage,
retrieve and access the data; the transience of data calling for versioning and archiving
methods and systems; the necessity to cite data at different levels of coarseness
requiring methods to identify, select and reference specific subsets of data; and the
necessity to automatically generate citations to data because we cannot assume that
the people citing the data understand the complexity of a dataset, know how data
should be cited in a specific context, or select relevant information to form a complete
and correct citation.

As described in [26], from the computational perspective the problem of data
citation can be formulated as follows: “Given a dataset D and a query Q, generate an
appropriate citation C”. Several of the existing approaches to address this problem
allow us to reference datasets as a single unit having textual data serving as metadata
source, but as pointed out by [51] most data citations “can often not be generated
automatically and they are often not machine interpretable”. Until now, the problem
of how to cite a dataset at different levels of coarseness, to automatically generate
citations and to create human- and machine-readable citations has been tackled only
by a few working systems [27, 30, 51, 53, 55]. From these experiences, it clearly
emerges that data citation is a compound and complex problem and a “one size fits
all” system to address it does not exist, yet. As a consequence, within the context of
data citation, there are several open issues and research directions we can take into
account:

• Citation identity and containment: This problem refers to the necessity of uniquely
identifying a citation to data and of being able to discriminate between two citations
referring to different data or different versions of the same data and between two
different citations referring to the same data.

• Versioning: One of the main differences between traditional citations and data
citations is that data may not be fixed, but may evolve through time; indeed, new
data may be added to a dataset, some changes may occur, some mistakes may be
fixed or new information may be added. A citation needs to ensure that the data a
citation uses is identical to that cited.

• Provenance: Provenance information plays a central role because we may need to
reconstruct the chain of ownership of a data object or the chain of modifications
that occurred to it in order to produce a reliable citation [30]. New solutions have to
be provided to integrate data citation with currently employed systems controlling
and managing the data workflow.

• Supporting scientific claims: Scientific claims are often based on evidence gathered
from data. They could be related to a single datum or to multiple data coming from
the same source or from different sources. Data citation can be used to support
such claims and to provide a means to verify their reliability.
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Abstract The Database Group (DBGroup, www.dbgroup.unimore.it) and Informa-
tion SystemGroup (ISGroup, www.isgroup.unimore.it) research activities have been
mainly devoted to the Data Integration Reserach Area. The DBGroup designed and
developed the MOMIS data integration system, giving raise to a successful innov-
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ative enterprise DataRiver (www.datariver.it), distributing MOMIS as open source.
MOMIS provides an integrated access to structured and semistructured data sources
and allows a user to pose a single query and to receive a single unified answer.
Description Logics, Automatic Annotation of schemata plus clustering techniques
constitute the theoretical framework. In the context of data integration, the ISGroup
addressed problems related to the management and querying of heterogeneous data
sources in large-scale and dynamic scenarios. The reference architectures are the Peer
Data Management Systems and its evolutions toward dataspaces. In these contexts,
the ISGroup proposed and evaluated effective and efficient mechanisms for network
creation with limited information loss and solutions for mapping management query
reformulation and processing and query routing. The main issues of data integration
have been faced: automatic annotation, mapping discovery, global query process-
ing, provenance, multidimensional Information integration, keyword search, within
European and national projects. With the incoming new requirements of integrating
open linked data, textual and multimedia data in a big data scenario, the research
has been devoted to the Big Data Integration Research Area. In particular, the most
relevant achieved research results are: a scalable entity resolution method, a scalable
join operator and a tool, LODEX, for automatically extracting metadata from Linked
Open Data (LOD) resources and for visual querying formulation on LOD resources.
Moreover, in collaboration with DATARIVER, Data Integration was successfully
applied to smart e-health.

1 Data Integration at the DBGroup: State of the Art

Data Integration is the problem of combining data residing at different autonomous
sources, and providing the userwith a unified view of these data. TheDBGroup group
has been investigating data integration for more than 20 years and almost all of the
research activities have been centered around the MOMIS (Mediator EnvirOnment
for Multiple Information Sources) Data Integration System; [5, 20], a most recent
description is in [18]. An open source version of the MOMIS system is delivered
and maintained by Datariver (see Sect. 4).

TheMOMIS system is characterized by a classical wrapper/mediator architecture
[60], where the local data sources contain the real data, while a Global Virtual
Schema (GVS) provides a reconciled, integrated, and virtual view of the underlying
data sources. MOMIS follows a Global-As-View approach: each class of the GVS
is characterized in terms of a view over the sources; then a query over the GVS is
rewritten on the data sources by query unfolding [36]. In the following we describe
the main features and applications of the MOMIS system. For a complete version of
this section see http://dbgroup.ing.unimore.it/Momis.

www.datariver.it
http://dbgroup.ing.unimore.it/Momis
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1.1 Automatic Global Schema Generation and Annotation

One of the main features of the MOMIS System is the rapid deployment of data
integration projects, by means of a process that detects semantic similarities among
the involved local source schemata, automatically generates aGVS and the mappings
among the GVS and the local schemata. The theoretical framework of this data
integration process is constituted by Description Logics, Automatic Annotation of
schemata plus clustering techniques. In particular, with the Annotation step, schema
labels (i.e. class/attribute names) are mapped to concepts of a lexical ontology, such
as Wordnet [51], in order to perform schema matching, i.e., to discover relationships
among the elements of different schemata [28]. However, performance of automatic
annotation methods on real world schemata suffers from the abundance of non-
dictionary words such as compound nouns, abbreviations and acronyms. In [58] we
addressed this problem by introducing a schema label normalization method which
expands abbreviations/acronyms and annotates compound nouns; the techniques was
implemented into the NORMS tool, described in the next section.

1.2 The NORMS (NORMalizer of Schemata) Tool

NORMS is a tool that provides automatic normalization and annotation for schema
labels [57]; it was developed in collaboration with Datariver1 and it can be integrated
in the MOMIS framework to improve schema matching. To handle automatically a
large number of non-dictionary words, NORMS uses, in addition to lexical ontolo-
gies, other resources: (1) complementary schemata (other schemata that have to
be integrated with the current schema); (2) online abbreviation dictionary; (3) user-
defined dictionaries. Themain innovative aspect of NORMS is theCompound Nouns
(CN) Interpretation: i.e., the task of determining the semantic relationships holding
among its constituents. NORMS annotates each CN constituent and then performs
automatic CN interpretation by using the set of nine semantic relationships (CAUSE,
HAVE,MAKE etc.) defined by Levi in [38]. The performance of NORMSwas tested
in several data integration projects of different semantic domains;moreover,NORMS
was also tested w.r.t. schema and data integration test suites, such as Almalgam [52]
and TPC-H.2 The experimental results have shown the effectiveness of NORMS,
which significantly improves annotation, and, consequently, schema matching.

1NORMS will be included in the next release of the MOMIS Open Source version, available at
http://www.datariver.it/data-integration/momis/.
2http://www.tpc.org/tpch.

http://www.datariver.it/data-integration/momis/
http://www.tpc.org/tpch
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1.3 Data Fusion

Data fusion is the process of fusingmultiple records representing the same real-world
object into a single, consistent, and clean representation; merging different records
into a single representation and at the same time resolving existing data conflicts
was a problem addressed by several researchers in the past decades, but with few
implemented solutions in integration systems [29]. To perform Data Fusion, we
assumed that Entity Resolution, i.e., the identification of the same object in different
sources, has been already performed and thus a shared object identifier (ID) exist
among different sources. Multiple records with the same ID are fused by means of
the Full Join Merge operator [18]. On 2016, we faced and solved the problem of
Entity Resolution in a Big Data Integration scenario (see Sect. 5.1). Moreover, as
the increasing number of distributed data sources to be integrated introduces join
scalability as a critical issue for the scalability of a Data Integration system, we
devised a new scalable join operator (see Sect. 5.2).

1.4 Data Provenance

Data Integration Systems deal with information coming from different sources,
potentially uncertain or even inconsistent with each other, then the problem of
“How to incorporate the notion of data quality (source reliability, accuracy, etc.)” is
crucial. A common approach for evaluating the quality and trustworthiness of the
data in systems involving a large number of sources is the analysis of the provenance
of information. Provenance describes where data come from, how it is derived and
how it was modified over time.

The notion of PI-CS provenance defined in [31] encodes all the possible different
derivations of a output tuple in the query result, by storing a set of input tuples
for each derivation. In [12] we extended the definition of PI-CS provenance to
include resolution functions and, then, to distinguish between derivations where the
contributing tuples have conflicts or not.We proved the usefulness of data provenance
in a Data Integration context in several studies, from the use of data provenance in
conflict resolution strategies [4] to the development of provenance-aware semantic
search engines based on data integration [6].

1.5 Integration of Data and Multimedia Sources

The proliferation of multimedia data, and the consequent need of their integration
with traditional information, represents nowadays a critical issue. In [13]we extended
the MOMIS System to integrate “traditional” and “multimedia” data sources: multi-
media queries can be expressed on theGVVwithout requiringmultimedia processing
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capabilities at themediator level since they aremanaged at the local level by themul-
timedia system. However, this solution requires a completely new query processing
method. with respect to the one used for traditional data (based on a full join oper-
ation). Then, in [1] we discussed the question: “How can a multimedia local source
supporting ranking queries be integrated into a mediator system without such capa-
bilities?”. We first described a naïve approach to support ranking (Top-K) queries
which keep substantially unchanged the query processing method; this approach
does not guarantee the completeness of results for Top-K queries, i.e., less than K
results might be returned. Then, we discussed two alternative solutions for extending
a mediator system so as to support multimedia queries.

1.6 The MOMIS System: Applications and Extensions

The MOMIS system was used to integrate genotypic and phenotypic data, for the
development of theCEREALABdatabase [50].A specific user’s requirement coming
from this application domain was data provenance capabilities, as discussed in [7];
moreover, in [11] we shown the publication of CEREALAB into the Linked Open
Data cloud; finally, in [10] we applied to CEREALAB a fully automatic and seman-
tic method for searching bibliographic data. We applied the MOMIS system either
for building a tourism Information provider [19] and to define semantic mappings
amongst product classification schemas [14, 16].

In [9] we extended the MOMIS system with a multi-agent architecture based on
the P2Pmodel; while a single peer carries out data integration activities, it exchanges
knowledge with other peers by means of specialized agents. In [59] we shown as the
tests of the THALIA benchmark [35] are fulfilled by the MOMIS system; In [15]
we presented a framework able to query an integrated view of data and to search for
eServices related to retrieved data.

1.7 Integrating Multidimensional Information

Collaborative business making is emerging as a possible solution for the difficulties
that Small and Medium Enterprises (SMEs) are having in the current difficult eco-
nomic scenarios. Collaboration, as opposed to competition, provides a competitive
advantage to companies and organizations that operate in a joint business structure.
When dealing with multiple organizations, managers must access unified strategic
information obtained from the knowledge repositories of each individual organiza-
tion; unfortunately, traditional Business Intelligence (BI) tools are not designed with
the aim of collaboration so the task becomes difficult from a managerial, organiza-
tional and technological point of view. To deal with this shortcoming, we provided
an integration, mapping-based, methodology for heterogeneous Data Warehouses
that aims at facilitating business stakeholders’ access to unified strategic information
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obtained from a network of heterogeneous collaborating SMEs [17]. In particu-
lar, we proposed a mapping-based integration methodology that is able to generate
semantic mappings between dimensions of different DWs, either between dimension
categories and between members of such categories. Our work is motivated by data-
quality which is a crucial aspect when building an inter-organization DW; in fact,
given the use of the DW, incorrect or low-quality data may not only make the DW
useless, but its use may also lead to wrong decisions with potential negative impact
on the organization. For these reasons, we analyzed data-quality requirements for the
generated mappings, such as coherency and consistency, to ensure that the integrated
information can be correctly aggregated (or disaggregated). This observation is rel-
evant as the multidimensional data is usually explored along aggregation patterns,
drilling-down or rolling-up from a starting analysis point.

1.8 MOMIS Dashboard

The MOMIS Dashboard3 is an interactive visualization tool (available also as a
mobile application) either for integrated data obtained with MOMIS or for data of
several commercial DBMSs. It makes easier to compare data and capture useful
information. It allows to filter the data and visualize the results through different
charts. The available charts are : line, bar, pie, bubble on a Google Maps, tabular
views; filters applicable on the charts are: date interval, numeric interval, set of
different values, free text. The MOMIS Dashboard allows to define advanced access
rules on the data, i.e. different views. In thisway, different users can access to the same
charts but filtering only their proprietary data set. Another interesting feature is the
multilingual support, i.e., it can manage different languages for the same Dashboard.
TheMOMISDashboard is developed in collaboration with Datariver that has already
used it in several projects (see (http://www.datariver.it/data-integration/)), such as
“Open Data Lavoro”, a web application for analysis and monitoring of public open
data related to job market, and the “Italian FSHD Registry”, which will be described
in Sect. 4.1.

2 Data Integration at the ISGroup: State of the Art

Peer datamanagement systems (PDMSs) represent a natural step beyonddata integra-
tion systems, replacing their single logical schema with an interlinked collection of
semantic mappings between peers’ individual schemas [34]. Moreover, the synergy
between PDMSs and Semantic Web technologies has paved the way for large-scale
sharing of semantically rich data, like RDF or ontologies. Because of the lack of
common understanding of the vocabulary used by peers, the resulting heterogeneity

3For a complete description see http://dbgroup.ing.unimore.it/MomisDashboard.

http://www.datariver.it/data-integration/
http://dbgroup.ing.unimore.it/MomisDashboard
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of data representations opens new challenges as to the efficient and effective retrieval
of relevant information.

As opposed to viewing semantic misalignment as a limit for interoperability,
the research of ISGROUP leveraged on the presence of semantic approximations
between the peers’ schemas as a means for giving effective hints along the following
directions: (1) effective query processing [42, 47]; (2) network creation [49].

A PDMS underlies a potentially very large network able to handle huge amounts
of data. For this reason, query routing, i.e. the process of selecting themost promising
peers, is a fundamental issue for providing relevant answers to queries over distributed
resources. In this context, we proposed a distributed index mechanism where each
peer is provided with a novel kind of index, the Semantic Routing Index (SRI), for
routing queries effectively. SRIs are also employed in the query answering phase
for reducing the space of reformulations and for ranking answers. The proposed
approach for query processing founds on a fuzzy settlement which provides a formal
semantics of the approximations originated by the heterogeneity of the schemas in a
PDMS.

When processing queries in a PDMS, the semantic path needs to relate the terms
used in the query with the terms specified by the node providing the data. Hence it
is likely that there will be information loss along long paths in the PDMS because
of missing (or incomplete) mappings, leading to the well-known problem of how to
boost a network of mappings in a PDMS. Our research investigated this issue and
proposed the first efficient approach for the flexible creation and maintenance of the
network structure, clustering together semantically related peers. The approach we
propose is scalable, incremental, and self-adaptive in the creation and maintenance
of clusters.

When it comes to network construction, every time a new peer joins the network,
there is the need to make explicit the semantics of its schema by associating each
schema’s term with the right concept. In this parallel research branch, ISGROUP
also proposed effective knowledge-based disambiguation techniques working on a
variety of structures both at data and metadata level [39, 45, 46].

All the above techniques have been incorporated in a complete PDMS infrastruc-
ture, the SUNRISE (System for Unified Network Routing, Indexing and Semantic
Exploration) system, that offers network construction and exploration facilities for
XML and RDF data sharing [41, 43]. Then, in the context of the FIRB NeP4B
project and in collaboration with ISTI-CNR, SUNRISE was extended to multimedia
data that needs the support of content-based, aka similarity, predicates in the query
language [37].

Another research area where the main concepts of PDMSs where exploited prof-
itably is inter-business collaborative where companies coordinate themselves to
develop common and shared opportunities. In collaboration with the Business Intel-
ligence Group of the University of Bologna we introduced a peer-to-peer data ware-
housing architecture, Business Intelligence Network (BIN) [32, 48]. The original
contributions we gave in this area are a language for the definition of semantic map-
pings between the schemata of peers, using predicates that are specifically tailored
for the multidimensional model, a framework for OLAP query reformulation that
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relies on the translation of mappings and queries towards the underlying relational
schemata, a query reformulation algorithm.

In the context of data integration systems, the dataspace model represent a further
step towards the integration of loosely-connected information that support data co-
existence and pay-as-you-go principles [33]. Such challenge arises in application
scenarios that have emerged recently such as exploratory data analysis and personal
informationmanagement. A very recent line of research is conducted in collaboration
withGeorge Fletcher fromTu/E and aims at investigating theoretical and engineering
solutions for query-driven mapping discovery. [30]. The project proposes a shift of
perspective in mapping management from the state-of-the-art data-centric approach
to a user-centric approach where mappings contribute to users satisfaction in their
information seeking activities.

Graph-based data models have recently gained much popularity as powerful
means for data representation, especially in the dataspace scenario. The largeness
and the heterogeneity ofmost graph-modeled datasets in several database application
areas make flexible query answering capabilities an essential need. ISGROUP pro-
posed an approach [40, 44] for the approximatematching of complex queries on such
kind of data, whose query answering model gracefully blends label approximation
with structural relaxation, under the primary objective of delivering meaningfully
approximated results only.

3 Keyword Search over Relational Databases

Despite the effort that the research community has put in the field in the last fifteen
years and the significant number of scientific publications and prototypes developed,
keyword search over relational databases is still a hot and open challenge.No research
prototypes have transitioned from proof-of-concept implementations into deployed
systems, and the current research proposals fail in making users able to effectively
and efficiently query relational databases. The problem is intrinsically complex and
multifaceted, since the information in a database is spread over a number of tables
connected with multiple paths. The simple exploitation of full-text search function-
alities natively implemented in the DBMS (e.g., the match-against function in
MySQL) enables users only to discover the attributes of the database containing the
query keywords at run-time, thus providing just partial, and incomplete results to be
joined to form complete answers. Nevertheless, the existence of a path joining two
generic tuples is not assured even in a full connected database, and it can involve
tuples in other tables. Moreover, in case of multiple connections, each path carries
out different semantics which cannot match with the intended meaning of the user’s
query. The computation of all paths largely affect the time required for solving the
query and the quality of the answer.

The DBGroup is an active member in this area since 2009 and developed tech-
niques and tools in conjunction with other research groups (in particular with Prof.
Velegrakis, University of Trento – IT, Prof. Ferro, University of Padua – IT, Prof.
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Trillo, University of Zaragoza – ES), and under the big umbrella of the KEYSTONE
IC1302 COST Action (http://www.keystone-cost.eu). The main contributions are
related to: (i) the introduction of a principled model for the representing the key-
word search problem over structured databases; (ii) the development of techniques
and prototypes based on heuristic rules and machine learning techniques; (iii) an
analysis of the methodology adopted for evaluating keyword based systems and the
definition of a roadmap and a reference architecture for an evaluation framework.

Representing keyword search over structured databases. In our research, we
have developed a three-step principle model to represent the process of solving
keyword queries. The fundamental steps we consider are first to match the keywords
into the database structures, then to discover ways these matched structures can
be combined, and finally to select the best matches and combinations such that
the identified database structures represent what the user had in mind to discover
when formulating the keyword query. The first step is focused on trying to capture
the meaning of the keywords in the query as they are understood by the user. In
some sense, it provides the user perspective of the keyword query and it does so
by providing a mapping of the keywords into database terms. We call the mappings
as configurations and the step is referred to as the forward analysis step since it
starts from the keywords and moves towards the database. The second step tries to
capture the meaning of the keywords as they can be understood from the point of
view of the data engineers who designed that database structure. In this step we
compute the paths connecting the keywords, thus forming the possible solutions
(we refer them as the interpretations) to the user query. In some sense, this phase
provides the database perspective of the keyword query and it does so by providing
the relationships among the images of the keywords. This task is referred to as the
backward analysis step since it starts from the database structures andmoves towards
the query keywords through their images. The third step provides a ranking of the
interpretations produced by the second step. These are the explanations, i.e., “fully
justified” answers to the keyword queries.

Techniques and prototypes to solve keyword queries. We have developed 3 proto-
types implementing the heuristics andmachine learning based techniques developed.
The KEYMANTIC [21, 22] system was focused on finding configurations. It pro-
vided a solution based on a bipartite graph matching model where user keywords
were matched to database schema elements by using an extension of the Hungarian
algorithm. In particular, weights qualifying the matches run-time change on the basis
of the partial assignments computed by the algorithm. KEYRY [27, 53] extended
KEYMANTIC by providing a probabilistic framework, based on a Hidden Markov
Model (HMM), to compute the configurations. In our approach, the HMM states
are database elements, and the observations are the keywords that can be associ-
ated to the states. The application of the Viterbi algorithm allows the computation of
sequences of states to be associated to the keyword queries.QUEST [25, 26] provides
a complete keyword search system for relational database, where the configurations,
computed bymeans of aHMMapproach, and the interpretations, computed bymeans

http://www.keystone-cost.eu
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of Steiner Trees, are joined by means of the probabilistic framework provided by the
Dempster Shafer theory.

Evaluating keyword search systems. We noticed two main issues that are ham-
pering the design and development of next generation systems for keyword search
over structured data: (i) the lack of systemic approaches considering all of the issues
of keyword search from the interpretation of the user needs, to the computation,
retrieval, ranking and presentation of the results; and (ii) the absence of a shared and
complete evaluation methodology measuring user satisfaction, achieved utility and
required effort for carrying out informative tasks. In light of this, we proposed in [24]
a reference architecture including all the components needed for a keyword search
engine for relational databases and we have discussed a roadmap for the definition
of a fair and solid evaluation framework.

4 Smart Health Care at DataRiver

DataRiver (www.datariver.it) is an Innovative SME, accredited as a Research Innova-
tion Institution of the Emilia Romagna Region, founded on June 2009 as a Spin-Off
of the University of Modena and Reggio Emilia from the initiative of professors
and researchers of the DBGroup. The company develops innovative software solu-
tions in the healthcare industry and offers specialized consulting services for Clinical
Data Management, Big Data Integration (BDI) and Analytics concerned to Clinical
Trials, Cancer and Rare Diseases Registries, Mobile Data Capture Apps for the col-
lection and management of patient clinical data from mobile and wearable devices.
The healthcare industry is naturally rich with data – clinical, patient, claim, hospital
system, financial, pharmacy and, most recently, data from wearable technology. In
the healthcare context, data flows through heterogeneous systems and are stored in
disparate data sources. BDI techniques provide a complete and synthetic view of
all the health information about a patient or a set of selected patients. The Big Data
analytics applied to integrated patient’s health data allow a widespread monitoring to
prevent clinical events and plan personalized care treatments. The Internet ofMedical
Things (IoMT) is the collection of medical devices and applications that connect to
healthcare IT systems through online computer networks, including comprehensive
solutions that follow patients on their life places, enabling home care and telemedi-
cine. DBGroup and DataRiver are involved in several Smart Health Care projects for
the research and development of innovative solutions, addressing the issues for BDI
in the healthcare context and providing state-of-the-art applications for the IoMT.

www.datariver.it
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Fig. 1 Enhanced data integration and analytics for Smart Health Care

4.1 The Italian FSHD Registry: An Enhanced Data
Integration and Analytics Framework for Smart
Health Care

Facioscapulohumeral muscular dystrophy (FSHD) is a common myopathy, that has
been associated to the reduction of a string of DNA elements, named D4Z4. BDI and
analytics techniques have been applied by DataRiver and DBGroup in the “Italian
FSHD Registry” project, to discover new research results by the unified analysis of
patient’s clinical and genomics data. The Italian FSHDRegistry study (www.fshd.it)
involves 13 medical research centers of the FSHD network to collect clinical and
genomics data of more than 6.000 patients and 2.400 families; the objective is to
develop an enhanced data integration and analytic framework to predict the risk of
developing a severe formof the disease, and to identify factors that can help to prevent
the disease worsening. In the “Italian FSHD Registry” project we successfully used
the MOMIS system and the MOMIS Dashboard (see Sect. 1) jointly with OpenClin-
ica (www.openclinica.org), an electronic data capture software for clinical research
used to capture cleaner data, ensure compliance and promote patient engagement.
The OpenClinica platform have been extended by DataRiver to collect family data
and to be fully integrated with the MOMIS system. The MOMIS system provides
a unified view of patient’s data and biological data coming from different Biobank
databases, to run queries both on clinical and genomics parameters and discover new
information. The MOMIS Dashboard was used to easily monitor, query, visualize
and extract statistical analysis of clinical and laboratory data (Fig. 1).

www.fshd.it
www.openclinica.org


54 S. Bergamaschi et al.

Fig. 2 Mobile, IoMT platform for remote monitoring and patient empowerment

4.2 My Smart Age with HIV: A Mobile and IoMT
Platform for Remote Monitoring and Empowerment
of HIV Patients

In the My Smart Age with HIV (MySAwH) clinical trial (www.mysmartage.org), an
innovative IoMT mobile App has been developed to empower elderly HIV patients
via health promotion, assessing reduction in health deficit and improvement in qual-
ity of life. DataRiver designed and developed the IoMT framework architecture and
MySAwHApp to collect patient’s data from smartphone and wearable devices, elab-
orating and analyzing health indicators for the project; the IoMT framework has been
designed to expand the traditional healthcare infrastructure and to provide patient
monitoring and support outside the hospitals. The exploitation of IoMT, mobile App
and wearable technologies, the integration and analysis of all collected patient’s data
in real time provide the physician with a continuous patient monitoring to measure
the response to illness and the life quality improvement. The patient obtains an up to
date insight of health condition and a constant support via the direct communication
with caregiver (Fig. 2).

5 Big Data Integration at the DBGroup

A huge amount of (semi-)structured data is available on the Web in the form of
web tables, marked-up contents, and Linked Open Data. For enterprises, govern-
ment agencies, and researcher of large scientific projects, this data can be even more
valuable if integrated with their proprietary data. With the incoming of these new
requirements, the research at the DBGroup has been devoted to the Big Data Inte-

www.mysmartage.org


From Data Integration to Big Data Integration 55

gration Research Area. The main topics we are investigating are: scalable entity
resolution methods, distributed scalable join methods and summarization and visual
querying methods of LOD resources.

5.1 Entity Resolution

As introduced in Sect. 1.3,Entity Resolution (ER) is the well-known problem to iden-
tify records that refer to the same entity. Generally, to perform ER and vocabulary-
based topic detection, traditional techniques are based on schema-alignment among
data sources (i.e., deriving a unique homogenous common schema from several het-
erogeneous ones). Unfortunately, the (semi-) structured data of the Web is usually
characterized by high heterogeneity, volume and noise (missing/inconsistent data),
making schema-alignment techniques no longer applicable. Therefore, Data Inte-
gration techniques dealing with this type of data typically renounce to exploit data
source schemata.

At the DBgroup we developed a set of novel techniques [23, 54, 55] to induce
loose schema information directly from the data, without exploiting the semantic of
the schemas, able to scale to the huge data of the Web. This lose schema information
can be employed as a surrogate of the schema-alignment and employed to enhance
ER and vocabulary-based topic detection.

For ER, we proposed Blast [55] (Blocking with Loosely-Aware Schema Tech-
niques), an approach to reduce the ER complexity with indexing techniques aiming
to group similar records in blocks, and limit the comparison to only those records
appearing in the same block. For the topic detection, we proposed Whatsit [23] a
novel approach that generates signatures of sources that are matched against the sig-
natures of a reference vocabulary. Thus, a description of the topics of the source in
terms of this reference vocabulary is generated.

Finally, we developed an open source software4 for both the approaches and
we experimentally evaluated them on real world datasets. The results demonstrate
that Blast outperforms the state-of-the-art blocking approaches for the big data
scenario, and that Whatsit can actually be employed to detect topics of a given
data source. Currently, we are developing ER methods for massively parallel and
distributed systems (Apache Spark and Apache Flink), and we are performing on the
same systems extensive benchmarks to assess their scalability for different scenarios
related to big data integration problems.

4http://stravanni.github.io/blast/.

http://stravanni.github.io/blast/
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5.2 Distributed Scalable Join

As we discussed in Sect. 1.3, join scalability is a critical issue for the scalability of
a Data Integration system and, then, a key requirement in a Big Data Integration
scenario. To fulfill this goal we designed a scalable parallel join engine. In the dis-
tributed systems context, the main join paradigms/algorithms are [29]: Map Reduce
Joins; Online Joins; Stream Joins.

MapReduce is one ofmost popular paradigms for parallel computation. However,
the Map Reduce paradigm uses a barrier between the Map and Reduce stages, this
hurts performance. It means that the Map step has to be completed before the next
step (Reduce) starts. Consequently, data coming by a big data source must be loaded
in the system before the join operation can start. In addition, in case of multiple joins,
the previous join step have to be completed before the next join can start. Otherwise,
the Stream Join merges data in the stream paradigm, and the result of the Join can be
used before it is completed. This join paradigm is useful to merge sensor data, where
the input data is continuous. However, stream Joins are usually windows based to
support infinite streams of data; this requires that input data sources be sorted and
the sort is an expensive operation in a Big Data Integration scenario.

For these reasons, we are studying an Online Join algorithm based on a non-
blocking join method. Our join engine receives stream inputs from data sources and
merges tuples on the fly and, when the result of a tuple is complete, it can be used
immediately in the next operation. Our join algorithm is a multi- way equi-join and
it works on a cluster of computation nodes. The basis of the algorithm is composed
by two steps: the first step is a the distribution step, which distributes tuples on the
nodes. We apply a hash function on the join attributes, and the result of the function
determines to which computation node a tuple has to be sent. The second step is
the local join step, where tuples are merged on the basis of the join condition. Each
computation node performs the join locally: if the output tuple is complete, i.e. it
have at least one tuple from all data sources, the node emits the result.

5.3 Summarization and Visual Querying Methods for LOD
Resources

With more than one thousand of LOD sources available on the Web, we are assisting
to an emerging trend in publication and consumption of LOD datasets. However,
the pervasive use of external resources together with a deficiency in the definition of
the internal structure of a dataset causes many LOD sources are extremely complex
to understand. LOD tools lack in producing an high level representation of datasets
and in supporting users in the exploration and querying of a source. To overcome the
above problemswe defined amethod to unveil the implicit structure of a LOD dataset
by building a Schema Summary which contains the main classes and properties used
within the datasets, whether they are taken from external vocabularies or not, and
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is conceivable as an RDFS ontology. This method was implemented in the LODeX
tool [2, 3], which extracts statistical indexes for building the Schema Summary, by
querying the SPARQL endpoint of a LOD source; LODeX allows users to compose
visual queries by selecting objects from the Schema Summary and thus supporting
users in exploring and understanding the contents of a LOD source. For a complete
description see http://dbgroup.ing.unimore.it/lod.

The great majority of open data is normally published in an unstructured format
and is typically accessed only by closed communities. In [56] we proposed a semi-
automatic methodology for facilitating resource providers in publishing public data
into the LOD cloud, and for helping consumers in efficiently accessing and querying
them. The methodology was applied on the research project on Youth Policies of the
Emilia-Romagna Region (“Open linked data Osservatorio Giovani della Regione
Emilia-Romagna”) [8]. The project goals were to identify interesting data sources
both from the open data community and from the private repositories of local gov-
ernments of Emilia Romagna region related to the Youth Policies, to integrate them
and, to show up the result of the integration by means of a useful navigator tool;
in the end, to publish new information as LOD. We firstly have analyzed the useful
open data sources, then using the MOMIS system, we have integrated them with the
proprietary data provided by the project partners; the MOMIS Dashboard was then
used to provide an easy access to the data. Finally we published the integrated data
as LOD. This project has exemplified how a Public Administrations can benefit from
the use of Open Data and can effectively extract new and important information by
integrating its own datasets with open data sources.
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Matching Techniques for Data Integration
and Exploration: From Databases to Big Data

Silvana Castano, Alfio Ferrara and Stefano Montanelli

Abstract In the last two decades, data matching has been addressed for different
purposes and in different application contexts, ranging from data integration, to
ontology evolution, to semantic data clouding, until more recent exploratory data
analysis over large/big datasets. This paper describes the evolutionof research activity
onmatching techniques for data integration and exploration at the ISLab group of the
Università degli Studi di Milano. We analyze the matching techniques according to
the structure of target data, the algorithmic pattern of the matching process, and the
application focus, and we discuss the results of using our techniques for exploratory
analysis of a real dataset composed by all the SEBD proceedings publications in the
timeframe 1993–2016.

Keywords Matching techniques · Data integration · Data exploration · Big data

1 Introduction

Techniques for datamatching and classification play an essential role inmodern infor-
mation systems architectures, to correctly compare and integrate disparate datasets
and information sources as well as to achieve effective data sharing and exploration
on the global scale [14]. The data matching problem has been addressed in the lit-
erature with different purposes and goals. Initial research was targeted to database
schema analysis and classification with focus on development of semi-automated
techniques for the data integration process, to build a global, reconciled schema as
a unique query interface for the end users [11]. A further set of contributions was
devoted to the analysis and classification of semi-structured and semantic web data,
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with contributions for ontology and instance matching, and for linked data analy-
sis and classification [15]. As a further step ahead, research focused on social data
and on “human-in-the-loop” approaches to enforce crowd-collaborative solutions to
face the need of performing data classification problems in-the-large, as typically
demanded in the era of big data [2].

This paper describes the evolution of research activity on matching techniques
for data integration and exploration at the ISLab group of the Università degli Studi
di Milano. In the last two decades, data matching has been addressed at ISLab for
different purposes and in different application contexts, ranging fromdata integration,
to ontology evolution, to semantic data clouding, until more recent exploratory data
analysis over large/big datasets and data streams. To describe the proposed techniques
and research contributions by capturing the evolution of their features and purposes,
we introduce a multi-dimensional framework with the following main dimensions:
(i) target, to describe the evolution of the prominent features of the target data of the
matching process; (ii) pattern, to describe the prominent algorithmic pattern of the
matching process; (iii) focus, to describe the evolution of the application for which
the matching process is executed, ranging from data(base) integration, to ontology
mapping/evolution, to semantic data clouding, up to (big) data exploration.

As a real example, we discuss main results of using our techniques for enforc-
ing exploratory analysis of a real dataset composed by all the SEBD proceedings
publications in the timeframe 1993–2016.

2 Evolution of Data Matching

A summary overview of the matching techniques evolution along each analysis
dimension is shown in Fig. 1. The application focus follows the general evolution
of the research field, in that it ranges from matching techniques for data(base) inte-
gration, to techniques for ontology mapping/evolution, to those for semantic data
clouding, up to those for exploratory analysis of large/big datasets. With respect
to the target, our matching techniques range from techniques for database schema
matching, to techniques for ontology matching, to techniques for linked data and
social data matching, up to matching techniques for big data and data streams. Mov-
ing from the left to the right side of the figure, we observe a shift from highly
structured, semantically rich data, typical of databases, schemas, ontologies, to pro-
gressively loosely structured data, with less rich structure, typical of semi-structured
data until unstructured data, both textual data from documental repositories and web-
based systems and microdata, such as user-generated contents, news, sensor-based
data typical of social web and IoT, respectively. With the era of big data, not only the
volume and the variability of data format and structure determine the features to be
considered in the matching process, but also the fact that streams of data arrive with
a continuous flow and that the level of freshness of the data (e.g., the time period of
the data plays a role for matching).
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Fig. 1 Evolution of ISLab research on matching techniques

With respect to the pattern dimension, we range from structure-centered tech-
niques, suitable for highly structured data with a well-defined schema structure and
rich semantics, originating a matching process pattern whose components are hardly
wired on the structure of the target data, by taking into account the way the struc-
ture is defined and the role played by matching elements to be compared, as well
as their semantics (e.g., the fact that a concept has properties and/or the fact that it
is formally defined to be a subclass or a superclass of another concept in a schema
is an information to be properly considered for an accurate matching process of
concepts of different schemas). By progressively shifting to more unstructured data,
we move from a configurable matching process pattern, with techniques that can
be flexibly configured to the level of structuring and semantics of the target data, to
properly consider the available features for matching, up to a structureless pattern,
that is, a matching process relying solely on sets of terms associated with the tar-
get data to be matched, without conveying in the matching process any information
about the structure and/or semantics of the data to be matched. To accomodate the
needs of data matching for integration and exploration, matching techniques, usually
matching on a pairwise basis, have been used in combination with clustering tech-
niques, to exploit results of matching and to aggregate pairs of matching elements
into similarity clusters. Moving from structured to unstructured target data and to
large/big datasets, we also move from conventional clustering algorithms to more
feature-based clustering techniques, capable of highlighting not only the matching
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value characterizing a given cluster but also the data features that originated those
matching results. In addition, additional clustering techniques have been adopted and
properly revised/extended, based on topic modeling algorithms for keyword-based
clustering of textual data, and on crowdclustering algorithms for similarity-based
clustering large datasets of web resources.

3 Matching Techniques for Data Integration

The growing complexity and the overwhelming diffusion of database technologies
in the industry stimulated the research on data integration since the late 90s [11,
12]. The main goal of data integration is to provide uniform query interfaces to
mediate across heterogeneous data representations in diverse data sources. One of
the most successful approaches to the data integration problem is to analyze the
heterogeneous schemas of the data sources in order to derive a global and unified
representation of them, called global schema. In doing that, data integration sys-
tems need to address several kinds of heterogeneities affecting the names of schema
elements, the structure of schema elements, as well as the meaning and abstraction
level of information represented by schema elements. In this context, we developed
the Artemis [4] methodology and tool environment for the analysis and unification
of heterogeneous schemas for data integration. The main distinctive contribution
of Artemis is the intensive use of schema matching and clustering techniques for
the semi-automated construction of the global schema out of the analyzed source
schemas.

Artemis is based on an entity-based reference data model to uniformly represent
relational, object-oriented, as well as XML data schemas. Each source schema Si
is defined as a set of entities Si = {e1i , e2i , . . . , eni }, where an entity e ji abstracts
the construct used in source schemas to represent real-world objects (e.g., relations,
classes) and it is characterized by a name, a set of structural properties, describing
real-world object properties (e.g., attributes) and a set of dependency properties,
describing facts involving several real-world objects (e.g., foreign keys, relation-
ships).

The algorithmic contribution of Artemis to schema matching is the definition
of a matching pattern based on Name Affinity (NA) coefficient, Structural Affinity
(SA), and Global Affinity (GA) coefficients, all measuring the affinity between enti-
ties with a strength value in the range [0,1]. The highest the value, the strongest
the corresponding affinity between entities. In particular: NA provides a measure
of entity affinity based on their name similarity; SA provides a measure of entity
affinity proportional to the number of entity properties/relationships with semantic
correspondence; GA is a linear combination of NA and SA coefficients to originate
a comprehensive affinity value which takes into account both terminological and
structural aspects of entity affinity. In both NA and SA, terminological analysis of
entity and property names plays a crucial role in thematching pattern ofArtemis. One
of the most successful contributions introduced by Artemis is a novel methodology
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for exploiting terminological information in the schema matching process, using a
weighted-graph thesaurus where nodes represent terms used as entity and property
names and edges represent terminological relationships holding between terms, that
is, SYN (synonymy), BT/NT (broader/narrower terms, or hypernymy/hyponymy),
and RT (related terms, or positive relation). Such a thesaurus is built in an automated
way using WordNet, and it can be enriched by a domain expert with terminological
knowledge typical of the considered integration domain. The affinity between two
terms n and n′ coincides with the maximum strength path between n and n′ in the
thesaurus, if a path exist, and it is equal to zero otherwise.

The ultimate goal of schemamatching inArtemis is to generate the global schema,
by grouping together all entities with affinity in the diverse schemas. This activity is
performed by exploiting hierarchical agglomerative clustering techniques, in order to
create anaffinity treewhere leaves represent source schema entities and internal nodes
represent the GA affinity value holding for the all leave entities of the node. Given
the affinity tree, a threshold-based mechanism is used to select candidate clusters
of entities to be unified into a unique global entity in the global schema. Moreover,
a global-as-view mapping is defined in form of mapping rules between each global
entity and the corresponding local entities in the affinity cluster, to correctly map
the entity structure in the global schema on the corresponding entity structure in the
source schema and, thus, correctly support global query processing.

4 Matching Techniques for Data Linking and Clouding

The huge multiplicity of web resources, like for example, Web 2.0 and related user-
centered services (e.g., news publishing, social networks, microblogging systems),
Semantic Web and related knowledge repositories, as well as conventional Web and
related documents requires matching and clustering techniques enabling users to
move across “multiple webs”, to explore resources and pieces of knowledge with
different provenance and format in a seamless and comprehensive way. This is the
idea of exploratory applications usually based on the linked-data paradigm defined
with the aim at retrieving and understanding knowledge about a topic of interest
by exploiting information aggregation and learning techniques in a social context
(e.g., Google Wonder Wheel and Sig.ma). On the other side, visual and intuitive
structures are required to satisfy a target user request by semantically organizing
all the retrieved resources according to prominence- and relevance-based ranking
criteria. This is the idea of news aggregation applications (e.g., Relevant News, RSS
Clusgator System (RCS)) and information mashups based on clustering algorithms
and tag/keyword-based search functionalities.

In this context, the fixed schema-matching pattern of Artemis leaves the floor
a to light, configurable matching pattern of the H-Match system [5]. Instead of a
structured global schema,weproposed the notion of inCloud (informationCloud) and
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an approach to web resource clouding for the construction of inClouds spanning over
documental, social, and semantic web resources [6]. Starting from a user-specified
target entity of interest e, namely a keyword-based specification of a topic of interest
like a real-world object/personor an event, the goal of the proposed clouding approach
is to generate an inCloud structure for enabling smart and intuitive exploration of
all the web resources that are prominent for e. Prominence captures the importance
of a web resource within the inCloud, by distinguishing, also in a visual way “á
la tag-cloud”, how much prominent resource(s) are with respect to the target entity.
Closeness between web resources captures the degree of similarity between different
web resources and it is evaluated using matching and clustering techniques.

For inCloud construction, the considered web resources are distinguished in three
main categories, that are tagged resources coming from bookmarking and social
annotation systems, microdata resources coming from microblogging systems and
news feeds, and semantic web resources coming from RDF(S) knowledge reposito-
ries and OWL ontologies. Each kind of web resource is differently structured accord-
ing to a variety of formats, ranging from fast, short, ready-to-consume news/posts
to well-structured, formal ontology instances of the Semantic Web. Matching tech-
niques are employed to evaluate the level of closeness (i.e., similarity) between the
considered web resources. The choice of the matching techniques to use has to take
into account the nature and the different complexity and structure that can char-
acterize the different web resources. For example, when matching is invoked for
comparing tagged resources, we need to consider that the closeness evaluation can
be only based on term featuring the resources. Resource structure can be addition-
ally exploitedwhenmicrodata and semanticweb resources arematched, respectively.
Moreover, also the popularity of terms, namely the number of term occurrences in
resource descriptions needs to be taken into account for a more precise closeness
evaluation. For this reason, the matching process for web data clouding cannot be
hardly wired on the structure of the resources, but rather must be dynamically con-
figurable according to the kind of web resources to match (i.e., according to their
level of structuring and the different metadata featuring the resources). As a result,
a library of matching techniques has been developed in our H-MATCH tool, where
closeness evaluation configuration is dynamically determined according to the kind
of web resources to match, using different matching models. Four different match-
ing models are defined in the H-Match tool suite, namely surface, shallow, deep,
and intensive (see Fig. 2). In particular, the surface model is suitable for matching
resources featured only by terminological metadata such as the resource name and/or
representative keywords extracted from resource contents. The shallowmodel is suit-
ablewhen, not only terms, but also also resource properties are available and can taken
into account. The deep and the intensive models are adequate when also semantic
relations and property values of resources can be used for matching, respectively.
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Fig. 2 The matching process of H-Match

5 Matching Techniques for Exploratory Analysis

Available data on the web are not only big and rich, but also dynamic, and the capa-
bility to deal with time becomes a crucial requirement for matching and analysis
of this continuous flow of information [1]. On the one side, users need to perform
a thematic exploratory analysis of the underlying document flow, driven by repre-
sentative, significant topics extracted from the information flow itself. On the other
side, featuring topics must be correctly located in the timeline, to easily get fresh and
emergent topics and to enable users to study and understand topic evolution along
time.

In this context, we proposed an incremental approach to exploratory analysis
based on a combination of keyword similarity and clustering techniques for enabling
topic-based exploration of an underlying information flow according to thematic and
temporal perspectives [8]. Given a topic of interest T , the thematic analysis perspec-
tive exploits the topic keywords to perform an “in-depth analysis” of T and its related
document collection, by highlighting the most prominent keywords and, possibly,
of other highly-correlated topics. The temporal analysis perspective reconstructs the
trend of T by showing how the keyword-set of T evolves in time, to capture the
“variants” and “invariants” keyword portions as well as the level of popularity and
specificity of T in the different time periods of the trend. Temporal analysis is also
useful to discriminate between different kinds of topics, such as persistent topics,
which are always present in the document flow, with some modifications of the
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keyword-set across different periods of time to reflect the variations of the argu-
ments/perspectives in the underlying documents, and spot topics, which are bound
to a limited and well defined time period.

In the proposed approach to exploratory analysis, a continuous flow of docu-
ments coming from one or more documental datasources is considered. Documents
are characterized by heterogeneous textual content and format, such as for example
the text of a tweet, the title and the abstract of a PDF document, the content of a web
page. The need to deal with documents with different format motivates the use of a
structureless matching techniques, meaning that each document is associated with a
keyword-set (i.e., bag of words) extracted from the textual document content through
the execution of conventional tokenization and normalization techniques [13]. For
document matching and similarity evaluation, we rely on a keyword-based simi-
larity measure called Jaccard coefficient [9], in which the similarity result for two
considered documents is proportional to the number of common elements in their
keyword-set representations.

For exploratory analysis, a topic-based view is created through the execution of
document clustering techniques. In this respect, our contribution to the matching
process pattern is the specification of multiple aggregation approaches that can be
chosen to enforce different notions of “topic”. A first approach is characterized by
a fully-automated clustering process based on the HC f + algorithm, a feature-based
clustering algorithm which extends the hierarchical algorithm of agglomerative type
with capability of tracking features that are common to cluster elements [10]. Topics
created through HC f + are similarity-based and they derive from the application
of the Jaccard coefficient to the document keywords. An alternative approach to
the construction of a topic-view is based on the use of topic modeling techniques,
such as for example the Latent Dirichlet Allocation (LDA) algorithm [3]. In LDA,
topics are defined as a probabilistic distribution over a fixed vocabulary and they are
considered as hidden structures or latent variables to be inferred (i.e., discovered) by
observing keyword distributions over documents. A further approach is based on the
use of a crowdclustering algorithmic pattern in which document classification and
topic labeling tasks are addressed through a human-in-the-loop process (see Fig. 3).
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Table 1 Overview of the SEBD 1993–2016 dataset

1993 1994 1995 1996 1997 1998 1999 2000 2001 2002 2003 2004

#papers 19 21 24 26 19 24 27 31 31 40 49 45

#keywords 114 130 152 162 118 158 187 209 198 251 324 298

#authors 56 61 69 63 58 66 73 74 89 105 133 137

2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016

#papers 42 40 59 52 46 51 51 38 52 49 48 47

#keywords 278 248 403 347 313 508 449 251 327 338 369 315

#authors 129 119 153 157 141 171 151 103 184 160 155 157

In crowdclustering, human workers are actively engaged in the topic-view construc-
tion by recognizing and aggregating similar documents into clusters and by subse-
quently labeling the created clusters with featuring keywords (i.e., topics) on the
basis of her own skill/perception/judgment [7].

6 The SEBD Case-Study

As a case study of application of matching techniques for exploratory analysis, we
consider the dataset of papers published in the history of SEBD from 1993 to 2016.
In particular, we collect the titles and authors of SEBD papers1 and we apply our
techniques for data clustering and exploration in order to select the most relevant
keywords from paper titles and derive from them the mains topics and topic trends in
the SEBD history. An overview of the dataset in terms of number of papers, distinct
keywords, and distinct authors per year is shown in Table1.

6.1 Exploring Keyword Evolution

The first goal of SEBD dataset exploration is to understand how terminology and
topics have changed in the SEBD history. To this end, given an year y and a keyword
k, we associate k with a measure τ

y
k of its time specificity for y as follows:

τ
y
k = f yk − f ∗

k√
f ∗
k

,

1Data have been collected from the DBLP database (http://dblp.org), except for the year 2013 that
is missing from DBLP. 1993 data have been collected from the Scopus DB (https://www.scopus.
com).

http://dblp.org
https://www.scopus.com
https://www.scopus.com


70 S. Castano et al.

Fig. 4 Example of keyword time series and their kernel density function

where f yk denotes the relative frequency of k in the year y and f ∗
k denotes the relative

frequency of k in the whole dataset. Negative values of τ
y
k represent the fact that k is

underused in y with respect to thewhole dataset, while positive values of τ y
k represent

the opposite. By exploiting τ
y
k , we can associate each keyword with a time series tk

of length 24 (i.e., the years of SEBD), which describes the use of k in the SEBD
editions. An interesting property of these time series is the degree of concentration
of their values. Given a time series tk , if we have a tight concentration of values in
a short range of years, we can assume that the keyword k has been specifically used
in a relatively short period. On the opposite, widely dispersed values represent the
fact that k is constantly and homogeneously used along the whole SEBD timeline. In
order to measure the degree of concentration Ctk of a time series tk , we transformed
tk by means of a Gaussian kernel-density estimation function and we took the peak
of the transformed series as Ctk . A graphical example of this approach is shown
in Fig. 4, where we compare the time series and kernel-density estimation of the
keywords “query”, “big data”, “data warehouse” and “p2p”.

The keyword “query” is an example of a keyword with low concentration depend-
ing on the fact that it has been used quite uniformly along all the 24 years of SEBD.
Keywords “big data”, “data warehouse” and “datalog” have all a high concentration
of values, denoting the fact that these keywords are tied to one or more specific
periods of time. In particular, “big data” becomes one of the most popular keywords
starting from 2014 and in all the last three editions of SEBD; on the opposite, “data
warehouse” is highly specific of the time frame 1998–2000; “p2p” was pretty pop-
ular between 2003 and 2007 but then we register a sort of renaissance in 2012 and
2013. According to the concentration degree Ctk , we can explore the dataset to find
the most specific keywords for different periods of time. In particular, we split the
SEBD history in 5 periods of 5 years each (the last covering only the last 4 years) and
we collect for each of them the 10 most specific keywords, as reported in Table2.

The keywords time framing can be exploited in order to compose a keyword map
of the SEBD dataset as shown in Fig. 5.
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Table 2 Most specific keywords per time frame in the SEBD history

Time frame Keywords

1993–1997 Database, basi dati, applications, object, schemi, relational, interrogazioni,
constraints, language, sistema

1998–2002 Query, web, xml, data warehouse, data integration, association rules,
temporal, classification, aggregate, knowledge

2003–2007 System, semantic, model, service, documents, schema, p2p, patterns,
clustering, access

2008–2012 Mining, search, ontologies, olap, similarity, hierarchical, discovery,
mapping, extraction, trajectory

2013–2016 Big data, social network, linked, analytics, performance, graph, learning,
prediction, cloud, visual

1993-1997 1998-2002 2003-2007 2008-2012 2013-2016

Fig. 5 Keyword map for SEBD dataset

Themap is created bydetermining the position of each keyword in a 2-dimensional
space where one dimension represents years and the other represents the concentra-
tion coefficients. In particular, given a keyword k, we determine the corresponding
year as the year in which the concentration of k is highest. A third dimension is
represented by the size of circles associated with keywords, which is proportional
to the number of occurrences of the keyword in the whole dataset. Due to the way
the map is composed, we visualize in the top the keywords that are most specif-
ically correlated to one period (e.g., “basi dati”, “classification”, “p2p”, “mapping”,
“big data”). We note also that in the first period of SEBD (1993–1997) was char-
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acterized by a good number of papers in Italian and this motivates the presence of
Italian words as keywords (e.g., “sistema”, “interrogazioni”, “basi dati”, “schema”).
They are a special case in the analysis, in that their specificity is mainly due to the
fact that after 1998 the number of papers written in Italian presented at SEBD is
constantly decreasing in favor of papers written in English. The most used keywords
(e.g., “database”, “query”, “web”, “system”, “mining”) are less specific, because they
are used not exclusively in a period but all along the SEBD timeline. Moreover, they
are mainly specifically related to the early periods, from 1993 to 2007. This is due to
the fact that the introduction of a keyword in the SEBD terminology is usually cor-
responding to a research trend in the Italian database community. As a consequence,
the keyword is then used also in the following periods. On the opposite, (relatively)
new keywords such as “big data” and “social network” do not still have a research
tradition, resulting is a high specificity with respect to the last period of the SEBD.

6.2 Topic Trends

The goal of topic trends is to represent the shifts in terminology and topics that we
observed in the map of Fig. 5. In particular, we see from the map that the SEBD
keywords moved from relational database topics in the early period (e.g., “data-
base”, “relational”, “interrogazioni”) to web, data integration, and data warehouse
(e.g., “web”, “data integration”, “data warehouse”, “xml”, “aggregate”, “association
rules”), to semantics and discovery (e.g., “semantic”, “ontologies”, “discovery”, “map-
ping”, “mining”), up to the big and social data era (e.g., “big data”, “social network”,
“analytics”, “prediction”). An interesting and specific characteristic of SEBD is that
the research community participating in the conference is quite stable. Thus, the
shifting of topics is not due to a change in the SEBD population, but rather to a
change in the focus of research of the same researchers. According to this assump-
tion, we can link keywords featuring consecutive periods based on the fact that they
are used in papers having the same authors. Formally, given a keyword ki that is
specific of period pi , we can link it to the keyword k j of period pi+1 if the inter-
section between the set of author using ki in pi and the set of authors using k j in
pi+1 is not empty. Since the same authors use ki and k j in two consecutive peri-
ods of time, we can interpret the link (ki , pi ) → (k j , pi+1) between ki and k j as
a step of an evolution trend, represented by a shift in terminology from ki to k j .
Through this approach, we can answer to two exploration demands: (i) given a key-
word k and its period pi , which other keywords of the following periods have been
used consistently by the same authors? (ii) given a group of researchers, which is
the evolution in their terminology and topics? In order to answer, we define two
kinds of evolution trends, namely topic trend and author trend, respectively. A topic
trend T pi

k for the keyword k of the period pi is a sequence of inter-related key-
words over consecutive periods that have been used by authors in those periods,
that is links of the form T pi

k = (k, pi ) → (ki+1, pi+1) → (ki+2, pi+2) → · · · →
(kn−1, pn−1) → (kn, pn) such that:

⋂n
i αpi ki �= ∅, where αpi ki denotes the set of
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authors using ki in period pi . In exploring the SEBD dataset, we exploited topic
trends to study the periods and keywords reported in Table2. As an example, we
take into account the topic trend T 1998–2002

data integration. Starting from the keyword “data
integration” in 1998–2002, we explore the dataset in order to look for any sequence
in consecutive periods such that there is a common set of authors who use them.
The higher the number of common authors, the higher the strength of the topic. An
example of such sequences is:

1998–2002 2003–2007 2008–2012 2013–2016
3 ontologies

↗ ↘
data integration → schema cloud

↘ ↗
mapping

Figure6 shows the 9 strongest topic trends (i.e., those with the highest number of
authors in the intersection), where topic trends are represented as links connecting
the keywords of the SEBD keyword map. The strength of the link is proportional to
the number of common authors between the connected keywords.

Topic trends represent evolution threds of research groups in the SEBD com-
munity. Some of these trends start from widely used keywords, such as in the case
of T 1998–2002

query . In these cases, the research group is usually heterogeneous and orig-
inates different threads, such as “query” → “system” → “semantic” → “search”,
from 2000 up to 2009. In other cases, the starting keyword is less used and thus it
originates trends with a more homogeneous research group, resulting in more homo-
geneous threads, such as in case of T 1998–2002

association rules and the thread “association rules”
→ “patterns” → “discovery” → “big data”, from 2001 up to 2016.

The second exploration need was to discover the evolution of topics for specific
groups of authors. For this purpose, we define the notion of author trend. An author
trendAt

G , whereG is a set of authors, is a sequenceAt
G = Kpi → Kpi+1 → Kpi+2 →

· · · → Kpn−1 → Kpn , where Kpi represents the set of the top-t specific keywords used
by authors in G in the period pi . As an example, we take the authors of this paper
(i.e., the ISLab research group at the University of Milan) as a group. Table3 shows
the ISLab group trend, obtained by setting a number t = 5 of keywords per period.

The table shows the evolution in time of the research activity of the ISLab group
in the SEBD dataset. We observe that moving from left to right table columns, the
keywords sequence of this trend describes topic evolution which matches well with
the research evolution described in previous sections of this paper.
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Fig. 6 Exploratory analysis of the SEBD dataset by topic trends

Table 3 Example of author trend for the ISLab research group

1993–1997 1998–2002 2003–2007 2008–2012 2013–2016

Conceptual
schema
analysis
classification
neurali

Integration
heterogeneous
information
knowledge xml

Semantic
resources
propagation
helios retrieval

Ontologies
matching
micro-data
instance
multimedia

Crowdclustering
web information
analysis digital
resources
exploration
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7 Concluding Remarks

In this paper, we described the evolution of research on matching techniques for
data integration and exploration at the ISLab group of the Università degli Studi di
Milano.We analyze thematching techniques according to the structure of target data,
the algorithmic pattern of the matching process, and the application focus, and we
discussed some main results of applying our techniques for exploratory analysis of
a real dataset composed by all the SEBD proceedings publications in the timeframe
1993–2016.

The proposed exploratory analysis framework shows that the combination of
structureless matching/clustering techniques of SEBD textual data and of statistical
analysis techniques for keyword/topic distribution, enables the exploratory analysis
of the underlying dataset along different perspectives over time (e.g., research topic
trends). Current and future research is devoted to the extension of the crowdclustering
and exploratory analysis in the direction of big data collections. Moreover, we are
working to the implementation of the exploratory analysis operators in the inWalk
prototype.
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25+ Years of Query Processing - From
a Single, Stored Data Set to Big Data
(and Beyond)

Barbara Catania and Giovanna Guerrini

Abstract From the late 1970s, the database research community has devoted huge
efforts in devising more and more effective and efficient solutions for processing
queries against data. In this chapter, we retrace some of challenges that have been
faced in the last 25 years to enable data to be effectively and efficiently queried and
how the notions of queries and query processing themselves have evolved during
these five lusters.

1 Introduction

Query Processing. Query processing denotes one of the fundamental processes of a
DatabaseManagement System (DBMS), by which a user request, typically specified
by means of a declarative query language, such as SQL, is first compiled and then
executed against a data set, reflecting the neat separation between the specification of
‘what’ we are searching for from ‘how’ these searches are processed by the system.
Traditionally, data have a completely known structure and are stored on persistent
storage. Thus, data items are entirely available before the query is specified and
processing starts. At the same time, queries precisely represent user needs since the
user has familiarity with data on querying, and she is thus able to express information
needs in terms of constraints, on the structure and the values, that characterize the
items of interest.

Traditional query processing consists of a compile-time phase and a runtime
phase. At compile-time, the system transforms a declarative query into an execution
plan, which is statically determined before the result computation starts. This trans-
formation is made in several steps: lexical, syntactical, and semantical analysis of
the query are first performed, then query optimization is applied in order to select
the best execution plan among those available, and then the final code is generated.
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The generated code usually consists of physical operators for a database engine,
e.g., in the relational context, they implement data access, join, selection, projection,
grouping, aggregation, and ordering. In implementing such operators, besides the
naïve semantics, auxiliary data structures (e.g., indexes), if available, can be used for
achieving a more efficient implementation. At runtime, the database engine inter-
prets and executes the selected query execution plan and computes the final result,
corresponding to the set of items which exactly satisfy the specified query, i.e., meet
the constraints it states on values and structure.

Since the late 1970s, this approach has been proved to be highly effective and
efficient and it has played a major role in the relational DBMSs success over the last
decades. Effectiveness is guaranteed by the usage of simple declarative languages.
Efficiency is guaranteed by the usage of several sophisticated optimization tech-
niques. These techniques heavily rely on the existence of metadata about the data
which have to be processed, such as the distribution of values and the selectivity
of the relational operators. Metadata are easily collected since queries are typically
executed in stable environments, for which a reasonable set of statistical information
on data is usually available.

Unfortunately, the advanced and fundamentally elegant concepts and ideas under-
lying the query processing language-to-engine stack of classical DBMSs do not obvi-
ously extend to much more unorganized and unpredictable data providers, typical
of data intensive applications and novel processing environments which started to
appear from the middle 1990s and continuously challenged query processing till the
current Big Data dare.

Evolution of Data and Processing Contexts. If we observe the evolution of appli-
cation and data processing environments in the last 25 years, we can identify some
factors leading to the rise of new data processing needs and challenges, we will refer
to as themes,which characteristics are summarized in Table1 and further discussed
in the following.

Multiple Data Sets. The high network connectivity brought by the Internet advent
(and the rise of the Web) caused, starting from the late 1990s, a shift from single
to multiple data sets. Queries can now be targeted to multiple data sources in that

Table 1 Themes in data management

Multiple data Sets Streamed data Semantic
enrichment

Data at Scale

From late 1990s, early
2000s

early 2000s early 2000s late 2000s

Volume � (�) � �
Variety � (�) �
Veracity � � �
Velocity � �
Data model graph model key-value models
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information resources are shared and often not completely and statically integrated
in a single data set. Rather, they are only federated or managed through a mediator
approach [34]. In terms of data characteristics, this results in high data heterogene-
ity, incompleteness, and uncertainty, in limited user knowledge about the data to
be processed, and in extremely high variability and unpredictability of data charac-
teristics during processing. Referring to the Big Data V’s, main query processing
challenges arise from data variety and veracity; as a consequence of data integration,
data volume is also increasing.
Streamed Data. Almost in the same years, the progress in hardware made it possible
for organizations to record large streams of transactional data while the development
of sensor technology enabled themonitoringmany events in real time. Such data sets,
which continuously and rapidly grow over time, are referred to as data streams [4].
In the data stream scenario, input arrives very rapidly and there is limited memory to
store it. This new type of data availability resulted in limited resources with respect
to the data volumes under processing: the response time should be low and the space
is not only not sufficient to store the entire data stream, which is unbounded, but also
limited with respect to the size of data under current processing. The characteristics
of data under processing become extremely variable and unpredictable. Referring
to the Big Data V’s, the data velocity issue is raised (and the volume issue is also
relevant).

Semantic Enrichment. The increasing amount of information resources available on
theWeb motivated in the early 2000s the need to enhance usability and usefulness of
interconnected resources by enriching data with semantic annotations [15]. Common
metadata vocabularies (ontologies) and maps between vocabularies shift interoper-
ability and data integration from a syntactic to a semantic level. By interconnecting
machine-readable data, a Web of Linked Data that can be processed by machines is
created [16]. Referring to the Big Data V’s, the volume issue now raises to a further
scale, sincewe are facingwith the entireWeb as a gigantic database. Semantic variety
and data veracity are also issues, since we deal with autonomous, loosely controlled
data sources, constituting a dataspace rather than an integrated database, and with
user generated content. Graphs become the reference model for interconnected data.

Data at Scale. In the distributed system world, Big Data started to become a major
issue in the late 2000s due to the unprecedented scale and elasticity data management
requirements posed byWeb applications and user-facingWeb sites (e.g., e-commerce
applications and social networks). Developers of very large scale Web applications
opted for horizontal scalability, i.e., clusters consisting of a large number of connected
computers. Since database technology was found to be neither well-suited nor cost-
effective for their purposes, solutions were developed based on MapReduce and
Hadoop [28] for analytics, key issue in this era to extract useful knowledge from
such enormous data sets, and on simple key-value stores [27], that are fast, highly
scalable, and reliable for (fairly simple) data storage and retrieval needs. All the well
known Big Data V’s, namely, volume, variety, veracity, and velocity, have raised.
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Challenges to Traditional Query Processing. The characteristics discussed above
make traditional query processing not feasible for most of the new processing envi-
ronments [21]. Indeed:

• Due to heterogeneous, incompleteness, and uncertainty of the, often shared,
resources and the usually limited knowledge about data when specifying queries, it
is difficult for the user to exactly characterize what she is looking for. Additionally,
even by relying on sophisticated but traditional query processing techniques, the
time required to compute a precise answer is often too high. As a consequence, the
effectiveness of declarative languages and of logical data independence decreases.

• The instability of the new environments, due to the high network connectivity, the
heterogeneity of the shared resources, and the consequent extremely high vari-
ability and unpredictability of their characteristics during the processing, lead to
the impossibility of statically devising optimization strategies that will be optimal
even beyond the very short term. At the same time, new processing environments
have to deal not only with stored data but also with data continuously arriving
as a stream. Statically detected execution plans thus do not constitute a suitable
approach; rather, the processing has to be adapted to dynamic conditions that may
change during the query execution. As a consequence, efficiency of traditional
optimization techniques is undermined and the overall query processing should be
revised.

We therefore assisted to a deep revision of the query processing approach, which,
starting from the middle 1990s and guided by the Big Data V’s, has been enriched by
two main features, namely approximation and adaptivity, and a bunch of additional
ones, to maintain both its effectiveness and its efficiency.

Goal and Outline of the Chapter. In the following, we discuss in more details
query processing features characterizing novel applications and environments, with
a special emphasis on approximation and adaptivity. Specifically, wewill focus on the
processing of queries and distinguish between transactional and analytical workload
only when the distinction is relevant. We attempt to do an analysis which is as much
as possible independent from the peculiarities of the data model. The reminder of the
chapter is organized in four sections, each devoted to one of the themes introduced
above. At the end of the chapter, we provide some conclusions and we outline the
role of the SEBD conference in the last 25 years of query processing research.

2 From Single to Multiple Data Sources

In the middle 1990s, twenty years after the rise of the relational model, large enter-
prises owned a multitude of data sources and scientific data sets were being produced
independently by multiple researchers. From one hand, this situation further con-
firmed the strengthening of the relational model in the market, from the other hand,
the research community had to face with new problems: the need of combining and
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querying data residing in multiple autonomous and heterogeneous data sources and
providing users with a unified view of those data [34], exploiting the high network
connectivity provided by Internet.

Various architectures have been proposed for addressing this issue, often relying
on federation or mediator approaches instead of single data sets obtained by static
integration of the sources [34]. The availability of multiple data sets and the ability
to query them in an integrated way gave a great impact to analytical data processing
to drive decision-making processes, which found in data exchange architectures and
materialized integration approaches the right background for its development [24].
In the same period, the increasing need of data interchange lead to the rise of the
semi-structured data model and of XML as a common syntactic format for data
representation and sharing among data sources, and query languages were exposed
to a contamination withWeb-style information retrieval and full-text search [14, 48].

The management of multiple data sources led to several new issues for what con-
cerns query processing, which, starting from the late 1990s, has been revised along
two main directions, namely approximation and adaptivity, to take care of variety,
veracity, and volume of new data sets and environments.

Approximation: the impact of variety and veracity. Data coming from multi-
ple sources are highly heterogeneous as well as often uncertain, incomplete, and
mutually inconsistent. Due to variety and veracity, the user might not have enough
knowledge of data for precisely specifying her information needs at query time.
As a result, query answers computed according to the precise query semantics are
not always satisfactory, since they may contain too less or too many answers for
being semantically significant. In order to increase user satisfaction, starting from
the early 2000s, solutions have been devised which give up the computation of ‘pre-
cise’ answers in favour of an approximate result computation: instead of getting a
precise but unsatisfactory answer, new data characteristics, and contamination with
Web-style information retrieval and full-text search, suggested it might be preferred
to relax the query, returning an approximate result set with quality guarantees [5].
Relaxation can be applied either by query rewriting or by replacing equality con-
ditions with similarity-based ones, according to some distance function defined for
data values and data structure. The resulting approximation is often referred to as
query-driven.

Query relaxation by rewriting has been proposed in the relational context [45,
50, 62] and more recently extended to cope with data integration architectures [43].
Query-relaxation based on similarity extends to structured and semi-structured data
concepts taken from multimedia information retrieval, by applying the minimum
amount of relaxation to a query with the aim of returning a non-empty result close
enough to the user request. For the relationalmodel, the proposed techniques focus on
suitable functions for ranking tuples with respect to a query [5] or specific operators,
with a special emphasis on join [46], facing approximate matches for strings [23] or
numeric values [56]. For XML documents, structure is not that prescriptive and both
content and structural constraints can be approximated through similarity [6, 7].
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In the same period, preference-based queries, such as top-k or skyline operators
[18, 38], have been defined with the aim of addressing the many-answer problem.
The top-k operator restricts the number of query results to a fixed number (k), based
on some ranking function. Since the choice of a suitable ranking function could be
cumbersome, the skyline operator returns the best items taking into account only the
attributes of interests. Preference-based queries are inherently more complex than
traditional query operators and require sophisticated query processing techniques to
guarantee a reasonable response time.

Approximation: the impact of volume. Data volume contributes to difficulties in
querying multiple data sources, especially in data exchange architectures, like data
warehousing. Of course, executing complex operations, like join and aggregation,
over huge amount of data, and possibly limited or constrained resource availability,
might impact performance and further reduce user satisfaction due to a too high
response time. In order to optimize resource usage, one option is to optimize the input
data set, leading to data-driven approximation solutions. Data-driven approximation
refers to all techniques in which input data is reduced, simplified or summarized into
a synopsis, significantly smaller than the input data set, for which ad hoc-efficient
query processing algorithms for expensive operators, like join and aggregation, can
be defined. Historically, summaries have been used for selectivity estimation and
only in the late 1990s they have been proved to be very useful for approximate query
answering.

Various types of summaries have been proposed (see [13, 33] for a survey). When
using summaries for query processing, the main challenges are [33]: (i) what sum-
mary to maintain in a limited space in order to maximize accuracy and confidence of
the computed approximate result; (ii) how the summary can be efficiently updated
as soon as data it refers to change. Different types of summaries may be suitable
for different operations. For example, table-level summaries, such as histograms or
wavelets, are usually not suitable for capturing join-based correlations since their
aim is to summarize the content of a single table. In this case, schema-level synopses
can be used [3].

Adaptivity: the impact of variety. The processing context of large federated data-
bases andwide-area data integration is very dynamic and the optimizer has much less
information on individual sources. As a result: (i) the optimizer may not have enough
information to decide on a good plan, and (ii) a plan that looks good at optimization
time may be arbitrarily bad if the sources do not respond exactly as expected. The
first issue is related to unavailability or unreliability of statistics metadata a query
optimizer relies on, the second one to the highly variable and uncontrolled processing
conditions induced by distribution. Among others, a key factor is how to maximize
CPU utilization, given the (highly variable and unpredictable) rate data are received
from the distributed data sources. In addition, the processor needs to consider over-
lap and redundancy among sources, to minimize the access to redundant sources and
respond flexibly when some sources are unavailable. To cope with the widely fluc-
tuating characteristics of resources, query processing cannot be neatly divided into a
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query optimization step followed by a query execution step. The idea of combining
optimization and execution is applied to different extents and different modalities,
resulting in a number of adaptive processing proposals. A query processing tech-
nique is said to be adaptive if the way in which a query is executed may change
on the basis of the feedbacks obtained from the environment during evaluation [29].
Adaptive query processing techniques do not rely on a priori information, rather they
incrementally gather current information, that may be less complete but is up to date,
in parallel with the query execution.

According to [10], adaptation may be plan-change based [19] if the execution
of a current plan is monitored and re-optimization triggered whenever observed
plan properties (e.g., intermediate result size) or system conditions (e.g., available
memory) differ significantly from the estimates. Adaptation, at the other extreme,
may be routing-basedwhen the notion of query plan disappears and query processing
is seen as routing of tuples through operators, realizing plan changes by changing the
order tuples are routed. Eddies [8] control the execution plan at run-time at the level
of each single tuple. Most tuples exploit the route that is currently more efficient,
while the rest explore other routes.

Adaptivity first faces different aspects of processing in isolation. For instance,
to minimize idle time during query processing, [60] deals with startup delay and
burstiness of remote data sources. Unifying architectures have been proposed later
[40, 41]. Adaptive data partitioning [41] divides source data into regions, each exe-
cuted by different, complementary plans. This allows the processor to correct badly
estimated cardinality and selectivity values, but also to discover and exploit order in
source data as well as source data that can be effectively pre-aggregated.

3 From Stored to Stream Data

Several applications naturally generate data streams rather than finite stored data sets:
measurements in network monitoring and traffic management, sensor applications,
log records or click-streams in Web tracking and personalization, financial tickers,
manufacturing processes, call detail records in telecommunications, email messages,
and others. At the beginning of 2000s, due to the lack of support by database systems
to any kind of special storage management or query processing for data streams,
heavily stream-oriented applications tended to use a DBMS largely as an offline
storage system, or not at all.

Several aspects of datamanagement need to be reconsidered in the presence of data
streams, offering a new research direction for the database community. Processing
queries on streaming data requires to reconsider most of the basics of queries on
stored data: not only transient, but also persistent continuous queries need to be
processed; query answers are necessarily approximate due to the unboundedness of
the stream, query operators and plans are necessarily adaptive: reacting to changes in
input characteristics and system conditions is a major requirement for long-running
query processing over data streams.
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Continuous queries. Continuous queries [12] are queries that are issued once and
then logically run continuously over the database (in contrast to traditional one-
time queries which run once to completion). As opposed to the traditional context,
in which data are stored and queries come in, now the roles are inverted: queries
are registered and data flow in. Continuous queries also stress query processors in
that: (i) when new tuples arrive in a data stream, they generally must be ‘consumed’
immediately; (ii) the amount of storage required for answering a continuous query, or
to ensure that the answer can be always computed, may be unbounded. To cope with
continuous queries in ‘traditional’ architectures, we are forced either to restrict the
expressiveness of traditional query operators (e.g., join) and/or impose constraints
on characteristics of the data stream, so that we can guarantee that answer size,
continuously computed at each instant of time, is bounded, or that the amount of
extra storage needed to continuously compute the answer is bounded. At the query
language level, this is usually done by introducing the window operator, by which a
region of definite cardinality is superimposed over a stream of unknown cardinality
at each instant of time.

Processing continuous queries over data streams entails making fundamental
tradeoffs among efficiency, accuracy, and storage. A query plan may consist of
stateless as well as stateful operators. A stateless operator does not need to maintain
intermediate data nor other auxiliary state information to be able to generate com-
plete and correct results. A stateful operator, by contrast, at intermediate points of its
execution stores data (or auxiliary information extracted from them) that have been
processed so far. Only pipelined plans can be exploited, and operators realizing joins
and aggregates need to be stateful. Care must be taken to reduce the state continuous
queries accumulate.

Approximation: the impact of velocity and volume. The tradeoff between poten-
tially unbound streams of data, which very rapidly arrive in the system, and limited
resources with respect to the data volumes under processing, made traditional query
processing approaches unsatisfactory. In this context, a ‘precise’ computation might
be unsatisfactory since it can be obtained only at the price of a unacceptably high
response time, communication overhead, or occupied space. To address this problem,
both query-driven and data-driven approximation approaches have been provided.

Query-driven approximation approaches rewrite the query as soon as it is submit-
ted to the system, with the aim of using less resources at execution time [52]. This
can be done by statically rewriting some query operators, like windows, that may
have an impact on resource usage. For what concerns data-driven approximation,
summaries, here called sketches, should be incrementally computed and used either
for efficiently generating approximate results in presence of limited resources (espe-
cially for window-based operations [42]) or for allowing stateful computations over
past data [26, 61]. Load shedding can also be interpreted as a type of data reduction,
with the aim of dropping excess load from the system and process only a subset of
input data for performance issues [9, 57].
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Adaptivity: the impact of velocity. Continuous queries and the data streams on
which they operate are long-running. Unlike during the processing of a simple one-
time query, during the lifetime of a continuous query parameters, such as the amount
of available memory, stream data characteristics, and stream flow rates, may vary
considerably. For instance, stream arrival may be bursty, unpredictably alternating
periods of slow arrival and periods of very fast arrival. The system conditions as well,
e.g., the memory available to a single continuous query, may vary significantly over
the query running time. In such a situation, all the relevant statistics are estimated
during execution. To minimize the overhead, sampling based techniques are used for
statistics tracking, which is combined with query execution whenever possible.

In a streaming context, the overall objective is to maximize the output rate for a
query, rather than devising the least cost plan. The rate of the input stream is further
taken into account during optimization rather than the input cardinality. Another
optimization goal is minimizing resource (memory) consumption. Both plan-based
[11] and routing-based (i.e., eddies) [22, 47] approaches have been considered for
continuous queries. Adaptivity has targeted the adaptive sharing of common sub-
expressions [25] and distributed stream processing [2, 55], in which run-time load
is monitored and operators are moved across machines to improve performance,
relying on coordinated load shedding for detecting and eliminating CPU overload
from multiple machines.

Finally, approximation and adaptivity are not ‘exclusive’: many adaptive query
processing techniques for stream (e.g., [9, 57]) introduce approximation; other,
employ approximate data summaries, that are incrementally updated during process-
ing, to collect data characteristics needed to drive adaptation.

4 From Data to Semantically Rich Data

In the newmillennium, the space of interconnected data resources and of information
sharing continues to grow. In 2001, the vision of Semantic Web came out [15]: to
enhance usability and usefulness of interconnected resources, data are, often auto-
matically, ‘marked up’ with machine-understandable semantic information about
the human-understandable content. Servers expose existing data using the so called
SemanticWeb standards, such as RDF, and semantically enriched data can be queried
through the SPARQL language. This semantic enrichment aims at facilitating the
integration of information from mixed sources, dissolving ambiguities in terminol-
ogy, improving information retrieval thereby reducing information overload, and
identifying relevant information with respect to a given domain.The reference data
model for semantically enriched data is graph-based: subjects, objects, and the pred-
icates relating them.

The Semantic Web view is further enhanced by Linked Data [16] (the term first
appeared in 2006), providing a publishing paradigm in which not only documents,
but also data, can be a first class citizen of theWeb, thereby enabling the extension of
the Web with a global dataspace [37] based on open standards - the Web of Data. As
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in traditional Web, publishers can make their data available using a small set of stan-
dard technologies, and consumers can search for and browse published data using
generic tools. Consumers frequently consume data in broadly the form in which they
were published; this will be satisfactory in some cases, but the diversity of publish-
ers means that the data required to support a task may be stored in many different
sources and described in many different ways. Linking data distributed across the
Web through a standard mechanism transforms a set of data islands to a dataspace.
The notion of dataspace was introduced in 2005 [31] for information systems that
provide for the coexistence of heterogeneous data and do not require an upfront
investment into a unifying schema. In such systems, data integration is achieved in a
‘pay-as- you-go’ manner: as long as no or only a small number of mappings has been
added to the system, applications can only display data in an unintegrated fashion
and can only answer simple queries, or even only provide text search. Once more
effort is invested over time in generating mappings, applications can further integrate
the data and provide better query answers.

The impact of variety and veracity. Although RDF provides a syntactically homo-
geneous language for describing data, sources typically manifest a wide range of
heterogeneities, in terms of how data on a concept are represented. Data stored in an
RDF source does not conform to any specific structure analogous to the schema of
a relational database. However, query processing requires an understanding of how
concepts are represented. For instance, in [54] sources are assumed to provide struc-
tural summaries. Techniques that infer the structures found in sources in ways that
support downstream tasks, such as query routing, are being developed and exploited,
thus blurring the distinction between query processing and data integration. Also at
the instance matching level, the identification of structures representing the same
real world objects, usually part of the data integration and cleaning tasks, has been
incorporated in query processing [39]. Another relevant aspect of these new contexts
is, indeed, that many data sources are unreliable, in that their data is typically dirty.
The need to keep into account the quality of data to cope with its increasing quantity
decisively emerge. Adaptive techniques to cope with variable data quality during
processing have been proposed (see, e.g., [51]).

Semantically enhanced data sets shift interoperability and data integration issues
from a syntactic to a semantic level. Therefore, all problems faced with the integra-
tion of multiple data sets are addressed taking into account semantic annotations.
The user may have a limited knowledge of data she is going to query, and speci-
fying her retrieval needs may be difficult. The notion of query itself thus becomes
more flexible: we may generally talk of ‘entity-relationship’ (graph-based) queries
expressed at different levels of formalization and query interpretation becomes a first
step of the processing [49]. Query-driven approximation can be used with the aim
of assisting users in formulating their information needs even when they lack full
knowledge of the data structure and of its irregularities, relying on inference rules
for query relaxation [36, 53].
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The impact of volume. Typical systems operating onLinkedData collect (crawl) and
pre-process (index) large amounts of data, and evaluate queries against a centralised
repository. Given that crawling and indexing are time-consuming operations, the data
in the centralised index may be out of date at query execution time. An ideal query
answering system for live querying Linked Data should return current answers in a
reasonable amount of time, even on corpora as large as the Web. In such a live query
system, source selection, determining which sources contribute answers to a query,
is a crucial step of query processing [35] that requires knowledge of the contents of
data sources. Lightweight data summaries for determining relevant sources during
query evaluation have been proposed and are exploited for this task [58].

To cope with the volume issues raised by these new contexts, moreover, several
practical techniques can be exploited [30], including distributed query processing
with partial evaluation, data compression, view-based query answering, and bounded
incremental computation. Approximate algorithms, i.e., heuristics to find answers
that are not far to the exact query answers have been proposed, both in the form of
query-driven approximation (i.e., by approximating costly subgraph isomorphism
with graph simulation) and data-driven approximation.

5 From Data to Big Data

In the late 2000s, Big Data arose due to the confluence of three major trends [1].
First, due to inexpensive storage, sensors, smart devices, social software, and the
Internet of Things, which connects daily usage ‘things’, the generation of a wide
variety of data has become much cheaper. At the same time, due to advances in
multicore CPUs, solid state storage, cluster computing, and inexpensive cloud com-
puting, the cost of processing massive amounts of data has considerably decreased as
well. Additionally, nowadays, the process of generating, processing, and consuming
data is no longer just for few database professionals, but for a much wider range
of users, including everyday consumers. As a consequence, all previously discussed
V’s, namely volume, variety, velocity, and veracity, are raised and amplified: Big
Data applications typically deal with multiple data sources, often coming as a data
stream, which contain a large volume of data and are frequently updated; they may
have different formats, may not come with a schema, and are represented according
to an aggregate data model (as it happens in NoSQL systems) or a graph data model.
Many data sources are unreliable: their data is typically dirty [30]. New challenges
have therefore to be faced, which, never as before, require to rethink at all previously
addressed data management issues, including query processing.

The impact of volume. The reference architecture for Big Data management con-
sists in clusters of a large number of (unreliable) commodity machines upon which
distributed data processing is achieved through parallel programmingmodels such as
MapReduce. Higher-level languages, such as Pig and Hive, have then been layered
on top, enabling a broader audience of developers to use scalable big data platforms.
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Such languages bring request specification and processing for BigData close to those
of more traditional data. As a consequence, the significant expertise in declarative
and efficient data processing, coming from the database community, should now con-
tribute to the design of more appropriate and efficient future Big Data platforms [17].
As an example, there is a growing recognition that more powerful cost-aware query
optimizers and set-oriented query execution engines are needed, to fully exploit large
clusters of many-core processors, scaling both ‘up’ and ‘out’. This creates challenges
for progress monitoring (of queries that are running too slowly or consuming exces-
sive resources), for adapting to the characteristics of previously unseen data, and
for reducing the cost of data movement between stages of processing [1]. Some of
the previously devised solutions for coping with the impact of volume have, in the
meantime, been customized to the new environments; this is the case of data-driven
approximation [59].

The impact of variety and veracity. Big Data applications are characterized by
many levels of heterogeneity [1]: data comes at different degrees of veracity, are
represented according to different models, managed by different software systems,
with different application programming interfaces, query processors, and analysis
tools. As a consequence, a single, one-size-fits-all, big data system cannot meet the
requirements of this degree of diversity. Rather, multiple classes of different systems
will certainly emerge, raising new issued in data integration, further emphasizing the
need for pay-as-you-go approaches. Processing and optimizing data requests which
span diverse big data systems (possibly managing data residing on different data
centers where disconnected devices will be more and more common) and flows that
move data between them are open issues that in the next future should be addressed
[1]. To handle data diversity, lazy computation could be beneficial and may lead to
new data processing solutions.

Variety and veracity make data processing very challenging also because guar-
anteeing user satisfaction with respect to conflicting requirements on result quality
and response time in such complex environments is not a trivial task. To this aim,
a revisitation of query-driven approximation and source selection approaches may
help, possibly exploiting data quality information, request context, and information
on similar requests recurring over time to guide the overall process and reduce the
need of user involvement for the interpretation of the request (see, e.g., [44] for a
MapReduce approach for preference-based algorithms and [20] for a preliminary
approach relying on recurring retrieval needs).

The impact of velocity. Big Data applications may need to access and analyze high-
speed data streams [32]. Due to the high input rate, processing solutions developed
in the past for data streams should be revised and tuned to take care of non-uniform
memory access and limited transfer rates across layers of the memory hierarchy [1].
As an example, continuous query processing can be used for data coming from very
high-speed but not highly informative data sources, while reduction of such data
might be stored for future accesses.
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6 Conclusions

Query processing has been one of the hot topics in the last 25 years of data manage-
ment. In the same period, the Italian Symposium on Advanced Database Systems
(SEBD) has followed the advances in the field by proposing, besides regular papers,
a high number of keynote talks on this topic, ranging from query processing issues in
P2P systems and preference queries, in 2004 (by Amr El Abbadi and Jan Chomicki,
respectively), to query processing issues for massive social networks, in 2011 (V.S.
Subrahmanian), dynamic big data, in 2013 (M. Garofalakis), and optimization tech-
niques for semantic queries, in 2013 (I. Manolescu). Query processing issues have
also been deeply discussed by SEBD tutorials, including data stream query process-
ing, in 2004 (N. Koudas), similarity join algorithms, in 2008 (W. Wang), and query-
ing for large-scale ontologies, in 2009 (R. Möller). New exciting query processing
challenges lie ahead of us: we are ready to follow them together with the SEBD
community.
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From Star Schemas to Big Data: 20+ Years
of Data Warehouse Research

M. Golfarelli and S. Rizzi

Abstract Data Warehouses are the core of the modern systems for decision making.
They store integrated information extracted from various and heterogeneous data
sources, making it available in multidimensional form for analyses aimed at improv-
ing the users’ knowledge of their business. Though the first use of the term dates
back to the 80s, only during the late 90s data warehousing has emerged as a research
area on its own, though in strict correlation with several other research topics as
database integration, view materialization, data visualization, etc. This paper sur-
veys more than 20 years of research on data warehouse systems, from their early
relational implementations (still widely adopted in corporate environments), to the
new architectures solicited by Business Intelligence 2.0 scenarios during the last
decade, and up to the exciting challenges now posed by the integration with big
data settings. The timeline of research is organized into three interrelated tracks:
techniques, architectures, and methodologies.

Keywords Data warehouse · OLAP · Big data

1 Introduction

Data Warehouses (DWs) are the core of the modern systems for decision making.
They store integrated information extracted from various and heterogeneous data
sources through ETL tools, making it available in multidimensional form for analyses
aimed at improving the users knowledge of their business.

Though the term “data warehouse” has appeared during the late 80s, the offi-
cial year of birth of DWs is considered to be 1992, when Inmon defined a DW as
“a subject-oriented, integrated, time-variant, and non-volatile collection of data in
support of managements decision making process” [58]. A few years later, the ref-
erence book by Kimball laid the fundamentals of DW design by introducing the star
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schema as the basic solution for modeling multidimensional data on relational DWs
[64]. During the late 90s, data warehousing has progressively emerged as a research
area on its own, though in strict correlation with several other research topics as
database integration, view materialization, data visualization, etc.

This paper surveys more than 20 years of research on DW systems, from their
early relational implementations (still widely adopted in corporate environments), to
the new architectures solicited by Business Intelligence (BI) 2.0 scenarios during the
last decade, and up to the exciting challenges now posed by the integration with big
data settings. For space reasons the topics related to database integration and ETL,
though strictly related to DWs, are not covered here. The timeline of research is
organized into three interrelated tracks: techniques (Sect. 2), architectures (Sect. 3),
and methodologies (Sect. 4).

2 Techniques

Multidimensional modeling. The multidimensional model, based on the concepts
of fact, measure, dimension, and hierarchy, is the core of data representation in DWs.
Multidimensional modeling requires specialized techniques, both at the conceptual
and at the logical level [99]. In relational implementations of DWs, the (denormal-
ized) star schema and the (partially or completely normalized) snowflake schema,
both introduced in [64], are still the most widely adopted solutions for multidi-
mensional modeling at the logical level. In the 00s, some more advanced modeling
solutions have been proposed since then to handle specific situations (e.g., [87, 93]
for modeling irregular hierarchies and, more recently, [40] for modeling topic hierar-
chies in social BI). Concerning multidimensional implementations of DWs, several
efficient multidimensional data structures such as condensed cubes [128], dwarfs
[110], and QC-Trees [66] have been proposed to manage data cubes. A comprehen-
sive survey of logical models for multidimensional data can be found in [125].

A lot of research in multidimensional modeling has focused on the conceptual
level. The existing approaches may be framed into three categories: extensions to the
Entity-Relationship model (e.g., [38, 105]), extensions to UML (e.g., [1, 73]), and ad
hoc models (e.g., [42, 57]). While all models have the same core expressivity, in that
they all allow the basic concepts of the multidimensional model to be represented,
they significantly differ as to the possibility of representing more advanced concepts
such as irregular hierarchies, many-to-many associations, and additivity. A good
survey of the different proposals is provided in [103].

We finally mention that a relevant role in multidimensional modeling is taken by
the conditions of summarizability, which ensure that aggregates are correctly com-
puted avoiding for instance double counting (see [68, 81]).

Performance optimization and tuning. Interactive querying capability is one of the
main goals of DWs, and in presence of huge amount of data it can be achieved only
coupling effective modeling solutions with appropriate performance optimization
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techniques. Research efforts in this direction were mainly focused on aggregated
view materialization and indexing.

Materialized views physically store pre-aggregate multidimensional data to reduce
the computational effort for OLAP queries. Since the number of materialized views
for each cube is exponential in the number of hierarchy levels [10], choosing the
optimal subset in presence of constraints is a difficult task. Besides the minimiza-
tion of the workload execution time and space constraints, typical constraints include
minimizing the update time [54] and respecting an upper bound of the query response
time [117].

DWs are read-only databases based on standard schemas (mainly star or snow-
flake), which enables the adoption of specific indexes on the one hand, the revamping
of underused solutions such as bitmap indexes and join indexes on the other. Bitmap
indexes, first proposed in [111], associate one column of bits to each possible attribute
value and are specifically tailored for indexing attributes with low cardinality. Join
indexes have been proposed in the 80s [123] and consist in pre-computing the join
operation between two relations. In the context of relational DWs, join indexes have
been extended to multi-table join indexes called star indexes. A relevant variant of
the join index, called bitmap join index, is proposed in [88] as a bitmap index on
a fact table based on column(s) of dimension table(s). The index selection problem
consists in selecting an appropriate set of indexes for a DW given a workload and
some constraints related for instance to storage and maintenance. The solutions pro-
posed are mainly based on heuristic enumeration techniques [44, 55]. The problem
of index selection is often coupled with that of materialized views selection, since
they compete on the same shared resources [7]. More recently, index selection has
been faced with reference to non-classical DW dimensions such as spatial ones [92].

Query processing. Efficient query processing is a classic research theme in the
DW area. OLAP navigation relies on operators applied to cubes; starting with the
well-known data cube operator [53], several proposals have extended the traditional
OLAP expressiveness either based on data mining techniques [50, 83] or exploiting
the specificity of the underlying architecture [32].

Research aimed at reducing the query processing time typically comes in parallel
with research related to new architectures, applications, and data structures. In the
context of relational databases, a large effort has been devoted to devise execution
plans that keep into account the peculiar features of DW systems and OLAP queries,
such as the presence of materialized views [27], the use of standard logical schemas
(e.g., the star schema) [129], and the need for efficiently aggregating data [132]. Spe-
cific processing solutions have been devised for different, either logical or physical,
data models. For example, when OLAP queries are run against an XML repository,
specific modeling and query processing solutions are needed to ensure a good level
of performance [95]; conversely, column-oriented DBMSs typically ensure high per-
formance and enable further optimizations to be applied to query plans [36]. Specific
approaches to query answering have also been developed for DWs including com-
plex data such as graphs [89], streams [34, 84], and spatial data [133].
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Security. Security is an important issue in databases, and is even more relevant in
DWs due to the strategic importance of the stored information. Among the different
aspects of security, the ones that have been mainly investigated in DWs are confi-
dentiality and privacy-preserving queries. Confidentiality refers to the capability of
ensuring that users can only access the information they have privileges for. Unfor-
tunately, the grant models used in transactional databases are unsuitable for DWs.
While in the former protection is expressed in terms of tables and attributes, in the
latter it relies on dimensions, hierarchical paths, and granularity levels. To ensure a
proper definition of grants and privileges, security design is embedded in the overall
design process [120] and the security goals are elicited as non-functional goals at the
conceptual level [96]. Differently from the previous solutions, in [104] the permis-
sion policies are derived from the source databases by treating the source exported
tables and the DW itself as part of the same distributed database.

As to privacy-preserving queries, the main issue emerging in OLAP analysis is
how to preserve the confidential information in individual data cells while still pro-
viding an accurate estimation of the original aggregated values for range queries
[127]. Most of the approaches relies on either data distortion techniques [114] or
data sampling [30].

Quality. Ensuring quality is a recurrent problem in DW projects. The early foun-
dations in this area have been established in the late 90s by the Data Warehouse
Quality project [60]. In the following years, the research has been mostly focused
on measuring the quality of the design process. In particular, at the conceptual level
there have been attempts towards defining metrics that allow the intuitive notions of
quality of conceptual schemas to be replaced with quantitative measures [108]. At
the logical/physical level, some works were focused on quantitatively evaluating the
complexity of dimensional models [25]. Other relevant research directions include
normal forms for DW [67] and quality-driven view selection [22].

As to the quality of data, meant as the ability to understand, use, access, and
trust the data, some early work listing the main quality dimensions can be found in
[94]. More recently, the use of logic rules has been proposed as a way to assess the
quality of measures in a DW, accounting for the context in which these measures are
considered [79].

Evolution and versioning. During the 00s, as several mature implementations of
DW systems were going fully operational, the continuous evolution of the application
domains brought to the forefront the dynamic aspects related to describing how
the information stored in the DW changes over time. As concerns changes in data
values (often referred to as DW maintenance), a number of approaches have been
devised, starting with Kimball’s slowly-changing dimensions [64] and up to the
object-oriented approach of [97] and, more recently, the slowly-changing measures
of [51].

The problem of managing changes at the schema level (which may be required
by changes either in the business domain or in the user requirements or in the data
sources) is more challenging. The approaches to management of schema changes in
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DWs can be framed into two categories, namely evolution [21, 122] and version-
ing [11, 45]: while both categories support schema changes, only the latter keeps
track of previous versions. In some versioning approaches, besides “real” versions
determined by changes in the application domain, also “alternative” versions to be
used for what-if analysis are considered [11]. Finally, the TOLAP temporal query
language is proposed in [82] to express typical OLAP queries in presence of schema
evolution and versioning.

Visualization. OLAP is the main paradigm for flexibly and friendly accessing the
information stored in a DW. OLAP front-ends consolidated as an indispensable tech-
nique to support routine reporting and interactive data analysis in the mid-90s; tra-
ditionally, they use visualization merely for expressive presentation of the data. To
achieve deeper insight in data and enable a more comprehensive user interaction,
visual OLAP has emerged as a framework of advanced visualization techniques for
representing the retrieved data set along with a powerful navigation and interac-
tion scheme for specifying, refining, and manipulating the subset of interest. While
some proposals of querying paradigms for visual access to large data sets were pro-
posed already in the 90s (e.g., VisDB [63]), only in the following years advanced
techniques specifically tailored for multidimensional data were devised; prominent
examples are Advizor [35], the Cube Presentation Model [75], HDDV [115], and
Enhanced Decomposition Trees [76]. Specifically, some multi-scale visualization
techniques were also proposed [109, 113].

Personalization and recommendation. In line with the goals of BI 2.0, the research
in this field goes in the direction of improving the user experience in analyzing data
by fitting it to the user’s tastes and context. An attempt to relate preferences to the
multidimensional model was made in [112], where user preferences are attached to
contexts parameterized by a set of hierarchical attributes. Another work situating
preferences in the context of multidimensional databases is [131], which enables
efficient computation of preference expressions on numerical domains. Finally, in
[46] a wider expressiveness is achieved by including preferences on the aggregation
level of queries and on categorical domains.

Recently recommender systems have gained interest in the database community,
with approaches ranging from content-based to collaborative query recommenda-
tion, especially to cope with the problem of interactively analyzing large databases.
This problem is particularly important in a DW context, where the peculiarities
of the multidimensional model and queries can be leveraged. A recent survey of
query recommendation approaches for OLAP is offered in [77]. Among the most
prominent approaches we mention [106], where a query answer is analyzed to detect
“surprising” values to recommend; [59], which proposes a content-based approach
that synthesizes a recommendation by enriching the current query answer with ele-
ments extracted from a user’s profile; and [6], whose goal is not to recommend single
OLAP queries, but whole OLAP sessions.
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3 Architectures

Basic architectures. The foundations of classical DW architectures were laid in the
early 90s by Inmon and Kimball. In Inmon’s hub-and-spoke architecture, the DW is
a normalized, enterprise-wide repository from which distinct data marts are derived
to meet the needs of single departments [58]; the suggested approach to design is top-
down. Conversely, in Kimball’s data mart bus architecture, data marts are first-class
citizens and are built in a bottom-up fashion following an iterative approach [64]; in
the absence of a centralized physical repository of data, enterprise-wide integration
is ensured by the presence of conformed dimensions. Conformed dimensions have
exactly the same meaning and content when being referred from different facts; they
are defined once in collaboration with the business data governance representatives
and reused across all data marts. Later on, federated architectures have been proposed
to support the integration of heterogeneous data marts into a global, logical schema
[17], followed by peer-to-peer architectures where no global schema needs be defined
and integration is based on inter-peer mappings [48].

Orthogonally to this classification, architectures have also been evolving to cope
with the new requirements posed by emerging settings and sophisticated applications
of BI 2.0. For instance, modern enterprise architectures often include a data lake,
meant as a repository of unstructured or loosely-structured data, typically stored on
NoSQL databases, to be incorporated in the decision-making process following a
schema-on-read approach [71]. In the case of social BI applications, the architecture
should be enhanced to include, besides classical ETL, also a semantic enrichment
component relying on a domain ontology to extract semantic information hidden
in the user-generated content [37]. In the context of on-demand BI, sophisticated
architectures are needed to transparently accommodate situational data extracted
from external sources (e.g., see fusion cubes [2]). Similarly, the text OLAP framework
is about providing specific models and operators for analyzing textual data [91].

We finally mention that, while traditional DW architectures are inherently char-
acterized by some non-negligible data latency, real-time architectures are adopted to
reduce (virtually to 0) the data latency in settings where operative decisions must be
taken based on real-time monitoring of performance indicators [65]. It is also worth
mentioning that some research has been recently devoted to devising comprehensive
models for analytical metadata [124].

Spatial architectures. Today it is estimated that over 80% of the data companies
work with geo-localized information. In the context of BI 2.0, the term location
intelligence identifies all the BI applications that leverage spatial data to deliver
strategic information. Location intelligence applications are typically based on a
spatial DW, that is, a DW that is capable of representing, storing, and manipulating
spatial data by coupling GIS and DW capabilities [49].

SOLAP is an extension of the OLAP paradigm aimed at exploring spatial data in
spatial DWs [98]. A critical factor when building a SOLAP application is how to
ensure summarizability between spatial attributes. To this end spatial hierarchies have
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been classified in non-geometric, geometric to non-geometric, and fully geometric
[12]. The topic of ensuring proper aggregations in different contexts has been further
studied in [19]. While SOLAP copes with discrete spatial data only, sophisticated
analyses require dealing also with continuous spatial data, called continuous fields,
which describe physical phenomena that change continuously in time and/or space
(e.g., temperature, land elevation, and population density). Some solutions have been
proposed for modeling [4, 121] and processing [20, 52] continuous fields, but no
commercial solution effectively supports this feature yet.

The availability of large amounts of mobility data coming from GPS-enabled
devices such as smart phones and life-logging devices pushed spatial DWs one step
forward to track and analyze trajectories and movements. A trajectory DW [90]
enables OLAP-like analysis of trajectories; the main issues here are related to defin-
ing a proper technique to model trajectories [23], an efficient pre-processing for raw
data [90], and a set of OLAP-like operators for their manipulation [69, 78].

Parallel and big data architectures. DWs were born in environments dominated
by relational databases running on traditional servers. The answer to the more
demanding requirements of big data has been a shift towards parallel architec-
tures. Specifically, either shared-memory, shared-disk, shared-nothing, or shared-
everything architectures can be adopted, with different pros and cons. In this complex
context two main solutions are followed. On the one hand, several vendors proposed
closed, proprietary, and pre-configured solutions, called appliances (e.g., Teradata,
Oracle Exadata, and Netezza), as a robust and scalable solution to store, process,
and analyze data. On the other hand several open source solutions, typically cloud-
provided and based on the Hadoop framework, have emerged. Hive [118] has been
the first engine providing a SQL interface to MapReduce, while HadoopDB extends
Hive by coupling Hadoop and PostgreSQL. Shark and Spark [8] overcome the batch
limitation of MapReduce and support interactive queries on big data. To further
reduce the response time, BlinkDB [3] supports interactive aggregation querying
with approximated results on very large amounts of data. Another solution that over-
comes the MapReduce limitations is Presto, a distributed SQL engine optimized for
interactive use with low-latency on thousands of nodes.

Of course, the adoption of a parallel architecture has a relevant impact on design
[14], optimization [13], and query processing [5]. In particular, as to design, addi-
tional stages are made necessary, namely data partitioning [39] and data allocation
and replication [70].

4 Methodologies

DW design. Designing a DW is quite different from designing an operational data-
base. Though few comprehensive ad-hoc design methods have been devised so far
(e.g., [42, 72]), a lot has been written about how a DW should be designed. Most
methods distinguish between a phase of conceptual design and one of logical design:
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conceptual design aims at deriving an implementation-independent and expressive
conceptual schema for the DW, while logical design creates a corresponding logical
schema on the chosen platform by considering some set of constraints. Several meth-
ods (e.g., [42]) also support a phase of physical design, that addresses all the issues
specifically related to the suite of tools chosen for implementation – such as index-
ing and allocation. Conversely, the phase of testing has received little attention [43].
Several techniques for automating single phases of DW design have been proposed
in the literature: for instance, [42] for conceptual design from E/R and relational
sources, [116] for logical design on a relational platform, [44] for relational physical
design, [126] for designing the ETL process. More recent approaches are focused on
designing implementations of a DW based on NoSQL databases, e.g. [28, 107].

The approaches to DW design can be classified in five categories. Data-driven
approaches, the first ones to be devised, design the DW starting from a detailed
analysis of the data sources (e.g., for relational sources, [42, 57]). In the early 00s,
requirement-driven approaches emerged as a way to give more weight to the infor-
mation requirements of end users [80, 130]. Mixed approaches consider both (i.e.
availability of data and user requirements) at the same time [26, 41]. Query-based
approaches design the DW starting from a specification of the workload [86, 101].
More recently, pattern-based approaches look for typical multidimensional patterns
in the source data [61, 100]. Independently of the specific approach followed, some
attempts were made to apply the agile principles to DW design [47, 56].

Design from non-relational data sources. Though most enterprise operational data
are stored in relational databases, alternative types of data sources have been emerg-
ing over the years. The first attempts to feed a DW with non-relational data sources
were made in the early 00s using XML sources to create so-called XML warehouses
by discovering functional dependencies (a survey is offered in [74]). With the advent
of the semantic web on the one hand, of big data on the other, the community has
moved its attention towards data sources that are richer in semantics and possibly
have huge volumes. In this direction, a semi-automatic method to discover multidi-
mensional concepts from a domain ontology describing heterogeneous data sources
is proposed in [102]. More recently, both [85, 100] propose approaches to automate
the discovery of dimension hierarchies on linked data, while [62] investigates the
problem of executing OLAP queries via SPARQL on linked data. A comprehensive
approach for designing DWs based on RDF knowledge bases is outlined in [18].
Finally, an iterative methodology for designing and maintaining social BI applica-
tions fed from user-generated content crawled from social networks is presented
in [37].

Discovering multidimensional structure in NoSQL data sources is currently an
object of research; among the first approaches we mention [31], which proposes a
new aggregation operator called MC-CUBE to compute OLAP cubes from a column-
oriented database, and [29], which describes an interactive, schema-on-read approach
for finding multidimensional structures in document stores aimed at enabling OLAP
querying.
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DW integration and interoperability. This concept, which refers to the ability of
combining the content of distinct DWs aimed at cross-analysis, has been informally
introduced by Kimball with his conformed dimensions [64], then later formalized
in [24] by defining dimension compatibility for drill-across. During the following
years, three categories of approaches were devised: warehousing approaches, where
the integrated data are physically materialized [119], federative approaches, where
integration is virtual but still based on a global schema [9, 16], and peer-to-peer
approaches, that do not rely on a global schema to integrate the component DWs [48].

In particular, in the tightly-coupled approach of [119], a technique that combines
the contents of the dimensions to be integrated is used to derive a materialized view
that includes the component DWs. In [9], schema matching of different DWs in a fed-
eration is based on linguistic and structural comparison between multidimensional
concepts. The approach in [16] relies on a distributed architecture where users are
enabled to directly access the heterogeneous schemas of the component DWs, and a
query language is proposed to transform a cube and make it compatible with a global
schema and ready for integration. A P2P approach is the one introduced in [48],
where a query formulated on a peer DW is reformulated onto the other peers using
semantic mappings that mediate between the different multidimensional schemas.
In the same direction, [15] proposes a method for the semi-automatic discovery of
mappings between dimension hierarchies of heterogeneous DWs using topological
properties of dimensions and semantic techniques. Finally, in the context of interop-
erability, we mention a recent semantics-based approach for dynamic calculation of
key performance indicators to support query rewriting over heterogeneous DWs [33].

5 Conclusion

In this paper we have condensed more than 20 years of research in DWs, aimed at
giving the reader an idea of the main topics within each track and of how the focus
of research has shifted in time. To close the paper we show in Fig. 1 the distribution
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by topic and track of papers published in the two main specific forums for DW
research, i.e., the DaWaK Conference and the DOLAP Workshop, since 2013. It
clearly appears that query processing and optimization issues still capture most of
the interest in the community, and that a relevant portion of research is devoted to
architectural issues.
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A Short Account of Techniques for Assisting
Users in Mastering Big Data

Davide Martinenghi, Elisa Quintarelli, Fabio A. Schreiber
and Letizia Tanca

Abstract One of the most challenging problems faced by the database community
is to assist inexperienced or casual users, who need the support of a sophisticated sys-
tem that guides them in making sense of the data. This problem becomes especially
relevant in the case of Big Data, where the amount of data may quickly overwhelm
users and discourage them from leveraging the richness of the data patrimony. In
the last years, often in collaboration with other members of the Italian database
community, we have developed several different techniques whose aim is both to
reduce the size of the problem and to focus on the information that is most relevant
to the user. To this end, most of these techniques fruitfully extract and exploit data
semantics, for example by succinctly characterizing data via intensional properties
such as integrity constraints or by tailoring the answer to the user context or pref-
erences. Other techniques support the users in information exploration, for instance
by extracting data not readily accessible (such as the Hidden Web) or by presenting
them with appropriate summaries and suggesting possible exploration paths.

1 Introduction

One of the most challenging problems faced by the database community is to assist
inexperienced or casual users. Such users typically need the support of a sophisticated
system that guides them inmaking sense of data. Indeed, the growth of information, if
not properly controlled, leads to a data overload that may cause confusion rather than
knowledge, and dramatically reduce the benefits of a rich information ecosystem.
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This problem becomes especially relevant in the case of Big Data, where the amount
of data itself quickly overwhelms users and discourages them from leveraging the
knowledge potential of the data patrimony.

In the last years, often in collaboration with other members of the Italian database
community, we have developed different techniques whose aim is both to reduce the
size of the problem and to focus on the information that ismost relevant to the user. To
this end, most of these techniques fruitfully extract and exploit data semantics, either
by succinctly characterizing data via intensional aspects such as integrity constraints
or statistical properties, or by taming the Big data beast by reducing, in various ways,
the amount of data provided by the query answer.

The techniques described in Sect. 2 fall in the first category. In mathematics, a
description is called intensional when it exhibits the properties of the data instead
of the data themselves. Intensional descriptions are often much more compact than
extensional ones, and are typically employed to express semantic properties of the
data such as integrity constraints, i.e., conditions that must always be satisfied for the
data to be considered consistent. Such conditions may be as simple as primary and
foreign keys, or involve nontrivial requirements that capture complex dependencies
and “business logic”, as often happens in real-world applications, and even more so
with Big Data.

Preserving the compliance of data with integrity constraints is a crucial issue:
without it, answers to queries cannot be trusted. Usually, integrity constraints are
intentionally stated by the data designer or analyst to convey the semantics of the
data better; as such, their validity ought to be maintained in the face of data updates.
This can be achieved in two different ways: (i) by acting on the data, preventing
updates thatmight impair consistency or repairing inconsistencies that have occurred;
(ii) by acting on the constraints themselves, modifying them in the face of a change
in the modeled reality that requires a change in the constraints too. This research is
described in Sect. 2.1.

On the other hand, being a mirror of the data semantics, intensional information
may be used to improve query answering in terms of both performance and infor-
mativeness. In some cases, constraints may be extracted from the data to gain useful
insight on the information at hand, for instance under the form of succinct character-
izations of the data, explanations, or informative answers. Constraints may also be
of a structural kind, as is done, e.g., to model access to Web sources, and to support
users in information exploration, for instance by extracting data not readily acces-
sible (such as the Hidden Web) or by presenting them with appropriate summaries
and suggesting possible exploration paths. All these topics are discussed in Sect. 2.2,
while Sect. 2.3 introduces yet another way to leverage intensional information: data-
base exploration and exploratory computing. This approach may be described [7] as
the step-by-step conversation of a user with the system,where each step can refine the
previous ones incrementally, gathering new knowledge that fulfills the user needs,
sometimes even unveiling new ones. At each step, the answer to a user query is an
approximate, intensional description of the data, which highlights relevant aspects
at a glance, permitting to see the data at a higher level of abstraction and to decide
to take one or more further actions.
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BigData are usually associatedwith largeDatabases in Information Systems, with
Web pages and other rather static multimedia information. However, the new infor-
mation sources that are emerging add new perspectives to this scenario: the Internet
of Things (IoT), Wireless Sensor Networks (WSN), RFIDs, and social networks are
generating large amounts of data that continuously and autonomously flow from the
sources in streams and must be processed on the fly [22]. The following sections deal
with the attempt to provide users, who issue queries to large masses of such diverse
data, with reduced, manageable answers.

Section3 discusses those cases in which datasets are very large and queries are
not sufficiently selective, thereby flooding users with results. Section3.1 describes
methods to efficiently focus on the best (“top-k”) answers to a query, according to a
user’s needs and preferences. Fitting the data to the application and user needs can
be compared to the activity of fitting a dress to a person, and thus we refer to it as
data tailoring. The current user context and her preferences can be used as scissors to
tailor data, possibly assembled and integrated from many data sources. In Sect. 3.2
we describe how the information about the current user context and preferences
supports the system in providing users exactly with the information they need in the
different situations, when they are alone or in groups.

Wireless sensor networks produce high frequency data requiring smart processing
methods. A smart sensor query-processing architecture can dramatically improve,
energy, space and time efficiency of sensor data processing, by embedding the query
processing power in the network itself, thus relieving the external database from the
burden of processing (and often of storing) the raw data. In Sect. 3.3 we describe
some advances on data management in these Pervasive Systems.

2 Intensionally, Intentionally

Integrity constraints are a very good example of intensional information that is inten-
tionally stated at design time and contributes to supporting the “health” of a database;
other intensional information, on the other hand, may be extracted a-posteriori, by
analyzing the data to the end of providing the users with succinct descriptions of the
database content. In this section we provide a short account of the main techniques
for leveraging intensional information.

2.1 Managing Integrity Constraints

As data evolve through updates, integrity may be compromised. Traditional sys-
tems check whether updates preserve data integrity and then maintain it by rejecting
harmful updates. Fully checking each update for consistency is typically too time
consuming; fortunately, a number of techniques exist for optimizing integrity check-
ing. Themain idea is that, if integrity holds before the update, then checking integrity



112 D. Martinenghi et al.

after the update can be done incrementally [44]. As an example, consider a func-
tional dependency stating that the ISBN of a book univocally determines its title.
Checking that no two books have the same ISBN and different titles typically takes
quadratic time in the number of books. Consider now the insertion of a new book b
in the collection. If the constraint holds right before the insertion, then it suffices to
check whether the updated collection contains a book with the same ISBN as b but a
different title, which can be done in linear time. Extensions of this idea are surveyed
in [34]. Notably, some works [18, 20, 33] check integrity even before executing the
update itself, thus saving unnecessary effort in case the update violates integrity. For
instance, in the previous example, we do not need to execute the insertion to check
whether the collection already contains another book with the same ISBN as b but a
different title.

In spite of a long-standing presence in standard query languages and awide accep-
tance of their importance, non-trivial constraints are frequently disregarded at the data
management level and, often, their maintenance is relegated to the application level.
One reason for this discrepancy between theory and practice in the field is that, in real
scenarios with large amounts of data, it is not always possible to check constraints at
all times, and some violations of integrity are unavoidable. This may happen, e.g., if
data come from different, partly conflicting sources integrated over a network [19].
Consider, for instance, a large database containing VAT percentages: in Italy, for
each kind of goods this percentage is the same all over the country, while in India it
is different in different states thus, in the integrated database, the pair (COUNTRY,
PRODUCT KIND) does not univocally determine the VAT percentage. In this and
similar contexts, full integrity before each update is too strong a requirement.

An important step to mitigate this issue was taken by showing how optimized
integrity checking can be performed in an inconsistency-tolerant way, i.e., without
requiring full data integrity before the update [23]. Several traditional methods used
for optimizing integrity checking turn out to be inconsistency-tolerant. Any such
method can then be used to guarantee that, starting from a possibly inconsistent
dataset, the update will not increase the measured amount of inconsistency [28],
although some violations of integrity might still be present.

A common problem with very large datasets is that part of the data may be
missing. To this end, schema models provide a useful characterizations that may
help to infer relevant information. Common schemamodels, including the ERmodel
and extensions thereof, can be suitably represented by integrity constraints. With
incomplete data, schema reasoningmay provide someof themissing pieces to answer
a query. As an example, consider the sets player (player-team pairs) and team (team-
city pairs), and a constraint stating that the teams in player ought to be a subset of
those in team. The following pairs are known: 〈Abate,ACMilan〉, 〈Totti,Roma〉 (for
player), and 〈ACMilan,Milan〉 (for team). From the constraint, we infer that Roma
is the name of a team associated with some city not mentioned in the dataset: if
we ask the names of the teams in team, the certain answers are then ACMilan and
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Roma, although the latter is never mentioned in the team relation. Query answering
under dependencies usually resorts to techniques such as query rewriting [12] and the
so-called chase [32], which is intuitively a representative of all datasets that satisfy
the constraints and are a superset (i.e., a possible completion) of the initial data.

Once a database designer or administrator is able to understand that a constraint
no longer holds, s/he can decide what to do. While the techniques described above
re-establish consistency by changing the data that violate the constraints, another
possible approach is based on the fact that frequent constraint violations may suggest
that the represented reality is changing, and thus the database does not reflect it any
longer. Therefore, once the DB administrator has ascertained that this is the case,
s/he will be able to re-establish consistency by appropriately modifying the violated
constraints instead of modifying the data.

A typical case where a constraint modification might be needed is a change in
government policies: for example, in Italy a recent change in the school regulations
allowed 5-year-old children to access primary school, which was forbidden before.
Accordingly, the constraint saying that only 6-year-old pupils can be enrolled must
be relaxed.

Different kinds of constraints may need different repair techniques, which how-
ever share the basic principle of applying data mining and machine learning tech-
niques. For instance, a violated functional dependency (FD) like the one about VAT
is repaired by adding, to its antecedent, a minimal set of attributes that makes
them consistent with the data [17, 41]; in the case of the example, the depen-
dency COUNT RY, PRODUCT K I ND → V AT% would be replaced with
COUNT RY, PRODUCT K I ND, REGI ON → V AT%. On the other hand,
the violation of a tuple constraint like the one about primary school pupils can be
repaired by finding appropriate disjuncts that, added to the constraint, relax the con-
dition on the relation tuples [39]. In the specific example, this disjunct might specify
the condition that the child be born after a certain year.

2.2 Leveraging Integrity Constraints

Access patterns [49] are structural constraints indicating the input/output mode of
the fields of a relation. In this respect, access patterns suitably characterize several
contexts relevant to Big Data, such as the Hidden Web [13], i.e., that part of the Web
(the largest one) that is reachable only after filling in and submitting a Web form.
For instance, a search form for hotels commonly includes input fields for the desired
city and check-in date, and, after completion, outputs tuples with hotel name, price
and other details. The Hidden Web may be simply modeled by decorating standard
relations with access patterns; query processing, however, requires specialized tech-
niques. Consider aWeb site listingmusical events, with a form (events) that receives
a city as input and returns the name of the artist(s) performing in that city, and another
form (bio) that receives an artist name as input and returns the city and country of
birth of the artist. To request the names of Italian artists performing inMilan, one can
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first use eventswith input “Milan”, then feed bio’s input with the output returned by
events, and finally check that the country output by bio is indeed Italy. Sometimes,
however, query answering is more involved. Take, e.g., a query requesting the names
of artists born in Milan. There is no direct way to feed bio’s input field with a known
value; yet, the city mentioned in the query (“Milan”) can be fed to events, thus pro-
viding artist names as output; in turn, these names can be fed to bio to retrieve values
for nations and cities; the new city names can be used to access events again, and so
on. This possibly lengthy discovery process consists in disclosing all the content of
the relations that can be extracted with the given initial knowledge; at the end of the
process, when no new values can be discovered, the original query can be evaluated
over the data retrieved so far. The answers obtained in this way, called reachable
certain answers, are in general only a subset of the answers that would have been
found without access patterns. Several optimization techniques may be exploited to
make this lengthy process converge to a result faster [9–11], even when queries are
expressed by means of simple keywords [14].

Traditional information search is shifting towards scenarios in which schemas are
vague or even absent, and data comes from heterogeneous sources. Query answering
needs then to be adapted tomatch user requests with accessible data.When additional
information about the data is available (e.g., in the form of a taxonomy or contextual
information), extensions of relational algebra addressing these issues become possi-
ble [38]. For instance, if a user looks for concerts in Milan, but locations are stored
at the level of concert halls, suitable results may only be returned if we have extra
knowledge about, say, La Scala being in Milan.

2.3 Database Exploration

The challenges posed by the Big Data phenomenon have promoted the discipline of
database exploration [29, 56], a paradigm that takes different shapes, among which
Exploratory Computing [4] and Faceted Search [57].

The aim of exploratory computing – a kind of database exploration – is to assist
mainly inexperienced or casual users, the so-called data enthusiasts [43], who need
the support of a sophisticated system that guides them in the inspection of a dataset
that is complex and very large, thus difficult to grasp. The process may start from
simple input queries, and guide the user in a reconnaissance path where, at each step,
the system presents the users with relevant and concise facts about the data, in order
for them to understand better and progress to the next exploration step. For example,
while exploring a historical medical dataset, the distribution of the age values in
the result of the query Q1 “find all patients whose thyroid function tests are out of
range” might be different from that in the original dataset. This is a relevant fact,
maybe allowing the investigator to spot some relationship between age and thyroid
disorders. After this step the user might ask another query, like Q2 “find all patients
whose thyroid function tests are out of range and who are over 60 years old”, to see
whether the patients of that age group exhibit any special characteristics. We may
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thus describe our exploration [7] as the step-by-step conversation of a user with the
system, where each step can refine the previous ones incrementally, gathering new
knowledge that fulfills the user needs, sometimes even unveiling new ones. In this
kind of exploration, the notion of relevance is of paramount importance, since the
main system task is to call the user attention to relevant (or surprising) differences
or similarities with the other datasets encountered along the route.

The use of statistical summaries like distributions may well be employed to high-
light relevant aspects at a glance, permitting to see the data at a higher level of
abstraction and decide to take one or more further actions. In fact, a distribution can
describe a dataset in an intensional, though approximate way. Computing data distri-
butions is one of many ways to assess relevance by looking at concise descriptions:
we may add other measures, like entropy, which establishes the “level of variety”
of a set of values, or describe the data by means of mined patterns like association
rules [3], used to discover relationships between attribute values, etc. For instance,
in the result of query Q2, the system might discover that (i) “80% of the patients
from Lombardia lived between the Second World War and the sixties in the area of
Valtellina” and (ii) “70% of patients from Southern Italy are from a seaside location”.
In the same fashion as in Inductive DBs, these intensional descriptions can be stored
to be queried when needed, or computed on the fly to obtain answers that are fast
and concise, though potentially partial and approximate. Of course, computing them
on the fly entails the need of fast computation techniques, which constitutes one of
the big challenges for DB researchers.

Following the Exploratory Computing paradigm, we have contributed to realizing
two systems, INDIANA [8]1 and IQ4EC [40], both aiming at supporting the explo-
ration of large databases by non-expert or data-enthusiastic users. While sharing a
common goal, these two systems differ in the adopted approaches, core mechanisms
and outcomes, hence they represent two valuable and up-to-date points of view on
Exploratory Computing. The INDIANA project [8] uses statistical summaries – like
empirical distributions, or entropy, or histograms – to exhibit the data properties
instead of the data themselves, permitting the user to see the data at a higher level of
abstraction. In fact, a distribution is an example of how we can describe a dataset in
an intensional, though approximate way.

With IQ4EC [40], instead, data mining techniques are applied to mine intensional
knowledge presented in the form of association rules that are extracted and stored
into a relational database, which acts as an intensional repository. Users can engage
the IQ4EC system in a highly interactive dialog, where the IQ4EC answers may be
intensional or extensional depending on the user needs.

1This particular research is carried out in collaboration with Università della Basilicata.
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3 Taming the Beast

When datasets are very large and queries are not sufficiently selective, users are
flooded with results. In this case, the richness of the data may produce a paradoxical
effect, confounding the users, who are not able to choose among the plethora of data
that is presented to them. This section gives an account of some techniques that can
be used to “tame the Big-Data beast”.

3.1 Crowdsourcing and top-k Queries

To avoid these “flooding” situations, users sometimes set a limit on the number
of results, focusing on the k most relevant matches for their queries. Relevance is
usually expressed as a combination of different numeric attributes into an aggregate
score (think, e.g., of ranking hotels by considering both rating and price). It is very
expensive to compute all the query results first, and then to sort them by relevance,
especially if sources are remote. However, if the sources are endowed with special
access modes (e.g., return the data in batches sorted by a given attribute), then the
top k results may be found by retrieving only a small fraction of the available tuples
(for examples and foundational works, see [30]).

Several extensions of the “top-k” model are available. Spatial proximity queries
[35, 37] regard objects equipped with both a score and a feature vector, which may
be used to represent, e.g., the object location or other aspects. An example of this
scenario is a search for a restaurant and a theater that are close to the user, to eachother,
and recommended, respectively, in terms of price and rating. In the same setting, one
may additionally wish to diversify the result set, yet retaining only results with high
scores [15, 26]. When multiple sources are joined, and special access modes are
available, suitable execution strategies can be devised so as to further speed up the
computation of the top k results [36].

Often, users are unable to precisely specify the criteria used to rank the results
of a query. For instance, we may want to rank hotels by a weighted sum of rating
and price without knowing the precise weights; yet, we might consider the price
more important than the rating. Albeit easier to express, such partial specifications
may determine uncertainty and give rise to multiple possible rankings of the results,
each associated with a probability of being correct [54]. Whenever the results are too
vague or uncertain, one can try to leverage the so-called “wisdom of the crowd” to
eliminate ambiguities in the ranking of objects. This can be done on a crowdsourcing
platform by assigning simple tasks (such as selecting the best of two objects) to a
crowd of “workers” [16] and then discarding the rankings that are incompatible with
their indications [21].
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3.2 Taming Data by Means of Contexts and Preferences

In the last decade we worked at helping end users, by means of a different approach
to the problem of information overload,2 proposing a design model and associated
methodology for context-aware databases [5]. By context-awareness [2], each user
is served, in each situation of use (context), the information that is most appropriate,
thus avoiding disorientation in the face of an answer that is too large to be of use.
Natural examples of context-aware tools are those apps that suggest a restaurant
that is located around you, that is, in your physical context; however, taking a richer
perspective on context, such an appmight also suggest restaurants that are appropriate
for children when you are with your family, or jazz concerts after having learned that
you are a jazz fan.

In the early years of this research, we first proposed a contextmodel that allows the
reduction of large datasets on the basis of some perspectives (dimensions) describing
the situation (i.e., the context) in which the user is involved; typical such dimen-
sions are, for example, the user’s role (it may be directly asked to the user), and
her location (collected through the GPS sensor of the user’s device). More sophis-
ticated context parameters can also be introduced, like the current activity of the
user, or her main interest topic. For example, in the scenario of apps suggesting
restaurants the conjunction user = adult ∧ situation = withFriends ∧
time = daytime describes the context of an adult and her friends looking for a
restaurant where to have lunch. The activity of selecting the relevant information
(over a global, centralized or not, database) for a target application or user, in a
specific context, is called data tailoring; the CARVE methodology [6] requires that
the designer manually specifies, at design time, both a context schema – identifying
the possible contexts the user may find herself in at run-time –, and the way the
information relevant to each context must be tailored. This is done by associating
each context with a database view that is materialized at run time, when the system
presents the user only with data useful for her currently active context.

However, with a large variety of data and a considerable number of possible con-
texts, the manual specification of these contextual viewsmay be a trying experience,
discouraging the designer; moreover, such an approach cannot take into account the
evolution of user tastes or situations, which may generate, during the system life,
changes in the user interests and needs.3

A way around this problem is to apply data mining algorithms to the results of the
user past querying activity, in order for the system to learn which data are appropriate
for each possible context [27]. Data mining is applied to extract association rules,
which describe frequent co-occurrence of data items in the collected data. We have
investigated two methodologies that approach the discovery of contextual views
following two opposite philosophies: the first one mines rules of the form context

2Information overload is the difficulty of people in understanding an issue in the presence of too
much information. The term is used by Alvin Toffler in his books Future Shock and The ThirdWave.
3Context evolution [47] is the research topic that takes this into account; however, if this task is
performed by the designer, it makes his or her burden even heavier.
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→ data features, with the aim of learning which data features have been the most
popular in the various contexts. The second approach mines rules in the opposite
form, i.e. data features → context: it starts from the past accessed data trying to
understand whether their features are or are not relevant to the different contexts.

In general, data personalization based on context may be only a partial solution,
since the tailoring of the available dataset may still be too coarse-grained; indeed, the
designer specifies views for classes of users, situations, interest topics. For example,
if we consider Bob, an adult interested in having lunch with friends, a contextual sys-
tem will suggest restaurants close to Bob’s location, but will not be able to rank this
contextual data according to Bob’s personal tastes: for example, ranking gluten-free
restaurants as first if Bob is allergic to gluten. To obtain a more effective person-
alization, the notion of context is enriched with the user personal preferences [55].
In particular, we use data mining to learn the contextual preferences of the users on
both tuples and attributes of databases [42], thus the set of data associated with each
context, is ordered by their relevance for the user to “recommend” the highest-ranked
data. Since a lot of activities are inherently social, generally carried out by groups
of users (e.g. people rarely eat out alone), we have also investigated the problem of
inferring contextual preferences for ephemeral groups [1], i.e. groups constituted by
people together for the first time. In this scenario, when considering the preferences
of the members of a group, not all the users should have the same weight: some
users might indeed have a greater influence in determining the final decision. For
example, in a group of people going out for lunch, a person with allergies can have
more influence in the decision process. In [48] we have proposed a novel aggrega-
tion function, taking influence into account but considering also contextual influence,
because influence weights may vary with respect to the situation, i.e., the context,
that the group is currently living in.

3.3 Reducing the Abundance of Sensor Data

In Pervasive Systems, such as those used in health-care applications, smart build-
ings, access control, and others, large amounts of data are autonomously produced
by peripheral devices and must be filtered and processed, either in batch, after it
has been collected in a database, or in real-time, through data stream management
systems [46].

The first layer of a Pervasive System, such a WSN, which can be seen as the
backbone of an IoT, consists of sensors, whose goal is to measure physical quantities
from the environment and transform them into signals (either analog or digital) that
drive outputs/actuators or feed Data analysis tools [24, 25]. The choice of sensors
in a WSN is application dependent and strictly related to the physical phenomena to
be monitored, thus resulting in the complexity and the heterogeneity of the devices
that have been designed and developed to acquire data.
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Fig. 1 The abstraction
process to define the generic
meta-device

To address this problem, we refer to a typical practice in the Database world:
Abstraction. The data-centric view approach presented in Fig. 1 allows one to hide
the heterogeneity of devices to the application designers by means of sensor attribute
generalization. To achieve this goal, both functional and non functional attributes are
abstracted from the specific physical sensor, whose description is given in the sensor
data-sheet, to a generic meta-device. This process results in the formulation of an
XML Document Type Definition (DTD) for the Generic meta-device [52].

Note that the word “sensor” does not necessary refer only to physical hardware
devices, but it can be extended to every source of data providing information of
interest. For instance, the location of people can be determined by means of track-
ing systems through GPS location (physical devices) as well as by looking at their
electronic calendars or by analyzing travel bookings or emails (non-physical sources
of information), which are also referred to as virtual sensors, without requiring a
real measurement of their positions. Logical sensors can be defined, to aggregate
data coming from both a physical sensor and a virtual sensor as well as information
coming from a database [2].

The abstraction process can go further, from single components to the entire
monitoring system, producing relational tables that describe the sensors and the
values they measure, along with their interactions and the network topology [52].

In principle, data could be directly collected from the sensor sources and stored
in a Database for further processing; however, operating in this way would be very
inefficient owing to the poor quality of incoming data (redundancy, noise, data losses,
etc.) which also results in energy waste, energy being a precious resource when tiny,
battery powered devices are involved. Practically, the most frequent query mode
in sensor networks is continuous query operation over the data streams; queries
are downloaded to the peripheral devices together with some time- or event-based
measurement conditions and data are collected accordingly with no need for further
polling actions. In [31], Madden et al. clearly state the critical issues to be faced for
processing a query in a WSN: (i) find out the sensors that have data relevant to the
query; (ii) when sampling for answering the query should occur; (iii) in which order
the samples should be taken and how to schedule sampling with respect to other
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operations; (iv) evaluating the trade-off between the lower energy consuming local
computations and the higher energy required to send data to a collecting station.

Given the specific characteristics of the data handled by WSNs [46], a number of
efforts have beenmade to define and implement High Level Languages for managing
data in WSN applications, privileging the “what to do” with respect to the “how
to do” approach and preferring declarative languages to procedural ones; such a
choice also allows an easier in-network distributed data processing managed at the
middleware level.

Referring to a simple RFID system [58], let us suppose that, by entering a large
archaeological area, each visitor is endowed with a bracelet containing an RFID tag
and that readers be located at the most interesting points of the site. The site manager
could be interested both in monitoring the visit paths followed by each visitor (i.e.:
the readers encountered by a specific tag) and how long do visitors stand by a point of
interest (i.e.: the time between two consecutive readings of the same tag by the same
reader). Two simple SQL queries can very easily answer the manager needs [52].

In order to query a pervasive system as if it were a database, we designed PerLa
(PERvasive LAnguage),4 a SQL like language. The language is supported by a mid-
dleware that masks the idiosyncrasies of the nodes employed in complex sensing
networks and performs the run-time management of the system [51].

The goal of the language is to enable the end user to collect data in a fast and easy
way, without dealing with low-level programming issues. The idea behind PerLa
is to extend the database-like abstraction from a single WSN unit to a whole per-
vasive system and to provide full support for heterogeneity, both at runtime and at
deployment time.

The language allows the user to interact with logical objects, called Functional
Proxy Component (FPC), which implement the previously discussed abstraction
process of the peripheral devices and data sources. An FPC can abstract both a
single node and a set of devices (e.g. a whole WSN); FPCs have common and
homogeneous interfaces, and are used by PerLa queries to access the data gathered
from the network nodes. No knowledge of the nodes hardware and computational
characteristics is needed to perform a PerLa query. Moreover, by means of the FPC
abstraction, the language is not tied to any particular type of sensing device, including
social networks and messaging systems.

PerLa support for pervasive systems extends to node developers as well. The
addition of new sensing devices in an existing network is facilitated by a Plug and
Play connection system, i.e. a runtime factory that generates all the software compo-
nents needed to query new sensor nodes. The information required to automatically
assemble a device driver is stored in an XML file provided by the node developer.
This file - the Device Descriptor - details all the node characteristics in terms of data
structures, protocols of communication, computational capabilities, and behavioral
patterns.

Low Level Queries (LLQ) are the most original part of the language. In order to
provide the needed expressiveness for managing the interaction with logical objects

4The PerLa web site - http://perlawsn.sourceforge.net/index.php.

http://perlawsn.sourceforge.net/index.php
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(e.g. definition of the sampling parameters), LLQs are composed of three main sec-
tions [50]: (i) the Sampling Section specifies how and when the sampling operation
should be performed; (ii) the Data Management Section manages sampled data to
compute the query results. The syntax of this query section is similar to the standard
SQL one, but some important differences exist due to the need of managing the data
stream, through the definition of windows on an ideally infinite buffer, where all
the sampled records are appended. (iii) The Execution Conditions Section defines
the rules to establish if a certain logical object should participate to the query. This
section is optional and, if not specified, all the logical objects in the system will be
involved in the query execution.

Born as a simple WSN query language, the functionality of PerLa has evolved
toward a true pervasive systems language. As a first step, PerLa has been extended
in order to create and maintain contexts [53]. The relationship between context and
data is mastered in two directions: while the sensors contribute by gathering the
context related values, they themselves can be influenced by their context and react
accordingly.

The following context manager expression creates a context named Humidi-
tyTemperatureMonitoring, associated with the user = operator and risk =
artwork_damage dimension-value pairs. When this context occurs, since the art-
works could be subject to possible injuries, the operator starts receiving monitoring
data about humidity and temperature.

CREATE CONTEXT HumidityTemperatureMonitoring

ACTIVE IF user=operator AND risk=artwork_damage

ON ENABLE (HumidityTemperatureMonitoring)

SELECT humidity, temperature, device_location

SAMPLING EVERY 1m

ON DISABLE

DROP HumidityTemperatureMonitoring

REFRESH EVERY 10m

Intuitively, the ACTIVE IF clause is a list of dimensions associated with their
values, defining a context, the ON ENABLE clause specifies the behavior associated
with the context while theON DISABLE clause specifies the actions to be takenwhen
the context is deactivated. TheREFRESH EVERY clause specifies the ratewithwhich
these conditions have to be checked.

Further work is being carried on to enhance the expressive power of PerLa by
including also calls to layers of a Context Oriented Programming language and to
web services [45].



122 D. Martinenghi et al.

4 Conclusions

In this chapter we have proposed different methods to assist inexperienced or casual
users in making sense of massive quantities of data. We have developed several
techniques, either exploiting information about the data semantics, succinctly rep-
resented by integrity constraints or statistical summaries, or by tailoring or ranking
query answers on the basis of various criteria, or even by processing data on the
fly before they are definitely stored. We believe that these researches pave a long
and interesting way towards more fruitful and pleasant interactions of the users with
database systems.
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Multimedia, Similarity, and Preferences:
Adding Flexibility to Your Information
Needs

Ilaria Bartolini, Paolo Ciaccia and Marco Patella

Abstract Starting from the 90’s, it was easily recognized that commonly adopted
search paradigms were not enough to deal with at-the-time emerging novel DB
applications, in which the presence of multimedia data and high dimensionality
were both key aspects. In this paper we survey the research activity of our group in
the last 25 years, therefore going through issues such as indexing, approximate query
processing, and support for preference queries, which are now quite well understood.
In doing this we also consider the need to provide the users with simple but powerful
tools, able to smooth the processes of query creation/customization and of result
interpretation. We complete with a look to the novel issues that the “Big Data” era
brings to us.

1 Introduction

Efficient retrieval of relevant data has always been a key issue for database systems
since their introduction. Dynamic indexing, caching, and, more in general, query
evaluation and optimization, have been the enabling technologies that, in the 70’s and
80’s, allowed relational database systems to find their place in the DBMS market.
Starting from efficient solutions for locating records based on their primary key
value, the issue of dealing with queries on non-key attributes was then dealt with,
and efficiently solved thanks to the “ubiquitous” B+-tree. The 80’s witnessed the
proliferation of multi-dimensional indices, whose main purpose was to deal with
both the management of 2D and 3D objects, as found in Spatial DB’s applications,
and the support of multi-attribute queries. However, it was only in the 90’s that a
major shift occurred, for two major reasons. First, the extension of DB technology to
non-conventional data types, notablymultimedia (MM)data (images, videos, speech,
etc.); second, the widespread adoption of database systems, which made it possible
also for non-experienced users to interact with large data repositories. While the first
aspect called for the introduction of novel query paradigms, remarkably similarity

I. Bartolini (B) · P. Ciaccia · M. Patella
DISI - Università di Bologna, Bologna, Italy
e-mail: ilaria.bartolini@unibo.it

© Springer International Publishing AG 2018
S. Flesca et al. (eds.), A Comprehensive Guide Through the Italian Database Research
Over the Last 25 Years, Studies in Big Data 31, DOI 10.1007/978-3-319-61893-7_8

127



128 I. Bartolini et al.

queries, the second fostered the search of more user-friendly interaction modalities,
among which preference queries.

In this paper we survey the research activity of our group on above themes over the
last 25 years, with the aim of providing a concise view of the evolution of such topics
in the period.More in detail, in Sect. 2we sketch the challenges that non-conventional
data (such as MM) brought to the DB arena (90’s-early 00’s). Section3 discusses
two novel issues that arose in the 00’s, namely user interaction and approximate
searching. In Sect. 4 we consider more recent trends coupling semantic-based to
content-based retrieval of MM objects, and in Sect. 5 we take a look at the adoption
of preference queries in DB systems. Finally, in Sect. 6 we complete by sketching a
set of novel issues that the“Big Data” era brings to the areas covered in the paper.

2 First Steps (90’s-Early 00’s)

This section introduces the peculiarities of non-conventional data, starting from the
realization that information needs, in presence of multimedia and high-dimensional
data, are inherently different from those originally required to standard (relational)
database management systems. This introduces a number of issues, including the
so-called semantic gap and the problem of indexing these novel data types.

2.1 Representing Non-conventional Data

Starting from the 90’s, the diffusion of inexpensive tools for capturing images, videos,
audio, and other MM data allowed the creation of massive collections of digital MM
content. It was immediately clear that the relational model was inappropriate to deal
with such data, basically because their digitized representation does not immediately
convey their intrinsic reality [74] (this was also the case for other data types, like
Spatial DBs, that emerged in the 80’s, or text retrieval, starting as early as the 50’s).

Two paradigms evolved for the retrieval of MM content:

Concept-Based Retrieval: Using annotation that have been manually (or semi-
automatically, see Sect. 4) attached to the datum.

Content-Based Retrieval: Using characteristics automatically extracted from each
object (features) to characterize its content.

Both approaches have their pros and cons, the former depending on human anno-
tation (which brings issues of cost, ambiguity, and annotation quality), while the
latter introduces the semantic gap, i.e., the difference between the internal system
representation and the user-perceived nature of an object. The success of Content-
Based Retrieval is due to its dramatic reduction in cost and effort for satisfying user
needs and to the development of a number of techniques able to reduce the semantic
gap (see Sects. 3.1 and 4).
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The fundamental concept in Content-Based Retrieval is that of similarity, which
is used to compare the content of MM objects. Evaluating the similarity between
two objects involves comparing their automatically extracted features and assessing
a score in [0, 1],with the understanding that a value1 signifies an exactmatchbetween
the objects, while lower values indicate decreasing degrees of similarity. The most
common query technique used by this model is query by example, where the user
provides the system with an example object, representing her current information
need. This could be done by either choosing a preexisting object (e.g., supplied by
the user or chosen from a random set) or “creating” a new object with the intended
content (e.g., by drawing an image or humming a melody).

Given a MM query object q, two query types are commonly provided:

• Range queries, where the user specifies a minimum similarity threshold θ , so that
only objects whose similarity with q is not lower than θ are returned (note that
this requires a knowledge of the distribution of similarity values between objects,
in order to limit the cardinality of the result).

• Top-k queries, where the user asks for k results, and only the k objects most similar
to the query are returned.

To exemplify the evolution of Content-Based Retrieval during the years, it is
useful to retrace the history of research in retrieval of images (Content-Based Image
Retrieval, CBIR) [67]; research on other media are surveyed in [44] (video), [53]
(audio), and [50] (text).

The earliest commercial CBIR system was developed by IBM and was called
QBIC (Query By Image Content) [39]. In QBIC, each image was represented as an
histogram, identifying the amount of image pixels holding a specific color (colors
were clustered together to reduce the size of histograms to a few dozen bins), and
a cross-talk distance was used to implement the similarity between image features.
Such representation also allowed, thanks to the so-called GEMINI approach [38],
efficient indexing of image collections by using multi-dimensional index structures
(see Sect. 2.2).

Several systems (e.g., see [62, 68]) followed this global approach to characterize
image content, where features represent the content of the image as a whole. At the
end of the 90’s, this emerged as a limitation, since CBIR systems were requested to
support more specific queries (e.g., find all those images containing a small grass
region under a big blue sky region). Moreover, it was also proved that better results
can be obtained when local, rather than global, features are extracted to characterize
images’ content. According to this Region-Based Image Retrieval (RBIR) paradigm,
each image is decomposed (segmented) into a set of homogeneous regions, each of
which is then characterized with a set of low-level features (such as color, texture,
and region shape). Relevant examples of RBIR systems are Blobworld [24] and
Windsurf [1]. Besides leading to more precise results, RBIR also allows for novel
query types that are not possible in the unsegmented case, such as partial-match
queries. This increased effectiveness did not came at no price: The similarity model
of RBIR systems is clearly more complicated, since the similarity between images
now depends on the similarity between component regions (as computed using local
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features) [19]. This (only apparently) simple modification to the definition of sim-
ilarity introduces a number of issues when efficient retrieval is considered,1 and
index-based algorithm for correct retrieval under the RBIR similarity model have
been devised [8, 15], exploiting multiple index scans (one for each query region)
and a middleware algorithm, aggregating results of individual scans.

Finally, in recent times, the use of local descriptors, borrowed from computer
vision [49], has gained a large popularity. The use of such features perfectly fits the
RBIR similarity model, but efficient indexing is still an open research issue, since
the number of “local” features (and thus of index scans) is two orders of magnitude
higher than in theRBIR case,making techniques devised for the latter scenario hardly
scalable and thus unsuitable for large data sets.

2.2 Indexing Non-conventional Data

Although the problemof indexing relational data can be considered efficiently solved,
thanks to access structures like B+-trees and hash files, such techniques cannot be
directly applied to the data representations described in Sect. 2.1. This is due to
two factors: (a) The inherently multi-dimensional nature of non-conventional data
representations and (b) the type of queries issued on such data. Indeed, conventional
index types do not efficiently handle spatial queries such as which points are the
closest ones to a given data object, or whether points fall within a spatial area of
interest. To overcome this handicap of one-dimensional indices, a number of Spatial
(multi-dimensional) Access Methods (SAMs) have been introduced (see [64] for a
comprehensive survey).

The idea behind SAMs is local order preservation: Points that are close in the
multi-dimensional space should be stored together in the index (e.g., in the same node
if the index is tree-based). For this, the use of linear orders, as commonly exploited
by one-dimensional indices, is prevented, due to the fact that such orders do not
preserve spatial proximity. For example, inR-tree [41] (the best-known representative
of a SAM), points are grouped together and represented in tree nodes using their
MinimumBoundingBox (i.e., the smallest product of orthogonal intervals containing
all points stored in the sub-tree rooted at the node) in the next higher level of the tree.
Since all objects lie within this bounding rectangle, a query not intersecting it leads
to prune the whole sub-tree (because objects contained therein cannot be part of the
query result).

For a large amount of applications, however, the kind of indexing provided by
SAMs proved to be not efficient enough or not appropriate, e.g., when the data
representation is more general than a simple point in a multi-dimensional space. The

1The (in-)famous “two tigers” example considers a user asking for an image containing two regions
each representing a tiger: If a database image contains a single “tiger” region, it is not correct to
match both query regions to the single “tiger” region of the database image, since, in this case,
information on the number of query regions is lost.
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90’s saw the insurgence of the novel paradigm of similarity searching in a metric
space [75]. Formally, a metric space is a pair,M = (D, d), where D is a domain of
feature values and d : D × D → �+ is a non-negative distance function satisfying
the properties of symmetry, identity, and triangle inequality.

Given a database X ⊆ D and a query object q ∈ D, a range query returns all
DB object whose distance to q does not exceed a user-specified value r , i.e., {x ∈
X, d(x, q) ≤ r}. On the other hand, in metric spaces, top-k queries correspond to
k-nearest neighbor queries, returning the k DB objects having minimum distance
to q.

Metric Access Methods (MAMs) [26] rely on the triangle inequality for efficient
resolution of such queries and have been successfully exploited in several application
scenarios.2 The M-tree [35], arguably the best-known MAM, was first presented at
SEBD [34] and uses the ball decomposition principle for organizing the metric space
into a set of (possibly overlapping) regions, to which the same principle is recursively
applied. The QIC-M-tree [32] is an evolution of M-tree that allows for queries using
a distance different from the one used to build the index (a possibility that was
overlooked for many years).

3 New Problems (the 00’s)

In this section we discuss two novel issues that arose in the 00’s: The introduction
of user interaction in the retrieval loop and the use of approximation techniques for
speeding up searches.

3.1 User Interaction

As pointed out in Sect. 2, similarity queries are a powerful way to retrieve interesting
information from large MM repositories. However, the very nature of MM objects
often complicates the user’s task of choosing an appropriate query and a suitable
distance criterion to retrieve from the database the objects which best match her
needs. This can be due both to limitations of the query interface and to the objective
difficulty, from the user’s point of view, to properly understand how the retrieval
process works in high-dimensional spaces, which are typically used to represent the
relevant features of the MM objects. For instance, the user of an image retrieval
system will hardly be able to predict the effects that the modification of a single
parameter of the distance function used to compare the individual objects can have
on the result of a query [66].

2Clearly, also SAMs can be used for k-nearest neighbor queries, provided they can index objects’
features.
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To obviate this unpleasant situation, several methods have been proposed for
implementing interactive similarity queries in MMDBs. Common to all these meth-
ods is the idea to exploit user feedback (i.e., user evaluation of the relevance of the
result objects) in order to progressively adjust the query parameters and to eventually
converge to an “optimal” parameter setting.

By analyzing such relevance judgments, the system can then generate a new,
refined query, which will likely improve the quality of the result, as confirmed by
experimental evidence [63]. This interactive retrieval process, which can be iterated
several times until the user is satisfied with the results, gives rise to a feedback loop
during which the default parameters used by the query engine are gradually adjusted
to fit the user’s needs [57].

Although relevance feedback has been recognized as a highly effective tool, its
applicability suffers from two major problems:

1. Depending on the query, several iterationsmight occur before an acceptable result
is found, thus convergence can be slow.

2. Once the feedback loop of a query is terminated, no information about this par-
ticular query is retained for re-use in future processing.

Note that both problems concern the efficiency of the feedback process, whereas the
effectiveness of retrieval will depend on the specific feedback mechanisms used by
the system, on the similarity model, and on the features used to represent the objects.

With the aim of overcoming above limitations, FeedbackBypass, a new approach
to interactive similarity query processing, which complements the role of relevance
feedback engines, was proposed in [10]. FeedbackBypass is based on the idea that,
by storing and maintaining the information on query parameters gathered from past
feedback loops, it is possible to either “bypass” the feedback loop completely for
already-seen queries or to “predict” near-optimal parameters for new queries. In both
cases, as an overall effect, the number of feedback and DB search iterations is greatly
reduced, thus resulting in a significant speed-up of the interactive search process, as
experimental evidence confirms [10].

An effective interaction with large MM DB’s cannot be based only on querying,
rather it has also to include advanced browsing facilities [65]. These are needed, say,
to determine a “good” starting point for searching (because a suitable query object
might not be available at the beginning of a user session), to get an overall view of
the DB contents (because the user does not know yet what she is looking for), and
so on.

Clearly, since manually organizing large MM collections for browsing purposes
is untenable due to scalability issues, several systems based on clustering techniques
were developed for automatically structuring large (image) collections [2, 27, 40,
47, 65, 72]. However, the applicability of such systems is limited due to some major
problems, in particular:

1. With somenotable exceptions,most imagebrowsers are basedon a static browsing
structure, i.e., the organization of images is based on a fixed (usually hierarchical)
layout that cannot be altered by the user. This means that no personalization at
all is possible.
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2. Browsing systems that allow the user to modify the browsing structure through
interaction typically do so by reorganizing the whole DB or, at least, a large part
of it. Clearly, this becomes unfeasible with very large data sets.

3. All the browsing systems for which personalization is an issue do not consider
the possibility to make persistent the so-modified browsing structure. Thus, each
time the user starts a new session she is faced with the original (default) image
DB organization.

With the aim to overcome above limitations, in [12] the authors proposed an adap-
tive image browsing engine called PIBE (Personalizable Image Browsing Engine).
PIBE provides the user with a customizable hierarchical browsing structure (called
the Browsing Tree), whose changes persist across different sessions, and with a set
of graphical personalization actions that can be used to modify the Browsing Tree.
The effects of such actions are defined so as to guarantee that only a “local” reorga-
nization of the image DB is required. This is possible since PIBE maintains specific
similarity criteria for each portion (sub-tree) of the Browsing Tree.

3.2 Approximate Searching

Indexing of non-conventional data by way of SAMs and MAMS (see Sect. 2.2) was
questioned at the end of the second millennium by studies pointing out the fact that
using such access structures is sometimes not very efficient, e.g., when the feature
space is a high-dimensional vector space [43]: In such cases, themost efficient way to
exactly solve similarity queries is to sequentially scan the entire data set, comparing
each object against the query object q. Obviously, such solution is not viable for very
large DBs.

In order to accelerate the search, the user is commonly offered a quality/time
trade-off: For saving search time, she has to accept a degradation in the quality of
the result, i.e., an error with respect to the exact case. The goal of approximate
similarity search is to reduce search times for similarity queries by possibly, but not
necessarily, introducing an error in the result. The main rationale for providing the
user with approximate techniques is (at least) threefold:

• First of all, a gap exists between the user-perceived similarity and the one actually
implemented via the distance function (see Sect. 2.1). The “exact” result of a query,
in many cases, might actually be deemed incorrect by the user, which would rather
obtain a (possibly still not correct) result in much less time.

• For the same reason, the process of similarity search is typically iterative, because
the user may be searching, using a feedback cycle, for the “correct” query object
or the “perfect” distance function for her current information needs (see Sect. 3.1).
In early stages of this process, the user may just want to have a quick feel of what
the data set contains.
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• Finally, even when both the distance function and the query object are adequate,
the user may still prefer to quickly obtain a (good enough) approximate result
rather than to wait longer for the exact answer.

The success of an approximate technique relies in solving the quality/time trade-
off: Cost should be reduced as much as possible, while still keeping a high quality
of the result.

A comprehensive survey of approximate searching techniques for both multi-
dimensional and metric spaces is included in [59], where 30+ approaches are classi-
fied according to a schema organized along the following independent coordinates:

1. The type of space the approach applies to;
2. How approximation is obtained;
3. The guarantees on the result quality;
4. The degree of interaction with the user.

For instance, the PAC approach [31], first presented at SEBD in 1999 [30], is a
method that applies to metric spaces and provides probabilistic guarantees on the
quality of approximation by exploiting information on the distance distribution of
indexed objects.

4 Adding Semantics (Late 00’s-Nowadays)

Although content-based techniques, possibly assisted with user relevance feedback
(seeSect. 3.1), canbe completely automatized and can indeed attain a verygood effec-
tiveness, in several cases they still stay below the optimal 100% precision value [67].
This is especially true when the user is looking for objects matching some high-level
concept, which is hardly representable by means of low-level features only. In such
cases, a possible way to fill the semantic gap is to assign meaningful terms to objects,
so as to really allow a high-level, concept-based, retrieval.

Terms associated to objects can, indeed, be considered as a different type of
metadata, one which is not included in the MM datum, but which is associated with
it by way of a manual or automatic process. Clearly, such terms can be seamlessly
used into predicates for boolean search, as traditional metadata are, and, more in
general, to enable text-based techniques (search, browsing, clustering, classification,
etc.) to be applied also to objects that otherwise could only be dealt with by relying
on feature-based similarity assessment.

The enrichment ofMMobjects through semantic labels canbasically beperformed
in three distinct ways:

Annotation by an expert: This is the solution commonly used in libraries, where
an expert provides labels for every datum. Such labels are expected to be of
great quality, but the process is lengthy and expensive; moreover, the problem of
subjectivity can plague the whole data collection, because the final user can have
a different view on the data with respect to the user providing labels.
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Social annotation: This approach is the one exploitedby “social”DBs, likeYouTube
(www.youtube.com) and Flickr (www.flickr.com), where users accessing a MM
object can also provide labels for it. The so-obtained annotation is usually of
low quality, due to problems of ambiguity (because a label could carry different
meanings due to polysemy or homonymy), lack of information (because an object
could never have been labeled), and problems of synonymy/mistyping.

(Semi-)Automatic annotation: These techniques exploit the similarity amongmul-
timedia objects, computed by way of low-level features, to extract labels relevant
for a non-annotated object, with the assumption that objects sharing similar fea-
tures also convey the same semantic content, and can thus be annotated with the
same labels.

Approaches to automatic object annotation include a variety of techniques, and
they differ in what “annotation” actually means, ranging from enriching images with
a set of keywords (or tags) [4, 36, 46, 48] to providing a rich semantic description
of image content through the concepts of a full-fledged RDF ontology [61]. Further,
solutions may differ in what kind of tags/concepts they ultimately provide, in this
case the difference being among general-purpose systems and others that are tailored
to discover only specific concepts/classes [60, 71].

Several automatic annotation techniques based on tags have been proposed in the
last decade [3, 4, 21, 36, 46, 48] and the first prototypes are now available on the
Internet (e.g., ALIPR (www.alipr.com) and Behold (www.behold.cc) for images).

State-of-the-art automatic annotation solutions can be grouped into two main
classes: Semantic propagation and statistical inference. In both cases, the problem
to be solved is the same: Given a training set of annotated multimedia objects, dis-
cover affinities between low-level features and terms that describe the object content,
with the aim of predicting “good” terms to annotate a new object. With propagation
models [51], a supervised learning technique is adopted that evaluates content sim-
ilarity at a low-level and then annotates new objects by propagating terms assigned
to their most similar objects. Working with statistical inference models [58], an
unsupervised learning approach tries to capture correspondences between low-level
features and terms by estimating their joint probability distribution. Both approaches
improve the annotation process and the retrieval on large MM collections.

The typical approach for annotating MM objects exploits user-defined textual
labels [4, 46, 73]. However, this is commonly performed by drawing tags from an
unstructured set, thus possibly missing their actual semantics, which depends on
the context where their associated MM data are found; this gives a sort of mean-
ing vagueness to labels [56]. To deal with this, in order to connect each tag with
its intended meaning, the coexistence of multiple, independent classification criteria
can be exploited [37]. According to this “multidimensional” approach, labels belong-
ing to different dimensions may have separate meanings, while each dimension will
represent the meaning of high-level concepts contained therein, providing a disam-
biguation of their semantics. In the Scenique model [5], each dimension takes the
shape of a tree and terms are linked with a parent/child relationship. Each concept is
called a semantic tag and corresponds to a path in a tree. For instance, the semantic

www.youtube.com
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tags landscape/sky and landscape/sky/rainbow are associated to two
tree nodes of the dimension landscape.

Semantic tags can be regarded as means to describe objects that is more precise
and powerful than “free” tags (with no inherent semantics), yet not so complex to
derive as concepts of RDF-like ontologies (whose semantics might not be so easy to
grasp by end-users).

Each object can be assigned a variable number of semantic tags. If a dimension
is not relevant for a object, then no semantic tag from such dimension is used to
characterize content. On the other hand, an object could be characterized by multiple
semantic tags from the same dimension, if this is appropriate. For instance, an image
depicting a dog and a cat might be assigned the two semantic tags animal/dog and
animal/cat, both from the animal dimension. Thus, although each dimension
provides a means to classify objects, this classification is not exclusive at the instance
level, a fact that provides the necessary flexibility to organize objects.

The Ostia algorithm [6, 7] enriches above model by taking the advantages of both
MM object features and keywords (extracted through text analysis procedures, such
as stemming, stoplist, and NLP techniques, from associated metadata), in order to
predict for a novel object a high-quality set of concepts taken from “light-weight”
ontologies (or classification hierarchies). Unlike approaches based onmachine learn-
ing techniques [36, 48], which require a new classifier to be built from scratch when-
ever a new class/concept is needed, new concepts can be freely added since Ostia
does not require a learning phase.

5 Adding User Preferences (00’s-Nowadays)

At the beginningof this century it becameapparent that similarity queries and,more in
general, ranking queries were not powerful enough to discover all “interesting” data
hidden in large databases, and that amore flexible approachwas needed. For instance,
consider a complex multimedia query, which is usually processed by splitting it into
a set of simpler sub-queries, each one dealingwith only some of the query features. In
order to determinewhich are the overall best-matching objects, some rule is needed to
integrate the results of such sub-queries. Clearly, the same problem arises whenever
an overall ranking is sought for a query over a multi-dimensional data set, in which
attribute values are to be somehow combined together. The common approach of
using as integration rule a scoring function, e.g., a weighted linear function, has the
drawback that one is necessarily forced to compromise between the different sub-
queries/attributes and can easily lead to miss relevant results. Further, this approach
is by its very nature suitable only for numerical attributes and can hardly be extended
to categorical ones.

Since distance/scoring functions are just a mean to express one’s preferences,
it seemed quite natural to look at more general preference models, able to provide
users with increased flexibility and ease of use. In 2002 three works [28, 45, 69]
(one of them presented at SEBD), analyzed the use of qualitative preferences for
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DB querying purposes, paving the way for many subsequent studies. Under the so-
called preference (or dominance) relation model, preferences among objects/tuples
are pairs of a binary relation �, where t � s is interpreted as “t is (strictly) preferred
to s”, i.e., t dominates s. Preference relations include scoring functions as a special
case, since for any scoring function f one can define a corresponding � f as: t � f s
iff f (t) > f (s). On the other hand, not all preference relations can be represented
by a scoring function, a necessary condition being that � is a weak order.

As an example, given a set of used carswith schemaCars(ID,Model,Price,Year),
the preferences “I would like to buy a recent VW Golf that costs less than 8,000e”
can be expressed as:

t � s ⇔ (t.Model =‘VWGolf′ ∧ s.Model �= ‘VWGolf′)⊗
(t.Year > s.Year) ⊗ (t.Price < 8, 000 ∧ s.Price ≥ 8, 000)

where⊗ is thePareto accumulation operator, which can be understood as stating that
basic preferences over the single attributes are equally important. With above pref-
erences the tuple t1 : (‘C1’,‘VW Golf’,7500, 2014) would dominate t2 : (‘C2’,‘VW
Golf’,6000, 2013), yet it would not dominate t3 : (‘C3’,‘VW Golf’,9000, 2015).
Since it is commonly accepted that the result of a preference query is the set of
undominated objects in the database (this is always a non-empty set when � is a
strict partial order), t1 and t3 are the only alternatives to consider here. Notice that,
unlike scoring functions, there is no need to trade-off one attribute for another (Price
for Year in the example).

Skyline queries are undoubtedly the specific case of preference queries most stud-
ied by the DB community, as made evident by the high number of citations that
the original paper [25] has (> 2100 according to Google Scholar, February 2017).
Given a set of numerical attributes of interest, a tuple t is a skyline tuple iff it is
Pareto-undominated, i.e., there is no other tuple s that is as good as t on all attributes
of interest and strictly better than t on at least one attribute. Skyline queries have
gained full relevance as a valid support in multi-criteria decision analysis, due to
their ability to extract the “most interesting” results. Indeed, they are a remarkable
alternative to top-k ranking queries, since they require no parameters to be specified
and are insensitive to attributes’ scales. Further, since the skyline consists of all the
top-1 tuples that would result from using all scoring functions that are monotone
in the skyline attributes, it can provide users with an overall view of all potential
best-ranked objects.

The research on skyline queries has covered several aspects, ranging from effi-
cient evaluation (to which the authors contributed with the SaLSa algorithm [14])
to generalizations and extensions of the basic model (see [29] for a recent survey).
Although most of the work on skylines considers relational data, the idea has also
been applied to other data types. For instance, in [13] the skyline model and a vari-
ant of it are applied to image retrieval and contrasted to the commonly used top-k
ranking model. Results show that the skyline approach has superior performance in
terms of both classical precision-recall measures and efficiency. Similar results have
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been also observed in [15] for the case of Region-Based Image Retrieval discussed
in Sect. 2.1.

Among the many directions that the research on preference queries has taken in
the DB field, is worth mentioning the ones dealing with uncertain [16, 18, 20, 22]
and distributed [11, 70] data, and preference elicitation [52].

6 New Issues that Big Data Bring to Us

Nowadays, thanks to the world-wide diffusion of cheap information-sensing devices
(like sensors, cameras, RFID readers, mobile phones) and the growth of stor-
age capacity, data generation has greatly increased, reaching several exabytes per
day [42]. Such data deluge has made relational DBMSs unable to handle the storage,
analysis, and searching it. In order to cope with what has been called Big Data, the
use of massively parallel architectures is required, bringing a number of novel chal-
lenges to deal with the four V’s characterizing Big Data (Volume, Velocity, Variety,
and Veracity) in order to extract the fifth V (Value) from the analysis of such data.
Concerning the types of data/queries we have described so far, the following is a
(non-exhaustive) list of new challenges related to the very nature of Big Data:

• Accurate description of the content of MM objects is still an active research area.
However, feature extraction can be a very time consuming process, thus posing
scalability issues [23]. To this end, the challenge is to devise newmulti-step query
processing approaches which adopt approximate, cheaper-to-extract MM descrip-
tions that can be refined on-the-fly as needed.

• There is a pressing need for new technologies able to deal with multiple Big Data
V’s at the same time. For instance, real-time (velocity) analysis ofmassive (volume)
multimedia (variety) data streams is still far to be satisfactorily solved [9].

• Next Generation Sequencing technology is nowadays producing huge volumes of
heterogeneous data, thus opening many interesting practical and theoretical com-
putational problems. Besides well-known problems related to primary analysis
(production of sequences in the form of short DNA segments, or “reads”) and
secondary analysis (alignment of reads to a reference genome and extraction of
specific genomic features), tertiary analysis deals with discovering how multiple
genomic regions, representing heterogeneous genomic features, interact with each
other. For this kind of problems, similarity search is still in its infancy [54, 55].

• User-generated data, possibly originating from mobile devices, due to their inher-
ent heterogeneous and often unreliable nature, pose completely new challenges
to preference modeling, management, and processing. For instance, aggregating
preferences of many users, possibly expressed using different modalities (e.g.,
numerical vs. qualitative) [17], dealing with time- and/or space-varying prefer-
ences [33], and producing relevant results for groups of users, to name a few, are
all open important research issues.
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consistent query answering framework have been widely investigated in literature
and different techniques for evaluating consistent answers have been proposed. In
this work, we provide a brief survey of the research on techniques for repairing and
querying inconsistent databases developed by the database research group of the
DIMES Department at the University of Calabria.

1 Introduction

Ideally databases and knowledge bases should be completely free of inconsistency.
This means that integrity constraints, the mechanism employed in databases to guar-
antee that available data correctlymodel the outsideworld, should be always satisfied.
In fact, the traditional approach implemented by commercial database management
systems is that of avoiding inconsistency by aborting updates or transactions yielding
to an integrity constraint violation.

However, there is an increasing number of applicationswhere integrity constraints
satisfaction cannot be guaranteed. In fact, when knowledge from multiple sources
is integrated, as in the contexts of data warehousing, data integration and automated
reasoning systems, it is not possible to guarantee that the integrated data remain
consistent.Moreover, often there is noupdate that canbe rejected in order to guarantee
the consistency of the integrated database, as the database instance is not resulting
from a single update performed on a single database, but frommerging multiple data
sources.

In the last two decades, the emerging approach for dealing with inconsistency
is to “tolerate” it and provide appropriate mechanisms to handle inconsistent data.
As opposed to traditional approaches, the key idea to handle inconsistency is that of
livingwith an inconsistent database andmodifying query semantics in order to obtain
only consistent information as answers to queries posed on inconsistent databases.
Consistent information is then defined as the one that is invariant or persists under all
possible “minimal” ways of restoring consistency of the database. Indeed, restoring
consistency should be accomplished by trying to preserve as much information as
possible. Every database instance corresponding to a “minimal” way of restoring
consistency is called a repair. There may be several alternative minimality criteria.
Therefore, what is consistently true is what is true with respect to every repair. This
concept has been formalized with the notion of consistent query answer, i.e., query
answers that can be obtained from every repair.

The following example describes a typical inconsistency-prone data integration
scenario: data from two consistent source databases are integrated, and the resulting
database turns out to be in an inconsistent state, even if the sources are individually
consistent.

Example 1 Consider the relation teaches(Course,Professor), where attributeCourse
is a key. The following two instances of teaches (leftmost tables), provided by dif-
ferent sources, satisfy the integrity constraint. However, from their union we derive
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an inconsistent relation (the rightmost table) that does not satisfy the constraint since
there are two distinct tuples with the same value for the attribute Course.

Course Prof essor
CS Mary
Math John

Course Prof essor
CS Frank
Math John

Course Prof essor
CS Mary
Math John
CS Frank

Source 1 Source 2 Integrated database

We can consider as minimal ways for restoring consistency of the integrated
relation, the two relations obtained by deleting one of the two tuples that violate the
constraint, thus obtaining again the two source relations as repairs. Intuitively, on the
basis of these repairs, what is consistently true is that ‘John’ is the teacher of the
course ‘Math’ and that there is a course whose name is ‘CS’.

Consider the query Q(x, y) = teaches(x, y) which intends to retrieve the names
of courses with their relative teachers. The consistent query answers to Q are
those which would be returned posing the query on every repair, that is, 〈Math,

John〉. �

A repair for an inconsistent database (with respect to a set of integrity constraints)
is a consistent database which is “as close as possible” to the original instance. Dif-
ferent notions of closeness can be defined, each of them corresponding to a different
repair semantics. For instance, in the example above repairs were obtained by per-
forming minimal sets of insertion and deletion of (whole) tuples. Another possible
notion of repair is that allowing updates of values in the tuples. Considering the
example above, this means that the value of the attribute Prof essor in one of the
two conflicting tuples must be changed in such a way that a consistent status is
obtained. For instance, we may update either the value ‘Mary’ to ‘Frank’ in the
tuple 〈CS, Mary〉 or the value ‘Frank’ to ‘Mary’ in 〈CS, Frank〉, obtaining again
the two repairs of Example1.

Several practical and theoretical issues regarding the consistent query answers
problem have been widely investigated in literature and different techniques for eval-
uating consistent answers have been proposed. The problem of computing consistent
answers has been studied along several dimensions, such as the repair semantics, the
classes of queries and the type of constraints adopted. In this paper, we aim at pro-
viding a brief overview of some techniques for repairing and querying inconsistent
databases investigated by the database research group of the DIMES (previously
DEIS) Department at the University of Calabria.

Plan of the paper. After introducing the basic concepts and the notation in Sect. 2,
we discuss in Sect. 3 a logic programming approach that allow the set of repairs for a
database with respect to a set of full integrity constraints to be computed by rewriting
the constraints into disjunctive rules. This approach is the extended in Sect. 4 to con-
sider active integrity constraints, a special form of integrity constraints that allow the
user to specify the update actions to be performed on an inconsistent database in order
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to restore consistency. Then, in Sect. 5, we discuss two approximation approaches to
compute consistent answers. The former computes sound (but possibly incomplete)
consistent answers in polynomial time. The latter computes approximate “proba-
bilistic” consistent query answers. After this, in Sect. 6, we discuss the problem of
repairing and querying numerical databases violating aggregate constraints, a kind of
integrity constraints allowing us to express algebraic relationships among (aggregate)
numerical values extracted from databases. Finally, in Sect. 7 we discuss approaches
for computing repairs and consistent answers to unions of conjunctive queries based
on the evaluation of the query over a universal solution. Conclusions are drawn in
Sect. 8, where directions for future work are discussed.

2 Preliminaries

Basics. We assume the existence of the following pairwise disjoint sets of symbols:
an infinite setConsts of constants, an infinite setNulls of labeled nulls, and an infinite
set Vars of variables. A term is a constant, a labeled null, or a variable. A schema is a
finite set D of predicates, where each predicate P is associated with an arity ar(P),
which is a non-negative integer.

An atom over D is an expression of the form P(t1, . . . , tn), where P is an n-ary
predicate in D and each ti is a term — we denote an atom also as P(t), where t is
understood to be a sequence of n terms. If ti ∈ Consts ∪ Nulls for every 1 ≤ i ≤ n,
then the atom is also called a fact. Thus, facts consist of tuples of constants and
labeled nulls.

Given a set S of atoms, we use Consts(S) (resp. Nulls(S), Vars(S)) to denote the
set of all constants (resp. labeled nulls, variables) occurring in S, and use Dom(S) to
denote the set Consts(S) ∪ Nulls(S) ∪ Vars(S).

A (database) instance over D is a set of facts over D. An instance where only
constants appear is said to be ground. We will use K , I and J , possibly sub-
scripted or primed, to denote instances. Instances are often represented using tables
(e.g. Example1). We also assume that our databases are ground and (labelled) nulls
can be introduced in the computation of repairs only. That is, we do not deal with
the case that the input database contains nulls.

A tuple generating dependency (TGD) over D is a formula r of the form:

∀x∀y ϕ(x, y) → ∃z ψ(x, z)

where x, y, z are lists of variables, and ϕ(x, z) (resp. ψ(x, y)) is a conjunction of
atoms over D whose variables are exactly x and y (resp. x and z) and is called the
body (resp. head) of r , denoted as Body(r) (resp. Head(r)). With a slight abuse of
notation, we sometimes treat Body(r) andHead(r) as sets (of atoms). A TGD is said
to be universally quantified or full if all its variables are universally quantified (i.e.,
z is empty), otherwise it is existentially quantified. An extended tuple generating
dependency (ETGD) over D is a (universally quantified) formula r of the form:
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∀x∀y ϕ(x, y) → ψ(x)

where ψ(x) is a disjunction of atoms. An equality generating dependency (EGD)
over D is a (universally quantified) formula of the form:

∀x ϕ(x) → x1 = x2

where x1, x2 ∈ x,ϕ(x) is a conjunction of atoms overDwhose variables are exactly x.
TGDs, ETGDs andEGDs are also called (data) dependencies or integrity constraints.

Aggregate constraints were introduced in [17] to express algebraic relationships
among (aggregate) numerical values extracted from databases. Before providing the
formal definition, we introduce some notation.Here, we use a non-positional notation
and thus refer to predicates by associating attribute names with the positions of their
terms. Therefore, a predicate P is associated with a sorted list (A1, . . . , An) where
each Ai is an attribute name and n = ar(P). We say that Ai is a numerical attribute
if its domain is either Z (infinite domain of integers) or Q (rationals). Given a fact
P(t), the value of the attribute Ai of P(t) will be denoted as P(t)[Ai ].

An attribute expression e on P is either a constant or the name of a numerical
attribute of P . Given an attribute expression e on P and a fact P(t), we denote as
e(P(t)) the value e, if e is a constant, or the value P(t)[e], if e is an attribute. Given
a predicate P and a sequence y of variables, an aggregation function χ(y) on P is a
triplet 〈P, e,α(y)〉, where e is an attribute expression on P and α(y) is a (possibly
empty) boolean combination of atomic comparisons of the form X 
 Y , where X
and Y are constants, attributes names of P , or variables in y, and 
 is a comparison
operator in {=, �=,≤,≥,<,>}. Given an aggregation function χ(y) = 〈P, e,α(y)〉
and a sequence a of constants with |a| = |y|, χ(a) maps every instance of P to∑

P(t)|=α(a) e(P(t)), where α(a) is the ground boolean combination of atomic com-
parisons obtained from α(y) by replacing each variable in y with the corresponding
value in a. If set of facts selected by the evaluation of an aggregation function χ is
empty, then χ evaluates to 0.

An aggregate constraint over D is a (universally quantified) expression of the
form:

∀x ϕ(x) →
∑n

i=1
ci · χi (yi ) ≤ cn+1

where c1, . . . , cn, cn+1 are constants inQ, and eachχi (yi ) is an aggregation function,
where yi is a list of variables and constants, and every variable that occurs in yi also
occurs in x. Examples of aggregate constraints will be provided in Sect. 6.

In the following, wewill omit the universal quantification in front of dependencies
and assume that all variables appearing in the body are universally quantified. Labeled
nulls are not allowed to occur in dependencies. Throughout this paper we assume
we are given an arbitrary but fixed schema D. Unless otherwise stated, an atom
(database, instance, dependency, etc.) is understood to be over D.
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An update atom is of the form +P(w) or −P(w). The update atoms +P(w)

and −P(w) are duals of each other. A ground update atom +P(t) states that P(t)
will be inserted into the database, whereas −P(t) states that P(t) will be deleted
from the database. The symbol ± will be used as a placeholder for either + or −.
Given an update action α = +P(t) (resp. α = −P(t)), comp(α) denotes the literal
not P(t) (resp. P(t)). The operator comp(·) is extended to sets of update actions in
the standard way. We also define the inverse operator comp(·)−1.

We use U to denote a set of updates atoms, and say that U is consistent if it does
not contain two update atoms +P(t) and −P(t). For any database I and consistent
set of update atoms U , I ◦ U denotes the database I updated by means of U , that is
I ◦ U = (I ∪ {P(t)| + P(t) ∈ U}) \ {P(t)| − P(t) ∈ U}.
Definition 1 (Consistent database) Given a database schemeD and a set of integrity
constraints Σ on D, a instance I of D is said to be consistent w.r.t. Σ if I |= Σ in
the standard model-theoretic sense, inconsistent otherwise (K �|= Σ). �

Repairs. A database instance I may be inconsistent w.r.t. a given set of integrity
constraints Σ . The restoration of the consistency in an inconsistent database can be
achieved in a (possible infinite) number of ways, each of them yielding a consistent
database. We have interest in minimal restorations of consistency, i.e. in performing
actions that give us a new database instance J that shares the schemewith the original
database I , but minimally differ from I according to some sort of distance between
the original instance I and the alternative consistent instance J . In literature the
notion of minimal restoration of consistency for a database I has been captured in
terms of repair for I . Different forms of semantics for repairs have been proposed.

Definition 2 (Repair and Repairing Update) Let I be a database instance of a data-
base schemeD andΣ be a set of integrity constraints onD. Let S be a repair seman-
tics. Given a partial order �S over databases instances (over D) which depends on
the repair semantics S, a repair for I w.r.t. Σ under S is a new instance J such that:

1. J is over the same scheme and domain as I ,
2. J satisfies Σ (i.e., J |= Σ),
3. there is no database instance K such that K ≺S J �S I , among the instances

satisfying the first two conditions.

Given a repair J w.r.t. Σ under S, we call repairing update the set of update atoms
U s.t. I ◦ U = J . �

We denote as R(I,Σ,S) the set of all repairs for a database I w.r.t. the set of
constraints Σ under the semantics S. The semantics S determines the partial order
�S , over the set of consistent database instances for a given database I .

Universal Solutions. For any database instance I and set of dependencies Σ over
the same database schema, a solution for (I,Σ) is an instance J such that I ⊆ J and
J |= Σ (i.e. J satisfies all the dependencies in Σ). The set of solutions for (I,Σ)

will be denoted by Sol(I,Σ).
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Definition 3 (Homomorphism) Let I and J be two instances over the same database
schema with values in Consts ∪ Nulls. A homomorphism h : I → J is a mapping
fromConsts(I ) ∪ Nulls(I ) toConsts(J ) ∪ Nulls(J ) such that: (1) h(c) = c, for every
c ∈ Consts(I), and (2) for every fact Pi (t) of I , we have that Pi (h(t)) is a fact of J
(where, if t = (a1, ..., as), then h(t) = (h(a1), ..., h(as))).

J and K are said to be homomorphically equivalent if there is a homomorphism
h :K → J and a homomorphism h′: J → K. �

Similarly to homomorphisms between instances, a homomorphism h from a for-
mula ρ(x), denoting either a conjunctive formula or a data dependency, to an instance
J is amapping from thevariablesx appearing in the formula toConsts(J ) ∪ Nulls(J ),
such that for every atom P(x1, . . . , xn) of ρ(x) the fact P(h(x1), . . . , h(xn)) is in
J . The application of homomorphism h to ρ(x), denoted by h(ρ(x)), consists in the
replacement of variables in x with values in Consts(J ) ∪ Nulls(J ), as defined in h.

Example 2 Consider the three instances I1 = {P(a, b), P(a, η1)}, I2 = {P(a, b)}
and I3 = {P(a, b), P(a, d)}. I1 and I2 are homomorphically equivalent as there are
two homomorphisms h1 = {η1/b} and h2 = ∅ such that h1(I1) ⊆ I2 and h2(I2) ⊆ I1.
Although there is a homomorphism from I1 to I3 (h3 = {η1/d} and h3(I1) ⊆ I3) I1
and I3 are not homomorphically equivalent as there is no homomorphism from I3 to
I1.

Consider now the conjunctive formula φ = P(x, y) ∧ P(x, z). There is, for
instance, a homomorphism h from φ to I1 (namely h = {x/a, y/b, z/η1}. �

Definition 4 (Universal solution) For any database instance I and set of dependen-
ciesΣ over the same database schema, a solution for J for (I,Σ) is called universal
solution if for every solution J ′ there exists a homomorphism h : J → J ′. The set
of universal solutions for (I,Σ) will be denoted by USol(I,Σ). �

Therefore, universal solutions are repairs where tuples cannot be deleted and
nulls, introduced to repair the database, can be updated. The next theorem states that
universal solutions are homomorphically equivalent.

Proposition 1 ([14]) Let Σ be a set of data dependencies defined over a given
database schema. Then

• for any database instance I , if J and K are universal solutions for I and Σ , then
J and K are homomorphically equivalent,

• for any pair of database instances I1 and I2, such that J1 and J2 are universal
solutions for (I1,Σ) and (I2,Σ), respectively, J1 and J2 are homomorphically
equivalent if and only if Sol(I1,Σ) = Sol(I2,Σ). �

Therefore, universal solutions are unique up to homomorphic equivalence, and
each of them embodies the space of solutions. The problems of checking whether
universal solutions exist and how to compute them have been recently investigated.
In particular, as we shall see next, it has been shown that the chase algorithm can
be used to compute universal solutions and that every finite chase, if it does not fail,
computes a (canonical) universal solution. If the chase fails, then no solution exists.
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All universal solutions have the same core (up to isomorphism) which is the
smallest universal solution. The complexity and the efficient computation of the core
of a universal solution has been studied [15, 25]. Methods for directly computing
the core by SQL queries in a data exchange framework where schema mappings are
specified by source-to-target TGDs have been developed [48, 57].

Query answering. We now introduce the definition of certain or consistent query
answers, and relate them to universal solutions.

Definition 5 The set of certain (or consistent) answers to a query Q over a database
I with data dependencies Σ and repair semantics S is

certain(Q, I,Σ,S) =
⋂

{Q(J ) | J ∈ R(I,Σ,S)}

Whenever the repair semantics S is understood we simply write certain
(Q, I,Σ) = ⋂ {Q(J ) | J ∈ R(I,Σ)} and for the case of universal solution we
use the notation certain(Q, I,Σ) = ⋂ {Q(J ) | J ∈ USol(I,Σ)}.

In the following, for any set of tuples S with null values, we use S↓ to denote the
set of the tuples in S containing only constants.

Proposition 2 ([14]) Let I be a database and Σ a set of data dependencies over a
given schema. Then,

• for every union of conjunctive queries Q, certain(Q, I,Σ) = Q(J )↓, where J
is a universal solution for I and Σ;

• if there is a database J such that, for every conjunctive query Q,
certain(Q, I,Σ) = Q(J ), then J is a universal solution for I and Σ . �

3 A Logic Programming Approach

As shown in [29] (see also [28, 30]), the set of repairs for a database with respect
to a set of full integrity constraints can be computed by rewriting the constraints
into disjunctive rules. More specifically, given a database I and a set of integrity
constraintsΣ , the technique derives a disjunctive program DP(Σ) so that the repairs
for I can be obtained from the stable models of DP(Σ) ∪ I .

Definition 6 Given a full integrity constraint r of the form ∀ x
∧n

j=1 L j ,ϕ →,
where L j is a literal ( j ∈ [1..n]) and ϕ is a conjunction of built-in atoms, d j (r)
denotes the logic rule:

n∨

j=1

comp−1(L j ) ←
n∧

j=1

(L j ∨ comp−1(not L j )), ϕ

Given a set Σ of full integrity constraints, DP(Σ) = {d j (r) |r ∈ η} ∪ {← −b(x),

+b(x)|b is a predicate symbol}. �
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The expression presented in the above definition, containing the disjunctive oper-
ator in the body, is used as shorthand for a set of disjunctive rules. To clarify the
behavior of logic rules derived from constraints consider the following example:

Example 3 Consider the database consisting of the two relations emp(Name,Dept)
and dept(Name) and the integrity constraint r = emp(x, y) → dept (y) stating that
every department name appearing in the relation emp must also appear in the
relation dept . This constraint can be rewritten into the denial form emp(x, y) ∧
not dept (y) →. The corresponding logic rule d j (r) is:−emp(x, y) ∨ +dept (x) ←
(emp(x, y) ∨ +emp(x, y)) ∧ (not dept (y) ∨ −dept (y)). It states that if a tuple
emp(x, y) was in the source database or it is inserted into the database (to satisfy
some other constraint) and a tuple dept (y)was not in the database or has been deleted
from it, then the constraint is not satisfied and, in order to make it consistent, the fact
emp(x, y) has to be deleted or the fact dept (y) has to be inserted. �

Given an interpretation M, UpdateAtoms(M) denotes the set of update actions
in M. In [29] has been proved that for each database I and set of full integrity
constraints Σ :

• for every stable model M of DP(Σ) ∪ I , UpdateAtoms(M) is a repairing
update for I w.r.t. Σ (soundness);

• for every repairing update U for I w.r.t. Σ there exists a stable model M of
DP(Σ) ∪ I such that U = UpdateAtoms(M) (completeness).

This technique can be used to compute consistent answers to queries. Given a
database I , a set of dependencies Σ and a query Q = (g, P), where P is a set of
datalog rules and g is the output predicate defined in P ∪ I , the consistent answer of
Q w.r.t. 〈I,Σ〉 can be computed by considering the stable models of MP(g, P) ∪
DP(Σ) ∪ I , where MP(g, P) is obtained from P by replacing every base predicate
symbol p with a new predicate symbol p′ and by adding the rule: p′(x) ← (p(x) ∧
not − p(x)) ∨ +p(x). The above rule defining p′(x) states whether atom p(x) is
true in the revised database. In particular, an atom p(t) is true in the revised database
if it was true in the source database and is not deleted or if it is inserted by our
revision.

4 Active Integrity Constraints

Active Integrity Constraints are a special form of integrity constraints that allow the
user to specify the update actions (insertions/deletions of facts) to be performed on an
inconsistent database in order to restore consistency, and its connectionwithRevision
Programming. The following example shows a case in which inconsistencies occur.

Example 4 Consider the relation schema mgr(Name, Dept, Salary) with the func-
tional dependency Dept → Name, which can be defined through the first order
formula
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mgr(n, d, s),mgr(n′, d, s′) → n=n′

and the inconsistent instance: I = {mgr(john, cs, 1000), mgr(frank, cs, 2000)}. There
are two repaired databases obtained by means of minimal sets of update atoms: I1 =
{mgr(frank, cs, 2000)} obtained by applying the repairing updateD1 = {−mgr(john,
cs, 1000)} (i.e. by deleting the tuple mgr(john, cs, 1000)) and I2 = {mgr(john, cs,
1000)} obtained by applying the repairing update I2 = {−mgr(frank, cs, 2000)} (i.e.
by deleting the tuple mgr(frank, cs, 2000)). �

The problem with such a semantics is that all possible repaired databases are
computed and no repairing strategy is defined. For instance, if we know that a given
relation is sound (resp. complete) we could use active constraints to compute repairs
making only insert (resp. delete) operations on this relation. In [12] a special form
of integrity constraint, called active integrity constraint (AIC), has been presented.
An AIC has a body and an head. Its body consists of a conjunction of literals which
should be false and the head contains the atoms which have to be performed if the
body is true (i.e. the constraint is violated). The following example illustrates the
notion of AIC.

Example 5 Consider the database of Example 4 and the active integrity constraint:

mgr(n,d,s), mgr(n′,d,s′), n �=n′, s≥s′ → −mgr(n,d,s)

It is violated in the same cases of the functional dependency reported in the previous
example. In addition, it imposes that in the case of conflicting tuples, the one reporting
the higher salary has to be removed from the database. In this case, the constraint
will repair the database by deleting the tuple mgr(frank, cs, 2000). �
A (full) Active Integrity Constraint (AIC) is of the form:

∀ x
m∧

j=1

Bj (x j ),

n∧

j=m+1

not B j (x j ),ϕ(x0) →
p∨

i=1

±Ai (yi )

where, x = ⋃m
j=1 x j , xi ⊆ x, for each i ∈ [0 .. n], and yi ⊆ x, for each i ∈ [1 .. p].

Given an active integrity constraint r , we denote the conjunction B1(x1) ∧ . . . ∧
Bm(xm) ∧ not Bm+1(xm+1) ∧ . . . ∧ not Bn(xn) ∧ ϕ(x0) as body(r) and the disjunc-
tion ±A(y1) ∨ . . . ∨ ±A(yp) as head(r).
Now we are ready to provide the concept of Founded Repairing Update. Let I be a
database, Σ a set of active integrity constraints and U a repairing update for 〈I,Σ〉.
• An update atom α ∈ U is founded with respect to 〈I,Σ〉 and U if there exists
r ∈ ground(Σ) such that α ∈ head(r) and I ◦ (U\{α}) |= body(r). We say that
r supports α.

• U is founded w.r.t. 〈I,Σ〉 if all its update atoms are founded w.r.t. 〈I,Σ〉 and U .
Then, an update atom α is founded if two conditions are verified: i) it belongs to the
head of an active integrity constraint r , and ii) if we discard it, the database updated
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by means of the remaining update atoms (I ◦ (U\{α})), violates r . This means that
α is inferred by r (because it belongs to its head) and it is necessary to repair the
database in order to satisfy r (because if we discard it, the database violates r ).

Example 6 Consider the following set Σ of active integrity constraints:

mgr(e, p), proj (p, d), not emp(e, d) → +emp(e, d)

emp(e, d), emp(e, d ′), d �= d ′ → −emp(e, d) ∨ −emp(e, d ′)
The first constraint states that every manager e of a project p, carried out by
a department d, must be an employee of d, whereas the second one states that
every employee must be in only one department. Consider now the database
I = {mgr(e1, p1), proj (p1, d1), emp(e1, d2)}. There are three repairs: I1 = {−mgr
(e1, p1)}, I2 = {−proj (p1, d1)} and I3 = {+emp(e1, d1), −emp(e1, d2)}. I3 is the
only founded repairing update as only the atoms +emp(e1, d1) and −emp(e1, d2)
are derivable from Σ . �

The paper [12] presents the properties of active integrity constraints and shows
that, under the proposed semantics, each update atom occurring in the head of an
active integrity constraint that cannot falsify the corresponding body is useless and
can be deleted. It also shows that active constraints can be normalized so that every
rule contains at most one update atom in the head, and that the computation of
founded repairs can be done by rewriting the constraints into a Datalog program
and computing its stable models [23]; each stable model will represent a founded
repairing update. Since, in the general case, the existence of founded repairs is not
guaranteed, the paper investigates a different semantics where update atoms defined
by active integrity constraints are interpreted as preference conditions on the set
of possible repairing updates (preferable semantics). An important result presented
in [12] is that the complexity of computing founded repairing updates, preferred
repairing updates and answers is not harder than computing (general) repairing
updates and answers. Active integrity constraints and preferences have been com-
bined into a general framework in [11], which introduced a generalization of active
integrity constraints that allows users to express preferences among updates (see also
[10, 35]).

In [42, 43] revision programming, a logic-based framework for describing con-
straints on databases and providing a computational mechanism to enforce them,
is introduced. There are many similarities between the approach proposed in
[42, 43] and the one defined in [12], but also significant differences as the aim
of both formalisms is to design policies to manage inconsistent data [9]. The orig-
inal semantics of AICs and revision programming seemingly cannot be related in
any direct way as they have different computational properties. While the semantics
for revision programming do not have the minimality of change property, founded
repairs with respect to active integrity constraints do. Reference [9] further investi-
gates the relationship between AIC and RP and proposes new alternative semantics
for both formalisms.
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5 Approximate Consistent Query Answers

Since computing consistent query answers is in general an intractable problem, dif-
ferent (tractable) approximation algorithms have been proposed over the years. In
this section, two such approaches are discussed: a framework based on a three-valued
semantics [22, 31], and a technique for computing approximate “probabilistic” con-
sistent query answers [32, 34].

A Three-valued Semantics for Querying Inconsistent Databases. The first
approach we discuss is a technique for computing a sound (but possibly incomplete)
set of consistent query answers in polynomial time. Universal integrity constraints
are considered.

The framework is based on a three-valued repair strategy, that is, in order to
restore consistency, the truth value of tuples can be modified into true, false, or
undefined. This repair strategy yields three-valued databases and thus a new seman-
tics of constraint satisfaction is considered. For standard (two-valued) databases the
semantics coincides with the classical one. One interesting property of the frame-
work is that the set of three-valued repairs defines a lower semi-lattice whose top
elements are standard (two-valued) repairs and whose bottom element is called
deterministic repair.

In order to compute approximate consistent query answers, it suffices to evaluate
queries over the deterministic repair only, which in a sense summarizes all the pos-
sible repairs (with some loss of information, though). The so-obtained answers are
approximate in the sense that they are sound (true and false atoms in the answers are,
respectively, true and false under the classical two-valued semantics), but possibly
incomplete. The technique has a polynomial time complexity.

Classes of queries and constraints for which the technique is also complete have
been investigated in [22], where it has also been shown how query evaluation can
be carried out by means of logic programs, which can be then evaluated using an
answer set programming system (e.g. [36]). The following example illustrates the
basic idea.

Example 7 Consider a database consisting of a relation emp(Name, Salary) whose
instance is {emp(carl, 500), emp( john, 1500), emp(bob, 700), emp(bob, 800)}. The
database is inconsistent w.r.t. the following universal constraints:

emp(e, s), s > 1000 →
emp(e, s1), emp(e, s2), s1 �= s2 →

The database admits two repairs: in both of them the second tuple is deleted, in one
of them only the third tuple is deleted, and in the other one only the fourth tuple is
deleted. The first tuple is kept in both repairs. The deterministic repairs summarizes
this information into a unique database where the first tuple has truth value true, the
second one has truth value false, and the last two tuples have truth value undefined,
as the repairs do not agree on this piece of information. �
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Approximate Probabilistic Consistent Query Answers. The second framework
we discuss aims at preserving more information in an inconsistent database and
providing more informative query answers. Functional dependencies are considered.

The repair strategy relies on value updates, so that the information of an inconsis-
tent database is preserved better than approaches based on tuple deletions. Answers
to queries are tuples associated with probabilities, which depend on the number of
repairs from which an answer can be derived. This approach provides more infor-
mative query answers than the classical notion of consistent query answer, as shown
below.

Example 8 Consider a relation emp(Name, Dept) whose instance is {emp( john,
cs), emp( john, math), emp(bob, cs), emp(bob, physics). Suppose the functional
dependency f d : Name → Dept is defined, stating that each employee cannot be
associated with different departments. The employee relation above is clearly incon-
sistent, and has four repairs, each obtained by choosing either cs or math as john’s
department, and either cs or physics as bob’s department.

Consider now a query asking for the departments in the relation. The intuition
suggests that cs should be the most probable department as each employee could
work for it, whereas math and physics should be less probable as only john could
work for the former and only bob could work for the latter. The probabilistic query
answers in this case are {(cs, 3/4), (math, 2/4), (physics, 2/4)}. Observe that cs,
math and physics are not consistent answers, and there is no discrimination among
them using the classical notion of consistent query answer. �

As the computation of probabilistic query answers has been shown to be FP#P -
complete, a polynomial time approximation algorithm based on a compact represen-
tation of all repairs has been proposed in [32].

6 Aggregate Constraints and Inconsistent Numerical
Databases

Classical forms of constraint (such as functional and inclusion dependencies) often
do not suffice to manage data consistency, as they cannot be used to define alge-
braic relations between stored values. In fact, this issue frequently occurs in several
scenarios, such as scientific databases, statistical and biological databases, and data
warehouses, where numerical values of tuples are derivable by aggregating values
stored in other tuples. In this section, we discuss the problem of repairing and query-
ing numerical databases violating aggregate constraints.

Example 9 Table1 represents a relation balanceSheets obtained from the balance
sheets of two consecutive years of a company. These data were acquired by means of
an OCR (Optical Character Recognition) tool from paper documents. Values ‘det’,
‘aggr’ and ‘drv’ in column Type stand for detail, aggregate and derived, respectively.
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Table 1 Relation balanceSheets

Year Section Subsection Type Value

t1 2008 Receipts Beginning cash drv 50

t2 2008 Receipts Cash sales det 900

t3 2008 Receipts Receivables det 100

t4 2008 Receipts Total cash receipts aggr 1250

t5 2008 Disbursements Payment of accounts det 1120

t6 2008 Disbursements Capital expenditure det 20

t7 2008 Disbursements Long-term financing det 80

t8 2008 Disbursements Total disbursements aggr 1220

t9 2008 Balance Net cash inflow drv 30

t10 2008 Balance Ending cash balance drv 80

t11 2009 Receipts Beginning cash drv 80

t12 2009 Receipts Cash sales det 1110

t13 2009 Receipts Receivables det 90

t14 2009 Receipts Total cash receipts aggr 1200

t15 2009 Disbursements Payment of accounts det 1130

t16 2009 Disbursements Capital expenditure det 40

t17 2009 Disbursements Long-term financing det 20

t18 2009 Disbursements Total disbursements aggr 1120

t19 2009 Balance Net cash inflow drv 10

t20 2009 Balance Ending cash balance drv 90

Relation balanceSheets must satisfy the following aggregate constraints:
(1) For each section and year, the sum of the values of all detail items must be equal
to the value of the aggregate item of the same section and year. That is:

κ1 : balanceSheets(y, x, _ , _ , _ ) → χ1(x, y, ‘det’) − χ1(x, y, ‘aggr’) = 0

where χ1(x, y, z) = 〈balanceSheets, Value, (Section = x ∧ Year = y ∧ Type = z) 〉
andχ2(x, y) = 〈balanceSheets, Value, (Year= x ∧Subsection= y) 〉 are aggregation
functions on balanceSheets (Year, Section, Subsection, Type, Value). For instance,
χ1(x, y, z) returns the sum of Value of all the tuples where Section=x, Year=y and
Type=z, and evaluating χ1(‘Receipts’, ‘2008’, ‘det’) on the instance shown in Table1
results in 900 + 100=1000, whereas χ1(‘Disbursements’, ‘2008’, ‘aggr’) returns 1220.
(2) For each year, the net cash inflow must be equal to the difference between total
cash receipts and total disbursements. That is:

κ2 : balanceSheets(x, _ , _ , _ , _ ) → χ2(x, ‘net cash inflow’)−(
χ2(x, ‘total cash receipts’) − χ2(x, ‘total disbursements’)

) = 0.
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(3) For each year, the ending cash balancemust be equal to the sum of the beginning
cash and the net cash inflow. That is:

κ3 : balanceSheets (x, _ , _ , _ , _ ) → χ2(x, ‘ending cash balance’)−(
χ2(x, ‘beginning cash’) + χ2(x, ‘net cash inflow’)

) = 0.

Although the original balance sheet (in paper format) was consistent, its digital
version is not, as some symbol recognition errors occurred during the digitizing
phase. In fact, constraints κ1,κ2 and κ3 are not satisfied on the acquired data shown
in Table1: For instance, for year 2008, in section Receipts, the aggregate value of
total cash receipts is not equal to the sum of detail values of the same section:
900 + 100 �= 1250;

Repairing semantics. Most of the work discussed in the previous sections considers
repairs obtained by performing tuple insertions/deletions on the inconsistent data-
base. However, this repairing strategy is not suitable for contexts analogous to that of
Example9. In fact, using tuple insertions/deletions as basic primitivesmeans hypoth-
esizing that the OCR tool skipped/invented a whole row when acquiring the source
paper document, which is rather unrealistic. In this scenario, a repairing semantics
based on attribute-update operations only is more reasonable, as updating single
attribute values is the most natural way for fixing inconsistencies resulting from
symbol recognition errors. Moreover, in the scenario of Example9, where inconsis-
tency is due to acquisition errors, repairing the data by means of sets of updates of
minimum cardinality is well-suited since it corresponds to the case that the acquiring
system made the minimum number of bad symbol-recognition errors, which can
be considered the most probable event. Thus, two repairing semantics S, namely
card- and set-minimal semantics are considered in this setting. Both of them rely
on updating values of numerical attributes to restore consistency, while card- or set
set-minimality of the set of updated values is used to define the partial order �S
assessing the reasonableness of a repair.
Computational complexity. In [17, 20] a characterizationof several data-complexity
issues related to repairing data and computing consistent query answers is pro-
vided. In particular, the following fundamental decision problems were investigated:
(i) repair existence: deciding whether a database inconsistent w.r.t. a set of aggre-
gate constraints can be repaired; (ii) minimal repair checking: deciding whether a
given repair is minimal, under either the card- or the set- minimality semantics; (iii)
consistent query answer: deciding whether a boolean query is consistently true. The
sensitivity of computational complexity of these problemswas investigated consider-
ing the domain of numerical attributes (binary, integers or rationals), the minimality
semantics (card- or set-minimality), and the form of the constraints. Besides the gen-
eral form of aggregate constraints, a restricted but still expressive form of aggregate
constraints, namely steady aggregate constraints, was explored. It is worth noting
that the loss in expressiveness of using steady aggregate constraints is not dramatic,
as they suffice to express relevant integrity constraints in many real-life scenarios.
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For instance, all the aggregate constraints introduced in Example9 can be expressed
by means of steady aggregate constraints.

Techniques for computing repairs and consistent answers. Computing repairs of
inconsistent numerical data is relevant in several applications, since the availability of
a consistent version of the data is mandatory for accomplishing a number of analysis
tasks. For instance, in Example9, in order to perform analysis aiming at determin-
ing liquidity problems as well as the financial reliability of a company, a consistent
version of the balance-sheets of the company should be available. In [16, 20], it is
shown that the problem of finding a card-minimal repair for a database w.r.t. a set of
steady aggregate constraints can be modeled as a MILP (Mixed Integer Linear Pro-
gramming) problem, thus allowing us to adopt standard techniques addressingMILP
problems to accomplish the computation of reasonable repairs. In general, there may
be several card-minimal repairs for a database violating a given set of aggregate
constraints. In [18], well-established information on the application domain of data
to be repaired are exploited to choose the most reasonable repairs (namely, preferred
repairs) among the card-minimal ones. Finally, in [19, 21] the problem of eval-
uating aggregate queries (SUM, MIN, MAX) over data inconsistent w.r.t. aggregate
constraints is addressed, and a technique for providing range-consistent answers of
these kinds of queries is introduced. The range-consistent answer of an aggregate
query is the narrowest interval containing all the answers of the query evaluated on
every possible repaired database [1].

7 Computing Universal Solutions

So far we have considered universally quantified dependencies. We now consider
dependencies with existential variables and repairs consisting of universal solutions.

As recalled in Proposition2, certain answers to a union of conjunctive queries
Q can be computed by evaluating Q over an arbitrary universal solution, that is,
certain(Q, I,Σ) = Q(J )↓, where J ∈ USol(I,Σ). This means that to determine
the certain answers to a union of conjunctive queries Q over a database I with depen-
dencies Σ , it is not necessary to compute all solutions for (I,Σ), but it suffices to
compute just an arbitrary universal solution. Therefore, the computation of a univer-
sal solution is particularly relevant. It is worth mentioning that the aforementioned
property has applications in query answering under dependencies, query answer-
ing in data exchange, and query answering with incomplete and inconsistent data
[8, 14].

The chase. The chase takes as input a database I and a set Σ of dependencies, and
whenever it terminates without failing, it constructs a universal solution for (I,Σ)

[13, 14]. A chase step consists of enforcing a TGD or an EGD. As detailed later,
the chase step is used by different variants of the chase (standard, oblivious, semi-
oblivious), each ofwhich relies on a different condition of “applicability” of the chase
step. Thus, the following definition does not incorporate a notion of applicability,
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but it will be combined with different notions of applicability to define the different
variants of the chase. A substitution γ is either the empty set or a singleton {η/t},
where η is a labeled null and t is either a labeled null or a constant. The result of
applying γ to an expression F (e.g., term, atom, set of atoms, etc.), denoted Fßγ,
is F if γ = ∅, otherwise it is the expression obtained from F by replacing every
occurrence of η with t .

Definition 7 (Chase step) Let I be an instance, r a dependency, and h a homomor-

phism from Body(r) to I . An expression of the form I
r,h,γ−→ J is a chase step if the

following conditions hold.

1. If r is a TGD ϕ(x, y) → ∃z ψ(x, z) then let h′ be the homomorphism obtained by
extending h so that each variable in z is assigned a fresh labeled null not occurring
in I . Then, J = I ∪ h′(ψ(x, z)). Furthermore, γ is the empty substitution.

2. If r is an EGD ϕ(x, y) → x1 = x2 then h(x1) �= h(x2). Furthermore,

(a) If h(x1), h(x2) ∈ Consts, then J =⊥ and γ is the empty substitution.
(b) Otherwise, γ and J are defined as follows. If h(x1) is a labeled null, then

γ = {h(x1)/h(x2)}; otherwise, γ = {h(x2)/h(x1)}. Moreover, J = Ißγ.

In a chase step, γ is used to keep track of the substitution performed when an
EGD is enforced.

Example 10 Consider the following set of dependencies:
Σ = {r1 : N (x) → ∃y E(x, y); r2 : E(x, y) → N (y); r3 : E(x, y) → x = y}
and the database I = {N (a)}. Let h1 = {x/a} be the homomorphism. Then, I1

r1,h1,γ1−→
I2 is a chase step,where I2 = I1 ∪ {E(a, η1)} = {N (a), E(a, η1)} andγ1 is the empty
substitution (as r1 is a TGD). Consider now the homomorphism h2 = {x/a, y/η1}.
Then, I2

r2,h2,γ2−→ I3 is a chase step, where I3 = I2 ∪ {N (η1)} = {N (a), E(a, η1),
N (η1)} and γ3 is the empty substitution. Another possible chase step starting from

I2 is I2
r3,h2,γ′

2−→ I ′
3, where γ′

2 = {η1/a} and I ′
3 = I2ßγ′

2 = {N (a), E(a, a)}. �
A chase sequence of (I,Σ) is a (possibly infinite) sequence of chase steps S =

I1
r1,h1,γ1−→ I2

r2,h2,γ2−→ I3 · · · such that I1 = I and every ri ∈ Σ . Moreover:

• S is a standard chase sequence if it is an exhaustive application of chase steps s.t.

for each Ii
ri ,hi ,γi−→ Ii+1 in S, if ri is a TGD, then there is no extension of hi to a

homomorphism h′
i from Body(ri ) ∪ Head(ri ) to Ii .

• S is an oblivious chase sequence if it is an exhaustive application of chase steps

s.t. for each Ii
ri ,hi ,γi−→ Ii+1 in S, there is no chase step I j

r j ,h j ,γ j−→ I j+1 in S such that
j < i , r j = ri = r , and for each variable x occurring in the body of r , we have
that hi (x) = h j (x)ßγ jß · · · ßγi−1.

• S is a semi-oblivious chase sequence if it is an exhaustive application of chase

steps s.t. for each Ii
ri ,hi ,γi−→ Ii+1 in S, there is no chase step I j

r j ,h j ,γ j−→ I j+1 in S such
that j < i , r j = ri = r , and for each variable x occurring in both the body and the
head of r , we have that hi (x) = h j (x)ßγ jß · · · ßγi−1.
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The following example shows the different behaviors of standard, oblivious, and
semi-oblivious chase sequences.

Example 11 Consider the database I = I1 = {E(a, b)} and a set Σ consisting only
of the TGD r : E(x, y) → ∃z E(x, z). Since I |= r , the only standard chase sequence
of I with Σ is the empty sequence.

A non-empty (terminating) semi-oblivious chase sequence is I1
r,h1,γ1−→ I2, where

h1(x) = a, h1(y) = b, γ1 is the empty substitution, and I2 = I1 ∪ {E(a, η1)} =
{E(a, b), E(a, η1)}. Notice that adding the chase step I2

r,h2,γ2−→ I3, with h2(x) = a,
h2(y) = η1, γ2 = ∅, and I3 = I2 ∪ {E(a, η2)}, does not result in a semi-oblivious

chase sequence, because of the presence of the chase step I1
r,h1,γ1−→ I2 in the same

chase sequence, with h1(x)γ1 = h2(x) = a. As for the oblivious chase, the infinite

sequence whose first step is I1
r,h1,γ1−→ I2 discussed above, and the i-th chase step (i >

1) is Ii
r,hi ,γi−→ Ii+1, with hi (x) = a, hi (y) = ηi−1, γi = ∅, and Ii+1 = Ii ∪ {E(a, ηi )}

is an (infinite) oblivious chase sequence. �

A standard (resp. oblivious, semi-oblivious) chase sequence S can be finite (when
no further chase step can be applied) or infinite (when there is always a further
chase step that can be applied)—in the former case we also say that the sequence is
terminating. If S is finite and consists of m chase steps, we say that Im is the result
of S. If Im =⊥ then S is failing, otherwise it is successful. For instance, the first
standard chase sequence discussed in Example10 is terminating, successful, and its
result is I ′

3.
In the presence ofTGDsonly, the oblivious (resp. semi-oblivious) chase procedure

is equivalent to the computation of the fixpoint of a particular Skolemized version of
Σ with I , where Skolemized terms are used in place of labeled nulls. For instance,
the Skolemized version of dependency r in Example11 for the oblivious (resp., semi-
oblivious) chase is E(x, y) → E(x, f rz (x, y)) (resp., E(x, y) → E(x, f rz (x))).

As shown in [14], for every database I and set of dependencies Σ , (1) if J is the
result of some successful terminating standard chase sequence of I withΣ , then J is
a universal solution for (I,Σ), called canonical; (2) if some failing standard chase
sequence of I with Σ exists, then there is no solution for (I,Σ). In some cases, we
cannot produce a universal solution by the chase as there is no terminating sequence,
although a solution does exist.

The core chase has been proposed to identify a preferable universal solution [13,
15]. To define the core chase, we first need to introduce the notion of a core of an
instance. Roughly speaking, the core of an instance J is the smallest subset of J that
is also a homomorphic image of J . More precisely, a subset C of an instance J is a
core of J if there is a homomorphism from J to C , but there is no homomorphism
from J to a proper subset ofC . Cores of J are unique up to isomorphism and therefore
we can talk about “the” core of J , which is denoted as core(J ).

A core chase sequence is a sequence of core chase steps. Basically, a core chase
step first applies all possible standard chase steps “in parallel”, and then computes
the core of the resulting instance. As all standard chase steps are applied in parallel,
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the core chase eliminates the nondeterminism of the standard chase. More formally,
given an instance I and a set of dependencies Σ , a core chase step consists of the

following two sub-steps: (i) J = ⋃

I
r,h,γ−→I ′ I

′, where each I
r,h,γ−→ I ′ is understood to be

a standard chase step; (ii) J ′ = core(J ). Then, J ′ is the result of the core chase step.
[13] showed that whenever there is a universal solution for (D,Σ), the core chase
is able to construct one, that is, the core chase is a complete procedure for finding
universal solutions. Moreover, every core chase sequence of D with Σ constructs
the same (up to isomorphism) universal solution.

Example 12 Consider the database D and the set of dependencies Σ = {r} of
Example11. Recall that there is no standard chase step involving D and r . As the
core chase starts by applying all standard chase steps, the only core chase sequence
is the empty one, similar to the standard chase case. �

Termination Classes. We denote by CTc
∀, where c ∈ {std, obl, sobl, core} stands

for the standard, oblivious, semi-oblivious, and core chase, the class of sets of depen-
dencies Σ such that for every database I all c-chase sequences of I with Σ are
terminating. Analogously, we denote by CTc

∃ the class of sets of dependencies Σ

such that for every database I there is a terminating c-chase sequence of I with Σ .
Even focusing on TGDs only, the problem of verifying whether a set of dependen-

cies belongs to CTc
∀ or CTc

∃, for c ∈ {std,obl, sobl, core}, is undecidable [24, 26].
Thus, the best practical approach is to find relevant decidable classes of dependencies
included in these classes. For sets of TGDs only, it was shown in [49, 53] that:

CTobl∀ =CTobl∃ � CTsobl∀ =CTsobl∃ � CTstd∀ �CTstd∃ � CTcore∀ =CTcore∃

The above hierarchy is relevant because if we determine that a set of TGDs belongs
toCTc

q with q ∈ {∀, ∃} and c ∈ {obl, sobl}, thenΣ belongs toCTstd
∀ (and, of course,

CTstd
∃ ), and, in some cases, the analysis of the oblivious or semi-oblivious chase is

easier. In fact, the importance of these chase variants has been widely recognized
and their behavior has been studied in different works [4, 27, 40, 44, 49].

Several sufficient conditions for chase termination have been proposed over the
years—we call them termination criteria. We will use calligraphic style C to denote
the class of sets of dependencies recognized by a criterion C (written in italics).

Static approaches. Thefirst andbasic effort concerning the formalization of a (decid-
able) sufficient condition guaranteeing that all standard chase sequences are termi-
nating, independently from the database, is weak acyclicity (WA) [14]. Roughly
speaking, it checks whether the TGDs do not allow for nulls to cyclically propagate.
The approach works for sets of dependencies containing both TGDs and EGDs,
even though the latter are ignored in the analysis (as a strong condition is imposed
on TGDs).

An extension of weak acyclicity, called stratification (Str ), has been proposed
in [13]. The idea behind stratification is to decompose the set of dependencies into
independent subsets, where each subset consists of dependencies that may fire each
other, and to check each component separately for weak acyclicity. However, [49]
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showed that stratification is not able to check whether all standard chase sequences
are terminating (as weak acyclicity does), but ensures only that there is a terminating
standard chase sequence. A variant of stratification, called c-stratification (CStr ),
guaranteeing that all standard chase sequences are terminating, has been proposed
in [49]. C-stratification is defined in the same way as stratification, but the oblivious
chase is used instead of the standard one to determine whether a dependency fires
another. Both Str and CStr allow TGDs as well as EGDs, but the analysis of EGDs
is limited to the firing relation only. A different extension of weak acyclicity, called
safety (SC), has been proposed in [50]. The improvement is obtained by considering
only “affected” positions [8], that is, positionswhichmay actually contain null values.
The approach works for sets of dependencies containing both TGDs and EGDs, but
the latter are neglected altogether in the analysis.

Another extension of weak acyclicity (which indeed strictly extends SC) has been
introduced in [44] under the name of super-weak acyclicity (SwA). In addition to
considering how dependencies may activate each other, SwA also takes into account
the fact that the same variable may appear more than once in the body, and thus a
dependency is not fired when different nulls are inserted in positions associated with
the same variable. The analysis is carried out by using the semi-oblivious chase. The
approach is defined for sets of TGDs only, as EGDs are emulated via “substitution-
free simulation”.

Safe restriction (SR) and inductive restriction (IR) extend c-stratification, but still
perform a limited analysis of EGDs [50]. In terms of expressivity, these approaches
are not comparable with SwA. Both SwA and IR have been extended by the Local
Stratification (LS) criterion [37]; however, LS neglects EGDs altogether.

As for the relative expressivity of the termination criteria discussed above, [40]
showed that CStr � SR � IR � LS and SwA � LS.
Semi-dynamic approaches. In [27], themodel-faithful acyclicity (MFA) andmodel-
summarising acyclicity (MSA) techniques have been proposed. The idea is to run the
oblivious (or semi-oblivious) chase and then use sufficient checks to identify cyclic
computations. Since no sufficient, necessary, and computable test can be given for
the latter, [27] adopted an approach of “raising the alarm” and stop the process if a
“cyclic” term f (t) is derived, i.e., where f occurs in t . This is done in a declarative
way by extending a given set of dependenciesΣ into a new setΣ ′, and then checking
whether Σ ′ does not entail a special predicate. The two aforementioned techniques
are defined for TGDs only, as EGDs are assumed to be emulated through substitution-
free simulation.

Rewriting approaches. Rewriting techniques for checking chase termination have
been proposed in [33, 37, 40]. They consist in rewriting a set of TGDs Σ into a
new set Σα with the aim of verifying structural properties for chase termination on
Σα rather than Σ . These techniques have been defined for TGDs only and perform
an analysis of the semi-oblivious chase. [40] showed that most of the termination
criteria improve if we consider adorned TGDs rather than the original ones. The
rewriting approach has also been used to define the acyclicity (AC) criterion.
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Observe that the termination problem of the oblivious and semioblivious chase
for TGDs consists in checking whether the set of logic rules obtained by skolemized
TGDs terminates. Therefore, the problem is strongly related to the termination check
for logic programs and termination criteria defined for logic porograms (e.g. [2, 3,
5, 7, 38, 39, 41]) could also be applied to check chase termination. Moreover, as
skolemized TGDs have a special form (i.e. function symbols may appear only in
the head of rules and each function symbol may occur in exactly one rule), specific
criteria designed for checking chase termination are more effective.

Dealing with EGDs. Most of the chase termination criteria proposed in the literature
focus on TGDs considering EGDs in a very limited way. More general approaches
(including SwA,LS,MFA,MSA) as well as rewriting techniques were meant to guar-
antee termination of TGDs only. An “indirect” way of dealing with EGDs has been
proposed in [25, 44]. Specifically, the analysis of a set of dependenciesΣ containing
both TGDs and EGDs is performed on a set Σ ′ derived from Σ and containing only
TGDs. The aim is to “simulate” the behavior of the EGDs by means of TGDs only.
The first approach of this kind, known as natural simulation, has been proposed in
[25], and further refined by the substitution-free simulation in [44].

The termination criteria discussed so far ensure that all standard chase sequences
are terminating, except for stratification (which ensures the existence of at least one
terminating standard chase sequence), and perform a limited analysis of EGDs (or
no analysis altogether), thereby imposing stronger conditions on TGDs. It is worth
noticing that constructing one terminating standard chase sequence suffices for the
purpose of getting a universal model. By considering this weaker condition to be
ensured and by performing a direct analysis of EGDs, the techniques proposed in
[6] identify sets of dependencies that are not captured by any of the aforementioned
criteria. The paper also exploits the relationships between the classes CTc

q, where
q ∈ {∀, ∃} and c ∈ {obl, sobl, std, core}, when arbitrary sets of dependencies are
considered.

Theorem 1 (Hierarchy) Reference[6] For general dependencies (including TGDs
and EGDs), the relationships showed in Table2 hold, where C1 ∦ C2 is a shorthand
for C1 � C2 ∧ C2 � C1. �

Table 2 Relationships among the CTc
q’s classes.

TGDs TGDs and EGDs

CTobl
∀ = CTobl∃ CTsobl∀ = CTsobl∃ CTobl∀ � CTobl∃ CTsobl∀ � CTsobl∃

CTobl
∃ � CTsobl∀ CTsobl∃ � CTstd∀ CTobl∃ ∦ CTsobl∀ CTsobl∃ ∦ CTstd∀

CTobl∃ ∦ CTstd∀
CTstd

∀ � CTstd∃ CTstd
∀ � CTstd∃

CTcore∀ = CTcore
∃ CTcore∀ = CTcore∃
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8 Conclusions

We have discussed the main approaches we have investigated in the last few years
for dealing with inconsistent databases, including logic programming techniques for
computing repairs and consistent answers, approximation approaches, techniques
dealing with numerical databases, and the evaluation of the queries over universal
solutions. Other approaches that we have not discussed for space limitations are the
following.

Inconsistency leads to uncertainty as to the actual values within tuples. Thus, a
natural question is how incomplete database formalisms can be used when dealing
with inconsistency. The problem of representing repairs by means of disjunctive
databases has been investigated in [52] for different notions of repairs, while [51]
considered the OR-database framework.

The consistent query answering approach has been recently applied to manag-
ing inconsistent (probabilistic) spatio-temporal databases in [54, 56], where specific
repairing strategies are proposed for fixing spatio-temporal data collected from het-
erogeneous sources, such as on-board GPS devices and roadside sensors, that rep-
resent conflicting information on the monitored scenario. A general form of spatio-
temporal integrity constraints has been proposed in [54, 55],which allowus to restrict
the set of trajectories that should be considered as admissible for a moving object.
Repairs and consistent answers in the presence of such kind of constraints could be
profitably used to better manage inconsistent spatio-temporal data.

Finally, an interesting approach related to consistent query answering has been
proposed in [45–47], where the aim is to provide the user with a mechanism (named
Inconsistent Management Policies - IMPs) to specify the desired policies to manage
inconsistencies in the data, possibly allowing inconsistency to persist after applying
the policy. Thus, in contrast to the classical consistent query answering approach,
IMPs allow users to decide to keep inconsistency in the database they are working
on.
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First-Order Ontology Mediated Database
Querying via Query Reformulation

Diego Calvanese and Enrico Franconi

Abstract We address the problem of query answering with ontologies over
databases. We consider first-order ontology systems playing the role of a concep-
tual model of a database represented as a classical finite relational store, either with
an open world or a closed world reading. Queries over the conceptual signature
are reformulated into queries over the database signature, so to get the same answer
directly via SQL relational database technology.We consider two distinct approaches
to reformulation, perfect and exact reformulation. We discuss advantages and disad-
vantages of each of the two approaches, and we report on some significant results
appeared in the literature.

1 Introduction

We address the problem of query answering with ontologies over databases. An
ontology provides a conceptual view of the database and consists of constraints on
a vocabulary extending the basic vocabulary of the data. Querying a database using
the terms in such a richer ontology allows for more flexibility than directly using
only the basic vocabulary of the relational database. In the proposed framework, we
analyse the case when a query expressed in ontology terms can be reformulated as a
query expressed directly in database terms, so that it can be evaluated using standard
SQL relational technology, which is very efficient in the size of the data.

We consider first-order ontology systems (that is, expressible as first-order
theories) playing the role of a conceptual model of a database represented as a clas-
sical finite relational store, called the locally-closed world [13, 14], exact views [15,
25, 26], or, in our case, a DBox [19]. A DBox is a set of ground atoms that seman-
tically behaves like a database, i.e., the interpretation of the database predicates in
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the DBox is exactly equal to the database relations. We say that the DBox predicates
are closed, i.e., their extensions are the same across all the interpretations. On the
other hand, we may have incomplete data that behaves as ground atoms in classical
first-order logic, or ABoxes in classical description logics: in this case, predicates
holding this data are open, i.e., their interpretation may be extended in different ways
across different interpretations.

As an example, consider an open ABoxA = {Person(john)} and alternatively a
closedDBoxwith the same dataD = {Person(john)}. In everymodel I of theABox
A the extension of the predicate Person includes john: namely, PersonI ⊇ {john};
instead, in every model I of the DBox D the extension of Person is exactly john:
namely PersonI = {john}.

The difference between data held as a DBox and data held as an ABox becomes
evident when querying. As an example, consider a Boolean negative query
¬Person(mary) over a given standard relational database, expressed by the DBox
D = {Person(john)}. The answer of the query to the DBox is true, because
the only specified person is john. On the other hand, if we consider the ABox
A = {Person(john)} and evaluate the query over it, the answer is false because
the ABox specifies only the necessary facts but not all of them, and, hence, mary
still may be a person in some model.

The certain answer to an open query consists of the substitutions that make the
query true in all the models of the ontology with the data (ABox or DBox): so, if
a substitution makes the query true only in some models but not in others (namely,
it would be only a possible answer), then it is not part of the certain answer. Notice
that it may indeed be the case that the answer to the query is not necessarily the
same among all the models of the ontology with the ABox or DBox. In this case, the
query is not fully determined by the given source data; indeed, given the database,
there is some answer that is possible, but not certain. For expressive ontologies and
queries, the possibility of indeterminacy of queries with respect to the data, brings
about an increase of the worst-case computational complexity of computing certain
answers. Moreover, it has been shown that computing arbitrary certain answers with
DBoxes may be strictly harder in data complexity than computing certain answers
with ABoxes [10, 17, 28]. Alternatively, to gain in efficiency, we could focus only
on queries having the same answer over all the models of the ontology with the
data, namely, when the information requested by the query is fully available from
the source data without ambiguity. In this way, the indeterminacy disappears, and
the complexity of query answering may be lower.

For example, consider an ontology stating that the classPerson is partitioned into
the classes Male and Female, and that the class Person is a subclass of the class
Animal, and assume that there is data only for Person andMale (and that such data
is closed, i.e., complete). The query asking for all the animals (for which we do not
have directly data) is not fully determined by the data, since there may be animals
who are not persons. On the other hand, the query asking for all the female persons
is fully determined by the data, since the female persons are exactly all the persons
who are not male, which we know exactly given the data.
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In this chapter we are interested in answering ontologymediated queries via query
reformulation: namely the original query is reformulated as a query expressed only
in database terms, so that it can be efficiently evaluated directly over the database
using standard SQL relational technology.

The mainstream research on query reformulation [21] is based on perfect rewrit-
ings with ABoxes and relatively inexpressive ontologies and queries (see, e.g., the
DL-Lite approach in [2, 8]). Given an ontology and an arbitrary query, its perfect
reformulation is a formula that, when evaluated over an arbitrary database, is guar-
anteed to return the certain answers of the original query with respect to the ontology
and the same database. In the example above, the perfect reformulation of the query
asking for all the animals is the query asking for all the persons, since those are the
individuals which for sure are in the answer of the original query. On the other hand,
we could construct a stronger reformulated query expressed in terms of database
predicates, by requiring it to be also logically equivalent to the original query with
respect to the ontology. This condition still obviously guarantees to give the same
certain answer to an arbitrary database with respect to the ontology as the original
query. In addition, these equivalent reformulations (called exact reformulations) exist
if and only if the answer of the original query itself is fully determined by the given
source data [4, 19]. So, in the case of exact reformulations we can deal with more
expressive ontologies and queries, at the cost of being able to answer only queries
determined by the data. In our example, there is no exact reformulation for the query
asking for all the animals, but there is an exact reformulation for the query asking
for all the females. It should be noticed that every exact reformulation is perfect, but
not vice-versa.

In this chapter we survey and compare within a common formal framework the
two approaches to ontology mediated query answering: via perfect reformulations
in Sect. 3, and via exact reformulations in Sect. 4. We discuss advantages and disad-
vantages of each of the two approaches, and we report on the most relevant results
appeared in the literature.

2 First-Order Ontologies and Databases

LetFOL(C,P) be a classical function-free first-order language with equality over a
signature (C,P), whereC is a countably infinite set of constants, andP is a countably
infinite set of predicates with associated arities. We consider P partitioned into a set
PD of database predicates, which intuitively we consider closed, and a set PT of
so-called TBox predicates, which intuitively we consider open. In the rest of the
paper we will use L to denote some chosen fragments of FOL(C,P).

We denote with P{ϕ1,...,ϕn} the set of all predicates and withC{ϕ1,...,ϕn} the set of all
constants occurring in the formulas ϕ1, . . . ,ϕn . For simplicity, we write Pϕ (resp.,
Cϕ) instead of P{ϕ} (resp., C{ϕ}). When we want to make the free variables X of a
(possibly open) formula ϕ explicit, we write the formula as ϕ[X ].
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A (possibly empty) finite set of closed formulas in L is called an ontology (or
knowledge base). We consider the following specific components of an ontology K:

• Thedatabase (orDBox)D is the set of groundatoms inK of the form P(c1, . . . , cn),
where P is an n-ary predicate in PD , and ci ∈ C, for i ∈ {1, . . . , n}.

• The ABoxA ofK is defined analogously to the DBox, except that its predicates are
in PT (instead of PD). Clearly, the sets of ABox and DBox predicates are disjoint.

• The TBox T is the set of formulas inK over predicates in PT only, but that are not
part of the ABox of K.

• The (sound GAV) mappingM is the set of formulas inK of the form ∀X.ϕ[X ] →
P(X), where Pϕ ⊆ PD and P ∈ PT .

• The views V is the set of formulas in K of the form ∀X.ϕ[X ] ↔ P(X), where
Pϕ ⊆ PD and P ∈ PT .

Notice that, in general, an ontologymight contain additional formulas with respect to
those in these specific five components. For a DBox, ABox, TBox, mapping, views,
or ontology B, we denote with PB the set of all predicates, and with CB the set of all
constants appearing in B.

As usual, an interpretation I = 〈ΔI, ·I〉 consists of a non-empty set, the domain
ΔI , and an interpretation function ·I defined over constants and predicates of the
signature, such that for every pair of database constants c1, c2 ∈ C, if c1 
= c2 then
cI1 
= cI2 (i.e., we assume unique names (UNA)). An interpretation I embeds a
database D, if it holds (i) cI = c for every database constant c ∈ CD (i.e., we
make the standard name assumption (SNA) on the database constants), and that
(ii) (c1, . . . , cn) ∈ PI if and only if P(c1, . . . , cn) ∈ D. We use E(D) to denote the
set of all interpretations embedding a databaseD. In other words, in every interpreta-
tion embedding a databaseD, the interpretation of every database predicate is always
the same, and it is given exactly by its content in the database; this is, in general,
not the case for the interpretation of the TBox (i.e., non-database) predicates. We
say that the database predicates are closed, while the other predicates, i.e., the TBox
predicates, are open and may be interpreted differently in different interpretations.
In an open world, an interpretation I soundly embeds a database D if it holds that
(c1, . . . , cn) ∈ PI if (but not only if) P(c1, . . . , cn) ∈ D.

As usual, an interpretation in which a closed formula is true according to the
classical FOL definitions is called a model of the formula; the set of all models of a
formula ϕ (resp., ontologyK) is denoted asMod(ϕ) (resp.,Mod(K)). A databaseD
is legal for an ontologyK if there exists a model ofK embeddingD. In the following,
we will consider only consistent non-tautological ontologies and legal databases.

Given an interpretation I of a language L(P,C), and P
′ ⊆ P and C

′ ⊆ C, we
denote with I|(P′,C′) the interpretation identical to I, except that the interpretation
function ·I|(P′ ,C′) is defined only for the constants and predicates of the smaller signa-
ture (P′,C′).

Let X be a set of variable symbols and S a set. A substitution is a total function
Θ : X → S assigning an element in S to each variable in X , including the empty
substitution ε when X = ∅. Domain and image (or range) of a substitution Θ are
written as dom(Θ) and rng(Θ) respectively. Given a formula ϕ[X ], an interpretation
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I, and a substitution Θ : X → C, we use I |= ϕ[X/Θ] to denote that ϕ[X ] is true
in I with its free variables substituted according to Θ : X → C. Given a formula
ϕ[X ], an interpretation I = 〈ΔI, ·I〉, and a substitutionΘ : X → ΔI (i.e., a variable
assignment), we use I,Θ |= ϕ to denote that ϕ[X ] is true in I with its free variables
interpreted according to Θ : X → ΔI .

Queries. A query is a (possibly closed) formula. The number of free variables of the
query is called its arity. When the arity is 0 (i.e., the query is a closed formula), we
call the query Boolean. The (certain) answer cert(Q[X ],K) of a query Q[X ] over an
ontology K containing a database DK is the set of substitutions with constants that
make the query true for all models of K that embed its database DK. Formally:

cert(Q[X ],K) = {Θ : X → C | for all I ∈ Mod(K) ∩ E(DK) : I |= Q[X/Θ]}

For a Boolean query Q, cert(Q,K) is either the empty set (corresponding to false),
or the empty assignment (corresponding to true).

In this chapter we are interested in the query answering problem: given an ontol-
ogyK and a query Q, compute cert(Q[X ],K). To study its computational complexity,
we consider the associated decision problem (sometimes called the recognition prob-
lem for query answering): given an ontology K, a query Q, and a substitution Θ ,
decide whether Θ ∈ cert(Q[X ],K). The combined complexity of the problem is the
complexity measured in the combined size of the ontology and the query, while the
data complexity [38] is the complexity measured only in the size of the data, i.e., the
ABox and the DBox/database.

It has been shown that it is possible to weaken the standard name assumption
for the database constants without changing the certain answers, by just assuming
unique names [19]. So, the proposed framework is entirely classical, namely it can
be completely represented in classical first-order logic with equality.

In order to capture exactly the expressivity of Relational Algebra and of core
query languages used in databases, notably SQL [1], we define now domain inde-
pendent formulas with respect to a given ontology, by adapting the classical database
definition of domain independence to our ontology based framework.

A formula Q[X ] is domain independent with respect to an ontology K if and
only if for every two models I = 〈ΔI, ·I〉 and J = 〈ΔJ , ·J 〉 ofK that agree on the
interpretation of the predicates and constants (i.e., ·I = ·J ), and for every substitution
Θ : X → ΔI ∪ ΔJ we have:

rng(Θ) ⊆ ΔI and I, Θ |= Q[X ] if and only if rng(Θ) ⊆ ΔJ and J , Θ |= Q[X ].

The above definition reduces to the database definition of domain independence
whenever the ontology is empty. The problem of checking whether a first-order logic
formula is domain independent is undecidable [1, 11]. The well known safe-range
syntactic fragment of first-order logic introduced by Codd is an equally expressive
language; indeed any safe-range formula is domain independent, and any domain
independent formula can be easily transformed into a logically equivalent safe-range
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formula. This transformation implements the idea that the range of every variable
of domain independent formula should be restricted by some "guard" bounding its
extension.

An SQL query is a domain independent first order formula [1]. A conjunctive
query (CQ) is an SQL query constructed using conjunction and existential quantifi-
cation only. A union of conjunctive queries (UCQ) is a disjunction of CQs, all of the
same arity. While in UCQs disjunction can only be used as the outermost operator,
positive queries (PQs) allow for the arbitrary use of conjunction, disjunction, and
existential quantification (but they rule out negation). In fact, PQs, which are the pos-
itive fragment of domain independent first-order queries, have the same expressive
power as UCQs, although they may be exponentially more succinct.

Description logics ontologies. Description logics are relevant fragments of first-
order logic with good computational properties. We consider here the expressive
description logic ALCHOIQ as a fragment of FOL(C,P). In ALCHOIQ, only
unary and binary predicates are allowed, called respectively concepts and roles,
together with constants and the equality predicate. ALCHOIQ formulas ϕ (also
called DL axioms), concepts C , and roles R are defined according to the following
syntax:

ϕ =⇒ C � C ′ | R � R′ | C(c) | R(c1, c2)

C,C ′ =⇒ A | ¬C | C � C ′ | C � C ′ | {c1, . . . , cn} |
∃R.C | ∀R.C | ≥ k R.C | ≤ k R.C

R, R′ =⇒ S | S−

where A denotes a concept name (a unary TBox predicate), S a role name (a binary
TBox predicate), c, c1, . . . , cn constants (also called individuals), and k a positive
integer. Other constructs in the language are defined as shortcuts: � ≡ A � ¬A
for some A; ⊥ ≡ ¬�; ∃R ≡ ∃R.�; ≥ n R ≡ ≥ n R.�; ≤ n R ≡ ≤ n R.�. A DL
ontology is a set of DL axioms, where the DL axioms of the form C � C ′ and
R � R′ constitute the DL TBox, and the DL axioms of the form C(c) and R(c1, c2)
constitute the DL ABox.

We introduce also some significant sublanguages ofALCHOIQ. The description
logic ALCHOI is the fragment of ALCHOIQ without the cardinality operators
≥ k R.C and≤ k R.C , whileALCHOQ is the fragment ofALCHOIQwithout the
inverse operator for roles P−.

The lightweight logics of the DL-Lite family [2, 8] are description logics specif-
ically tuned for accessing large amounts of data. Here we adopt the simple variant
DL-LiteR presented in [8], but all our considerations can be extended also to some
of the more expressive variants of DL-Lite that are studied in [2] (specifically, those
for which query answering is first-order rewritable, see Sect. 3). We use simply DL-
Lite when our statements apply in general to such logics. In DL-LiteR, DL axioms,
concepts, and roles are defined according to the following syntax:
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Fig. 1 Mapping ·† from an
ALCHOIQ ontology to a
first-order ontology

(C1 C2)† = ∀x.C1
†(x) → C2

†(x)
(R1 R2)† = ∀x, y.R1

†(x, y) → R2
†(x, y)

(C(c))† = C†(c)
(R(c1, c2))† = R†(c1, c2)

A† = λx.A(x)
S† = λx, y.S(x, y)

(¬C)† = λx.¬C†(x)
(C1 C2)† = λx.C1

†(x) ∧ C2
†(x)

(C1 C2)† = λx.C1
†(x) ∨ C2

†(x)
(∃R.C)† = λx.∃y.R†(x, y) ∧ C†(y)
(∀R.C)† = λx.∀y.R†(x, y) → C†(y)

(≥ k R.C)† = λx.∃≥ky.R†(x, y) ∧ C†(y)
(≤ k R.C)† = λx.∃≤ky.R†(x, y) ∧ C†(y)

{c1, . . . , cn}† = λx.x = c1 ∨ · · · ∨ x = cn

(S−)† = λx, y.S(y, x)

ϕ =⇒ B � B ′ | B � ¬B ′ | R � R′ | R � ¬R′ | A(c) | S(c1, c2)

B, B ′ =⇒ A | ∃R
R, R′ =⇒ S | S−

Here, B, B ′ are called basic concepts, and they denote either an atomic concept A,
or the projection of a role S on its first component (∃S) or on its second component
(∃S−). We observe that in TBox axioms, negation is used only on the right-hand
side of inclusions, i.e., to express disjointness between concepts and between roles.
Moreover, DL-LiteR restricts ABox axioms to use concept and role names only, as
opposed to complex concept expressions allowed in ALCHOIQ.

We observe that, despite its simplicity, DL-LiteR is able to capture the essential
features of most conceptual modeling formalisms, such as UML Class Diagrams or
Entity-Relationship schemata (see, e.g., [7]).

Description logics versus first-order ontologies. A DL ontology can be translated
into first-order logic formulas by means of a mapping function ·†. In this transla-
tion, concept and role names correspond respectively to unary and binary predicate
symbols in PT , and individuals corresponds to constant symbols in C. Specifically,
the mapping ·† from anALCHOIQ ontology to a first-order ontology is defined in
Fig. 1. In our translation, we have made use of first-order logic with counting quan-
tifiers [31], but such quantifiers are just syntactic sugar that can be easily translated
away with just a linear blowup in the size of the formula (assuming numbers are
represented in unary).

Notice that, since aDLontology is constructed over TBox (i.e., open) predicates of
PT only, the translation of a DL ontology to first-order, results in the TBox and ABox
part of a first-order ontology. These are obtained respectively from the translation of
the DL TBox and the DL ABox. We may then combine such a first-order ontology
with additional axioms that also make use of database predicates in PD , e.g., a
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database (or DBox) part consisting of ground atoms over PD , a sound GAVmapping
part, a view part, or additional more general formulas.

3 Perfect Query Reformulations

We illustrate now the approach to query reformulation based on perfect rewriting,
which was first introduced for answering UCQs over DL-Lite ontologies through
the PerfectRef algorithm [8], and then extended to several other DLs [23, 29, 33],
including also more expressive members of the DL-Lite family [2]. Such DLs share
with DL-Lite some crucial properties that are necessary to make a rewriting based
approach efficient.We illustrate first the approach for the case of UCQs over standard
DL-LiteR ontologies, constituted by a TBox and an ABox only. We come back later
to how to extend the approach to take into account the presence of a database and of
sound GAV mappings.

We recall that we are interested only in the case where the ontology is consistent.
Indeed, the case where the ontology is inconsistent is not really of interest, since then
the certain answers of every query is the set of all possible variable substitutions.
However, we address afterwards also the problem of checking consistency.

The key idea at the basis of the rewriting approach is to strictly separate the
processing done with respect to the TBox (providing the intensional level of the
ontology) from the processing done by taking into account the ABox (i.e., the exten-
sional level). More precisely, letK be a DL-LiteR ontology with TBox T and ABox
A, and let Q be a UCQ over K.

1. The query Q is first processed and rewritten into a new query Q′, by compiling
into Q′ the positive inclusion assertions of the TBox T , i.e., those inclusion
assertions that contain no negation in the right-hand side.

2. The rewritten query Q′ is then evaluated over the ABoxA, as ifAwas a (closed)
database (and not considering further the TBox).

In this way, computing the certain answers is essentially reduced to query evaluation
over a database instance. Since Q′ does not depend on the ABox, the data complexity
of the whole query answering algorithm is the same as the data complexity of eval-
uating Q′ over the ABox. A crucial property for DL-Lite is that, in the case where
Q is a UCQ, the query Q′ is also a UCQ. Hence, the data complexity of the whole
query answering algorithm is in AC0, which is the complexity of evaluating a UCQ
(or, more in general, a first-order query) over a relational database.

Canonical model. The rewriting based approach relies in an essential way on the
canonical model property, which holds forDL-Lite and for the horn variants of many
other DLs [12, 24]. Such property ensures that every satisfiable ontology K admits
a canonical model Ic that is the least constrained model among all models of K,
and that can be homomorphically embedded in all other models. This in turn implies
that the canonical model correctly represents all the models of K with respect to the
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Fig. 2 Rewriting of query
atoms in DL-LiteR

A1 A2 . . . , A2(x), . . . . . . , A1(x), . . .
∃S A . . . , A(x), . . . . . . , S(x, ), . . .

∃S− A . . . , A(x), . . . . . . , S( , x), . . .
A S . . . , S(x, ), . . . . . . , A(x), . . .
A S− . . . , S( , x), . . . . . . , A(x), . . .

∃S1 S2 . . . , S2(x, ), . . . . . . , S1(x, ), . . .
S1 S2 . . . , S2(x, y), . . . . . . , S1(x, y), . . .
S1 S−

2 . . . , S2(x, y), . . . . . . , S1(y, x), . . .
· · ·

problem of answering positive queries (and in particular, UCQs). In other words, for
every UCQ Q, we have that cert(Q,K) is contained in the result of the evaluation
of Q over the canonical model.1 Intuitively, the canonical model Ic for a DL-Lite
ontology K contains the ABox A of K, and in addition might contain existentially
implied objects, whose existence is enforced by the TBox axioms with ∃R in the
right-hand side. For example, if the TBox contains an axiom Student � ∃attends,
expressing that every student should attend something (presumably a course), and
the ABox contains the fact Student(john), then the canonical model will contain a
fact attends(john, on), where on is a newly introduced object.

First-Order rewritability. For simplicity, let us consider the case where we want
to answer a Boolean UCQ Q = ∨

i qi , where each qi is a Boolean CQ. In order for
some qi to contribute to the answer to Q, there must exist a homomorphic embedding
of all atoms of qi into facts of the canonical model Ic. We call such embedding a
match of qi into Ic. However, Ic is in general infinite, hence we cannot evaluate
qi over Ic by effectively computing Ic and then searching for a match of qi into
Ic. Instead, each CQ qi is rewritten into a UCQ Qi in such a way that, whenever
qi has a match in some portion of Ic, then there will be a CQ among those in Qi

that has a corresponding match in the ABox part of Ic. Informally, the rewriting
algorithm initializes a set Rew of CQs to

⋃
i {qi } (i.e., to the CQs in the input query

Q), and processes each yet unprocessed query qi in Rew by adding to Rew also all
rewritings of qi . For each atom α in qi , it checks whether α can be rewritten by using
one of the positive inclusions in the TBox, and if so, adds to Rew the CQ obtained
from qi by rewriting α. The rewriting of an atom uses a positive inclusion axiom as
rewriting rule, applied from right to left, to compile away the knowledge represented
by the positive inclusion itself. For example, using the inclusion A1 � A2, an atom
of the form A2(x) is rewritten to A1(x). Alternatively, we can consider this rewriting
step as the application of standard resolution between the query and the inclusion
A1 � A2, viewed as the (implicitly universally quantified) formula A1(x) → A2(x).
Other significant cases of rewritings of atoms are depicted in Fig. 2, where each
inclusion axiom in the left-most column accounts for rewriting the atom to the left

1Note that, since the domain of the canonical model contains the individuals of the ontology, the
evaluation of a query over such model can indeed return a set of individuals.



178 D. Calvanese and E. Franconi

of � into the atom to the right of it. We have used “__” to denote a variable that
occurs only once in the CQ (counting separately occurrences as answer variable
of the CQ). Besides rewriting atoms, a further processing step applied to qi is to
consider each pair of atoms α1, α2 occurring in the body of qi that unify, and replace
them with a single atom, also applying the most general unifier to the whole of qi .
In this way, variables that in qi occur multiple times, might be replaced by an “__”,
and hence inclusion assertions might become applicable that were not so before the
atom-unification step (cf. the rewriting rules in Fig. 2 requiring the presence of “__”).

The above presented rewriting technique, realized through PerfectRef , allows us
to establish that answering UCQs over consistent DL-LiteR ontologies is first-order
rewritable, i.e., the problem of computing certain answers over a consistent ontology
can be reduced to the problem of evaluating a first-order query over the ABox of
the ontology viewed as a database (with complete information). Specifically, let
rew(Q, T ) denote the UCQ obtained as the result of applying PerfectRef to a UCQ
Q and a DL-LiteR TBox T . Then, for every ABox A such that the ontology T ∪ A
is consistent, we have that

cert(Q, T ∪ A) = eval(rew(Q, T ),A)

where eval(rew(Q, T ),A) denotes the evaluation of the UCQ rew(Q, T ) over the
ABox A viewed as a database (i.e., a first-order interpretation).

Ontology satisfiability. The rewriting of aUCQQwith respect to aTBoxT computed
by PerfectRef depends only on the set of positive inclusion axioms in T , while
disjointness axioms (i.e., inclusion axioms containing a negated basic concept on
the right-hand side) do not play any role in such a process. Indeed, the proof of
correctness of PerfectRef [8], which is based on the canonical model property ofDL-
LiteR, shows that these kinds of axioms have to be considered only when verifying
the consistency of the ontology. Once consistency is established, they can be ignored
in the query rewriting phase. In fact, inconsistency of a DL-LiteR ontology is due
to the presence of disjointness axioms and their interaction with positive inclusion
axioms. Such interaction can itself be captured by constructing a Boolean UCQ
encoding the violation of disjointness axioms, rewriting such a UCQ with respect to
the positive inclusion axioms, and checking whether its evaluation over the ABox
returns true. This in turn shows that also the problem of checking consistency of a
DL-LiteR ontology is first-order rewritable [8].

Accessing a database via sound mappings. We have so far considered only the
TBox andABox components of aDL-Lite ontology. This is coherent with the implicit
assumption that we are dealingwith systems inwhich the data is directly represented,
in terms of unary and binary ABox facts, in a form that is perfectly compatible with
the intensional layer provided by the TBox. In many real-world scenarios, however,
the data is not provided by ABox facts, but by legacy data sources, in (possibly
large) relational tables of arbitrary arity. We represent such data sources through
the database part D of an ontology. To provide access to the data sources via the
intensional level of the ontology,we can rely on the sound (GAV)mapping component
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M of an ontology. This setting is known in the literature as ontology-based data
access (OBDA), and has been investigated extensively in recent years [6, 7, 30].

We recall that, in the case of a DL ontology, the mapping M consists of axioms
of the form:

∀x .ϕA
[x] → A(x) or ∀x, y.ϕS

[x,y] → S(x, y),

where the predicate symbols in ϕA
[x] and ϕS

[x,y] in the left part of the implication are
among the database predicates PD , while A and S in the right part of the implication
are respectively a concept and a role name of the TBox. Also, we can assume without
loss of generality, that for each concept or role name N we have exactly one such
mapping axiom, where ϕN

[X ] is the formula in the antecedent of the implication.
The query answering technique based on perfect rewriting can be extended to

deal also with sound GAV mappings of this form, so as to rewrite the query into one
that contains only database predicates [30]. Let us denote withM(D) the set of facts
obtained by populating each concept or role name N of the TBox with precisely the
facts retrieved through themapping axiom associated to N , by evaluatingϕN overD,
i.e., with eval(ϕN ,D). Considering that the mapping formulas are all implications,
if such formulas are satisfied in a model I, then they are also satisfied in every model
I ′ that extends with respect to I the interpretation of the concept and role names in
PT , i.e., such that NI ⊆ NI ′

for every concept or role name N . It follows that for a
positive query Q formulated over the predicates of the TBox T , the certain answers
cert(Q, T ∪ M ∪ D) coincide with the certain answers computed over the TBox T
together withM(D) considered as an ABox, i.e.,

cert(Q, T ∪ M ∪ D) = cert(Q, T ∪ M(D))

To compute cert(Q, T ∪ M(D)), we can in principle follow the approach illustrated
previously: compute M(D) (which is an ordinary finite ABox), and then evaluate
over it the perfect reformulation rew(Q, T ). However, this would require a poten-
tially expensive and large materialization ofM(D) from the databaseD. Instead, we
can obtain the same result, avoiding the costly materialization step, by proceeding
as follows:

1. Compute the perfect reformulation Q′ = rew(Q, T ) of Q with respect to the
(positive) inclusion axioms in the TBox part T of K.

2. Compute the unfolding of Q′ with respect toM, denoted unf(Q′,M), by replac-
ing each (concept or role) predicate N appearing in Q′ with the corresponding
formula ϕN

[X ] in the left-hand side of the mapping axiom ∀X.ϕN
[X ] → N (X).

3. Evaluate unf(Q′,M) over the database D.

The correctness of this approach follows from the following result:

Theorem 1 ([8, 30]) Let K be a DL-LiteR ontology consisting of a TBox T , a
mapping M and a database D, and let Q be a UCQ formulated over T . Then:



180 D. Calvanese and E. Franconi

cert(Q, T ∪ M ∪ D) = eval(unf(rew(Q, T ),M),D)

Complexity of query evaluation. Summarizing the above results, and considering
that evaluating a first-order query (and hence a UCQ) over a database is in AC0 in
data complexity, one obtains that answering UCQs overDL-LiteR ontologies has the
same data complexity as evaluating UCQs in plain databases. By analyzing the over-
all rewriting-based query answering technique, and by exploiting a correspondence
between the DL-Lite family and first-order logic with unary predicates [2], we are
able obtain also tight complexity bounds in the size of the TBox (schema complexity)
and of the overall input (combined complexity).

Theorem 2 ([2, 8, 30]) Answering UCQs over DL-LiteR ontologies is in AC0 in
data complexity, NLogSpace-complete in schema complexity, and NP-complete in
combined complexity.

While the above results sound very encouraging from the theoretical point of
view, there still remain significant challenges to be addressed to make rewriting
based techniques effective also in real world scenarios, where the TBox and/or the
data underlying the ABox are very large, and/or queries have a large number of
atoms. Indeed, also in the case where one admits rewritings expressed in languages
different from UCQs (e.g., arbitrary FOL queries, or non-recursive Datalog), it has
recently been shown that the smallest rewritings can grow exponentially with the size
of the query [20]. This has led to an intensive and sustained effort aimed at developing
techniques to improve query answering over ontologies, such as alternative rewriting
techniques [29, 35], techniques combining rewriting with partial materialization of
the extensional level [22], and various optimization techniques that take into account
also extensional constraints on the underlying data, or in the mapping layer to the
relational data sources [32, 34].

4 Exact Query Reformulations

We illustrate in this section the approach to query reformulation with first-order
ontologies based on exact rewritings, which was first thoroughly analysed in [26]
by Nash, Segoufin and Vianu. They addressed the question whether a query can
be answered using a set of (exact) views V by means of an exact rewriting over a
database represented as a DBox. The authors defined and investigated the notions of
determinacy of a query by a set of views and its connection to exact rewriting. Nash,
Segoufin and Vianu also studied several combinations of query and view languages
trying to understand the expressivity of the language required to express the exact
rewriting, and, thus, they obtained results on the completeness of rewriting languages.
They investigated languages ranging from full first-order logic to conjunctive queries.

The setting considered byNash, Segoufin andVianu isweaker than the one studied
later by Franconi, Kerhet, and Ngo [18, 19], since in the former setting the ontology
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consists only of a set V of view definitions, while in the latter setting any domain
independent first-order ontology with DBox predicates is allowed. The authors also
considered the special case of exact reformulations with description logic ontologies
and DBoxes [9, 28, 36].

After Franconi, Kerhet, and Ngo, the recent work by Benedikt, ten Cate and
Tsamoura [3, 4] analyses the generation of plans to answer queries over DBoxes
in the presence of domain independent first-order ontologies, where in addition the
DBox relations may have limitations on access patterns to the data (called access
restrictions or binding patterns). This is the case when one must provide values
for one of the attributes of a relation in order to obtain tuples. In this setting, DBox
predicates in PD as defined in this chapter are fully accessible (as a regular database),
while all the other predicates inPT are not accessible at all (in fact, they do not provide
data).

Toman andWeddell have long advocated the use of exact reformulations for auto-
matic generation of plans that implement user queries under system constraints–a
process they called query compilation [37]. Their published work focuses on addi-
tional extra-logical considerations, such as satisfaction of binding patterns, consid-
erations of inherent ordering of data and the influence of plans on such orderings,
and the estimated cost of alternative query plans.

This framework has also been applied to devise the formal foundations of the
problems of view update and of characterising unique solutions in data exchange. In
the former problem, a target view of some source database is updatable if the source
predicates have an exact reformulation given the view over the target predicates
[16]. In the latter problem, unique solutions exist if the target predicates have an
exact reformulation given the data exchange mappings over the source predicates
[27].

DBoxes versus ABoxes. While the perfect reformulation approach works for data
represented in an ABox (or for data in a DBox “connected” to the TBox via a sound
mapping), the exact reformulation approach assumes that the data is represented in a
DBox. As we have already noticed in the introductory section, ABoxes and DBoxes
behave differently in query answering. We observe now that this difference may be
relevant for queries from legacy relational database applications.

Indeed, a query mentioning only ABox predicates may have a different answer
depending on the presence or absence of an ontology. Consider again the example
of a Boolean negative query ¬Person(mary) over a database expressed by the
DBox D = {Person(john)}. As we have said already, the answer of the query to
the DBox is true, because the only specified person is john. On the other hand,
if we consider the ABox A = {Person(john)} and evaluate the query over it, the
answer is false because the ABox specifies only the necessary facts but not all of
them, and, hence, Mary still may be a person in some model. However, if we add the
ontology {∀x, y.Person(x) ∧ Person(y) → x = y} that says that there is at most
one person, the answer to the query will be now true.

This does not happen by using DBoxes: a query mentioning just DBox predicates
can only return an answer that depends only on the DBox predicates, which are
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complete. In other words, a DBox preserves the behaviour of legacy application
queries over relational databases, also when an ontology is added on top of it.

Domain Independence. As we have seen, domain independence is an important
property of a formula that guarantees that the truth value of the formula in an inter-
pretation remains the same regardless of the underlying domain of the interpretation.

An example of a domain independent Boolean query is ∃x .Person(x): if the
answer to the query is true for someDBoxwith a specific domain, it is also true for the
same DBox and any other compatible domain. On the other hand, the Boolean query
∀x .Person(x) is not domain independent: if it is true for some DBox with some
domain, it is definitely not true for the sameDBox but with a larger domain. Consider
now the query Q(x) = ¬Person(x) over the DBox {Person(john)}: with domain
Δ1 = {john,mary} the query has the answer {x �→ mary}, while with the extended
domainΔ2 = {john,mary, sue} it has the different answer {x �→ mary, x �→ sue}.
If an infinite domain was considered, the answer would be infinite even with a finite
DBox. Indeed, the above query is not domain independent. The query can be “fixed”
with a guard restricting the range of the free variable, as in Q′(x) = Animal(x) ∧
¬Person(x). For any given database this query returns the same answer with any
compatible domain (even an infinite one). Q′(x) is domain independent.

Ontologies are also required to be domain independent. Consider the
ontology {∃x .¬Student(x), ∃x .Person(x)}, and the DBox {Student(john),

Person(john)}. This DBox with domain Δ1 = {john} is inconsistent with respect
to the ontology, while it is consistent with respect to the same ontology with domain
Δ2 = {john,mary}. This happens because the first sentence of the ontology is not
domain independent.

Determinacy and exact reformulations. The exact reformulation (also called explicit
definition by Beth [5]) of a query over some DBox predicates under the ontology is
a logically equivalent query under the ontology which uses only DBox predicates.
More formally, the exact reformulation over the database predicates PD under the
ontology K of a query Q[X ] is some formula Q̂[X ] in FOL(C,P), such that K |=
∀X.Q[X ] ↔ Q̂[X ] and PQ̂ ⊆ PD .

But how can we characterise the existence of an exact reformulation of a query?
We need to check that the query is fully determined by the data in the DBox. A
query is determined by the data in the DBox if its truth value in every model of
the ontology depends only on the finite interpretation of the DBox predicates. This
notion is formalised as follows. A query Q[X ] is finitely determined by the database
predicates PD under the ontology K if and only if for any two models I and J
of the ontology K, both with a finite interpretation to the database predicates PD ,
whenever I|PD ,C = J |PD ,C then for every substitution Θ : X → ΔI we have:

I,Θ |= Q[X ] if and only if J ,Θ |= Q[X ] .

The determinacy of a query with respect to a source database represented in a DBox
corresponds to the notion of implicit definability of a formula from a set of predicates
(the database predicates) as introduced by Beth [5]. The correspondence between
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exact reformulations and finite determinacy has been indeed first studied as projective
definability by Beth himself in 1953 [5].

Intuitively, the answer of a finitely determined query does not depend on the
interpretation of non-database predicates. Once the database and a domain are fixed,
it is never the case that a substitution would make the query true in some model
of the ontology and false in others, since the truth value of a finitely determined
query depends only on the interpretation of the database predicates and constants
and on the domain (which are fixed). In practice, by focussing on finite determinacy
of queries we guarantee that the answers are interpreted as being not only certain,
but also exact—namely that whatever is not in the answer can never be part of the
answer in any possible world.

But howcanwe characterise the existence of a domain independent exact reformu-
lation of a query? This is needed because we want to evaluate the exact reformulation
using standard SQL relational technology. The following characterisation theorem
answers exactly this question.

Theorem 3 (Semantic characterisation) Given a set PD of database predicates, a
domain independent ontology K, and a query Q[X ], a domain independent exact
reformulation Q̂[X ] of Q[X ] over PD under K exists if and only if Q[X ] is (i) finitely
determined by PD under K, and (ii) domain independent with respect to K.

The above theorem shows us the semantic conditions to have an exact domain
independent reformulation of a query, but it does not give us a method to compute
such reformulation and its equivalent safe-range form. The following theorem gives
us sufficient conditions for the existence of an exact safe-range reformulation in any
decidable fragment of FOL(C,P) and gives us a constructive way to compute it, if
it exists.

Below, we use Q̃ to denote the formula obtained from a formula Q by uniformly
replacing every occurrence of each non-DBox predicate P with a fresh new predicate
symbol P̃ . We extend this renaming operator ·̃ to any set of formulas in a natural
way. Also, we focus on ontologies and queries in those fragments of FOL(C,P)

for which determinacy under models with a finite interpretation of DBox predicates
(finite determinacy) anddeterminacyundermodelswith anunrestricted interpretation
of DBox predicates (unrestricted determinacy) coincide.We say that these fragments
have finitely controllable determinacy.

Theorem 4 (Constructive) If all the following conditions hold:

1. K ∪ K̃ |= ∀X. Q[X ] ↔ Q̃[X ] (that is, Q[X ] is determined),
2. Q[X ] is safe-range (that is, Q[X ] is domain independent),
3. K is safe-range (that is, K is domain independent),

then there exists an exact reformulation Q̂[X ] of Q[X ] as a safe-range query in
FOL(C,P) over PD under K, and Q̂[X ] can be obtained constructively.

We conclude by mentioning the two decidable description logics ALCHOI and
ALCHOQ, which have a well defined and intuitive syntactic fragment (based on a
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notion of “safe-range” similar to the one in first-order logic) characterising exactly
their domain independent fragment, and which have finitely controllable determi-
nacy. So, these two logic are excellent candidates to play the role of ontology lan-
guages on top of databases represented as DBoxes.

Theorem 5 (Description logics version of Codd’s Theorem) The domain indepen-
dent fragments ofALCHOI andALCHOQ are equally expressive to the safe-range
fragments of respectively ALCHOI and ALCHOQ and they have finitely control-
lable determinacy.
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Using Ontologies for Semantic Data
Integration

Giuseppe De Giacomo, Domenico Lembo, Maurizio Lenzerini,
Antonella Poggi and Riccardo Rosati

Abstract While big data analytics is considered as one of the most important paths
to competitive advantage of today’s enterprises, data scientists spend a comparatively
large amount of time in the data preparation and data integration phase of a big data
project. This shows that data integration is still a major challenge in IT applications.
Over the past two decades, the idea of using semantics for data integration has become
increasingly crucial, and has received much attention in the AI, database, web, and
data mining communities. Here, we focus on a specific paradigm for semantic data
integration, called Ontology-Based Data Access (OBDA). The goal of this paper is
to provide an overview of OBDA, pointing out both the techniques that are at the
basis of the paradigm, and the main challenges that remain to be addressed.

1 Introduction

Big data analytics is considered as one of the most important paths to competitive
advantage of today’s enterprises. However, after years of focus on technologies for
big data storing and processing, many observers are pointing out that making sense
of big data cannot be done without suitable tools for conceptualizing, preparing, and
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integrating data.1 Indeed, a commonmisconception about big data is that it is a black
box: you load data and magically gain insight. This is not the case: loading a big data
platform with quality data with enough structure to deliver value is a lot of work.

Thus, it is not surprising that data scientists spend a comparatively large amount
of time in the data preparation phase of a project. Whether you call it data wrangling,
data munging, or data integration, it is estimated that 50–80% of a data scientists’
time is spent on preparing data for analysis. If we consider that in any IT (information
Technology) organization, data governance is also essential for tasks other than data
analytics, we can conclude that the challenge of identifying, collecting, retaining,
and providing access to all relevant data for the business at an acceptable cost, is
huge.

Data integration is considered as one of the old problems in datamanagement, and
the above observations show that it is a major challenge today. Formal approaches
to data integration started in the 90’s [17, 33, 36, 47]. Since then, research both in
academia and in industry has addressed a huge variety of aspects of the general prob-
lem. Among them, we want to focus on the idea of using semantics for making data
integration more powerful. Using semantics here means conceiving data integration
systems where the semantics of data is explicitly specified, and is taken into account
for devising all the functionalities of the system. Over the past two decades, this idea
has become increasingly crucial to a wide variety of information-processing appli-
cations, and has received much attention in the AI, database, web, and data mining
communities [40]. In this paper we focus on a specific paradigm for semantic data
integration. Indeed, about a decade ago, a new paradigm for modeling and interact-
ing with a data integration systems, called “Ontology-Based Data Access” (OBDA),
was proposed [14, 42]. According to such paradigm, the client of the information
system is freed from being aware of how data and processes are structured in con-
crete resources (databases, software programs, services, etc.), and interacts with the
system by expressing her queries and goals in terms of a conceptual representation
of the domain of interest, called ontology.

OBDA aims at a radical solution to some of the major challenges that the complex
information systems software is throwing at us at its current stage of maturity: (i) the
increasing complexity of the solutions required, and the impossibility of formally
verifying them; (ii) the fact that the lifespan of software technologies (not to talk about
hardware ones) is much shorter that the lifespan of the solutions and the applications
that use them; (iii) the obvious observation that legacy systems, or simply legacy
components, are everywhere, and realistically they will remain everywhere for a long
time. For all the above reasons, while the amount of data stored in current information
systems and the processes making use of such data continuously grow, turning these
data into information, and governing both data and processes are still tremendously
challenging tasks for Information Technology. The problem is complicated by the
proliferation of data sources both within a single organization, and in cooperating
environments. The following factors explain why such a proliferation constitutes a
major problem with respect to the governance goal:

1http://www.dbta.com/.

http://www.dbta.com/
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• Despite the fact that the initial design of a collection of data sources is adequate,
correctivemaintenance actions tend to re-shape them into a form that often diverges
from the original conceptual structure.

• It is common practice to change a data source (e.g., a database) so as to adapt it
to specific application-dependent needs, so that it often becomes a data structure
coupled to a specific application, rather than an application-independent database.

• The data stored in different sources and the processes operating over them tend
to be redundant, and mutually inconsistent, mainly because of the lack of central,
coherent and unified data management tasks. This poses great difficulties with
respect to the goal of accessing data in a unified and coherent way.

A system realizing the vision of OBDA is constituted by three components:

• The ontology, whose goal is to provide a formal, clean and high level representation
of the domain of interest, and constitutes the component with which the clients of
the information system (both humans and software programs) interact.

• The data source layer, representing the existing data sources in the information
system, which are managed by the processes and services operating on their data.

• The mapping between the two layers, which is an explicit representation of the
relationship between the data sources and the ontology, and is used to translate the
operations on the ontology (e.g., query answering) in terms of concrete actions on
the data sources.

Thus, OBDA is an advanced approach to semantic data integration, in which the
global schema is given in terms of an ontology, i.e., a formal and conceptual view of
the application domain, rather than simply a unified view of the data at the sources.

The goal of this paper is to provide an overview of the OBDA paradigm, pointing
out both the techniques that are at the basis of the paradigm, and the main challenges
that remain to be addressed. The paper is organized as follows. In Sect. 2 we illustrate
the general, formal framework underlying the paradigm. In Sects. 3 and 4 we deal
with the main computational problem that has been studied so far in OBDA, namely
query answering. Section5 concludes the paper with a discussion on various aspects
that are already the subject of current study, and will be increasingly important in
the near future.

2 Framework for Ontology-Based Data Access

In this section we first provide a general framework for OBDA, and then we focus on
a notable framework instantiation that allows for practical application of the OBDA
paradigm.

Before proceeding further, we point out that here we abstract from the problem of
dealing with multiple and heterogeneous sources, by assuming that we have access
to a single relational database through an SQL interface. In practice, such a database
might be obtained through the use of off-the-shelf data federation tools which allow
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seeing a set of data sources as if they were a single relational database. Note that this
relational database does not represent the integrated view of the various sources, but
simply a replication of the source schemas expressed in terms of a unique format.

Ageneral framework forOBDA.AnOBDAspecificationJ is as a triple 〈O,S,M〉,
where O is an ontology, S is a relational schema, called source schema, andM is a
mapping from S toO. More precisely,O represents intensional knowledge about the
domain, expressed in some logical language. Typically, O is a lightweight Descrip-
tion Logic (DL) TBox [7], i.e., it is expressed in a language ensuring both semantic
richness and efficiency of reasoning, and in particular of query answering. The map-
ping M is a set of mapping assertions, each one relating a query over the source
schema to a query over the ontology.

An OBDA system is a pair (J , D) where J is an OBDA specification and D is
a database for the source schema S, called source database for J . The semantics
of (J , D) is given in terms of the logical interpretations that are models of O (i.e.,
satisfy all axioms of O, and satisfy M with respect to D). The notion of mapping
satisfaction depends on the semantic interpretation adopted on mapping assertions.
Commonly, such assertions are assumed to be sound, which intuitively means that
the results returned by the source queries occurring in the mapping are a subset of
the data that instantiate the ontology. The set of models of J with respect to D is
denoted with ModD(J ).

In OBDA systems, themain service of interest is query answering, i.e., computing
the answers to user queries, which are queries posed over the ontology. It amounts to
return the so-called certain answers, i.e., the tuples that satisfy the user query in all the
interpretations inModD(J ). Query answering in OBDA is thus a form of reasoning
under incomplete information, and is much more challenging than classical query
evaluation over a database instance.

From the computational perspective, query answering depends on (1) the language
used for the ontology; (2) the language used for user queries; and (3) the language
used to specify the queries in the mapping. In the following, we consider a particular
instantiation of the OBDA framework, in which we choose each such language in
such a way that query answering is guaranteed to be tractable w.r.t. the size of the
data. We remark that the configuration we get is to some extent “maximal”, i.e., as
soon as we go beyond the expressiveness of the chosen languages, we lose this nice
computational behaviour (cf. Section 3).

A tractable OBDA framework. From the general framework we obtain a tractable
one by choosing appropriate languages as follows:

• the ontology language is DL-LiteA or its subset DL-LiteR ;
• the mapping language follows the global-as-view (GAV) approach [33];
• the user queries are unions of conjunctive queries.

Ontology language
DL-LiteA [42] is essentially the maximally expressive member of the DL-Lite fam-
ily of lightweight DLs [14]. In particular, its subset DL-LiteR has been adopted as
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the basis of the OWL 2 QL profile of the W3C standard OWL (Ontology Web Lan-
guage) [38]. As usual in DLs,DL-LiteA allows for representing the domain of interest
in terms of concepts, denoting sets of objects, and roles, denoting binary relations
between objects. In fact, DL-LiteA considers also attributes, which denote binary
relations between objects and values (such as strings or integers), but for simplicity
we do not consider them in this paper. From the expressiveness point of view, DL-
LiteA is able to capture essentially all the features of Entity-Relationship diagrams
and UML Class Diagrams, except for completeness of hierarchies. In particular, it
allows for specifying ISA and disjointness between either concepts or roles, manda-
tory participations of concepts into roles, the typing of roles. Formally, a DL-LiteA
TBox is a set of assertions obeying the following syntax:

B1 � B2 B1 � ¬B2 (concept inclusions)
R1 � R2 R1 � ¬R2 (role inclusions)

(funct R) (role functionalities)

where B1 and B2 are basic concepts, i.e., expressions of the form A, ∃P , or ∃P−,
and R, R1, and R2 are a basic roles, i.e., expressions of the form P , or P−. A and P
denote an atomic concept and an atomic role, respectively, i.e., a unary and binary
predicate from the ontology alphabet, respectively. P− is the inverse of an atomic
role P , i.e., the role obtained by switching the first and second components of P ,
and ∃P (resp. ∃P−), called existential unqualified restriction, denotes the projection
of the role P on its first (resp. second) component. Finally ¬B2 (resp. ¬R2) denotes
the negation of a basic concept (resp. role). Assertions in the left-hand side (resp.
right-hand side) of the first two rows are called positive (resp. negative) inclusions.
Assertions of the form (funct R) are called role functionalities and specify that an
atomic role, or its inverse, is functional. DL-LiteA poses some limitations on the way
in which positive role inclusions and role functionalities interact. More precisely, in
a DL-LiteA TBox an atomic role that is either functional or inverse functional cannot
be specialized, i.e., if (funct P) or (funct P−) are in the TBox, no inclusion of the
form R � P or R � P− can occur in the TBox. DL-LiteR is the subset of DL-LiteA
obtained by removing role functionalities altogether.

A DL-LiteA interpretation I = (ΔI, ·I ) consists of a non-empty interpretation
domain ΔI and an interpretation function ·I that assigns to each atomic concept A a
subset AI ofΔI, and to each atomic role P a binary relation P I overΔI. In particular,
for the constructs of DL-LiteA we have:

AI ⊆ ΔI (∃R)I = {o | ∃o′. (o, o′) ∈ RI }
P I ⊆ ΔI × ΔI (¬B)I = ΔI \ BI

(P−)I = {(o2, o1) | (o1, o2) ∈ P I } (¬R)I = (ΔI × ΔI ) \ RI

Let C be either a basic concept B or its negation ¬B. An interpretation I satisfies a
concept inclusion B � C if BI ⊆ C I . Similarly for role inclusions. Also, I satisfies
a role functionality (funct R) if the binary relation RI is a function, i.e., (o, o1) ∈ RI

and (o, o2) ∈ RI implies o1 = o2.
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Mapping language

The mapping language in the tractable framework allows mapping assertions of the
following the forms,

φ(x) � A( f (x)) φ(x) � P( f1(x1), f2(x2)) (1)

where φ(x) is a domain independent first-order query (i.e., an SQL query) over S,
with free variables x, A and P are as before, variables in x1 and x2 also occur in x,
and f , possibly with subscripts, is a function. Intuitively, themapping assertion in the
left-hand side, called concept mapping assertion, specifies that individuals that are
instances of the atomic concept A are constructed through the use of the function f
from the tuples retrieved by the queryφ(x). Similarly for themapping assertion in the
right-hand side of (1), called role mapping assertion. Each assertion is of type GAV,
i.e., it associates a view over the source (represented by φ(x)) to an element of the
global schema (in this case the ontology). However, differently from traditional GAV
mappings, the use of functions is crucial here, since we are considering the typical
scenario in which data sources do not store the identifiers of the individuals that
instantiate the ontology, but onlymaintain values. Thus, functions are used to address
the semantic mismatch existing between the extensional level of S and O [42].
We notice that a mapping using assertions of the form (1) is indeed expressible in
R2RML, theW3Crecommendation for specifyingmappings from relational database
to RDF datasets [20]. Formally, we say that an interpretation I satisfies a mapping
assertion φ(x) � A( f (x)) with respect to a source database D, if for each tuple of
constants t in the evaluation of φ(x) on D, ( f (t))I ∈ AI , where ( f (t))I ∈ ΔI is
the interpretation of f (t) in I, that is, f (t) acts simply as a constant denoting an
object.2 Satisfaction of assertions of the form φ(x) � P( f1(x1), f2(x2)) is defined
analogously. We also point out that DL-LiteA adopts the Unique Name Assumption
(UNA), that is, different constants denote different objects, and thus different ground
terms of the form f (t) are interpreted with different elements in ΔI.3

User queries

In our tractable framework forOBDA, user queries are conjunctive queries (CQs) [2],
or unions thereof. With q(x) we denote a CQ with free variables x. A Boolean CQ
is a CQ without free variables. Given an OBDA system (J , D) and a Boolean CQ q
over J , i.e., over the TBox of J , we say that q is entailed by (J , D), denoted with
(J , D) |= q, if q evaluates to true in every I ∈ ModD(J ). When the user query
q(x) is non-Boolean, we denote with certD(q(x), J ) the certain answers to q with
respect to (J , D), i.e., the set of tuples t such that (J , D) |= q(t), where q(t) is
the Boolean CQ obtained from q(x) by substituting x with t .

2As usual, we assume to deal with pre-interpreted data types, and thus we can harmlessly use t to
denote both the values and the constants representing them.
3In fact, if we restrict to DL-LiteR , then UNA becomes immaterial and can be dropped, as done in
OWL 2 QL.



Using Ontologies for Semantic Data Integration 193

Query answering

Although query answering in the general framework may become soon intractable
or even undecidable, depending on the expressive power of the various languages
involved, the tractable framework has been designed to ensure tractability of query
answering.We end this section by illustrating the basic idea for achieving tractability.

In the tractable OBDA framework previously described, one can think of a simple
chase procedure [2] for query answering, which first retrieves an initial set of concept
and role instances from the data source through the mapping, and then, using the
ontology axioms, “expands” such a set of instances deriving and materializing all
the logically entailed concept and role assertions; finally, queries can be evaluated
on such an expanded set of instances. Unfortunately, in DL-LiteA (and in DL-LiteR
already) the instance materialization step of the above technique is not feasible in
general, because the set of entailed instance assertions starting from even very simple
OBDA specifications and small data sources may be infinite.

As an alternative to the above materialization strategy, most of the approaches
to query answering in OBDA are based on query rewriting, where the aim is to
first compute the perfect rewriting q ′ of a query q w.r.t. an OBDA specification J ,
and then evaluate q ′ over the source database. Actually, the above described OBDA
framework allows for modularizing query rewriting. Indeed, the current techniques
for OBDA consist of two phases: a phase of query rewriting w.r.t. the ontology
followed by a phase of query rewriting w.r.t. the mapping. In the first phase, the
initial query q is rewritten with respect to the ontology, producing a new query q1,
still over the ontology signature: intuitively, q1 “encodes” the knowledge expressed
by the ontology that is relevant for answering the query q. In the second phase,
the query q1 is rewritten with respect to the mapping M, thus obtaining a query
q2 to be evaluated over the source data. Thus, the mapping assertions are used for
reformulating the query into a new one expressed over the source schema signature.

In the following two sections we delve into the details of the two phases consti-
tuting the rewriting-based query answering algorithm described above.

3 Query Rewriting with Respect to the Ontology

In order to isolate the properties of ontology rewriting, in this section we assume
that all relevant data in the sources have been stored, using the mapping M, in a
database whose schema coincides with the ontology signature (in DL jargon, such
database is called ABox database). Note that the ABox database can be constructed
by computing, for each mapping assertion, the tuples returned by the query on the
left-hand side of the assertion, and then inserting into the ABox databases all the facts
as sanctioned by the right-hand side of the assertion. According to this scenario, the
phase of rewriting a query q with respect to the ontology aims at deriving a query
q1 still expressed over the signature of the ontology such that evaluating q1 over
the ABox database returns the set of certain answers to q with respect to the whole
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specification. The goal of this section is to discuss the techniques for the ontology
rewriting phase, including their computational complexity.

Most of the proposed techniques [14, 18, 41] start from a CQ or a UCQ (i.e., a
set of CQs), and end up producing a UCQ that is an expansion of the initial query.
They are based on variants of clausal resolution [30]: every rewriting step essentially
corresponds to the application of clausal resolution between a CQ among the ones
already generated and a concept or role inclusion axiom of the ontology. Each such
step produces a new conjunctive query that is added to the resulting UCQ. The
rewriting process terminates when a fix-point is reached, i.e., no new CQ can be
generated.

A potential bottleneck of the rewriting approach is caused by the size of the rewrit-
ten query, and several research works aim at optimization techniques addressing this
issue. For example, the first algorithm for query rewriting w.r.t. a DL-Lite ontol-
ogy [14] has been improved in [18, 41] by refining and optimizing the way in which
term unification is handled by the above resolution step. Notice that the sentences
corresponding to the ontology axioms may be Skolemized (e.g., due to the presence
of existentially quantified variables in the right-hand side of a concept inclusion): to
compute perfect rewritings, the unification of Skolem terms during resolution can
actually be constrained in various ways with respect to standard resolution.

Some recent proposals for optimizing query rewritingw.r.t. the ontology (e.g., [18,
25, 46]) are based on the use of Datalog queries besides CQs and UCQs, to express
either intermediate results or the final rewritten query. The same idea has also
been used to extend query rewriting to more expressive, not necessarily first-order
rewritable (see below) ontology languages [11, 18, 24, 41]. Other approaches take a
more radical view, and propose strategies based on partial materialization of instance
assertions [29].

The results in [14, 42] show that, following the technique illustrated above,
query answering is first-order rewritable, i.e., for each union of CQ q over J, it
is possible to compute a first-order query qr such that, for each ABox database D,
t ∈ certD(q,J ) iff t is in the evaluation of qr over D. Since qr can be effectively
expressed as an SQL query, this property is actually saying that CQ answering can be
reduced to query evaluation over a relational database (thus, it is in AC0, a subclass
of LOGSPACE), for which we can rely on standard relational DBMSs. The above
property also implies that CQ answering is in AC0 in ABox complexity, which is the
complexity of evaluating a first-order query over a relational database. Indeed, this
is an immediate consequence of the fact that the complexity of the above phase of
query rewriting is independent of the data source, and that the final rewritten query
is an SQL expression. It can also be shown that conjunctive query answering in the
OBDA setting is NP-complete w.r.t. combined complexity, i.e., the complexity of the
problemwith respect to the size of the whole input (data source, OBDA specification,
and query). This is the same as the combined complexity of SQL query answering
over the data source.

Finally, an important question is whether we can further extend the ontology spec-
ification language of OBDA without losing the above nice computational property
of the query rewriting phase. In [15] it is shown that adding any of the main concept
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constructors considered in Description Logics and missing in DL-LiteA (e.g., nega-
tion, disjunction, qualified existential restriction, range restriction) causes a jump of
the data complexity of conjunctive query answering in OBDA, which goes beyond
the class AC0. This issue has been further investigated in [6].

As for the query language,we note that going beyond unions ofCQs is problematic
from the point of view of tractability, or even decidability. For instance, adding
negation to CQs causes query answering to become undecidable [27].

4 Query Rewriting with Respect to the Mapping

Next we discuss the second phase of query rewriting in OBDA; namely the phase
of rewriting with respect to the mapping. It is well-known by the studies on data
integration [33] that rewriting a query w.r.t. a GAV mapping boils down to a simple
unfolding strategy, which essentially means substituting every predicate of the input
query with the queries that the mapping associates to that predicate [33].

In OBDA, however, query rewriting w.r.t. mappings is complicated by the follow-
ing two issues: (i) OBDA mappings allow for constructing objects that are instances
of the ontology predicates from the values stored in the data source, in order to
deal with the mentioned impedance mismatch problem; (ii) the source queries in
the mapping are expressed using the full expressive power of SQL, which is needed
to bridge the large cognitive distance that may exist between the ontology and the
source schema.

Solutions to issue (i) depend on the strategy adopted to construct objects from
values. When functors applied to values are used, as in the OBDA framework instan-
tiation we presented above, logic terms constructed through such functors can be
treated in the standard way in the unifications at the basis of the unfolding pro-
cedure: see, e.g., the algorithm proposed in [42], which relies on techniques from
partial evaluation of logic programs. In the R2RML standard [20], functors are real-
ized through templates that construct W3C compliant URIs for objects from the
values returned by the SQL query in the mapping assertion.

Instead, issue (ii) above heavily affects the performance of query answering.
Indeed, current SQL engines have hard times in optimizing the execution of queries
expressed over virtual views, like those introduced by the unfolding, that use complex
SQL features such as union, nesting, or aggregation. Performance problems are of
course amplified when there are several SQL queries mapping the same ontology
predicate. Due to the above mentioned limitations, it is not realistic to group all
such queries within a single mapping assertion for each predicate. However, without
such grouping, the mapping associates several queries to the same predicate, and
therefore the size of the query obtained by rewriting w.r.t. the mapping may be
exponential in the size of the input query. Indeed, in real-world applications, it may
very well happen that the size of the produced rewriting is too large to be handled
by current SQL engines. Techniques to avoid or mitigate these issues are currently
under investigation (see Sect. 5).
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We observe that, beside sound mapping assertions, the literature on data integra-
tion has also considered complete or exact mapping assertions, in order to deal with
the cases in which the data that satisfy the global schema or ontology are respec-
tively either a superset of or the same set as the data returned by the source queries.
However, both such assumptions soon lead to intractable query answering, as shown
in [1, 16].

Also, as for the query language to be adopted in the mapping, we notice that while
our framework already allows for very expressive queries over the source schema,
queries over the ontology are less expressive. Hence, in the rest of this section, we
consider the impact of enabling GLAV mapping assertions [33] in our framework,
where a GLAV mapping allows CQs (with existentially quantified variables) on
the right-hand side of the assertions. At a first glance, a mapping specified through
assertions of the form (1) might be considered a pure GAV mapping [33], since no
existentially quantified variables occur in the right-hand side of mapping assertions.
In the following we show that, in fact, the presence of object terms of the form
f (x) allows the above mapping to be more expressive, in the sense that, under
certain conditions, OBDA specifications with GLAV mappings can be transformed
into specifications having mappings of the form (1) shown in Sect. 2, which have an
analogous behaviour with respect to query answering.

First of all, we formally define a GLAV mapping from a source schema S to a
TBox O as a set of assertions of the form

φ(x) � ψ(x, y) (2)

such that φ(x) is as before, i.e., a domain independent first-order query over S, and
∃ y.ψ(x, y) is a CQ overO that may contain terms of the form f (x′), where variables
x′ also occur in x. Given a database instance D for S, an interpretation I satisfies
a GLAV mapping assertion if for each tuple t in the evaluation of φ(x) over D, the
Boolean CQ ∃ y.ψ(t, y) evaluates to true in I.

Given a mapping assertion m of form (2), with y = {y1, . . . , yn}, we compute
from m a set Mm of mapping assertions of the form (1) as follows:

1. substitute each yi with the term fi (x), such that fi 	= f j for each i, j ∈ {1, . . . , n};
2. for each atom α occurring in m after the above substitution, add to Mm the

mapping assertion φ(x) � α.

For example, if m is the GLAV mapping assertion

T (x) � A1( f (x)), P( f (x), y), A2(y)

the above procedure returns the three mapping assertions

T (x) � A1( f (x)) T (x) � P( f (x), g(x)) T (x) � A2(g(x))
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We denote with τ (m) the set of mapping assertions of the form (1) obtained from
m through the above procedure. Given a GLAV mappingML , we define τ (ML) =
{τ (m) | m ∈ ML}.4

Theorem 1 LetJ = 〈O,S,ML〉 be anOBDA specification, whereO is a DL-LiteR
TBox and ML is a GLAV mapping, let Jτ = 〈O,S, τ (ML)〉, and q a Boolean
CQ over O. For each source database D for J we have that (J , D) |= q iff
(Jτ , D) |= q.

Proof Given a database instance D, it is easy to see that ModD(Jτ ) ⊆ ModD(J ).
Indeed, to satisfy mapping assertions in ML , different existential variables can be
assigned with the same object of the interpretation domain, whereas this is not possi-
ble in τ (ML), due to the fact that different existential variables are denoted in τ (ML )

by terms using different functions, and due to the UNA. Thus, if J |= q, then obvi-
ously Jτ |= q. For the other way round, note that for each model I ∈ ModD(J )

there exists a model Iτ ∈ ModD(Jτ ) such that I satisfies all joins satisfied by Iτ .
Therefore, since each Iτ satisfies q then each I satisfies q, thus showing the thesis.


�
For non-Boolean queries, further work is needed. For example, consider the

same GLAV mapping assertion as before, an empty TBox O, the non-Boolean
CQ q(x, y) ← A(x) ∧ P(x, y), and the source database D = {T (d)}. Then,
certD(〈O,S, {m}〉) = ∅, whereas certD(〈O,S, τ (m)〉) = {〈 f (d), g(d)〉}. For
non-Boolean queries, however, it is easy to see that certD(〈O,S,ML〉) ⊆ certD
(〈O,S, τ (ML)〉), for any GLAV mapping ML . More precisely, for this setting
it is possible to show that in each t ∈ certD(〈O,S, τ (ML)〉) such that t /∈
certD(〈O,S,ML〉) some function symbol introduced by the transformation τ
occurs. Thus, one might think to filter out all such tuples from the set certD(〈O,S, τ
(ML)〉) to obtain the certain answers to the query over the original GLAV system. In
our example, this means dropping the tuple 〈 f (d), g(d)〉. These results indeed say
that query answering over an OBDA system having GLAV mapping can be reduced
to query answering over an OBDA system using mapping of the form (1), where
no existential variables occur. This means that systems like Mastro [23] or Ontop
[12], which manage mapping assertions of the form (1), can be used (with minimal
adaptations) to answer queries in the presence of GLAV mappings.

The above result has been shown for OBDA where the ontology is expressed
in DL-LiteR . Unfortunately it cannot be extended to full DL-LiteA which includes
functional roles. Indeed, it is not hard to see that the result stated in Theorem 1
does no longer hold for full DL-LiteA ontologies. Consider for example the GLAV
mapping ML from a source schema S that contains the assertions

T1(x) � P( f (x), y) and T2(x) � P( f (x), y).

In this case, τ (ML) contains the assertions

4In ML , the sets of fresh function symbols introduced in each τ (m) are pairwise disjoint.
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T1(x) � P( f (x), g1(x)) and T2(x) � P( f (x), g2(x)).

Assume now to have an ontologyO that contains the axiom (funct P), and a source
database D = {T1(d), T2(d)}. ThenModD(〈O,S, τ (ML)〉) = ∅, since the individ-
uals g1(d) and g2(d) have to be interpreted with different objects, due to the UNA,
and this leads to the violation of (funct P). On the other hand, it is not difficult
to see that instead ModD(〈O,S,ML〉) 	= ∅. Thus, in this case the transforma-
tion τ causes a consistent system to become inconsistent, and, as a consequence,
Theorem 1 is invalidated. Of course, one might think to renounce to the UNA on
the fresh skolem terms introduced by τ . This however would cause query answering
to be no longer first-order rewritable [13], which, as said, is a crucial requirement
for practical applicability of the OBDA approach. Indeed, [13] has shown that query
answering for OBDA systems with a DL-LiteA ontology and GLAV mapping is
NLOGSPACE-hard in data complexity.

5 Current Challenges

In this sectionwe discuss themain challenges related toOBDA that currently deserve
investigation.

Query rewriting optimization. As already mentioned in Sect. 3, despite the theo-
retical low complexity of query answering within the tractable OBDA framework
described Sect. 2, experiments carried in real-world scenarios show that the behav-
iour of current relational DBMS is extremely disappointing when the queries to be
executed at the source database are too complex, which turns out to be the case, espe-
cially, when the cognitive distance between the ontology and the data is large. Thus,
a few works focused on optimizing query rewriting with respect to the mappings
in the tractable framework of Sect. 2. Specifically, in [45], the authors propose an
optimization based on the idea of compiling the ontology into themappings. This has
the advantage of allowing ignoring redundant rewritings. In [23], the authors propose
to introduce view predicates over the data sources, to split the mappings into low-
level mappings, relating view predicates to SQL queries over the source database,
and high-level mappings, relating the ontology elements to conjunctive queries over
the view predicates. Hence, the rewriting process is split into two rewriting phases,
one producing a union of conjunctive queries over the views, and another produc-
ing an SQL query over the data source. This allows reducing the size of the final
rewriting, by optimizing the size of each conjunctive query over the views without
reasoning about SQL expressions and, by adding inclusions between views, to elim-
inate redundant conjunctive queries within the union. As a further optimization, the
authors introduce so-called perfect mappings, which are assertions logically entailed
by the OBDA specification, allowing for handling whole subqueries as single atoms
both in the ontology rewriting and in the mapping rewriting process.
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Finally, in [10], the authors propose a query rewriting optimization strategy based
on searching within a set of alternative equivalent rewritings, one with minimal
evaluation cost when evaluated through a relational DBMS, where the cost depends
both on properties of the data itself (e.g., value distribution), on the storage model
(e.g., the presence of indexes), and on the DBMS optimizer’s algorithm. Despite all
the above mentioned efforts, the evaluation of the final rewriting by the DBMS still
seems the most critical bottleneck of query answering within practical real-world
OBDA scenarios.

Metamodeling and metaquerying. Recent papers point out the need of enriching
conceptual ontology languages with metamodeling and metaquerying features, i.e.,
features for specifying and reasoning about metaclasses (also called metaconcepts)
and metarelations (also called metaproperties) [4, 9]. Roughly speaking, a metaclass
is a class whose instances can be themselves classes, a metarelation is a relation-
ship (or, property) between metaclasses, and a metaquery is a query possibly using
metaclasses and metarelations, and whose variables may be bound to predicates. In
OBDA scenarios, metamodeling and metaquerying are essential both for correctly
capturing complex domains, and for performing interesting analyses, such as, for
example, “find all data sources that contribute, through mappings, to the instances of
C , or any of its superclasses”. Recently, a new semantics, called HOS, has been pro-
posed for allowing metamodeling and metaquerying over OWL 2 QL ontologies [34,
35], which is both semantically adequate and exhibits nice computational properties,
being answering unions of conjunctive metaqueries still AC0 in data complexity,
under certain realistic restrictions for the queried ontologies. Hence, a new challenge
is now ready to be tackled, namely the problem of investigating how HOS can be
combined with previous work on OBDA with dynamic ontologies [22], where also
the TBox is determined by suitable mappings to a set of (relational) data sources.

Non-relational data sources. Most of the research on OBDA has focused on map-
pings between ontologies and data sources that either are natively relational, or can be
wrapped bymeans of any data federation or virtualization tool, able to provide access
to their contents through an SQL engine. Nevertheless, one may wonder whether the
use of such a federation intermediate layer affects query answering performances
and it is worth investigating query answering techniques within OBDA settings,
where queries in the left-hand side of the mapping assertions are expressed in the
native language of a non-relational data source. Among the wide variety of databases
used within modern applications, particularly popular are the so-called NoSQL (not
only SQL) databases, which are non-relational databases usually adopting one of
four main data models, namely the column-family, key-value, document, and graph
data models. Thus, in [8], after defining a uniform generalized framework for the
access to arbitrary databases, the authors propose a query rewriting algorithm by
adapting the technique used for relational databases and using relational algebra as
an intermediate representation of the queries. Also, they experiment their results by
implementing an OBDA system to access MongoDB5 document databases.

5https://docs.mongodb.com/manual/.

https://docs.mongodb.com/manual/
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OBDA methodology and tools. Devising an OBDA specification is likely to be
a hard and time-consuming task. Several different competencies are required to
collaborate, and in order for the collaboration to be successful, it is crucial that a
well-defined methodology and appropriate tools are devised, for developing both the
ontology and the mappings. As for the ontology, several methodologies have been
devised (see e.g. [26]). Also, when it comes to OWL 2 ontologies, a visual graphi-
cal language, called Graphol [31], has been proposed and experimented in practice
[5], that drastically supports the ontology construction. Thus, besides the Protégé
ontology editor [39], ontology developers can currently use Eddy [32], an editor
for Graphol ontologies. On the contrary, the problem of devising methodologies and
tools for developingmappings for OBDA is largely unexplored. Indeed, while we are
not aware of any study aiming at defining a methodology for developing mappings
in data integration or OBDA scenarios, schema mappings tools have been proposed
(e.g., [37, 43]) for supporting the specification of mappings within data integration
and data exchange systems. However, none of such work is ready to be used in the
OBDA scenario.

OBDA evolution. An OBDA specification is usually considered as a static piece of
information. However, it is certainly crucial to investigate how to face changes over
the TBox and/or the source schema. A natural assumption is to repair the mapping
in such a way that the semantics of the overall system changes “as little as possible”.
While many approaches exist for both ontology evolution [48] and database schema
evolution [44], to the best of our knowledge, no previous study has analyzed evolution
in the presence of a mapping connecting an ontology to a relational data source.

Beyond data access. OBDA is the problem of accessing data through an ontol-
ogy. However, the theoretical framework presented in Sect. 2 may offer many other
challenging capabilities, amongwhichwemention data quality assessment, instance-
level update, and open data publishing. As for data quality assessment, in [19] the
authors define a general framework for data consistency in OBDA, and present algo-
rithms and complexity analysis for several relevant tasks related to the problem of
checking data quality under the consistency dimension. The (instance-level) update
over an OBDA framework is the capability of the framework to react to the addition,
removal or change of logically implied assertions about ontology instances (aka indi-
viduals). Instance-level update was tackled for DL knowledge bases (see e.g., [21,
28]) and, recently, a rewriting technique was proposed for SPARQL updates over
(extended) RDFS knowledge bases [3]. However, to the best of our knowledge, no
work has focused yet on the problem of updating the extensional level of the ontol-
ogy, within the theoretical framework proposed for OBDA. Finally, a natural use of
OBDA is for publishing open data. However, this requires to define a well-founded
semantics of the “right open data set” to be exported, which is far from being clear
at the moment.
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Schema Mappings: From Data Translation
to Data Cleaning

Giansalvatore Mecca, Paolo Papotti and Donatello Santoro

Abstract Schema mapping management is an important research area in data
transformation, integration, and cleaning systems. The reasons for its success can
be found in the declarative nature of its building block (thus enabling clean seman-
tics and easy to use design tools) paired with the efficiency and modularity in the
deployment step. In this chapter we cover the evolution of schema-mappings through
what we identify as three main ages. We start presenting the foundations of schema
mapping tools and the first tools aimed at translating data from a source to a target
schema in the first, heroic age. We then discuss the silver age, when schema mapping
tools have grown their way into complex systems and have been translated into both
commercial and open-source tools. Finally, we show how recent results in schema-
mapping are stimulating a third, golden age, with novel research opportunities and
a new generation of systems capable of dealing with a significantly larger class of
real-life applications.

1 Introduction

There are many applications that need to exchange, correlate, and integrate heteroge-
nous data sources. These information integration tasks have long been identified as
important problems and unifying theoretical frameworks have been advocated by
database researchers [9].

To solve these problems, a fundamental requirement is that of manipulating map-
pings among data sources. The application developer is typically given two schemas –
one called the source schema, the other called the target schema – that can be based
on radically different models, technologies, and rules. Mappings, also called schema
mappings, are expressions that specify how an instance of the source repository
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should be translated into an instance of the target repository. In order to be useful in
practical applications, they should have an executable implementation – for example,
by means of SQL queries for relational data, or XQuery scripts for XML.1 This latter
feature is a key requirement in order to embed the execution of the mappings in more
complex application scenarios, that is, to make mappings a plug and play component
of integration systems.

Traditionally, data transformation has been approached as a manual task requiring
experts to understand the design of the schemas and write scripts to translate data [40].
As this work is time-consuming and prone to human errors, mapping generation tools
have been created to make the process more abstract and user-friendly, thus easier to
handle for a larger class of people.

In this paper, we outline a history of the different phases that have characterized
the research about automatic tools and techniques for schema mappings and data
exchange.

We identify three different ages, as follows.
The Heroic Age The heroic age of schema-mappings research started with the sem-

inal papers about the Clio system [35, 37]. A first generation of tools was proposed
to support the process of generating complex logical dependencies – typically tuple-
generating dependencies [7] – based on a user-friendly abstraction of the mapping
provided by the users. Once the dependencies are computed, these tools transform
them into executable scripts to generate a target solution in a scalable and portable
way.

Early schema-mapping tools proved to be very effective in easing the burden of
manually specifying complex transformations, and were successfully transferred,
to some extent, into commercial products (e.g., [27]). However, several years after
the development of the initial Clio algorithm, researchers realized that a more solid
theoretical foundation was needed in order to consolidate practical results obtained on
schema mappings systems. This consideration has motivated a rich body of research
about data exchange that characterizes the next age.

The Silver Age Data exchange [9, 15, 37] formally studies the semantics of gen-
erating an instance of a target database given a source database, a set of mappings,
and constraints on the target schema. It has formalized the notion of a data exchange
problem [15], and has established a number of results about its properties.

After the first data exchange studies, it was clear that a key problem in schema-
mappings tools was that of the quality of the solutions. In fact, there are many possible
solutions to a data-exchange problem, and these may largely differ in terms of size
and contents. The notion of the core of the universal solutions [17] was identified as
the “optimal” solution, since it is the smallest among the solutions that preserve the
semantics of the mapping.

An intermediate generation of tools [32, 41] emerged to address the problem
of generating solutions of optimal quality, while guaranteeing at the same time the
portability and scalability of the executable scripts. Nevertheless, despite the solid

1Given the importance of XQuery engines in practice, we will treat them as their relational coun-
terpart, even if the two platforms cannot be compared in terms of performance.
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results both in system and theory fields, the adoption of mapping systems in real-life
integration applications, such as ETL workflows or Enterprise Information Integra-
tion (EII), has been quite slow. This is due to three main factors:

(a) these systems were not able, at first, to handle functional dependencies over the
target, which, as it can be easily understood, is a key requirement in order to obtain
solutions of quality;

(b) the results were obtained primarily for relational databases, and did not extend
to nested models and XML;

(c) finally, there was no open-source schema-mapping tool publicly available to the
community.
The Golden Age New results [13, 30], along with the public availability of the first
open-source mapping tools – like ++Spicy [31] and OpenII [39]2 – created a promising
starting point towards the solution of these problems and the beginning of a new age
for mapping tools.

These works, along with others [1, 19, 34, 42], have given new vitality to schema-
mappings research and suggested new applications, beyond traditional data exchange
tasks. An important breakthrough has been the adoption of the mappings for the data
cleaning problem [20]. While the supported cleaning language is a simple extension
of the original constraints used in data exchange, the cleaning problem is much more
complex, as updates over the data are needed to find suitable repairs [23, 24]. For
this new challenging application, the system focus has moved from the design of
the mappings to their execution, as the previous executable scripts cannot handle the
more complex algorithm that computes repairs [25].

In this paper we first expose the basics about schema mappings by presenting the
early works of the heroic age in Sect. 2. Section 3 introduces the main advancements
about data exchange brought forth in the silver age. Then, in Sect. 4 we discuss
how recent advances can positively impact several data management problems and
become the starting point for a forthcoming golden age. Finally, a conclusion is
drawn in Sect. 5.

2 The Heroic Age: Early Mapping Tools

The first mapping generation tools were created to make the process of defining
transformations among schemas easier and more effective with respect to manually
developed scripts. This first generation of tools includes primarily Clio [21, 27, 35,
37].3 We may summarize the features of these early mapping tools as follows.

Value Correspondences The goal of simplifying the mapping specification was
pursued by introducing a GUI that allows users to draw arrows, or correspondences,

2Available at http://www.db.unibas.it/projects/spicy/ and http://sourceforge.net/projects/openii/,
respectively.
3Also Spicy [12] and OpenII [39] incorporate a Clio-like first-generation mapping module.

http://www.db.unibas.it/projects/spicy/
http://sourceforge.net/projects/openii/
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Fig. 1 Schema mapping
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between schemas in order to define the desired transformation. Consider the exam-
ple shown in Fig. 1, where data from multiple sources should be transformed into
data for a target schema with a foreign key constraints between two relations. A cor-
respondence maps atomic elements of the source schema to elements of the target
schema, independently of the underlying data model or of logical design choices,
and can be derived automatically with schema matching components. Notice that,
while correspondences are easy to create and understand, they are a “poor” language
to express the full semantics of data transformations. For this reason, a schema map-
ping tool should be able to interpret the semantics the user wants to express with a
set of correspondences.

Mapping Generation Based on value correspondences, mapping systems gener-
ate logical dependencies to specify the mapping. These dependencies are logical
formulas of two forms: tuple-generating dependencies (tgds) or equality-generating
dependencies (egds). There are two classes of constraints. Source-to-target tgds (s-t
tgds), i.e., tgds that use source relations in the premise and target relations in the
conclusion, are used to specify which tuples should be present in the target based on
the tuples that appear in the source. In an operational interpretation, they state how to
“translate” data from the source to the target. Target schemas are also modeled with
constraints: target tgds, i.e., tgds that only use target symbols, are used to specify
foreign-key constraints on the target; while target egds are used to encode functional
dependencies, such as keys, on the target database.

Consider, for example, the mapping scenario in Fig. 1. It has three different source
tables: (i) a table about subscribers of a service; (i i) a table with the email addresses
of the people receiving the company mailing list; (i i i) a table about clients and their
check accounts. The target schema contains two tables, one about persons, the second
about accounts. On these tables, we have two keys: name is a key for the persons,
while number is a key for the accounts. Based on the correspondences drawn in
Fig. 1, a Clio-like system would generate the following set of dependencies:

Source − to − TargetTgds

m1.∀n : Subscriber(n) → ∃Y1, Y2 :Person(n, Y1, Y2)

m2.∀n, e : MailingList(n, e) → ∃Y1 :Person(n, e, Y1)

m3. ∀n, acc : Client(n, acc) → ∃Y1, Z : (Person(n, Y1, Z) ∧ Account(Z , acc))
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TargetEgds

e1. ∀n, e, a, e′, a′ :Person(n, e, a) ∧ Person(n, e′, a′) → (e = e′) ∧ (a = a′)
e2. ∀n, i, i ′ : Account(i, n) ∧ Account(i ′, n) → (i = i ′)

Mapping Execution via Scripts To execute the mappings, schema-mapping systems
rely on the traditional chase procedure [15]. The chase is a fixpoint algorithm which
tests and enforces implication of data dependencies, such as tgds, in a database. To
be more specific, a first-generation system, after the mappings had been generated,
would discard the target dependencies, and translate the source-to-target ones under
the form of an SQL or XQuery script that implements the chase and can be applied
to a source instance to return a solution.

Notice, in fact, that the chase of a set of s-t tgds on I can be naturally implemented
using SQL. Given a tgd φ(x ) → ∃y(ψ(x , y)), in order to chase it over I we may
see φ(x) as a first-order query Qφ with free variables x over the source database.
We execute Qφ(I ) using SQL in order to find all vectors of constants that satisfy the
premise and we then insert the appropriate tuple into the target instance to satisfy
ψ(x, y). Skolem functions [37] are typically used to automatically “generate” some
fresh nulls for y.

However, these systems suffer from a major drawback: they did not have a clear
theoretical foundation, and therefore it was not possible to reason about the quality
of the solutions.

3 The Silver Age: Theory to the Rescue

Data exchange was conceived as an attempt to formalize the semantics of schema
mappings. It formalized many aspects of the mapping execution process, as follows.

3.1 Data Exchange Fundamentals

In a data-exchange setting, the source and target databases are modeled by having
two disjoint and infinite sets of values that populate instances: a set of constants,
const, and a set of labeled nulls, nulls [15]. Labeled nulls are used to “invent”
values according to existential variables in tgd conclusions. The reference data model
is the relational one.

A mapping scenario (also called a data exchange scenario or a schema mapping)
is a quadrupleM = (S, T,Σst ,Σt ), where S is a source schema, T is a target schema,
Σst is a set of source-to-target tgds, and Σt is a set of target dependencies that may
contain tgds and egds [15].

Given two disjoint schemas, S and T, we denote by the pair 〈S, T〉 the schema
{S1 . . . Sn, T1 . . . Tm}. If I is an instance of S and J is an instance of T, then the
pair 〈I, J 〉 is an instance of 〈S, T〉. A target instance J is a solution [15] of M
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a. Source Tables
SUBSCRIBER

Name

Abi

Ben

MAILINGLIST

Name Email

Abi abi@a.com

Perry per@ol.com

CLIENT

Name AccNumber

Abi 001/25

Kris 001/25

Perry 002/33

b. Canonical Pre-Solution
MAILINGLIST

Name Email AccId

Abi NULL NULL

Abi abi@a.com NULL

Abi NULL C1

Ben NULL NULL

Perry per@ol.com NULL

Perry NULL C3

Kris NULL C2

ACCOUNT

Id Number

C1 001/25

C2 001/25

C3 002/33

c. Core Pre-Solution
MAILINGLIST

Name Email AccId

Abi abi@a.com NULL

Abi NULL C1

Ben NULL NULL

Perry per@ol.com NULL

Perry NULL C3

Kris NULL C2

ACCOUNT

Id Number

C1 001/25

C2 001/25

C3 002/33

MAILINGLIST

Name Email AccId

Abi abi@a.com C1

Ben NULL NULL

Perry per@ol.com C2

Kris NULL C1

ACCOUNT

Id Number

C1 001/25

C2 002/33

d. Core Solution

Fig. 2 Source instance (a) and three possible solutions (b–d)

and a source instance I iff 〈I, J 〉 |= Σst ∪ Σt , i.e., I and J together satisfy the
dependencies. Given a mapping scenarioM = (S, T,Σst ,Σt ), a pre-solution forM
and a source instance I is a solution over I for scenario Mst = (S, T,Σst ), obtained
from M by removing target constraints. In essence, a pre-solution is a solution for
the s-t tgds only, and it does not necessarily enforce the target constraints. Given the
source data in Fig. 2a, the canonical pre-solution is reported in Fig. 2b. A mapping
scenario may have multiple solutions on a given source instance: each tgd only
states an inclusion constraint and does not fully determine the content of the target.
Among the possible solutions we restrict our attention to universal solutions, which
only contain information from I and Σst ∪ Σt . Universal solutions have a crucial
property: they have a homomorphism (i.e., a constant-preserving mapping of values)
into all the solutions for a data exchange problem. Intuitively, this guarantees that
the solution does not contain any arbitrary information that does not follow from the
source instance and the mappings.

Under a condition of weak acyclicity of the target tgds, an universal solution for
a mapping scenario and a source instance can be computed in polynomial time by
resorting to the classical chase procedure [15]. A solution generated by the chase is
called a canonical solution. In light of this, we may say that early mapping systems
were restricted to generate canonical pre-solutions, since they chased s-t tgds only.

3.2 Tools of the Intermediate Generation

Once the theory of data-exchange had become more mature, it was clear that pro-
ducing solutions of quality was a critical requirement. The notion of a core solution
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[17] was formalized as the “optimal” solution, since it is universal, and among the
universal solutions is the one of the smallest size. In our example, the core solution
is the one reported in Fig. 2d. Sophisticated algorithms were developed [17, 26] to
post-process a canonical solution generated by a schema-mapping tool, and mini-
mize it to find its core [36]. These tools have the merit of being very general, but
fail to be scalable: even though the algorithms are polynomial, their implementation
requires to couple complex recursive computations with SQL to access the database,
and therefore hardly scale to large databases. In fact, empirical results show that they
are hardly usable in practice due to unacceptable execution times for medium size
databases [32].

It was therefore clear that, in order to preserve the effectiveness and generality
of mapping tools, reasoning about the mapping was necessary. First, a number of
approaches were proposed to optimize schema mappings in order to improve the
efficiency of their execution and manipulation in real-world applications. In fact,
schema mappings may present redundancy in their expressions, due for example to
the presence of unnecessary atoms or unrelated variables, thus negatively affecting
the data management process [16, 36]. Following efforts have aimed at optimiz-
ing such dependencies by identifying two kinds of equivalence aside from stan-
dard logical equivalence: the relaxed notions of data-exchange (DE) equivalence
and conjunctive-query (CQ) equivalence [16]. DE and CQ equivalences coincide
with logical equivalence when the mapping scenario is made only of s-t tgds (i.e.,
Σ = Σst ), but differ on richer classes of equivalences, such as second-order tgds,
and scenarios with both Σst and Σt .

A different approach to the generation of core solutions was undertaken in
[32, 41]. In these proposals, scalability is a primary concern. Given a mapping sce-
nario composed of source-to-target tgds (s-t tgds), the goal is to rewrite the tgds
in order to generate a runtime script, for example in SQL, that, on input instances,
materializes core solutions. This is a key requirement in order to embed the exe-
cution of the mappings in more complex application scenarios, that is, in order to
make data-exchange techniques a real “plug and play” feature of integration appli-
cations. +Spicy [32] is an example of mapping tool of this generation. These works
exploit the use of negation in the premise of the s-t tgds to rewrite them intercept-
ing possible redundancy. Consider again our running example; algorithms for SQL
core-generation would rewrite m1 to make sure that no redundant data are copied to
the target from the relation Subscriber:

m ′
1. Subscriber(n) ∧ ¬(MailingList(n, E))∧

¬(Client(n, A)) → Person(n, Y1, Y2)

Experiments [32] show that, in the computation of the core solution, with executable
scripts there is a gain in efficiency of orders of magnitude with respect to the post-
processing algorithms. This is not surprising, as these mapping rewriting approaches
preserve the possibility to execute transformations in standard SQL, with the guar-
antee of scalability to large databases and of portability to existing applications.
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However, these tools still have some serious limitations, that prevent their adoption
in real-life scenarios. We may summarize these limitations as follows.

(a) They have limited support for target constraints. Handling target constraints –
i.e., keys and foreign keys, represented by egds and target tgds [15], respectively
– is a crucial requirement in many mapping applications. Notice that foreign-key
constraints were at the core of the original schema-mapping algorithms, and, under
appropriate hypothesis, can always be rewritten as part of the source-to-target tgds
[16]. Unfortunately this is not the case for target edgs.

Consider again the running example; the best a tool from this generation can
obtain with executable scripts is the core pre-solution reported in Fig. 2c, where the
redundancy coming from the source-to-target tgds has been removed, but the solution
lacks the enforcement of the target key constraints.

(b) They are limited to relational scenarios, and cannot handle XML or nested
datasets. This is a consequence of the fact that data-exchange research has primarily
concentrated on the relational setting, and for a long time no notion of data exchange
for more complex models was available. In a way, this is a setback with respect to
the early systems, which had supported nested relations since the beginning with a
pragmatical approach. In fact, they were able to produce results for XML setting, but
without the precise definition of quality that core solutions provide. It is interesting to
note that benchmarks for mapping systems have been proposed [2, 6]. However, tools
of the intermediate generation cannot be fully evaluated using such benchmarks – for
example in order to compare the quality of their solutions – since several scenarios
in the benchmarks refer to nested structures, and these systems are not capable to
generate core solutions for a nested data model.

4 Time for a Golden Age: Data Cleaning

Recent results have faced these problems and paved the way towards the emergence
of a fully-fledged new-generation of schema-mapping and data-exchange tools.

An important aspect is the extension to nested relations and XML. The theoretical
properties of data exchange in a general XML setting have been recently studied [3, 4,
13], and, due to the generality, have been shown to exhibit several negative properties.
However, important results were established for the fragment of XML data exchange
in which the data model is restricted to correspond to nested relations [38]. A very
important result was reported in [13]: the authors show that the generation of universal
solutions for a nested scenario can be reduced to the generation of solutions for a
traditional, relational scenario, even in the presence of target constraints. The authors
also provide an algorithm to perform the reduction.

A second important advancement is related to the management of functional
dependencies over the target. Although it is not always possible, in general, to enforce
a set of egds using a first-order language as SQL, it has been proposed a best-effort
algorithm that rewrites the above mapping into a new set of s-t tgds that directly
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generate the target tuples that are produced by chasing the original tgds first and then
the egds [30, 31]. As egds merge and remove tuples from the pre-solution, to correctly
simulate their effect the algorithm puts together different s-t tgds and uses negation to
avoid the generation of unneeded tuples in the result. It has been recently shown how
rewriting the subclass of egds defined by Functional Dependencies (FDs) can also
lead to significant reductions of the execution times in the solution computation [11].

The ability to handle functional dependencies paves the way to the application of
schema mappings for Data-fusion. Consider again the example in Fig. 1 and its tgds.
It can be considered as a typical data-fusion scenario, in which it is required to merge
together data from three different source databases into a common target. However,
by using the s-t tgds only, the best we can achieve is to generate a core pre-solution, as
shown in Fig. 2c. This solution can be generated efficiently, but it violates the required
key constraints and suffers from an unwanted entity fragmentation effect: information
about the same entities (e.g., Abi, Perry, or the account number 001/25) is spread
across several tuples, each of which gives a partial representation of the entity. If we
take into account the usual dimensions of data quality [10], it is clear that such an
instance must be considered of low quality in terms of compactness (or minimality).
Based on these requirements, it is natural to desire the generation of a solution as
the one shown in Fig. 2d, where the null values are complemented by constants [10].
Such optimal solution can be materialized by chasing the dependencies above with a
post-processing step to minimize the pre-solution, but in practice there are orders of
magnitude between the execution time needed to compute the pre-solution and the
one needed to achieve the optimal one (e.g., seconds vs hours for the same database)
[32].

As discussed above, there is a large class of cases where the best-effort algorithm is
able to rewrite the given mapping into a new set of s-t tgds that enforce the target egds
[30]. However, these algorithms handle the traditional data-exchange case: when two
constant values conflict in the conclusion of an egd, the chase fails as there is not
valid solution to the problem. Unfortunately, in practice it is very common to have
conflicting values, and a lot of effort is spent for their removal. The challenge of
cleaning data has motivated a lot of research, and it is very interesting to see how
schema mappings and data exchange principles have proven to be fundamental tools
to attack also this problem, as we discuss next.

4.1 Mapping and Cleaning

Commercial data cleaning systems are based on approaches in which cleaning actions
have to be explicitly specified by users by using transformation operations. They usu-
ally focus on data profiling, to identify data quality issues,4 and record matching,
to remove duplicate entities,5 by using ad-hoc techniques and rules with special

4http://www.trifacta.com, http://www.informatica.com/PowerCenter.
5http://www.tamr.com, http://www.ibm.com/software/products/en/ibminfoqual.

http://www.trifacta.com
http://www.informatica.com/PowerCenter
http://www.tamr.com
http://www.ibm.com/software/products/en/ibminfoqual
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Fig. 3 A hospital mapping and cleaning scenario

attention for specific types of data, such as addresses or phone numbers. A prin-
cipled approach to data cleaning is based on constraints [20, 22]. Data repairing
uses declarative constraints, like functional and inclusion dependencies, to detect
and repair inconsistencies in the data.

It is natural to think of data exchange and data repairing as two strongly interrelated
activities. In fact, the source databases are often structured according to different
conventions and rules, and may be dirty. As a consequence, inconsistencies and
errors often arise when the sources are brought together into a target schema that
comes with its own integrity constraints.

For long time, the database literature has studied these two problems in isola-
tion, with the consequence that there was neither a clear semantics, nor adequate
techniques to handle data translation and data repairing in an integrated fashion.
One might expect that pipelining data exchange algorithms [15] and data repairing
algorithms like those in [20] is sufficient. Unfortunately, this is not the case. In fact,
it has been shown that schema mappings and data quality constraints interact in such
a way that simply pipelining the two semantics often does not return solutions [24].

Consider the data scenario shown in Fig. 3. Several different hospital-related data
sources must be correlated to one another. The first repository has information about
Patients and Surgeries. The second one about MedTreatments. Our goal is to move
data from the source database into a target database that organizes data in terms of
Customers with their addresses and credit-card numbers, and medical Treatments paid
by insurance plans. The mappings are informally specified under the form of value
correspondences in Fig. 3b, that are then translated into a set of s-t tgds.

Besides deciding how to populate the target to satisfy the mappings above, users
must also deal with the problem of generating instances that comply with target
constraints, as follows.

(i) Functional and Inclusion Dependencies: Traditionally, database architects have
specified constraints of two forms: inclusion constraints and functional dependen-
cies. In our example, we have a foreign-key constraint stating that the SSN attribute
in the Treatments table references the SSN of a customer in Customers. The target
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database also comes with a number of functional dependencies: d1 = (SSN, Name
→ Phone), d2 = (SSN, Name → CC#) and d3 = (Name, City → SSN)on tableCus-
tomers. Here, d1 requires that a customer’s social-security number (SSN) and name
uniquely determine his or her phone number (Phone). Similarly for d2 and d3. Dif-
ferently for traditional data exchange, there is no assumption that the target database
is empty. In fact, in Fig. 3a we have reported an instance of the target. There, the pair
of tuples {t5, t6} violates both d1 and d2; the database is thus not consistent wrt the
constraints, i.e., “dirty”.

(i i) Conditional Dependencies: Besides standard functional and inclusion depen-
dencies, more advanced forms of constraints are often necessary [20]. Therefore, an
expressive data-cleaning tool needs to support a larger class of data-quality rules.
Here we mention conditional functional dependencies and conditional inclusion
dependencies. We assume two conditional functional dependencies (CFDs): (i) a
CFD d4 = (Insur[Abx] → Treat[Dental]) on table Treatments, expressing that insur-
ance company ‘Abx’ only offers dental treatments (‘Dental’). Tuple t8 violates d4,
adding more dirtiness to the target database. (i i) In addition, we also have an inter-
table CFD d5 between Treatments and Customers, stating that the insurance company
‘Abx’ only accepts customers who reside in San Francisco (‘SF’). Tuple pairs {t4, t7}
and tuples {t4, t8} violate this constraint.

(i i i) Master Data and Editing Rules: Finally, as it is common in corporate informa-
tion systems, an additional master-data table is available; this table contains highly-
curated records whose values have high accuracy and are assumed to be clean. We
also consider an additional editing rule, d6, stating that whenever a tuple t in Cus-
tomers agrees on the SSN and Phone attributes with some master-data tuple tm in
Hospitals MD, then the tuple t must take its Name and City attribute values from tm ,
i.e., t[Name, City] = tm[Name, City]. Tuple t5 does not adhere to this rule as it has a
missing city value (NULL) instead of ‘SF’ as provided by the master-data tuple tm .

As in traditional data exchange, the example requires to map different source
databases into a given target, but assumes that the target database may be non-empty,
and that the sources and the target instances may generate inconsistencies when the
mappings are executed. Given the source and the target instances, the goal is to
generate a target instance that satisfies the mappings and the target constraints.

Interestingly, the data cleaning constraints listed above can be all expressed with a
specific form of egds. More specifically, besides relation atoms, this form considers
equation atoms of the form t1 = t2, where t1, t2 are either constants in const or
variables, and allows for both source and target atoms in the premise. Examples
of translation to egds for the constraints in our running example are expressed as
follows:

d ′
1. Customers(s,n, p, c, k), Customers(s,n, p′, c′, cc′) → p = p′

d ′
4. Treatments(s, a, i = ‘Abx’, t, d) → t = ‘Dental’

d ′
6. Customers(ssn, n, p, c, k), HospMD(s, n′, p, c′) → n = n′

d ′′
6 . Customers(ssn, n, p, c, k), HospMD(s, n′, p, c′) → c = c′
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A new unified semantics has been proposed to handle this kind of constraints,
together with source-to-target and target tgds [24]. The semantics is a conservative
extension of the one of data exchange and incorporates many of the features found
in data-repairing algorithms. The new semantics not only preserves the fundamental
concepts of data exchange, such as the preference relationship among alternative
solutions [29], but also naturally extends the chase procedure to define an algorithms
that produces solutions for the new setting. As expected from the negative result
on the enforcing of target “classic” egds, executable scripts, such as SQL, cannot
express the full recursive power that is needed to solve data cleaning scenarios.
This challenge has motivated new recent work on chase engines, with experimental
results that show scalability in the computation of solution for mapping scenarios
with millions of tuples [8].

4.2 More Applications: ETL

We now briefly discuss an example of a novel applications for the recent advance-
ments in mapping systems.

The most widely used systems in data warehousing environments to express data
transformations as a composition of operators in a procedural fashion are known as
ETL tools. Operators vary from simple data mappings between tables to more com-
plex manipulations, such as joins, splits of data, and merging of data from different
sources. Usually, these tools are used by developers that want to achieve an efficient
implementation of a data exchange task. The superior diffusion of ETL systems
compared to mapping systems is due to their richer semantics, which allow them
to express more operations [14], and to the declarative nature of schema mapping
tools that can become a limit with complex transformations where many intermedi-
ate steps to manipulate data are needed [33]. For this reason, it became important to
study scenarios where flows of mappings, defined using simple intermediate results,
are preferable to a single, monolithic mapping with a large number of complex s-t
tgds. Preliminary results fill part of this gap by introducing several novel features
that allow the possibility to manipulate flows of mappings. This is done by enabling
their composition in sequences over intermediate results [18], the ability to invert
mappings [5] and to mix data and metadata in them [28], the automatic combina-
tion of “parallel” mappings [1], and the reuse of transformations defined in similar
settings as components [42]. Moreover, the new results discussed above enable not
only to enforce functional dependencies in the target with schema mappings only
[30], but also to pair mapping and cleaning specification to ultimately obtain better
quality in the solutions [24].

We can give the intuition of how the expression of data exchange scenarios by
mapping tools is preferable to ETL systems in terms of easiness of use by comparing
a very simple scenario implemented with the two paradigms. Consider the source
schema with relations Students(name, birthdate, course, program) and Emps(name,
dept, role), and the target schema Master(id, name, birthdate). The desired trans-
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Fig. 4 A simple ETL graph

formation joins employees and students in order to create a new database where
supervisors with a master of science are assigned a new id. The scenario is informally
depicted as an ETL transformation in Fig. 4 to show how many small procedural steps
are needed in order to generate the desired target instance with an ETL approach,
while in a mapping system, given the two schemas, only two lines in a GUI and two
manually entered strings are required for it, as exemplified by the following s-t tgd:

ma . Students(n1, b1, c1, p1) ∧ Emps(n1, d1, r1)

∧(p1 = ‘Msc’) ∧ (r1 = ‘S’) → Master(Ii , n1, b1)

While, in general, ETL tools are more sophisticated than schema-mapping ones and
can handle a larger class of problems, in some cases schema mappings may provide a
more abstract, less labor-intensive way of specifying portions of the transformation.
Something very similar also happens for other comparable formalisms (like, for
example, graphical editors for complex languages as XQuery or XSLT). This does not
mean that schema mappings may replace these alternative formalisms, but certainly
opens up a number of opportunities to merge these different approaches.

5 Conclusions

Schema mapping management has become an important research area in data trans-
formation, exchange and integration systems. From the early data translation pro-
totypes, important results have been consolidated, but, despite the good results, the
adoption of mapping systems in real-life integration applications has been quite slow.
We have shown how emerging trends are overcoming the limits of the initial pro-
posal and are going to encourage the developing of more systems based on schema
mappings. On one side, novel theoretical results are paving the way to the creation
of innovative applications for real world problems. On the other side, a new genera-
tion of tools for the creation and optimization of schema mappings are widening the
opportunities offered by such technology.

As we discussed in the previous section, we believe that there are quite a lot of
interesting research opportunities in this area. Notable examples of the new genera-
tion of tools are ++Spicy [31] and Llunatic [25]. These tools can deal with different
data management tasks, including data fusion, data cleaning and ETL scenarios,
which represent very promising areas of application of the latest schema-mappings
and data-exchange techniques.
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Part III
Data Modeling and Querying



Data Modeling Across the Evolution
of Database Technology

Paolo Atzeni, Luca Cabibbo and Riccardo Torlone

Abstract Data modeling has always been a fundamental issue across the whole
evolution of database technology, as it is witnessed by the vast literature addressing
this issue across the last thirty years. In this paper, we present the studies done by
members of the database and big data research group of Roma Tre University on
the issue of data modeling in the context of several milestones in field of databases:
logic-based and object-oriented databases, data warehousing, and NoSQL systems.
We also discuss our proposal for a general framework that allows the description of
different models and the translation of schemas from one to another.

1 Introduction

Database technology has evolved dramatically in the past decades but, indisputably,
the ability of modeling and managing data at different levels of abstractions has
remained a fundamental requirement of any database application, for various reasons.
First of all, beside being crucial in the conceptual and logical design phases, it offers
support throughout the whole lifecycle: from requirement analysis, where it helps in
giving a structure to the process; to coding and maintenance, where it gives valuable
documentation. Moreover, it provides support to communication and to individual
comprehension. Finally, it provides support to performancemanagement, as physical
database design is also based on data structures, and query processing efficiency is
often based on reference to the regularity of data.

In this paper, we present an overview of the contributions provided by the database
and big data research group of Roma Tre University to data modeling across the
evolution of database systems. The goal is to show that models and modeling have
always had a fundamental role in this area, and we believe they will keep on having
it.

A discussion on data modeling can be tackled along the various level of abstrac-
tions that are present in database systems. According to a widely accepted vision in
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the field of databases, at the lowest level we have raw data, which cannot provide
any information without suitable interpretation. At a higher level we usually have
schemas, which describe the structure of the instances and provide a basic tool for the
interpretation of data. Recently, with the advent of NoSQL databases, many develop-
ers are led to believe that the importance of schemas gets reduced or even disappears,
but we try to argue in this paper that, indeed, data modeling plays a relevant role also
in this context. At this level of abstraction we also have various forms of metadata,
that is, information that describes or supplements raw data. Notable examples are
the constraints, which allow the specification of properties that must be satisfied
by actual data. Finally, we have a third level of abstraction which involves precise
formalisms for the description of schemas called data models. A data model is a
fundamental ingredient of database applications, as it provides the designer with the
basic means for the representation of reality in terms of schemas.

Following this three-level view of data representation in databases, in the rest of
this paper we address the issue of data modeling in the context of some important
milestones in the evolution of database systems. Specifically, in Sect. 2 we illustrate
a data model for logic-based and object-oriented databases; in Sect. 3 we discuss the
relevance of data modeling in the context of OLAP systems and multidimensional
databases; and in Sect. 4 we illustrate, with the same purpose, an abstract model for
NoSQL databases. We then present, in Sect. 5, our proposal for a general framework
that allows the description of different models and the translation of schemas from
one to another. Finally, we draw some conclusions in Sect. 6.

2 Complex-Object Data Models

LOGIDATA+ [1] has been, in theNineties, a research action aimed at the definition of
advanced database systems, with the goal of extending in a significant way the (then-
current) relational systems. LOGIDATA+ was intended to support the definition of
data with complex structures, and to provide powerful query and update languages,
based on a combination of techniques originating from relational databases, logic
programming, as well as object-oriented programming.

The LOGIDATA+ data model [4] involves three main constructs: classes, rela-
tions, and functions. A class is a set of objects, each with a unique object identifier
(or oid) and a complex value. A relation is a relation as in the (nested) relational
model, with the further possibility of including references to classes and objects by
means of oid’s. A function is a (partial) function in the ordinary sense; its domain
and range may have nested structures. Complex types and their values are based on
base types (values), classes (oid’s, to reference objects), as well as records, sets, and
sequences.

Thus, the LOGIDATA+ model is at the same time value-based, object-based, and
functional. This choice supported the spirit of the research project, that is, to allow
investigations in various directions. From a modeling viewpoint, these redundant
structures provide flexibility and ease of use. In fact:
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• classes can be used to model sets of identifiable objects (to represent entities in
the Entity-Relationship or other semantic models, or classes of objects in object-
oriented models); generalizations or is-a relationships can be specified on classes;

• relations can handle value-based data (such as tables in the relational model) and
relationships between classes (relationships in the Entity-Relationship model);

• functions can be used in various ways; for example: (i) to specify relationships
between classes or between classes and their attributes in a different way; (ii)
to embed built-in functions in rules, regardless of the actual implementations of
functions; (iii) to attach functions and procedures to classes; and (iv) to manipulate
sets and sequences in complex objects.

As an example, consider the LOGIDATA+ schema shown in Fig. 1, to represent
students and courses (using classes), classes (using a function), and grades (using
a relation). The schema is described using the LOGIDATA+ DDL, which is quite
self-explanatory. Furthermore, Fig. 2 shows a sample instance of this schema.

We also participated in the specification of the LOGIDATA+ query language [3],
which is an extension ofDatalog, intended to handle to richmodeling features offered
by the LOGIDATA+ data model. In particular, it is a rule-based language, allowing
for:

TYPE Date = TUPLE d, m, y: integer END;

CLASS Person: TUPLE
name: string;
birthdate: Date

END;

CLASS Student ISA Person: TUPLE
stud-id: integer;

END;

CLASS Course: TUPLE
name: string;
credits: integer

END;

FUNCTION Class: FROM TUPLE course: Course END
TO TUPLE students: SET OF Student END;

RELATIONS Grades: TUPLE
course: Course;
exam-session: Date;
student: Student;
grade: integer

END.

Fig. 1 A sample LOGIDATA+ schema
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class Person
oid name birthdate

dd mm yy
#p1 Tom [1, 6, 1963]
#p2 John [12, 3, 1994]
#p3 Mary [4, 10, 1992]
#p4 Tom [1, 6, 1963]
#p5 Paul [25, 3, 1993]

class Student
(is-a Person)
oid stud-id
#p2 12345
#p3 98765
#p5 12321

class Course
oid name credits
#c1 Databases 12
#c2 Op. Systems 9
#c3 Compilers 6

function Class
course students
#c1 { #p2, #p3, #p5 }
#c2 { #p2, #p3 }
#c3 { #p3, #p5 }

relation Grades
course exam-session student grade

dd mm yy
#c1 [20, 2, 2012] #p2 A
#c1 [20, 2, 2012] #p3 B
#c1 [20, 2, 2012] #p5 F
#c1 [12, 7, 2012] #p5 C
#c1 [24, 2, 2012] #p2 A

Fig. 2 A sample LOGIDATA+ instance of the schema of Fig. 1

• the management of complex objects and structures, by means of set, record, and
sequence constructors, with built-in functions and predicates;

• creation and manipulation of objects identifiers (oid’s), taking isa-hierarchies into
account;

• user defined data functions.

The language has a fixpoint semantics, which is deterministic and stratified with
respect to negation and (grouping for) multivalued data functions.

A main semantic matter connected with the declarative manipulation of objects
is the need for oid invention; this aspect is managed by means of Skolem functors,
which make the semantics of oid invention truly declarative.

2.1 Discussion

The LOGIDATA+ project was funded by CNR (Consiglio Nazionale delle
Ricerche), as a research linewithin “Sottoprogetto 5: SistemiEvoluti perBasi diDati”
of “Progetto Finalizzato Sistemi Informatici e Calcolo Parallelo.” “Sottoprogetto 5:
Sistemi Evoluti per Basi di Dati” played a fundamental role in the history of the
SEBD conference series, as the first edition of the Italian Symposium on Advanced
Database Systems (SEBD), in 1993, was organized as one of its events.

The research on LOGIDATA+ has been especially important also for our database
and big data group at Università Roma Tre, since some of its members started their
activity within this project. We also studied many other aspects related to deductive
or object-oriented databases (e.g., [5, 10]). Furthermore, other research topics that
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we investigated (such as model management and data exchange) partially benefited
from the knowledge developed in this area.

3 Data Models for Multidimensional Databases

Starting from the end of the Nineties, the separation of the enterprise information
architecture into two separate environments has quickly become popular. Alongside
the traditional On Line Transaction Processing (OLTP) environment, a new On Line
Analytical Processing (OLAP) component was introduced, dedicated to decision-
oriented analysis of historical data. The central element of the new environment is
the data warehouse, a read-only archive of historical snapshots of operational data,
rearranged into a multidimensional format more suitable for decision support.

In an OLAP architecture, a system-independent data model serves for two main
reasons: (i) to provide an intermediate representation in thedesignof a datawarehouse
and (ii) to allow users and applications to manipulate multidimensional data ignoring
implementation details.

The MultiDimensional data model [13, 14] (MD for short) is an example of
logical model in this context: it provides a few constructs modeling, at a high-level
of abstraction, the basic concepts that can be found in any OLAP system. An MD
dimension is a collection of levels and corresponds to a business perspective under
which the analysis can be performed. The levels of a dimension are data domains at
different granularity and are organized into a hierarchy. Within a dimension, values
of different levels are related through a family of roll-up functions, according to the
hierarchy defined on them. If a roll-up function associates a value v1 of a certain
level to a value v2 of an upper level in the hierarchy, we say that v1 rolls up to v2. A
level can have descriptions associated with it, which provide further information on
it. The main construct of theMD model is the f-table: this is a (partial) function that
associates a collection of level values, called symbolic coordinate, with one or more
measures. Components of coordinates are called attributes. An entry of an f-table f
is a coordinate over which f is defined. Thus, an f-table is used to represent factual
data on which the analysis is focused (the measures) and the perspective of analysis
(the coordinate).

As an example, consider theMD scheme Retail, shown in Fig. 3. This scheme
can be used by a marketing analyst of a chain of toy stores and is organized along
dimensions time, product, and location (shown on top of the figure). The time
dimension is organized in a hierarchy of levels involving day,month, quarter, and
year. Similarly, the location dimension is based on a hierarchy of levels involving
store, city, and area. A description of the level store, in the location dimension,
can be its address. Finally, the product dimension contains levels item, category,
and brand. Finally, there are two further atomic dimensions (that is, having just one
level) that are used to represent numeric values and strings.

In this framework, we can define the f-tables Sales andCostOfItem. The former
describes summary data for the sales of the chain, organized along dimensions time
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Dimensions

day

month

quarter

year

time

store

city

area

location

item

category brand

product

numeric

string

F-tables

Sales[Period : day,Product : item,Location : store] →
[NSales : numeric, Income : numeric]

CostOfItem[Product : item,Month : month] → [Cost : numeric]

Level descriptions

Address (store) : string, Name (item) : string

Fig. 3 The sample MD scheme Retail

Sales
Period Product Location NSales Income

Jan 5, 98 Scrabble Navona 32 543.68

Jan 5, 98 Risiko Navona 27 512.73

Jan 5, 98 Lego Sun City 42 713.58

Jan 5, 98 Risiko Sun City 22 439.78

Feb 19, 98 Scrabble Navona 32 479.68

Feb 19, 98 Scrabble Atomium 26 422.90

Feb 19, 98 Lego Navona 25 299.75

Feb 19, 98 Lego Colosseum 11 142.89

Mar 10, 98 Risiko Navona 5 69.95

Mar 10, 98 Lego Sun City 6 71.94

CostOfItem
Cost Jan-98 Feb-98 Mar-98

Lego 12.99 9.99 9.99

Risiko 14.99 12.99 12.99

Scrabble 12.99 12.99 12.49

Trivia 18.99 17.99

Fig. 4 An MD instance for the Retail database

(at day level), product (at item level), and location (at store level). The measures
for this f-table are NSales (the number of items sold) and Income (the gross income),
both having type numeric. The f-table CostOfItem is used to represents the costs
of the various items, assuming that costs may vary from month-to-month.

A possible instance for the Retail scheme is shown in Fig. 4.
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4 Data Models for NoSQL Databases

NoSQL database systems are today an effective technology to manage large data
sets distributed over many servers. A main motivation for the popularity od NoSQL
systems is the flexibility they provide in organizing data, as they relax the rigidity
provided by the relational model and by the other structured models. In particular,
NoSQL systems are intended to support next-generationWeb applications, for which
relational DBMSs are not well suited. These are simple OLTP applications for which
(i) data have a structure that does not fit well in the rigid structure of relational
tables, (ii) access to data is based on simple read-write operations, (iii) relevant
quality requirements include scalability and performance, as well as a certain level
of consistency.

NoSQL technology is characterized by a high heterogeneity; indeed, there are
several dozens of NoSQL systems, each with different features. Even though they
can be classified into a few main categories (including key-value stores, document
stores, and extensible record stores), this heterogeneity is highly problematic to
application developers, even within each category.

This flexibility and the heterogeneity that has emerged in this area have led to a
little use of traditional modeling techniques, as opposed to what has happened with
databases for decades.

However, we believe that traditional notions related to datamodeling can be useful
in the context of NoSQL databases as well. We argued that model-based approaches
can be useful to tackle the difficulties related to heterogeneity, and provided support
in the form of abstraction, from at least two perspectives. First, we have proposed
an abstract data model for NoSQL databases, and shown how it can be used as an
intermediate data representation in the context of a general design methodology for
NoSQL applications having initial steps that are independent of the individual target
system (Sect. 4.1). Second, we have proposed a framework providing a common
programming interface towards NoSQL systems, based on a common data model for
NoSQL systems (Sect. 4.2). These approaches are both based on recent contributions
of ours [8, 9].

4.1 NoAM: An Abstract Data Model for NoSQL Databases

NoSQLdatabase systems organize their data according to quite different datamodels.
They usually provide simple read-write data-access operations, which also differ
from system to system. Despite this heterogeneity, a few main categories of systems
can be identified according to their modeling features: key-value stores, extensible
record stores, document stores, plus others that are beyond the scope of this paper.

In a key-value store, such as Oracle NoSQL or Redis, a database is a schemaless
collection of key-value pairs, with data access operations on either individual key-
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value pairs or groups of related pairs (e.g., sharing part of the key). The key (or part
of it, thereof) controls data distribution.

In an extensible record store, such as Amazon DynamoDB or Cassandra, a data-
base is a set of tables, each table is a set of rows, and each row contains a set of
attributes (columns), each with a name and a value. Rows in a table are not required
to have the same attributes. Data access operations are usually over individual rows,
which are units of data distribution and atomic data manipulation.

In a document store, such as MongoDB, a database is a set of documents, each
having a complex structure and value. Documents are organized in collections. Oper-
ations usually access individual documents, which are units of data distribution and
atomic data manipulation.

To summarize, it is possible to say that each NoSQL system provides a number
of “modeling elements” to organize data, which can be considered the “data model”
of the system. Moreover, the various systems can be effectively classified in a few
main categories, where each category is based on “data models” that, even though
not identical, do share some similarities. We now show that it is possible to pursue
these similarities, thus defining an “abstract data model” for NoSQL databases.

NoAM (NoSQL Abstract Data Model) [9] is a novel data model for NoSQL data-
bases that exploits the commonalities of the data modeling elements available in the
various NoSQL systems and introduces abstractions to balance their differences and
variations.

The NoAM data model is defined as follows.

• A NoAM database is a set of collections. Each collection has a distinct name.
• A collection is a set of blocks. Each block in a collection is identified by a block
key, which is unique within that collection.

• A block is a non-empty set of entries. Each entry is a pair 〈ek, ev〉, where ek is
the entry key (which is unique within its block) and ev is its value (either complex
or scalar), called the entry value.

In NoAM, a block is a construct that models a data access and distribution unit,
which is a data modeling element available in all NoSQL systems. By “data access
unit” we mean that the NoSQL system offers operations to access and manipulate an
individual unit at a time, in an atomic, efficient, and scalable way. By “distribution
unit” we mean that each unit is entirely stored in a server of the cluster, whereas
different units are distributed among the various servers. With reference to major
NoSQL categories, a block corresponds to: (i) a record/row, in extensible record
stores; (ii) a document, in document stores; or (iii) a group of related key-value pairs,
in key-value stores.

In NoAM, an entry models the ability to access and manipulate just a component
of a data access unit (i.e., of a block). An entry is a smaller data unit that corresponds
to: (i) an attribute, in extensible record stores; (ii) a field, in document stores; or
(iii) an individual key-value pair, in key-value stores. Note that entry values can be
complex.

Finally, a NoAM collectionmodels a collection of data access units. For example,
a table in extensible record stores or a document collection in document stores.
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Player

mary

username ”mary”
firstName ”Mary”
lastName ”Wilson”
games[0] game : Game:2345, opponent : Player:rick
games[1] game : Game:2611, opponent : Player:ann

rick

username ”rick”
firstName ”Ricky”
lastName ”Doe”
score 42
games[0] game : Game:2345, opponent : Player:mary
games[1] game : Game:7425, opponent : Player:ann
games[2] game : Game:1241, opponent : Player:johnny

Game

2345

id 2345
firstPlayer Player:mary

secondPlayer Player:rick
rounds[0] moves : ..., comments : ...
rounds[1] moves : ..., actions : ..., spell : ...

Fig. 5 A sample database in NoAM

Figure5 shows a sample NoAM database for an on-line social game, representing
players, games, and rounds. In the figure, inner boxes show entries, while outer boxes
denote blocks. Collections are shown as groups of blocks.

We have also shown how the NoAM data model can be used as an intermediate
data representation in the context of a general design methodology for NoSQL appli-
cations, which has initial steps that are independent of the individual target system.
Specifically, we have proposed a design process that includes a conceptual phase, as
common in traditional application, followed (and this is unconventional and original)
by a system-independent logical design phase, where the intermediate representation
is used, as the basis for both modeling and performance aspects, with only a final
phase that takes into account the specific features of individual systems.

4.2 SOS: Uniform Access to NoSQL Databases

SOS [8] is an approach to handle the heterogeneity of the interfaces offered by the
various NoSQL systems. Specifically, SOS is a programming environment where
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different non-relational databases can be uniformly defined, queried, and accessed
by an application program.

The SOS programming model is based on a high-level common interface, which
is inspired by those of non-relational systems. Indeed, NoSQL systems are based
on simple operations for inserting and deleting individual items (objects in an appli-
cation), mainly one at the time, and retrieving them, one at the time or a set at the
time. In correspondence, SOS provides very basic and general operations on objects:
put, get and, delete. These operations are defined upon an internal Common Data
Model (which is simpler than NoAM) that abstracts the main characteristics of the
underlying NoSQL systems.

SOS has been experimented with various systems, such as Redis, MongoDB, and
HBase. Indeed, the implementations are transparent to the application, so that they
can be replaced at any point in time (and so one NoSQL system can be replaced with
another one). Also, the SOS platform allows for a single application to partition the
data of interest over multiple NoSQL systems (polyglot persistence), and this can be
important if the application has contrasting requirements, satisfied in different ways
by distinct systems.

4.3 Discussion

The research on NoSQL databases at Università Roma Tre is one of the first steps in
the wider and challenging area of Big Data.

5 A Unified Framework for Managing Multiple Models

As it is apparent from the discussions in the previous sections, many different models
have been proposed for organizing data in databases (and in other contexts as well).
A natural consequence of this fact is the existence, even within a single organization,
of different data sources, often based on different models; therefore, it becomes
important to support the integration of heterogeneous schemas and their translation
from a model to another.

We have tried to contribute to the solution of this problem by proposing a frame-
work that allows the description of different models and the translation of schemas
(and data, but this is beyond the discussion here) from one to the other [2, 6]. The
description of models is based on the idea of ametamodel, a set of constructs (which
is predefined, but extensible). This relies upon an observation made by Hull and
King [16] that the constructs used in major models can be expressed by a small set of
(model-independent) metaconstructs: lexical, abstract, aggregation, generalization,
function. In fact, we define a metamodel by means of a set of generic metaconstructs.
Each model is defined by its constructs and the metaconstructs they refer to. Without
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going too much into the details, we can say that basic versions of known database
models can be defined as follows:

• an Entity-Relationship model involves abstracts (the entities), aggregations of
abstracts (relationships), lexical (attributes of entities and, if they are allowed,
of relationships);

• an object-oriented model has abstracts (classes), reference attributes for abstracts,
which are essentially functions from abstracts to abstracts, lexical (fields or prop-
erties of classes);

• the relational model involves aggregations of lexical (tables), components of
aggregations (columns), which can participate in keys, foreign keys defined over
aggregations and lexical.

An important concept in our approach, closely related to that of metamodel, is the
supermodel: it is a model that has constructs corresponding to all the metaconstructs
known to the system. Thus, each model is a specialization of the supermodel and
a schema in any model is also a schema in the supermodel, apart from the specific
names used for constructs.

Let us now discuss the problem of translating a schema from a source model
to a target model. Here, the supermodel acts as a “pivot” model, so that it is suffi-
cient to have translations from each model to and from the supermodel, rather than
translations for every pair of models. Thus, a linear and not a quadratic number of
translations is sufficient. Indeed, since every schema in any model is also a schema
of the supermodel (apart from construct renaming), the only needed translations are
those within the supermodel with the target model in mind: a translation is composed
of (a) a “copy” (with construct renaming) from the sourcemodel into the supermodel;
(b) an actual transformation within the supermodel, whose output includes only con-
structs allowed in the target model; (c) another copy (again with renaming into the
target model).

Moreover, the supermodel emphasizes the common features of models. So, if
two source models share a construct, then their translations towards similar target
models could share a portion of the translation aswell. In our approach,we follow this
observation by defining basic translations that refer to single constructs (or specific
patterns or variants thereof). Then, actual translations are specified as compositions
of basic ones, with significant reuse of them.

For example, assume we have as the source an ER model with binary relation-
ships (with attributes) and no generalizations and as the target a simple OOmodel. To
perform the task, we would first translate the source schema by renaming constructs
into their corresponding homologous elements (abstracts, binary aggregations, lexi-
cal, generalizations) in the supermodel and then apply the following steps (sketched
in Fig. 6, taken from [6, Fig. 6]):

(1) eliminate attributes of aggregations, by introducing new abstracts and one-to-
many aggregations

(2) eliminate many-to-many aggregations, by introducing new abstracts and one-to-
many aggregations
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(...,N) (...,N)

(1)

(...,N) (...,N)

(2)

(3)

Fig. 6 A translation composed of three steps

(3) replace one-to-many aggregations with references between abstracts

If instead we had a source ER model with generalizations but no attributes on
relationships (still binary), then, after the copy in the supermodel, we could apply
steps (2) and (3) above, followed by another step that takes care of generalizations:

(4) eliminate generalizations (replacing them with references)

It is important to note that the basic steps are highly reusable. For example, step (2)
above can be used in every translation that requires the elimination of many-to-many
relationships.

We have developed a library of transformations, so that the approach can become
effective. Indeed, it would be impossible to claim (or even to aim at) completeness,
but the approach can be extended and refined as needed. Given that complex transfor-
mations are built by sequences of elementary ones, we have developed techniques
for the automatic selection of translations in the library. Our approach efficiently
finds a sequence of transformations, on the basis of (i) a graph (“the space of mod-
els”) where each model is a node and edges represent basic transformations, and (ii)
concise descriptions of models and translation steps.

5.1 Discussion

Research on multiple models was carried out by our group in a somehow intermit-
tent way, with initial activity in the early Nineties, significant contributions a few
years later [2], and a further wave in the new millennium, with a new generation
of collaborators [6, 7]. Beside the main contribution we have summarized, activity
included a view-based approach to support runtime translations and the development
of a uniform interface to NoSQL systems (the SOS proposal briefly illustrated in the
previous section [8]).
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6 Conclusion

In this paper we have summarized some studies on data modeling done by mem-
bers of the database and big data research group of Roma Tre University. These
research activities concern various areas in the context of databases: logic-based
and object-oriented databases, data warehousing, NoSQL systems, as well as model
management and schema translation.

To conclude, we would like to mention other research activities of the authors
involving data modeling issues that have not been discussed here for the sake of
space limitation. These include: design of graph databases [20], taxonomies of terms
supporting query relaxation [17], Semantic-Web data management [19], modeling of
user preferences [15], data and schema exchange [12, 18], object-relational mapping
[11].
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Modeling, Modeling, Modeling:
From Web to Enterprise to Crowd to Social

Marco Brambilla and Stefano Ceri

Abstract Data management is continuously evolving for serving the needs of an
increasingly connected society. New challenges apply not only to systems and tech-
nology, but also to themodels and abstractions for capturing new application require-
ments. In this paper, we describe several models and abstractions which have been
progressively designed to capture new forms of data-centered interactions in the last
twenty five years – a period of huge changes due to the spreading of web-based
applications and the increasingly relevant role of social interactions. We initially
focus on Web-based applications for individuals, then discuss applications among
enterprises, then we discuss how these applications may include rankings which are
computed using services or using crowds; we conclude with hints to a recent research
discussing how social sources can be used for capturing emerging knowledge.

1 Introduction

Long time ago, in the past century, the International DB Research Community used
to meet for assessing new research directions, starting the meetings with 2-min gong
shows to tell each one’s opinion and influencing follow-up discussion. Bruce Lindsay
from IBM had just been quoted for his message – very brief: “there are 3 important
things in data management: performance, performance, performance”. The oldest
author of this paper had a chance to speak out immediately after and to give a
syntactically similar but semantically orthogonal message: “there are 3 important
things in data management: modeling, modeling, modeling”.

Of course, if one compares the popularity of 3P and 3M in the data management
scientific production, the balance is much in favor of 3P. Query optimization, index-
ing, parallel and distributed databases, cloud engines are much more popular than
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Fig. 1 Schema redesign in three steps. Step 1 eliminates from the diagram the tables which are
only used as active domains, i.e. carry legal values for given domains. Step 2 isolates small stars,
i.e. subentities carrying multivalued attributes. Step 3 eliminates redundant information from the
schema and was the result of long discussions about data semantics

semantic models. Yet, we believe that performance is often attacked without a solid
understanding of application needs, resulting in a brute force waste of energies –
whereas more modeling could also lead to an overall better performing data system.

As a convincing example, we recall a consultant job for an anonymous Cefriel
client,1 concerned with the overall quality of a very large relational database, orig-
inally designed for a commercial DBMS. By adopting systematic good modeling
practices for improving the diagram readability and after deep semantic analysis
with the designers, the original schema was progressively reduced from Fig. 1a to d –
and only then implemented for performance. Our claim is that giving performance
to the first schema would not solve its many problems of data redundancy and lack
of orthogonality.

1Hereby acknowledged for allowing us to publish the anonymized database schemas in Fig. 1;
Cefriel is an IT center of excellence linked to Politecnico di Milano.
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In this specific real-life case, an initial sub-optimal design had to be rectified
though a number of modeling choices before even thinking to its performance; we
conjecture that this occurs in many other real-life data-centered applications. Hence
our “3M”motto. We argue that mastering “3P” and disregarding “3M” could be very
dangerous, and therefore equal relevance should be given to data abstractions for
semantics – e.g. in the form of high-level or abstract models – and to data structures
for implementation – e.g. in the form of specialized persistent data structures or use
of parallelism for performance.

We dedicated most of our research to 3M, by inventing newmodels and by apply-
ing modes to real-life scenarios so as to validate and use them. This paper is about
model evolution in the last 25 years.Althoughwe alsoworked onplain datamodeling,
we keep this aspect outside of our outline of this paper, and refer to Batini’s article
in this same book. We instead focus on the so called “emerging technologies” –
although a 25-years-long period in ICT makes the emerging technologies at the
beginning of the period almost obsolete at its end.

Thus, we concentrate on the following technologies: (a) theweb,with its evolution
throughout all the considered period – from exclusively desktop to mostly mobile;
(b) the services, both in their interaction with web models and in their interplay
for building search applications; (c) the crowds, and specifically the evolution from
strict use of marketplaces such as AmazonMechanical Turk to the adoption of social
networks as sources of work; and (d) social sources themselves, seen as potential
repositories of up-to-date knowledge.

This journey of course capitalizes on our results and is very much biased to
emphasizing the 3Ms. We are aware that in certain cases some models apply to very
few instances, possibly just to our own work. In other cases, however, 3M has been
a successful vehicle for commercialization and standardization. Our work is traced
by papers that appeared at WWW Conferences of the period, dedicated to WebML
[17], to liquid queries over search services [4], to crowd-based search [3] and to
knowledge extraction for social sources [9].

2 Web Modeling with WebML

Several researches have applied software engineering and Web engineering tech-
niques to the specification ofWeb and multi-platform application interfaces and user
interaction in broad sense. Among them, we can cite OO-HDM [26], WAE [19],
WebDSL [21], OOH-Method [20], WebML [16], RUX-Model [23], HERA [28],
and rapid UI development [25] and modeling languages like USIXML [22]. Com-
mercial vendors are nowadays proposing tools for Web development, like Mendix
(http://www.mendix.com), Outsystems (http://www.outsystems.com) and Webratio (http://
www.webratio.com). However, none of them has managed to become widely adopted
in the software industry yet. For this reason, front-end development continues to be a
costly and inefficient process, where manual coding is the predominant development
approach, reuse is low, and cross-platform portability remains difficult.

http://www.mendix.com
http://www.outsystems.com
http://www.webratio.com
http://www.webratio.com
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Fig. 2 Example of WebML hypertext

2.1 WebML

WebML was an offspring of several EU-Funded project. It was first presented at the
WWW Conference in 2000 [17] and then consolidated in a monography [18]. The
specification of a Web application in WebML consists of a set of orthogonal models:
the application data model (a standard Entity-Relationship model), one or more
hypertext models expressing the navigation paths and the page composition; and
the presentation model, describing the visual aspect of the pages. The presentation
model is quite interesting, as it enables producing Web pages with the desired layout
and look and feel for any rendition technology, but is outside the scope of this paper.

The hypertext model consists of one or more site views, each of them targeted
to a specific user role or client device. A site view is a collection of pages (possibly
grouped into areas for modularization purposes); the content of pages is expressed
by components for data publishing (called content units); the business logic triggered
by the users interaction is instead represented by sequences of operation units, which
denote components for modifying data or for performing arbitrary business actions
(e.g., sending email). Content and operations units are connected by links, which
specify the data flow between them and the process flow for computing page content
and for enacting the business logic, in reaction to users generated navigation events.

Consider for instance a simple scenario, whose hypertext is shown in Fig. 2; users
browse a Home Page, from where they can navigate to a page showing an index of
loan products. When the user selects a loan from the index, he is taken to the Chosen
Loan page, showing the loan details. In this page, a data unit, labeled Loan Details,
displays the attributes of the loan (e.g. the company, the total amount and the rate),
and is linked to another index unit, labeled Proposals Index, which displays the plan
options. Then, the Enter New Proposal entry unit is used for data entry; the outgoing
link of the Enter New Proposal entry unit activates a sequence of create and connect
units, which respectively create an instance of the LoanProposal entity and connect
it with a relationship instance to the Loan entity.

Syntactically, each type of unit has a distinguished icon and the entity name is
specified at the bottomof the unit; below the entity name, predicates (called selectors)
express conditions filtering the entity instances to be shown. WebML distinguishes
between normal, transport, and automatic links. Normal links (denoted by solid
arrows) enable navigation and are rendered as hypertext anchors or form buttons,
while transport links (denoted by dashed arrows) enable only parameter passing and
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are not rendered as navigable widgets. Automatic links are automatically navigated
by the system on page load.

WebML is associatedwith a page computation algorithm deriving from the formal
definition of the models semantics, which describes how the content of the page is
determined after a navigation event produced by the user. Page computation amounts
to the progressive evaluation of the various units of a page, starting from input
parameters associated with the navigation of a link. This process implies the orderly
propagation of the value of link parameters, from an initial set of units, whose content
is computable when the page is accessed, to other units, which expect input from
automatic or transport links exiting from the already computed units of the page.
In WebML, pages are the fundamental unit of computation. A WebML page may
contain multiple units linked to each other to form a complex graph, and may be
accessed by means of several different links, originating from other pages, from a
unit inside the page itself, or from an operation activated from the same page or from
another page.

3 Enterprise Modeling with Services and Processes

Five years after we developed it, WebML evolved from model-driven web page
generation to model-driven integration of applications within the enterprise. We
discuss embedding of web services within WebML, and then use of WebML from
within a generic enterprise workflow engine.

3.1 Service Integration

ThefirstWebMLextension is towardsServiceOrientedArchitectures,with a focus on
provisioningofwell-designed services, usable across differentWebapplications [24].
Extensions to the hypertext model cover both service publication and consumption;
service publication is expressed as a Service View, which is analogous to a site view,
but contains specifications of services instead of pages. A service specification is
denoted by a Port, which models the operations triggered upon invocation of the
service.

Service invocation and reaction to messages are supported by specialized compo-
nents, called Web Service units. These primitives correspond to the classical WSDL
classes of Web service operations and comprise:

• Web service publication primitives: Solicit unit (representing the end-point of a
Web service), and Response unit (providing the response at the end of a Web
service implementation).

• Web Service invocation primitives: Request-response and Request units; they
denote the invocation of remote Web Services from the front-end of a web
application.
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Fig. 3 Example of WebML hypertext model with invocation of remote service

For instance, Fig. 3 shows a hypertext that specifies a front-end for invoking a
web Service and the specification of the web Service within a port container. In the
former, the user can access the SupplySearch page, in which the Search Products
entry unit enables the input of search keywords. The submission of the form, denoted
by the navigation of the outgoing link of the entry unit, triggers a request-response
operation (Remote Search), which builds the XML input requested by the service
and collects the XML response returned by it. From the service response, a set of
instances of the Product entity are displayed to the user by means of the Products
index unit in the Products page; the user may continue browsing, e.g., by choosing
one of the displayed products and looking at its details.

The lower part of Fig. 3 represents the service view that publishes the Remote
Search service. The sequence starts with the Search Solicit unit, which denotes the
reception of the message. Upon the arrival of the message, an XML-out operation
extracts from the service provider’s database the list of desired products and formats
it as an XML document. The service terminates with the SearchResponse unit, which
returns the response message to the invoker.

3.2 Business Process Integration

With web services, the Web became a popular implementation platform for B2B
applications, whose goal is not only the navigation of content, but also the enactment
of intra- and inter-organization business processes. Web-based B2B applications
exhibit much more sophisticated interaction patterns than traditional Web applica-
tions: they back a structured process, consisting of activities governed by execution
constraints, serving different user roles, whose joint work must be coordinated. They
maybe distributed across different processor nodes, due to organizational constraints,
design opportunity, or existence of legacy systems to be reused.
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Fig. 4 Two activity areas
and the start and end links
that denote the initiation and
termination of an activity

We extended our approach to cover business process based modeling [10], with
a technique that exploits the BPMN notation for the description of the business
requirements, and then maps them to hypertext model chunks that describe the user
interaction of every task of the business process. The intuition is that the process
progresses as the actors navigate the front-end, provided that the hypertext model
and the process metadata are kept in synch. To this end, new primitives were added to
the hypertext model, for specifying activity boundaries (namely activity areas) and
process-dependent navigation (namely workflow links).

Figure4 shows some of these primitives: Activity Areas denote groups of pages
that implement the front-end for executing an activity; specialized links represent the
workflow-related side effects of navigation: starting, ending, suspending, and resum-
ing activities. Model transformations were used for translating a business process
model into a skeleton of WebML hypertext model; a one-click code generator from
theBPMNmodels generates running prototypes starting from the business processes,
without the need of WebML modeling.

4 FromWebML to the IFML Standardization
and Commercialization

Whenwe designedWebML,we thought that it was strategic to protect it through aUS
patent; WebML was implemented by WebRatio, a spinoff of Politecnico di Milano,
which had unlimited rights of use of the patent. In the following ten years, the world
of software tools drastically changed, and within and together with WebRatio we
ended up promoting an open standard for enhanced hypertexts called Interaction
Flow Modeling Language (IFML) [12], that was largely inspired by WebML; IFML
was adopted in 2014 by the Object Management Group as an international standard
after a 3-years adoption process. In the course of this operation, we had to give up
on the protection of our ideas and completely change our approach [11].

4.1 IFML

From the technical perspective, IFML supports a much wider set of usage scenarios.
Indeed, it aims at the platform independent description of graphical user interfaces
for applications accessed or deployed on such systems as desktop computers, laptop
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Fig. 5 Example of IFML
model showing a list of
products and the details view
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computers, PDAs, mobile phones, and tablets. IFML adds to WebML several inno-
vations: it increases separation of concerns, completely forbidding the integration of
business logic into the user interaction specification; it defines a set of very generic
concepts (the core of the language) which can be applied to any kind of user inter-
face; it brings in the concept of event and asynchronous interactions; and it inte-
grates seamlessly with UML and BPMN notations. The focus of the description is
on the structure and behavior of the application front-end as perceived by the end
user. Hence, with respect to the popular Model-View-Controller (MVC) model of an
interactive application, the focus of IFML is mainly on the view part.

IFML models support the following design perspectives: (1) The view structure
specification, which consists of the definition of view containers; (2) The view con-
tent specification, which consists of the definition of view components, i.e., content
publishing and data entry elements contained within view containers; (3) The events
specification, which consists of the definition of events (coming from user’s inter-
action, application logic, or external agents) that may affect the state of the UI; (4)
The event transition specification, which consists of the definition of the effect of
an event on the user interface; and (5) The parameter binding specification, which
consists of the definition of the input-output dependencies between model elements.
Furthermore, IFML can be complemented with external models for connecting to
any kind of content model (representing databases, ontologies, file systems or other
resources) and any kind of dynamic model (describing the business logic behind the
application front end).

Figure5 shows a simple example of IFML diagram, where a starting page displays
a list of products and, upon selection by the user, a target page shows the details of
the selected product.

4.2 WebRatio

WebRatio is a commercial tool and company, born as spin-off of Politecnico di
Milano, that has backed the development of WebML by progessively extending its
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supported features. Today, the WebRatio Platform2 is a model-driven development
tool based on IFML, which features two editions, respectively focusing on Web and
mobile applications [1]. WebRatio provides an integrated environment for support-
ing the specification of IFML diagrams, including the view description, UML class
diagrams for the information design, and optionally the integration with BPMN dia-
grams for the specification of business process aspects. It also includes a development
environment for supporting the implementation of custom components and the lay-
out template and style design environment, which allows the highest possible level
of UI sophistication, thanks to full support of HTML 5, CSS and JavaScript based
styling.

Based on the input provided through these environments, WebRatio applies a
full-fledge model-driven development approach (as described a book of one of the
authors of this paper [6], which has become one of the reference readings in theMDD
field), which providesmodel checking, full code generation, group–work support and
lifecycle management. The generated code consists of: automatic cloud-deployed
Java EE code covering both front-end of back-end of web applications for the Web
version of WebRatio; and ready-to-deploy cross-platform mobile applications for
the Mobile version of WebRatio. In the deploy, integration and coherency between
mobile and web application is granted by a common modeling approach.

5 Search Modeling and Computing

With the start of Search Computing, an ERC-funded project (2008–2012)3 our inter-
est moved into the integration of search services, i.e. of services capable of extracting
ranked responses [13–15]. In this context, modeling interest turns to understanding
effective ways of combining services so as to extract only a few answers from them -
top answers combine in creating query responses. Although search services can be
part of arbitrarily complex applications, their typical usage is to answer queries, such
as:Who is the best doctor to cure insomnia in a nearby hospital? Where can I attend
an interesting conference in my field close to a sunny beach?; such queries are nor-
mally geo-referenced and dealing with distances is part of the ranking problem. The
Search Computing project devised exploratory user interfaces, service registration
tools, query configuration tools, and execution plan optimization techniques.

In particular, at the conceptual level, location-based resources are annotated with
labels denoting their geometrical class (point, path, area) and grouped within a spe-
cific geo-concept region of the domain diagram. Figure6 shows a sample domain
diagram including general entities and relationships and a geo-referenced region
comprising entities such as: Museum, Restaurant, etc. Users can explore concepts
by requesting for details of a specific entity or by moving to other, geographically or
semantically related entity; we called such search paradigm a liquid query [4].

2www.webratio.com.
3http://search-computing.deib.polimi.it.

www.webratio.com
http://search-computing.deib.polimi.it
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Fig. 6 Conceptual model with geo-referenced concepts

Fig. 7 Example of
conceptual and logical
service invocations

The exploratory search strategy evolves as follows. Users start by selecting one
of the available entities, and submit a query to extract a subset of object instances.
Among these, they select the instances they are interested in and then proceed by
selecting the next entity to explore; the system retrieves connected object instances
and forms several combinations with the previously retrieved ones; top-ranked com-
binations are displayed in ranking order. For instance, they can select a concert nearby
their current location, then relate it to close-by transportation and parking facilities
(spatial nearness), to other shows taking place the same night in town (spatial near-
ness and temporal proximity), performing artists (semantic relationships), etc.

The registration of geographical services and their relations used YAGO as refer-
ence knowledge base. At the logical level, spatial accesses are supported by services,
e.g., GoogleMovies outputs movie shows ranked by distance from an input Location.
Alternatively, spatial filters may be supported by ad-hoc services made available in
the framework. Figure7 shows an example of how spatial concepts can be supported.
At the conceptual level (Fig. 7(a)) the query searches for theatres close to restaurants.
At the logical level, Fig. 7(b) it exploits the a service implementation of Theatre1
supporting distance, by matching the Address output of the service Restaurant1 to
the UserAddress attribute of access pattern Theatre1. The nearness function is sup-
ported only by the Theatre1 service, therefore the relationship at the logical level is
directed, indicating that accesses are possible by first selecting restaurants and then
theatres, but not vice-versa.

This process can be particularly useful and efficient for geo-referenced objects
that are searched on a mobile device. Figure8 presents a query combining concerts,
restaurants, and hotels in San Francisco. By selecting one or more object com-
binations (Fig. 8(a)), users can prune the set of available options and look at the
details of any object in the map (Fig. 8(b)), including related, non geo-referenced
objects. Thanks to the conceptual model representation, the system clusters non geo-
referenced items with the semantically closest geo-referenced item. Furthermore,
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Fig. 8 a Visualization of best night-plan as combinations of hotel-restaurant-show; user selects
combinations 1 and 3; b for the specific hotel Hyatt Regency of combination 1, a popup opens
containing guest reviews; c a menu suggests exploration options relevant to the selected hotel
metros and shopping centers; d user explores additional shopping centers near the selected hotel

starting from a given object, users can decide the exploration direction to follow
towards other types of items (Fig. 8(c)) based on geographical relationships. In this
case, additional objects appear in the map and contribute to the newly calculated
combinations (and rankings), as shown in Fig. 8(d). The exploration step can be
iterated.

At any stage, users can move forward in the exploration by adding a new object
to the query, starting from the available connections and from the objects that have
been previously extracted. Users can also move backwards by excluding one of the
entities from the query (e.g., removing hotels), or by deselecting previous manually
selected objects. Backtracking at the level of individual conditions may help, e.g., in
changing the restaurant choice from vegetarian to Japanese.
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6 Crowd Modeling Using CrowdSearcher

Amazon Mechanical Turk, the most widely used crowdsourcing marketplace, was
created in 2005; but crowd-based computations became much more popular about 5
years later, when social communities (engaged though social platforms) were recog-
nized as much wider and knowledgeable crowds. Humans were found more compe-
tent than machines in solving many tasks, ranging from simple ones (such as tagging
images) to complex ones (such as finding optimal protein bindings in the 3D space);
for what concerns search, the new trend of asking the crowd became popular: small
local crowds could be selected based on geolocalization, expertise, memberships
within special interest groups, or simply friendship – thereby complementing the
results of search systems.

A that time, we developed CrowdSearcher, a model and tool for engaging crowds
in the context of search queries [3]. Our complete paradigm, illustrated in Fig. 9,
was alternating steps of search queries, using the search computing platform, and
crowd-based queries, using a variety of social systems that could be invoked for
providing human rankings. For instance, while planning a move to a new condition
which was taking into account job availability, housing, and availability of public
transport, experts could be asked to judge the alternative jobs or to comment about
public transports.

An example of simple interaction for involving the crowd in suggesting jobs is
illustrated in Fig. 10, where friends are asked to provide suggestions on the Facebook
personal page of the person looking for jobs; in this case, the page displaying results
displays for each result category the command Ask the friends which brings
to an entry form where the user selects the social network and engagement process,
including its duration; answers are automatically extracted and reproduced on a
modified UI at the end of the period.

More in general, the input of a CrowdSearcher query QI is a triple < C, N , S >

where C is a data collection, N is a textual query expressed in natural language, and

Fig. 9 Search session including two crowd-based search steps
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Fig. 10 Example of intertwining crowd-based search within a search session

S is a collection of structured queries. Every component is optional. We next detail
each component.

• C is an initial data collection which is proposed to the crowd for crowdsearching.
For ease of description, we use the relational model, and therefore C is a collection
of tuples. C can be sorted, in which case an attribute POS indicates the position of
each tuple in the input sorting.

• N is a natural language query which is presented to the crowd. It can be mechani-
cally generated, e.g. in relationship with specific structured queries, or instead be
written by the user who starts the crowd search.

• S is a collection of structured queries that are asked to the crowd, relative to the
collection C. Queries allow to express preferences about the elements of C, to rank
them, cluster them, and change their content.

Preference queries correspond to typical social interactions (like, dislike, com-
ment, tag); the other structured queries abstract simple and classical primitives of
relational query languages which are common in human computation and social
computation activities. The preference queries include:

• Like query, counting the individuals who like specific tuples of C.
• Dislike query, counting the individuals who dislike specific tuples of C.
• Recommend query, asking users to provide recommendations about specific tuples
of C.

• Tag query, asking users to provide either global tags or tags about specific attributes
of C.

The rank queries include:

• Score query, asking users to assign a (1 …N) score to tuples of C.
• Order query, asking users to order the (top N) tuples in C.

The cluster queries include:

• Group query, asking users to cluster the tuples in C into (at most N) distinct groups.
• OrderGroup query, asking users to cluster the tuples in C into (at most N) distinct
groups and then order the (top M) tuples in each group.

• MergeGroup query, asking users to merge N sorted groups producing a single
ordering.
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• TopGroup query, asking users to cluster the tuples in C into (at most N) distinct
groups and then select the top element of each group.

The modification queries include:

• Insert query, asking users to add tuples to C.
• Delete query, asking users to delete tuples from C.
• Correct queries, asking users to identify and possibly correct errors in the tuples
of C.

• Connect query, asking users to match pairs of similar tuples.

Our approach was subsequently integrated with a reactive paradigm so as to allow
dynamic and continuous evolution of crowdsourcing strategies based on the response
of the workers [5], by applying techniques largely inspired by the works on reactive
databases and datawarehousing.

7 Using Social Content for Discovering Emerging
Knowledge

More recently, we focused on using big data produced by social interactions on
platforms such as Facebook, Twitter, LinkedIn, Instagram. Some of our work was
dedicated to using social sources for answering questions about Milano, such as
understanding the languages being used in the various parts of the city [2], or the
geographic spreading of Instagram posts after events such as the Fashion Week [7].
But we also tackled a more general research, consisting of using social content for
capturing knowledge.

The most well-developed ontologies, such as DBpedia, Yago, the Knowledge
Graphs in Google and Facebook, derive from structured or semi-structured, curated
data. This process has involved huge efforts but had a huge payoff: DBpedia is now
the crystallization point of linked data, while Google and Facebook saw the business
value of this idea and have hugely invested in continuous and manual integration of
databases for the development of knowledge graphs. So far, the effort of deriving
knowledge has disregarder the contribution of social media, although social con-
tent has fueled the new discipline of Social Media Analytics [27], concerned with
analyzing real world phenomena using social media.

We started a new research [8] targeted to discovering less popular items, those
belonging to the long tail (e.g., the portion of the entity distribution having a large
number of occurrences far from the “head” or central part of the distribution itself).
Even the largest knowledge bases are largely incomplete for what concerns low-
frequency data. It turns out, however, that knowing the long tail has a strong rele-
vance, e.g., in e-commerce or search.4 While high-frequency entities include well
established brands, low-frequency data typically include emerging brands, those that

4The commercial success of Amazon and Google is due to their ability to discover goods or pages
in the long tail.
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have a small impact today but may have a high one tomorrow. The early discov-
ery of low-frequency data and their ontological properties is thus a very interesting
problem, with economic and practical implications in the innovation process.

Given these premises, our research focuses on the problem of discovering emerg-
ing knowledge belonging to the long tail, by extracting the low-frequency entities
and relationships, with their attributes, from social content, thereby enriching exist-
ing domain knowledge [9]. We did so by using the methods for crawling social
content and for entity recognition which are well established within social media
analytics; our notion of ontology is broad, and includes classic cases, such as DBpe-
dia or PubMed, but also any authoritative source of knowledge, such as the NY
Stock Exchange Listings, or software projects in Github, or locations available in
Open Street Map. These sources are used to define the ontological content of high-
frequency entities.

We approach this problem with general, domain independent methods, but also
with a well defined focus. We do not attempt at building full knowledge graphs, but
rather we build small graphs, called enriched domain graphs, where the emphasis is
on a given domain, and the enrichment is concernedwith emerging concepts extracted
from the long tail. Examples are: discovering emerging fashion designers (their
identity/trends/brands)5; or discovering bloggers or narrative writers; or scouting
emerging startups or products while they are becoming popular.

Domain knowledge is of course very useful in order to extract the relevant facts
about the domain, e.g., high-frequency entities or relationships (thus, we know about
Gucci or Prada) or structures from existing knowledge graphs (thus, we know that
data about fashion designers can be linked to hubs such as fairs ormagazines).We use
such domain knowledge as the driver to select and organize relevant social content.

The method takes advantage of initial knowledge, that we call seeds and is typi-
cally provided by domain experts, to scout relevant candidates for the various kinds
of emerging knowledge, extracted from social content, and ranked according to a
variety of mechanisms, from syntactic to semantic ones, from information retrieval
to machine learning, possibly helped by crowdsourcing; the first elements in the
ranking are new concepts (e.g., entities or relationships), that can be validated by
domain experts or, when confidence is sufficient, entered in the enriched domain
graph.

In our future work, we plan to use social content to approach the dual problem of
detecting obsolete knowledge, i.e., of knowledge that may have appeared at a given
time but has not been confirmed as it has lost social confirmation. Examples in the
medical domain include therapeutic options or theories about diseases which are very
popular for a limited amount of time but then they either are ignored or confuted.
In this case, we start from domain graphs, i.e., restrictions of knowledge graphs
to specific domains, and we solve the dual problems of finding obsolete entities,
relationships or attributes, and of discovering that certain types of the domain graph
have lost relevance.

5This problem is particularly relevant in Milano with its well-known fashion industry; it has been
presented to us by the Fashion Design research group within Politecnico.
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As an intellectual exercise, we are also interested in detecting and confuting
factoids, i.e., studying the correctness of the domain graph. Specifically, one can
search for factoids, i.e., assumptions or speculations that have been reported and
repeated so often that they have become commonly accepted “facts,” even though
they lack any validity or truth. For instance, the belief that the Great Wall of China
is visible from the moon is a factoid, as doing so would require a 17,000 times better
eye resolution than we actually have.

8 Conclusions

Starting from the 3Mmotto,we presented several contributions to data-centeredmod-
eling of applications in the last twenty-five years. The lessons we learnt throughout
our research is that modeling must adapt to new concepts and that focusing on the
static aspects of conceptual schemas is not enough, as data has its own dynamics
within constantly evolving applications. We started with hypertexts, added them ser-
vices, workflows, and crowd-based computations which embed social contributions.
Our recent work turned towards model construction, using social information.
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Structural Decomposition Methods: Key
Notions and Database Applications

G. Greco, N. Leone, F. Scarcello and G. Terracina

Abstract Many difficult problems that are tractable when restricted to acyclic
instances are good candidates to be solved efficiently whenever their structure is
not precisely acyclic, but not far from that. This is the case for fundamental database
problems such as answering conjunctive queries or counting the number of answers
(without actually computing them). The chapter describes structural decomposition
methods that guarantee tractability for all such problem instances whose associated
hypergraphs have a small degree of cyclicity, called width. In particular, it focuses
on the notion of hypertree width, by describing its properties and its applications to
the database field, and covering queries with aggregate operators and some recent
parallel and distributed implementations.

1 Introduction

Answering conjunctive queries to relational databases is a basic problem in database
theory, and it is equivalent to many other fundamental problems, such as conjunctive
query containment and constraint satisfaction. Recall that conjunctive queries are
defined through conjunctions of atoms (without negation), and are known to be
equivalent to Select-Project-Join queries. The problem of evaluating such queries
is NP-hard in general, but it is feasible in polynomial time on the class of acyclic
queries, which was the subject of many seminal research works since the early
ages of database theory. This class contains all queries Q whose associated query
hypergraphHQ is acyclic, where the hypergraphHQ associated to Q has as vertices
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Fig. 1 Hypegraph
associated with the query in
Example 1

its variables and has, for each query atom, a hyperedge consisting of the set of all
variables appearing in that atom.

Example 1 Consider the following conjunctive query Q, adapted from a benchmark
SQL query taken from the TPC-H specifications (see [21]):

customer(CustKey,NationKey) ∧ orders(OrdKey,NationKey)
∧ lineitem(SuppKey,OrdKey,ExtendedPrice,Discount)
∧supplier(SuppKey,NationKey) ∧ region(RegionKey)
∧nation(Name,NationKey,RegionKey),

The query consists of the conjunction of 6 atoms and its associated hypergraph
H(Q) is the one shown in Fig. 1. �

To be precise, there are several notions of hypergraph acyclicity, amongwhich this
chapter focuses on the most liberal one, known as α-acyclicity (cf. [18]). According
to this notion [7], a hypergraphH is acyclic if it has a join tree JT(H), that is a tree
whose vertices are the hyperedges of H and such that, whenever the same node X
occurs in two hyperedges h1 and h2 ofH, then X occurs in each vertex on the unique
path linking h1 and h2 in JT(H). Note that deciding whether a hypergraph is acyclic
is feasible in linear time [61], and also in deterministic logspace. This latter property
follows from the fact that hypergraph acyclicity belongs to symmetric logspace [30],
and that this class is equal to deterministic logspace [58].

It is well-known that Boolean acyclic conjunctive queries (ACQs) with m atoms,
where r is the size of the largest database relation relevant to the query, can be
answered in time O(m · r · log r), while non-Boolean ACQs in time O(m · N ·
log N )), where N is the size of the output plus r . This is achieved by processing the
query efficiently using a smart algorithm, such as Yannakakis’ algorithm [65], which
reduces the relevant database relations via semi-joins along the edges of the query
join tree in such a way that no remaining tuple is superfluous. Combining the fact that
acyclic queries can be efficiently answered with the fact that acyclicity is efficiently
recognizable, such queries identify a so-called (accessible) “island of tractability” for
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the query answering problem [51]—and for equivalent problems, such as conjunctive
query containment, constraint satisfaction problems, and so on [30].

As a matter of fact, however, conjunctive queries arising in practical applica-
tions are not properly acyclic, in many cases. For instance, the query introduced in
Example 1 is not acyclic, as it can be checked easily by looking at its hypergraph
in Fig. 1. Therefore, significant efforts have been made since the nineties to define
appropriate notions of “quasi-acyclicity”, leading to identify classes of conjunctive
queries over which efficient evaluation algorithms can still be singled out. In this
context, the degree of cyclicity of a hypergraph (or of a corresponding query) is
usually referred to as its width and, for each fixed width k ≥ 1, one seeks notions
enjoying the following fundamental three conditions:

(i) Generalization of Acyclicity: Queries of width k include the acyclic ones.
(ii) TractableRecognizability: Queries ofwidth k can be recognized in polynomial

time.
(iii) Tractable Query-Answering: Queries of width k can be answered in input–

output polynomial time (that is, with respect to the size of the input and the out-
put). Moreover, tractability holds even by considering the so-called combined
complexity, where both the query and the database are taken into account, and
nothing is assumed to be fixed (or small).

The rest of the chapter is devoted to illustrate structural decomposition methods
proposed in the literature to generalize acyclic queries, in particular, by focusing
on tree decompositions and hypertree decompositions. Moreover, applications in the
database area are discussed, and some recent advances and directions for future work
are illustrated.

2 Tree Decompositions

The notion of tree decomposition [59] represents a significant success story in Com-
puter Science (see, e.g., [25]). The associated notion of treewidth was meant to
provide a measure of the degree of cyclicity in graphs and hypergraphs.1

Formally, a tree decomposition [59] of a hypergraph H, where nodes(H) and
edges(H) denotes its set of nodes and of edges, respectively, is a pair 〈T,χ〉, where
T = (V, F) is a tree, andχ is a labeling function assigning to each vertex p ∈ V a set
of vertices χ(p) ⊆ nodes(H), such that the following three conditions are satisfied:
(1) for each node b ofH, there exists p ∈ V such that b ∈ χ(p); (2) for each hyper-
edge h ∈ edges(H), there exists p ∈ V such that h ⊆ χ(p); and (3) for each node
b in nodes(H), the set {p ∈ V | b ∈ χ(p)} induces a connected subtree of T . The
width of 〈T,χ〉 is the number maxp∈V (|χ(p)| − 1). The treewidth of the hypergraph
H, denoted by tw(H), is the minimum width over all its tree decompositions.

1Some notions strongly related to the treewidth appeared even before the 80’s in the literature. For
a detailed story, we refer to [16].
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The notion of treewidth enjoys some desirable properties. First, it is efficiently
recognizable (cf. condition (ii) in the Introduction). Indeed, for any constant k, deter-
mining whether a hypergraph has treewidth k is feasible in linear time [8]. Moreover,
condition (iii) is satisfied, too. In particular, Boolean conjunctive queries (whose asso-
ciated hypergraphs are) of treewidth k can be answered in time O(m ′ · Dk+1 · log D),
wherem ′ is the number of vertices of the decomposition tree T , and D is the number
of distinct values occurring in the given database.

However, treewidth is not a proper generalization of hypergraph acyclicity, that is,
the notion does not satisfy condition (i). Indeed, the notion of treewidth is essentially
aimed at characterizing nearly-acyclic graphs, rather than hypergraphs. In fact, it is
easy to check that a graph is acyclic if, and only if, it has treewidth 1. More in detail,
note that the treewidth of a hypergraphH coincides with the treewidth of its primal
graph, which is defined over the same set nodes(H) of nodes of H and contains an
edge for each pair of nodes included in some hyperedge of edges(H). So, the tree
decomposition method obscures, in many cases, the actual degree of cyclicity of the
query hypergraph. For instance, by looking at the primal graph of H, there is no
way to understand whether a given clique over three variables comes from one atom
having arity 3 in the original query or, instead, it comes from the interaction of three
binary atoms.

3 Hypertree Decompositions

The notion of hypertree decomposition has been proposed in the literature as a
generalization of the tree decomposition method, specifically designed to deal with
query hypergraphs [32, 33]. The idea is to use the power of hyperedges, which may
involvemany variables at once, contrastedwith tree decompositions, which are based
just on single variables.

3.1 Basic Notions

In order to define hypertree decompositions, a more general related notion is first
introduced.

A generalized hypertree decomposition [32] of a hypergraph H is a triple HD =
〈T,χ,λ〉, called a hypertree forH, where 〈T,χ〉 is a tree decomposition ofH, and λ
is a function labeling the vertices of T by sets of hyperedges ofH such that, for each
vertex p of T , χ(p) ⊆ ⋃

h∈λ(v) h. That is, all nodes in the χ labeling are covered by
hyperedges in the λ labeling.

The width of 〈T,χ,λ〉 is the number maxp∈V (|λ(p)|). The generalized hypertree
width of H, denoted by ghw(H), is the minimum width over all its generalized
hypertree decompositions.A class of hypergraphs has bounded generalized hypertree
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Fig. 2 A hypertree decomposition of H(Q)

width if every hypergraph in the class has generalized hypertree width at most k, for
some (finite) natural number k.

Example 2 Consider again the query Q in Example 1 and the generalized hypertree
decomposition that is depicted in Fig. 2. We use an intuitive graphical notation: for
each vertex p of the decomposition, the figure reports the atoms corresponding to
the hyperedges in λ(p). It can be checked that this is indeed a generalized hypertree
decomposition and its width is 2.

In the example, χ(p) = ⋃
h∈λ(v) h, that is, each variable of any atom occurring in

p is included in χ(p), too. If this is not true, an anonymous variable “__” is used in
place of any variable occurring in some atom in λ(p), but not occurring in the set of
relevant variables χ(p). For instance, an alternative decomposition may be obtained
by replacingcustomer(CustKey,NationKey)withcustomer(__,NationKey) in the
vertex covering the atoms lineitem and customer. �

The notion of generalized hypertree width is a true generalization of acyclicity, as
the acyclic hypergraphs are precisely those hypergraphs having generalized hypertree
width 1 [33]. Hence, condition (i) is satisfied. Moreover, given a query Q and a
width-k generalized hypertree decomposition of its hypergraph, Q can be answered
in polynomial time [32]. In particular, if Q is Boolean than it can be answered in
time O(v · rk · log r), where r is the size of the largest database relation mentioned
by the query. In the general case of queries with output variables (whose results
may consist of exponentially many tuples), the input–output polynomial time bound
is O(v · (rk + s) · log(r + s)), where s is the number of output tuples. Note that
the exponent of the polynomial in the upper bound involves k as a factor, so that in
practice the method can be used only for small degrees of cyclicity. With this respect,
it is worthwhile noting that the factor k in the exponent cannot be avoided, unless
some unlikely collapse occurs in parameterized complexity theory.

However, condition (ii) is not satisfied by this method, since it is NP-hard to
decide whether a given query has generalized hypertree width bounded by a fixed
constant k, even for k = 2 [19]. In fact, an additional restriction has to be added in the
definition of generalized hypertree decomposition, in order to get a tractable notion.
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A hypertree decomposition [32] of a hypergraph H is a generalized hypertree
decomposition ofH that satisfies the following additional condition: for each vertex
p of T and for each hyperedge h ∈ λ(p), it holds that h ∩ χ(Tp) ⊆ χ(p), where Tp

denotes the subtree of T rooted at p, and χ(Tp) is the set of all variables occurring
in the χ labeling of this subtree. Then, the hypertree width ofH, denoted by hw(H),
is naturally defined as the minimum width over all its hypertree decompositions.

Intuitively, the above technical condition forces variables to be included in a χ
label the first time (looking top-down) some atom where they occur is used in the
decomposition. A very important property of this notion is that it is not very far
apart from the notion of generalized hypertree width. Indeed, for each hypergraph
H, ghw(H) ≤ hw(H) ≤ 3 · ghw(H) + 1 [3]. In particular, this entails that a class
of queries has bounded generalized hypertree width if, and only if, it has bounded
hypertree width.

Example 3 Sinceχ(p) = ⋃
h∈λ(v) h holds for each vertex p in the generalized hyper-

tree decomposition of Fig. 2, we trivially derive that this also a hypertree decompo-
sition of the (hypergraph associated with the) query in Example 1. �

3.2 Desirable Properties of Hypertree Decompositions

Since their introduction, hypertree decompositions have received considerable atten-
tion in the literature, due to the fact that they satisfy the fundamental conditions stated
in the Introduction (see also, [23, 39]):

(i) Hypertree width properly generalizes hypergraph acyclicity. In particular, a
hypergraph H is acyclic if, and only if, hw(H) = 1 [32].

(ii) For a fixed constant k, it can be checked in polynomial time whether (the hyper-
graph associatedwith) a conjunctive query Q has hypertree width k ′ ≤ k. More-
over, if so, a hypertree decomposition ofwidth k ′ can be computed in polynomial
time, more precisely in O(m2kv2), where m and v are the number of atoms and
the number of variables in Q, respectively [29]. The decision and computation
problems are, moreover, at a very low level of computational complexity and
are highly parallelizable, as they belong to LOGCFL (see Sect. 4.2 for some
properties of this class). Again, it is deemed very unlikely that we can get rid
of the factor k in the exponent, because deciding whether a query has hypertree
width k is fixed-parameter intractable [26].

(iii) Queries having bounded hypertree width can be answered in input–output poly-
nomial time. This follows immediately from the same property of generalized
hypertree width, however in this case it is not necessary that the decomposi-
tion is provided in input with the query, because it can be computed easily, by
property (ii).
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4 Applications of Hypertree Decompositions

In this section, we overview a number of database applications where the notion of
hypertree decomposition has been used profitably.

4.1 Hypertree-Based Plans for Multiway Joins

Recent works have shown that traditional query optimizers are provably suboptimal
on large classes of queries, and worst-case optimal algorithms have been devel-
oped [56, 64]. Such algorithms, based on a multiway join approach that may look at
all atoms at once, have been implemented, e.g., in the LogicBlox system [5] and in
the EmptyHeaded relational engine [1, 2]. Unfortunately, these algorithms are not
able to recover the polynomial-time worst-case bounds for queries having bounded
hypertree width. For instance, they may require exponential time for acyclic queries
with an empty output (as long as, in principle, such queries could have an exponential
number of answers). To deal with this issue, EmptyHeaded additionally features a
query compiler based on hypertrees: it searches for a generalized hypertree decom-
position having theminimumpossible estimated size for the intermediate results, and
then uses this information to determine the order of attributes to be used in the mul-
tiway joins. Such an order is also exploited for the multi-level data structures, called
tries, used to store input and output relations, and to perform the joins efficiently.

We also mention a different approach designed for the Leapfrog Trie Join algo-
rithm [64], where (hyper)tree decompositions are used to guide a flexible caching
of intermediate results [44]. The algorithm described in [47] considers also possible
functional dependencies, by using the coloring number bound of [27].

Further algorithms based on multiway joins have been defined in order to guaran-
tee the worst-case upper bound that can be obtained by using generalized hypertree
decompositions of the given query, without using a dynamic programming approach
á la Yannakakis. This is the approach described in [48], where a notion of geometric
resolution is defined to support different kinds of indices and even multiple indices
per table. By performing such resolutions, the proposed algorithm covers the whole
multidimensional (tuple) space by distinguishing the output tuples (if any) and the
other infeasible (non-matching) tuples. As opposed to the standard bottom-up com-
putation, this method can be viewed as a backtracking algorithm with memoization.

4.2 Parallel and Distributed Evaluation

From a computational complexity viewpoint, evaluating Boolean queries having
bounded hypertree-width is LOGCFL-complete (even for binary acyclic
queries) [30]. Combining the result with the techniques discussed by [31], it can
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be seen easily that the corresponding computation problem (output an answer) is in
(functional) LOGCFL. It is known that this class contains highly parallelizable prob-
lems: Any problem in LOGCFL is solvable in logarithmic time by a concurrent-read
concurrent-write parallel random access machine (CRCW PRAM) with a polyno-
mial number of processors, or in log2-time by an exclusive-read exclusive-write
(EREW) PRAM with a polynomial number of processors.

Several efforts have been spent in the literature to translate the above theoretical
results into practical implementation of algorithms for parallel (and distributed) query
evaluation. In particular, a parallel algorithm, called DB-SHUNT, has been defined
in [30] for answering Boolean acyclic queries—an extension, called ACQ, which
is able to deal with acyclic queries with output variables is discussed in [28]. This
algorithm is well-suited for bounded hypertree-width queries after a suitable pre-
processing step where they are transformed in acyclic queries. In this step, for each
vertex p in the decomposition tree T , a fresh atom is computed such that its set of
variables is χ(p), and its relation is obtained by projecting on χ(p) the join of all
relations associated with the query atoms whose sets of variables are the hyperedges
inλ(p). After that, because theχ labeling encodes a tree decomposition, it can be seen
that the conjunction of these fresh atoms forms an acyclic conjunctive query. Then,
having the (equivalent) acyclic query at hand, DB-SHUNT (and ACQ) uses a special
shunt operation based on relational algebra for contracting a join tree, akin the well-
known shunt operation used for the parallel evaluation of arithmetic expressions [45].
This way, any tree can be contracted to a single node by a logarithmic number of
parallel steps, independently of the shape of the tree (e.g., even if the tree is a highly
unbalanced chain).

More in detail, the decomposition tree T is preliminary made strictly binary, and
its leaves are numbered from left to right. At each iteration, the shunt operation is
applied in parallel to all odd numbered leaves of T . To avoid concurrent changes on
the same relation, left and right leaves are processed in two distinct steps. Thus, after
each iteration, the number of leaves is halved, and the tree-contraction ends within
2 logm parallel steps by using O(m) processors and O(m) intermediate relations
having size at most O(r2), where r is the size of the largest relation of the database
instance and m is the number of vertices of T . It can be shown that having a fixed
number of processors c < m/2, the number of parallel shunt operations becomes
2(�log c� + 2�m/(4c)�). Here, transformations of query atoms and input other than
relations are considered costless as long as they are polynomial. Moreover, the above
cost refers to the first bottom-up processing of the decomposition tree, which is
enough for the evaluation of a Boolean query. For computing the answers of a non-
Boolean query, two further processing of the tree are needed, with the same cost (but
for the space consumption of the final ascending phase, where we have to consider
an additional cost that is linear in the output size).

An implementation of the above strategy has been recently described in [4] for the
Valiant’s bulk synchronous parallel (BSP) computational model [63], which can sim-
ulate thePRAMmodel. In thismodel, there are a set of connectedmachines that donot
share any memory. The computation consists in general in a series of rounds, where
machines perform some local computation in parallel and communicate messages
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over the network. Moreover, the same authors use generalized hypertree decomposi-
tions for parallel query answering in their GYM algorithm [4], which is a distributed
and generalized version of Yannakakis’ algorithm specifically designed for MapRe-
duce [15] (as well as for other BSP-based frameworks). In fact, especially after the
introduction of Google MapReduce, the problem of evaluating joins efficiently in
distributed environments has been attracting much attention in the literature. In a
BSP distributed environment, algorithms should mainly deal with the communica-
tion costs between the machines, and the number of global synchronizations that are
needed to take place between the machines, in particular, the number of rounds of
MapReduce jobs to be executed.

4.3 Counting Query Answers

So far, the chapter focused on the use of hypertree decompositions for evaluating
conjunctive queries, that is, Select-Project-Join queries. Themethod, however, found
applications also in the evaluation of further kinds of queries involvingmore complex
constructs. A noticeable example is the use of hypertree decompositions to deal with
“COUNT” aggregates (see, e.g., [9, 10]).

In this context, the query evaluation problem can be abstractly reformulated as
counting the number of answers of a given conjunctive query. The challenge is then
to compute the right number in polynomial time without actually computing the
(possibly exponentially-many) query answers. In particular, it is crucial, both in
theory and in practice, to deal with queries where output variables can be specified,
so that we are only interested in counting the answers projected on them. Technically,
such distinguished variables are free, while all the other variables are existentially
quantified. As a matter of fact, in almost all practical applications, there are many
of such “auxiliary” (existentially quantified) variables whose instantiations must not
be counted.

Whenever all variables are free, having bounded generalized hypertree width is a
sufficient condition for the tractability of the counting problem [57]. Moreover, on
fixed-arity queries, this condition is also necessary (under widely believed assump-
tions in parameterized complexity) [14]. However, in presence of projections, clas-
sical decomposition methods are not helpful. Indeed, even for acyclic queries [57],
counting answers is #P-hard in this case. An algorithm counting the answers of an
acyclic query Q in O(m · r2 · 4r ), with r being the size of the largest database relation
and m the number of atoms, has been exhibited in [57]. Therefore, the evaluation is
tractable over acyclic instances w.r.t. query complexity (where the database is fixed
and not part of the input). The technique can be extended easily to queries having
generalized hypertree width at most k, for some fixed number k (cf. [37]). Thus,
to get more powerful structural results, we should distinguish the hypergraph nodes
associated with free and existentially quantified variables. A sufficient condition for
tractability is the existence of a homomorphically equivalent subquery Q′ of Q that
includes all free variables, and such that there is a width-k generalized hypertree
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decomposition for Q′ which covers all frontiers of the free variables with the exis-
tential variables (see [37] for more information). Interestingly, it turns out that for
fixed-arity queries this structural condition precisely characterizes the queries where
the counting problem is tractable [12].

4.4 Further Aggregations

When evaluating queries, database management systems list answers according to
some arbitrary order, which reflects the algorithms internally used for optimization
purposes. However, this is often unsatisfactory, so that users often write ORDER
BY clauses to force answers to be listed according to their preferences. For instance,
interactive queries are typically ORDER BY queries, where users are interested in a
fewbest answers (to be returned very fast). In this context, a crucial observation is that
answering ORDER BY queries is intimately related to the problem of computing the
best solution according to the given ordering, which is incidentally another important
aggregate operator (MAX) in SQL queries. This was first pointed out in the context
of ranking solutions to discrete optimization problems [52]. In particular, whenever
the MAX problem of computing an optimal solution is feasible in polynomial time,
then we can solve the problem of returning all solutions in the ranked order with
polynomial delay, as well as the more general problem of returning the best K -
ranked solutions over all solutions, i.e., the top-K query evaluation problem [41].

A number of structural tractability results for MAX (so, for top-K and ORDER
BY) queries are known in the literature (see, e.g., [24]). Formonotone functions built
on top of one binary aggregation operator (such as the standard + and ×), MAX is
feasible in polynomial time over queries that have bounded treewidth [17], and over
queries that haveboundedgeneralizedhypertreewidth [22, 50]. Structural tractability
results for extensions to certain non-monotone functions which manipulate “small”
(in fact, polynomially-bounded) values have been studied, too [24, 36].

An implementation of some aggregation operators based on hypertree decompo-
sitions is described in [20, 21]. It can be used with any system at a logical level.
For the sake of efficiency, a semi joinoperator that supports the execution of these
operators over decompositions is implemented in a prototypal extension of the open-
source DBMS PostgreSQL. Further operators are considered in [42] for the so-called
AJAR queries, that is, queries with annotated relations over which (possibly multi-
ple) aggregations can be used. Technically, aggregations are modeled by means of
semiring quantifiers that “sum over” or “marginalize out” values. It is argued that
such queries can be used to extend conjunctive queries with most SQL-like aggrega-
tion operators, as well as to capture data processing problems, such as probabilistic
inference via message passing on graphical models [46]. A crucial step with these
queries is finding a variable ordering that allows us to manage the aggregations by
using a suitable generalized hypertree decompositions (“compatible” with the order-
ing), together with standard join algorithms. The proposed algorithm can efficiently
be implemented in the parallel framework, by using GYM [4] and the degree-based
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MapReduce algorithm in [43]. Answering AJAR queries is equivalent to answering
so-called Functional Aggregate Queries [49].

4.5 Parallel and Distributed Querying of Deductive
Databases

This overview of applications of hypertree decompositions closes by focusing on
problems related to querying distributed deductive databases, in particular, by con-
sidering a scenario where data natively resides on different autonomous sources, and
it is necessary to deal with reasoning tasks via logic programming. This scenario
has been considered in [6] and differs from the classic parallel evaluation of queries
(e.g., [28, 30]) in several aspects: (i) the focus is the optimized evaluation of (normal,
stratified) logic programs [55]; (ii) the input data are physically distributed over sev-
eral databases, and this distribution must be considered in the optimization process;
(iii) the integration of the reasoning engine responsible of orchestrating the querying
process with the distributed database management systems must be tight enough to
allow efficient interactions, but general enough to avoid limitations in the kind and
location of databases.

In this scenario, the notion of hypertree decomposition has been shown to provide
a powerful tool to address issue (ii), whereas the reasoning engine DLVDB presented
in [62] has been used to transparently evaluate logic programs directly on generic
database systems. In order to describe the optimization process discussed by [6], let
us first consider programs composed of one rule.

A single logic rule r can be seen as a conjunctive query (possibly with negation),
whose result must be stored in the head predicate. The optimized evaluation of r
starts from the computation of a hypertree decomposition HD for this query, which
is interpreted as a distributed query plan. To this end and, in particular, in order to
take into account data distribution, each node p of the hypertree HD is labelled with
the database where the partial data associated with it reside. Formally, let Site(p)
denote the site associated with the node p in HD and let net (Site(p), Site(p′)) be
the unitary data transfer cost from Site(p) to Site(p′). Let λ(p) be the set of atoms
referred by p, and χ(p) the variables covered by p. Then, Site(p) is chosen among
the databases where the relations in λ(p) reside by computing:

hm = arg minhi∈λ(p) {Σh j∈λ(p)|rel(h j )| × net (Site(h j ), Site(hi ))}.
Thus, Site(p) is chosen to be the sitewhere the databasewith hm is stored, and this

choice minimizes the cost of transferring all data required to evaluate the subproblem
associated with λ(p).

Eventually, in order to optimize the distribution of rule evaluation, the adopted
cost function is further refined in [6] by taking into account other aspects, such as the
estimated cardinality of join results. The query decomposition strategy, in addition,
includes options like moving data from one site to another, and changing the order
of joins based on data localization. Once the hypergraph Hr for r is obtained and
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the above cost function is defined, a hypertree decomposition HDr minimizing such
function is computed via the algorithm discussed in [60]. Then, a distributed plan for
r is composed accordingly. Intuitively, the plan is built in such a way that it evaluates
joins bottom-up, from the leaves to the root, by suitably transferring data if the sites
of a child node and its father are different. Independent sub-trees are executed in
parallel processes.

When the program is composed of several rules, three further kind of optimizations
can be applied: (i) rule unfolding optimization, (ii) inter-components optimization,
(iii) intra-component optimization. Since the rule optimization strategy is particu-
larly suited for rules having long bodies, in presence of filters (or queries) in the
program, an unfolding [55] optimization step is carried out to make rule bodies as
long as possible, and to reduce their number. In particular, the inter-components
optimization [11] is in charge of dividing the input (possibly unfolded) program P
into subprograms, according to the dependencies among the predicates occurring in
it, and by identifying which of them can be evaluated in parallel. This allows for
concurrently evaluating rules involved within the same component.

5 Further Methods and Conclusions

The chapter describes structural decomposition methods aimed at defining suit-
able generalizations of hypergraph acyclicity, by focusing in particular on hypertree
decompositions. The natural research question to be addressed is whether it is pos-
sible to go beyond this method, by defining more general notions the still retain the
desirable conditions pointed out in the Introduction.

Observe that in the λ labelling of hypertree decompositions one could use as
available resources all subsets of the hyperedges of a hypergraph H, instead of
using just the original hyperedges. This way, it is possible to recover the full power
of generalized hypertree decompositions, but with an exponential blow-up. If, on
the other hand, only polynomially many subsets are used, it is possible to obtain a
number of variants of hypertree decompositions that still fulfil conditions (i), (ii), and
(iii). This is precisely the idea of subset-based decompositions as defined in [34].
Specific subset-based decompositions are the component decompositions defined
in [34] and the spread-cut decompositions defined in [13], while an interesting way
of computing a subset-based decomposition dynamically provides the new notion of
greedy hypertree decomposition [35, 38].

A more radical approach to improve HDs, and even GHDs, was taken by Grohe
andMarx [40], who defined fractional hypertree decompositions (FHDs), giving rise
to the notion of fractional hypertree width fhw(H) of a hypergraphH (or of a query).
The fractional hypertree width width is more general than the generalized hypertree
width, and hence fhw(H) ≤ ghw(H). Moreover, there are classes of hypergraphs
having unbounded ghw, but bounded f hw. A problem with fractional hypertree
decompositions is that they are intractable [19]. However, an approximate decompo-
sition whose width is bounded by a cubic function of the fractional hypertree width
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can be computed in polynomial time [53]. A yet more general width-concept is the
submodular width [54]. Unfortunately, recognizing queries of bounded submodular
width is not known to be tractable.Moreover, having bounded submodularwidth does
not guarantee a polynomial-time combined complexity as for hypertree width, but
just fixed-parameter tractability where the query hypergraph is used as a parameter.
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Multimedia Data Modeling and Management

Vincenzo Moscato and Antonio Picariello

Abstract Nowadays, multimedia data is surely one of the most popular and per-
vasive information and communication media that accompanies us in almost every
walk of lives. They allow fast and effective communication and sharing of infor-
mation about peoples’ lives, their behaviors, works, interests, and they are also the
digital testimony of facts, objects, and locations and have become an essential com-
ponent of socialmedia networks. Technically speaking, how to organize and structure
this huge amount of data using different paradigms, so that we can easily get useful
information, has been a challenging research field for decades. In this chapter we
will describe the main results produced by theMultimedia Database Research Group
of University of Naples in this area: models for representing multimedia data and
the related knowledge and techniques for their storage, indexing and retrieval. In
addition, we also point out several applications, with a particular emphasis on social
media networks.

1 Introduction

Multimedia field has dramatically grown in the last two decades. From the first ACM
Multimedia Conference in Anaheim, CA in 1993, at which most participants even
did not know the meaning of the word “multimedia” to current days where multi-
media is a solid theory and used in tons of applications [1, 2]. If we take a look at
the indexed topics, we realize that at the very beginning multimedia meant to be an
integration of different research fields such as: video and image processing (coming
from Computer Vision and Image Processing research communities), compression,
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communication and synchronization (from Signal Processing and Network com-
munities), data modeling, storage and retrieval (from Database groups), and other
multimedia applications.

Currently, multimedia still remains an interdisciplinary field, which contains ele-
gant theories and practical applications ranging from all parts of our lives: from
education, engineering, scientific research to art, advertisement, entertainment, and
many others. However, the main characteristic of multimedia information is that of
having heterogeneous data to store and organize in an “integrated view”.

Actually, how to organize and structure this huge amount of data using different
paradigms has been a challenging research field for decades, especially for build-
ing effective multimedia applications. Indeed, archiving, organizing, and searching
multimedia data is a very complex activity. From a certain perspective, multimedia
data are inherently “subjective” [3]: for example, the association of a meaning and
the corresponding content description of an image as well as the evaluation of the
differences between two images or two pieces of music usually depend on the user
who is involved in the evaluation process. For retrieval, such subjective information
needs to be combined with objective information, such as image color histograms
or sound frequencies, that is obtained through (generally imprecise) data analysis
processes. Therefore, the inherently nature of multimedia data, both at subjective
and objective levels, may lead to multiple, possibly inconsistent, interpretations of
data. The various properties of these objects cannot be captured properly by relational
or object-oriented models: multimedia systems should so provide new functional-
ities, depending on the type of multimedia data being stored. Within this context,
new challenges ranging from problems related to data representation to indexing and
retrieval of such complex information, have to be addressed.

In this chapter we will describe the main models that has been adopted for repre-
senting multimedia data and the related knowledge and the most diffused techniques
for their indexing, retrieval and recommendation, at the same time, describing several
applications that took some advantages from the introduced techniques.

In particular, we will provide an overview of the most representative research
results obtained in the management of multimedia data proposed by the Multimedia
Database Group of the University of Naples “Federico II”, from the first attempts to
extend relational data model to the recent definition ofMultimedia Social Networks
following a Big Data perspective.

2 Multimedia Database: Data Modeling, Indexing,
Retrieval

In analogy with standard database, a multimedia databasemay be viewed as a “con-
trolled” collection of multimedia data items, such as text, images, graphic objects,
sketches, video, and audio.
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In this context, aMultiMedia DataBase Management System (MMDBMS) is the
system that provides support for multimedia data types, adding the usual facilities
for the creation, storage, access, query, and control of the multimedia database.

Consequently, the different data types involved in multimedia databases require
special methods for optimal storage, access, indexing, and retrieval. The MMDBMS
should accommodate these special requirements by providing high-level abstrac-
tions to manage the different data types, along with a suitable interface for their
presentation. In our research group, we exploited different theoretical lines: first, we
developed a model and an algebra for multimedia data, based on an extension of the
relational model; successively, in order to capture the complex semantics attached to
multimedia data, we also provided an ontological model that can be used for storing
andmanaging different levels ofmultimedia data in terms of rough data, intermediate
and high level semantic concepts, as well as some abstractions that can be observed
over them.

2.1 A NF2 Image Database

We started working on the Image DataBase (IDB) project at the early 2000, in a
joint research with the University of Maryland at College Park1 and the University
of Turin.2

The basic motivation of the project was the lack in the scientific world of a formal
theory on how to model and represent data within a IDB. For this reason, we decided
to build a new theory over the top of standard object relational databases.

Typical descriptions of images are given by means of colors, textures, shapes and
spatial descriptors. The task of associating a high level textual feature to a low level
visual descriptor is usually performed by means of a set of image processing and
analysis algorithms, that put into evidence high level features, each one associated
with a certain grade of confidence. Thus, it is clear that information in image data-
base is inherently both complex and uncertain, and managing uncertainty becomes
a fundamental topic.

The relational model has been extended in many ways, depending on “where”
fuzziness is introduced and “what” one means with uncertainty. Specifically, the
relational model of data has been extended to incorporate uncertainty either at the
tuple level or at the attribute level. In the “tuple-level approach”, each tuple may have
one or more uncertainty attributes; uncertainty attributes are usually real numbers,
or intervals on real numbers. In the “attribute-level approach”, the information about
the certainty degree is associated directly to the single attribute values. In image
databases, attribute level approaches seem preferable, since in content based image

1V.S. Subrahmanian’s research group.
2M.L. Sapino’s research group.
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Fig. 1 Lake image

description each feature is produced by a distinct image processing technique, that
returns multiple possible answers, with different grades of certainty.

Several aspects of the problem of managing uncertainty in Database and Knowl-
edge Base have been discussed by [4], where an algebra has been developed to deal
with uncertainty in the tuple level approach, and in an annotated relations scenario;
the meaning of annotated relations has been deeply investigated, and an extension
of classical relational algebra operators has been introduced.

Just to make clear the main idea of the proposed model, let us consider the image
in Fig. 1.

Leveraging an image processing and analysis system, it is possible to obtain a
description of the content of this image in terms of color and shape, together with
the grade of uncertainty that we expect each image processing algorithm to produce.
For this picture we obtain, for example, the following values of color features with
their degrees of uncertainty:

{〈 Green, 0.6 〉,〈White, 0.7〉,〈Gray, 0.89〉,〈Blue, 0.65〉}
and the following values of shape features, with their uncertainty degrees:

{〈Rectangle, 0.8〉,〈Ellipse, 0.7〉}.
An intelligent system, using a classifier, might associate to the previous features

the description of the content of the image itself, e.g.:

{〈A lake with a snowy mountain, 0.7〉}.
From the above described example, it is clear that the representation requirements

of image data and, more in general, of multimedia data, cannot be satisfied by the
classical, flat relational model: besides, a probabilistic extension of the relational
model has been proposed [3, 4] and an algorithm to reduce the probabilistic model
to the annotated relational model has been provided. The proposed reduction from
the probabilistic relations to annotated relations, while providing an easy way to
manage the probabilistic relations (relying on the existing algebra for annotated
relations) has as a drawback a dramatic increase in the data volume in the database.
This problem would be overcome if a suitable algebra on an attribute level data
model was used. These are the motivations for this project: to define a data model
for image databases which is at least as expressive as annotated relations, while
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allowing a compact representation of data. Specifically, we defined a fuzzy data
model, dealing with fuzziness at the attribute level, and we developed an algebra
for this model, introducing new algebraic operators in order to take into account the
fuzziness implicitly related to image descriptors, both at a low level and at high level.

The resulting framework is a flexible, compact and powerful model that may be
used as the basis for a query by example in image database systems.

2.2 Multimedia Ontologies

The need for an high level representation that captures the semantics of a multimedia
object led at the beginning of the 90’s to the development of the MPEG-7 standard
for describing multimedia documents. This standard provides metadata descriptors
for structural and low level aspects of multimedia documents, as well as metadata for
information about their creators and their format, and other features. Since MPEG-7
is defined in terms of an XML schema, the semantics of its elements has no formal
grounding. Thus, the representation and understanding of concepts and relationships
among them is only possible through formal languages and ontologies [5]. In the
last decade, several projects have been presented about multimedia systems based
on knowledge models, image ontologies, fuzzy extension of ontology theories. In
almost all the works, multimedia ontologies are effectively used to perform semantic
annotation of the media content by associating the terms of the ontology with the
individual elements of the image or video domains, thus demonstrating that the use
of ontologies can enhance classification precision and image retrieval performance.

For this reason, many efforts to build ontologies that can bridge the semantic
gap have been done. However, till now there is not yet an accepted solution to the
problem of how to represent, organize, and manage multimedia data and the related
semantics by means of a formal framework.

In particular, our research group tried to give an answer to the following big
questions:

• what amultimedia ontology is: is it a taxonomy, or a semantic network of metadata
(tags, annotations)?

• does a multimedia ontology support concrete data: what is the role of rough data
(image, video, audio data), if any?

• what a multimedia semantics is: how to define and capture the semantics of mul-
timedia data?

• how to build extensional ontologies: once defined a suitable formal framework,
can we automatically build the defined multimedia ontologies?

We started at the beginning of 2005 working on a project in cooperation with
the Polytechnic of Milan3 aiming to define multimedia ontologies for images. We
first proposed an extension of the NF2 IDB model with an ontological model, also

3L. Tanca’s research group.
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Fig. 2 MOWIS system
architecture

describing a general architecture for supporting the creation and management of
multimedia objects. In order to include the entire semantics of multimedia data,
ontology concepts and languages, such asOWL, and theDL-based reasoning services
that complement such languages should be extended. An image ontology [6], in fact,
should allow specifications for:

• Spatial relationships that exist between the different media entities characterizing
a media object or an event.

• Uncertainty of the concepts and their media properties.
• Association between low-level properties and semantic properties of images.
• An associated reasoning service which can use the available feature observations
and concept likelihoods to infer probabilities for other concepts in presence of
uncertain relationships.

An effective framework for supporting such theories was then developed within
the Italian PRIN Project COOPERARE.4

We implemented the MOWIS (Multimedia Ontologies from Web Information
Sources) system [7–9] for automatic construction of multimedia ontologies using
the Flickr web services that provide images, tags, keywords and sometimes useful
annotation describing both the image content and personal interesting information.

Figure2 shows at a glance the implemented MOWIS system. In particular, the
MOWIS ontology building process is made of:

1. definition of an initial taxonomy containing few high level nodes (related to the
main concepts of a specific domain),

2. extraction of useful information (images and annotations related to the taxonomy
concepts) from several annotated web repositories,

4Content Organization, Propagation, Evaluation and Reuse through Active Repositories, in collab-
oration with the University of Turin – M.L. Sapino– and University of Bologna – I. Bartolini and
M. Patella.
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Fig. 3 Image information
path and extracted features

3. content-based analysis on the row-data and a semantic processing on the related
textual annotations,

4. semantic processing of textual tagged data, and
5. the ontology construction.

The imageontology is thus generated in an incrementalway and in correspondence
of pick-up operations from the Flickr repository.

2.3 Image and Video Indexing Based on Animate Vision

At the beginning of 2000, we started to study some novel indexing techniques for
video and image databases based on the Animate Vision paradigm [10, 11].5

Leveraging Animate Vision theory, from one hand, it has been shown how, by
embedding within image inspection algorithms active mechanisms of biological
vision such as saccadic eye movements and fixations, a more effective content-based
retrieval in image database can be achieved. From the other one, it has been shown
by taking advantage of such “foveated” representation of an image, it is possible the
partitioning of a video into shots.

The first goal was to obtain a low-level description of images in terms of content
features, using classical Computer Vision techniques.

We decided to use a salient points based technique - exploiting theAnimateVision
model for image analysis - that uses color, texture and shape information associated
with those regions of the image that are “relevant” for human attention (Focus of
Attention), in order to obtain a compact characterization (namely Information Path)
that could be also used to evaluate the similarity between images, and for indexing
issues (see Fig. 3).

An Information Path IP = 〈Fs(ps; τs), hb(Fs), �Fs 〉 can be seen as a particular
data structure that contains, for each region F(ps; τs) surrounding a given salient
point (where ps is the center of the region and τs is the observation time spent by a
human to detect the point), the color features in terms of HSV histogram hb(Fs), and
the texture and shape features in terms of wavelet covariance signatures �Fs [12].

5In cooperation with the University of Salerno – G. Boccignone.
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With respect to indexing and retrieval of images in large databases, the greatest
difficultywas to find features that effectively represent image content, while adopting
image data structures that organize efficiently the feature space. In the framework of
Content Based Image Retrieval (CBIR), Query By Example (QBE) was considered
a suitable approach because the user handles an intuitive query representation: the
form of the query, namely an image, is that of the data to be evaluated. However, a
hallmark all too easily overlooked is that when the user is performing a query, she/he
is likely to have some semantic specification in mind, e.g. “I want to see a portrait”,
and the portrait example provided to the query engine is chosen to best represent the
semantics. Unfortunately, traditional image databases were not able to express either
such semantics or similarity rules consistent with semantics; this problem is known
as “semantic gap”.

To overcome such problem, we proposed a “context-sensitive” methodology for
image retrieval based on the QBE approach and leveraging images’ description in
the shape of Information Path [13].

Images - represented in the Information Path features space - are recursively
clustered using a balanced version of Expectation Maximization (EM) algorithm and
a tree indexing structure, whose high-level nodes correspond to database categories
and subcategories (high-level concepts), is then generated. Given a query image Iq
and the dimension of the desired results set, the most similar images are retrieved in
the following steps (see Fig. 4):

1. map the image in the features space by computing the Image Path under free
viewing conditions, IPq ;

2. discover the best K categories that may describe the image on the base of a
distance between Iq and the centroid of the high-level nodes of the tree indexing
structure;

Fig. 4 Animate query
process
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3. for each selected category among the best K discovered, by traversing the associ-
ated subtrees, retrieve the target images within the category at minimum distance
from the query image;

4. refine results by choosing the images most similar to the query image by perform-
ing a sequential scanning of the previous set of retrieved images and evaluating
the similarities using the Information Path Matching algorithm [12].

In addition, we proposed a novel approach for video partitioning into shots. In
particular,we used the InformationPathMatching algorithm - applied for each couple
of consecutive frames in a video stream - to determine possible decreases of attention
consistency that can correspond to abrupt or gradual transitions [14].

3 Application of Multimedia DataBase Systems

The described theories are at the basis of a number of applications to real scenarios. In
the following, wewill show themost important implementations in Cultural Heritage
and Video Surveillance domains.

3.1 Video Surveillance: The Activity Detection Project

The idea beyond the Activity Detection Project6 is that of providing a flexible and
intelligent framework for video surveillance applications [15, 16]. Let us consider
a large surveillance videos database, a user may be interested in executing queries,
such as find all videos or part of a video where:

• a package is transferred by one person to another;
• “Antonio Picariello” transfers a package to another person;
• “Antonio Picariello” transfers a package to “Vincenzo Moscato”.

In this project,7 we made the following contributions. We first provided a Proba-
bilistic Activity Description Language (PADL) that allows activities to be described
on top of some basic suite of image processing algorithms. We thus presented a
new probabilistic logic model for representing events and efficient algorithms to
accurately identify those events. In short, the key characteristics of PADL are the
following:

1. it uses a full first-order logic formulation of activities;
2. it is the first framework where users can articulate any definition of an activity

and have instances of those activities found whereas past work seems to mostly

6http://www.umiacs.umd.edu/research/LCCD/projects/Activity_Detection.jsp.
7Project in cooperation with V.S. Subrahmanian – University of Maryland at College Park and
M. Albanese – George Mason University.

http://www.umiacs.umd.edu/research/LCCD/projects/Activity_Detection.jsp


278 V. Moscato and A. Picariello

assume that activities were defined by vision experts or somehow learned from
data;

3. it integrates boolean and probabilistic features and predicates and is the first
activity detection that merges the power of logic and probability;

4. it introduces efficient offline algorithms as well as the first online algorithm to
detect the smallest video subsequences matching a given activity definition.

The system has been proved in real video surveillance system at the University
of Naples parking lots.

In addition, we presented a computational framework for human activity repre-
sentation based on Petri Nets. In particular, we proposes a Petri Nets extension -
Probabilistic Petri Nets (PPN) - and show how this model is well suited to address
Activity Detection problem. We then focused on answering two types of questions:
(i) what are the minimal sub-videos in which a given activity is identified with a
probability above a certain threshold and (ii) for a given video, which activity from
a given set occurred with the highest probability? We provided the PPN-MPS algo-
rithm for the first problem, as well as two different algorithms (naivePPNMPA and
PPN-MPA) to solve the second one.

Finally, more recently, we developed two systems for the detection of “unex-
plained” activities in a video based on the theory of possible worlds [17] and on
probabilistic graphs [18].

3.2 Multimedia Recommendation

Another interesting application was the adoption of some recommendation tech-
niques [19] in the Multimedia realm, especially for Cultural Heritage applications.8

In this project, we empowered standard algorithms and tools, using all the facili-
ties provided by our multimedia database system [20]. A typical scenario where an
effective multimedia recommender system would be desirable is a virtual museum
offering web-based access to a multimedia collection of digital reproductions of
paintings: let us consider the Uffizi Gallery in Florence, Italy. For instance, consider
a user visiting this virtual museum, and suppose a user initially requests some paint-
ings depicting the “Holy Mary”. While observing such paintings, she is attracted by
an Albrecht Dürer’s painting entitledMadonna col Bambino (Fig. 5(a)). It would be
helpful if the system – based on these first interactions – could learn her preferences
and suggest other paintings representing the same or related subjects, depicted by
the same or other related authors or items that have been requested by users with
similar preferences. As an example, a user who is currently watching the Dürer’s
painting in Fig. 5(a) might be recommended to see a Jacopo Carucci’s painting enti-
tled Madonna col Bambino e San Giovannino (Fig. 5(b)), that is quite similar to
the current picture in terms of color and texture, and Madonna col Bambino by

8Research in cooperation with M. Albanese, GMU and A. d’Acierno, Italian CNR.
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(a) (b) (c)

Fig. 5 Paintings depicting the “Holy Mary”

Andrea Vanni (Fig. 5(c)), that is not similar in terms of low level features but similar
in terms of semantic content.

Starting from these considerations, a multimedia recommender system has to deal
with a set of users U = {u1 . . . , um} and a set of multimedia items O = {o1, . . . , on}.
For each pair (ui , o j ), a recommender can compute a score (or a rank) ri, j that mea-
sures the expected interest of user ui in item o j (or the expected utility of item o j for
user ui ), using a knowledge base and a ranking algorithm that generally could con-
sider different combinations of the following characteristics: (i) user preferences and
past behavior, (ii) preferences and behavior of the user community, (iii) multimedia
items’ features and how they can match user preferences, (iv) user feedbacks, (v)
context information and how recommendations can change together with the context.

Our multimedia recommender system is formed by the following components
[21].

• A pre-filtering module that selects for each user ui a subset Oc
i ⊂ O containing

items that are good candidates to be recommended; such items usually match
user preferences and needs. We employ high-order star-structured co-clustering
techniques to address the problem of heterogeneous data filtering, where a user is
represented as a set of vectors.

• A ranking module that assigns w.r.t. user ui a rank ri, j to each candidate item
o j in Oc

i using a hybrid approach based on the PageRank algorithm that exploits
in several ways multimedia items’ features (with the related high and low level
similarity) and users’ preferences, feedbacks (in the majority of cases in terms of
ratings), moods (by opinion or sentiment analysis) and behavior.

• A post-filtering module that dynamically excludes, for each user ui , some items
from the recommendations’ list; in this way, a new set O f

i ⊆ Oc
i is obtained on

the base of user feedbacks and other contextual information (such as data coming
from the interactions between the user and the application).
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Fig. 6 Big data infrastructure for multimedia recommendation

We recently developed a big data infrastructure to support the multimedia rec-
ommendation strategy (see Fig. 6) within the research activity of DATABENC
project.9

4 Multimedia Social Networks

In the last few years, the use of Online Social Networks (OSNs) has been rapidly
growing allowing people, that lives in different places, to make friends and to share,
comment and observe different types of multimedia content, producing a large
amount of data showing Big Data features, mainly due to their high change rate,
their large volume and intrinsic heterogeneity.

Indeed, OSNs represent a new kind of information network that differs signifi-
cantly fromexisting networks like theWeb,where knownhyperlinks between content
objects constitute a graph that is used to organize, navigate, and rank information.
Instead, OSNs exhibit a particular structure characterized by few links between con-
tent objects, in turn a certain number of links exist between content objects and users
and between the users themselves. Social Network Analysis (SNA) methodologies
have been recently introduced to study the properties of such kind of information net-

9DATABENC is the High Technology District for Cultural Heritage management of the Campania
Region, in Italy (www.databenc.it) and in collaboration with the Polytechnic of Milan, University
of Turin, the University of Salerno – F. Colace and M. De Santo, and the University of Bologna
[22, 23].

www.databenc.it
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works with the aim of supporting a wide range of applications: information retrieval,
influence analysis, recommendation, marketing, event recognition, user profiling,
and so on.

In our vision, an additional challenge in the management of OSNs derive from
the presence of multimedia information and several questions arise, if we consider
the important role that multimedia data can assume in a social network:

• Is it possible to exploit multimedia features and notion of similarity to discover
more links? Are such links effectively useful for analytics?

• Can the different types of user annotations (e.g. tag, comment, keywords, status,
etc.) and interactions with multimedia objects provide a further support for an
advanced network analysis?

• Is it possible to integrate and efficiently manage in a unique network the informa-
tion coming from OSNs and that are related to multimedia sharing systems (for
example, a Facebook user has usually an account also on Instagram or Flickr)?
How we can deal with a very large volume of data?

• In this context how is possible to model all the various relationships between users
and multimedia objects? Are the graph-based strategies still the most suitable
solutions?

The preliminary step to provide an answer for the above questions lies in the intro-
duction of a model for Multimedia Social Networks (MSNs): integrated networks
that combine the information on users belonging to one or more social communities,
with all the multimedia contents that can be generated and used within the related
environments.

We presented a novel data model forMSNs based on the hypergraph structure that
allows us to represent in a simple way all the different kinds of relationships that are
typical of a social network, in particular among multimedia contents, among users
and multimedia contents and among users themselves, at the same time supporting
several kinds of applications bymeans of the introductionof several ranking functions
[24].

In our vision, a MSN (see Fig. 7) is basically composed by three different entities:

• Users - the set of persons and organizations constituting the particular social
community, with the information concerning their profile, interests, preferences,
etc.

• Multimedia Objects - the set of multimedia resources (i.e. texts, images, video,
audio, etc.) that can be shared within a MSN community, together with High level
(metadata) and low level information (features).

• AnnotationAssets - themost significant termsor namedentities of a givendomain,
namely topics, exploited by users to annotate multimedia data and derived from
the analysis of textual information such as keywords, labels, tags, comments etc.

Several types of relationships can be established among the described entities: a
user can annotate an image with a particular tag, two friends can comment the same
post, a user can tag another user in a photo, a user can share some videos within a
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Fig. 7 Representation of a
MSN via hypergraph

group, etc. Analyzing the different types of relationships that can be established in
the main social media networks (see Fig. 7), we have identified three categories:

• User to User relationships, describing user actions towards other users;
• Similarity relationships, describing a relatedness between twomultimedia objects,
users or annotation assets;

• User toMultimedia relationships, describing user actions on multimedia objects,
eventually involving some annotation assets or other users.

Ourmodel is thus quite general tomodel not only themost diffusedOSNs (such as
Facebook, Twitter, etc.) and the main social networks for multimedia sharing (such
as Panoramio, Flickr, YouTube, Instagram, etc.), but also other kinds of networks
(e.g., LinkedIn, ResearchGate, etc.).

5 Conclusion

In this chapter we described some of the main results produced by the Multime-
dia Database Research Group of University of Naples in the multimedia database
field. In particular, we presented models for representing multimedia data and the
related knowledge and advanced techniques for their storage, indexing and retrieval.
In addition, we also pointed out several applications, with a particular emphasis
on recommender systems, video surveillance, social media networks and Cultural
Heritage domain.
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Knowledge Discovery and Data Mining



How Data Mining and Machine Learning
Evolved from Relational Data Base
to Data Science

G. Amato, L. Candela, D. Castelli, A. Esuli, F. Falchi, C. Gennaro,
F. Giannotti, A. Monreale, M. Nanni, P. Pagano, L. Pappalardo,
D. Pedreschi, F. Pratesi, F. Rabitti, S. Rinzivillo, G. Rossetti, S. Ruggieri,
F. Sebastiani and M. Tesconi

1 Introduction

During the last 35 years, data management principles such as physical and logical
independence, declarative querying and cost-based optimization have led to profound
pervasiveness of relational databases in any kind of organization. More importantly,
these technical advances have enabled the first round of business intelligence appli-
cations and laid the foundation for managing and analyzing Big Data today. The 90’s
have been exceptional years for the invention and development of solid data min-
ing and machine learning algorithms [1, 2, 56] building on existing statistical and
artificial intelligence theories. Open and proprietary software libraries and analytical
platforms have bloomed in parallel with the development of a robust methodological
approach to the development of analytical processes capable of extracting valuable
knowledge out of large masses of data: the Knowledge Discovery in Databases
(KDD) [33]. When the data deluge began, the KDD technologies were well prepared
so that the new advances stimulated by the many novel challenges and opportunities
associated with Big Data took place in parallel very effective field demonstrations
in a wide array of domains, thus activating a virtuous cycle between innovation and
research.
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The data deluge has been really impressive: digital technology has become ubiq-
uitous and verymuch part of public and private organizations and individuals. People
and things have become increasingly interconnected. Smartphones, buildings, cities,
vehicles and other environments and devices have been filled with digital sensors, all
of them creating evermore data. New high-throughput scientific instruments, tele-
scopes, satellites, accelerators, supercomputers, sensor networks, and running sim-
ulations have generated and are generating massive amounts of data.

Big data have been blossoming together with the hope to harness the knowledge
they hide to solve the key problems of society, business and science.However, turning
an ocean of messy data into knowledge and wisdom is an extremely challenging task.
Heterogeneity, scale, timeliness, complexity, and privacy problemswith Big Data are
the key issues to be addressed at all phases of the pipeline that can create value from
data.

Big Data is not natively in structured format; for example, tweets and blogs are
weakly structured pieces of text, while images and video are structured for storage
and display, but not according its semantic content to enable search: transforming
such content into a structured format for later analysis has been and is a major
challenge. The value of data explodes when it can be linked with other data, thus
data integration is a major creator of value. Since most data is directly generated in
digital format today, we have the opportunity and the challenge both to influence the
creation to facilitate later linkage and to automatically link previously created data.

In this context, at the end of the 90s a new analytical trend joined data mining and
machine learning: the emergence of network science [13].Once again, the availability
of large graph data emerging from the web has allowed to discover general patterns
and statistical laws regulating statics and dynamics of complex networks.

Another relevant impact of big data is the opportunity to observe andmeasure how
our society intimately works: the digital breadcrumbs of human activities carried the
capacity to scrutinize the ground truth of individual and collective behaviour at an
unprecedented detail. Multiple dimensions of our social life have been increasingly
“proxied” by big data: automated payment systems record the tracks of our purchases;
search engines record the logs of our queries on the web; wireless networks and
mobile devices record the traces of our movements; social media record the traces
of our opinions and emotions; social networks record the traces of our interactions.
This new scenario took the name of social mining and it is clear that such challenge
requires high-level analytics,modeling and reasoning across all the social dimensions
above.

This chapter proposes an account of the scientific and technical evolution of data
mining and machine learning from relational data bases to data science, focusing on
“making sense” of data generated as by-product of ICT mediated human activities,
i.e. on the analytical methods and process, intentionally neglecting the amazing
advances on the efficiency and scalability of the algorithms as well as their ability
to deal with massive streaming data. The chapter tells the story of this evolution
through the research achievements of a network of research labs in Pisa across the
CNR and the University, which contribute to the birth and life of the Italian database
community of SEBD. The next sections discuss are dedicated to the main trends
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and results of these groups in the following areas.Mobility data analysis leverages
the spatio-temporal dimensions of big data to the purpose of understanding human
mobility behavior, evolutionary patterns, daily activity patterns, geographic patterns.
Social network analysis studies the architecture of interpersonal relationships, with
the purpose of understanding the structure and the dynamics of the fabric of human
society.Multimediamediaminingmethods formaking senseof heterogeneousdata,
sensed fromdifferent on line sources: tweets,mails, blogs, web pages, link structures,
videos etc., to the purpose of extracting the hidden semantics from them. Sentiment
mining. At the crossroads of natural language processing and information retrieval, a
key topic is opinion/sentiment mining, aimed at harnessing the emotional content of
user generated texts. The last two sections present two activities that have a transversal
impact. First, privacy aware analytics to prevent “by-design” the risks of invading
the sphere of personal information and the reflection on the ethical consequences
of predictive analytics. Second, the new opportunities that data infrastructures and
virtual research environments bring to data scientists.

2 Mobility Data Analysis

In the last decades, the wide-spread availability of geo-localization devices and the
technologies to store and analyze the data they generate had a huge impact on the
research areas dealing with spatial and spatio-temporal data. GPS traces and other
forms of mobility data quickly became a focus for researchers from several disci-
plines, especially in the domain of data mining. These mobility data provide a new
powerful social microscope, which may help us understand human mobility, and
discover the hidden patterns and models that characterize the trajectories humans
follow during their daily activity.

Revisitations of standard data mining problems and techniques quickly appeared,
many of them coming from the important contributions provided by the Italian com-
munity in the last 15 years: trajectory patterns, i.e. frequent patterns describing
sequences of places and possibly timings that are common to a large number of
input trajectories; trajectory clustering, i.e. grouping similar trajectories [9] or tra-
jectory segments [45] into homogeneous groups; location prediction, i.e. forecasting
the position that a moving object will have in the near future [48]; recognition of
movement activity, i.e. associating to a trajectory or to a stop area the activity it was
aimed to [58], such as going to work, leisure, shopping, etc.

In the rest of this section we will mention two examples that had a great impact on
the research community, in terms of references and applications that stemmed from
them: Trajectory Patterns and Mobility Profiles.
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2.1 Trajectory Patterns

In some contexts, the moving objects we are examining might act in a similar way,
even if they are not spatially located together. For instance, similar daily routines
might lead several individuals to drive their car along the same routes, even if they
leave home at very different hours of the day. Or, tourists that visit a city on different
days of the year might actually visit it in the same way – for instance by visiting the
same places in the same order and spending there approximately the same amount
of time – because they simply share interests and attitude. The kind of questions
we might try to answer in this cases is: Are there groups of objects that perform
a sequence of movements, with similar timings though possibly during completely
different moments? Accordingly, T-Patterns [39] (abbreviation of Trajectory pat-
terns) provide sequences of spatial locations with typical transition times, such as

Railway Station
15min−→Museum

2h15min−→ Castle Square. This might represent the typical
behavior of tourists that rapidly reach a museum from the railway station and spend
there about two hours before getting to the adjacent square.

The set of spatial regions to be used to form patterns is a major parameter of
the method, i.e., the spatial extension of “Railway Station” and any other place
considered relevant for the analysis. However, the algorithm proposed also contains
heuristics to automatically define such regions, based on coverage of dense areas, in
case there is no domain expert to provide them.

T-Patterns represented the first attempt to automatically infer from rawGPS traces
an higher abstraction of movement, capturing key places (the regions in the patterns)
and temporal evolution. This information has been later exploited as building block of
various applications, such as prediction (theWhereNext method [48], which predicts
the next most likely area a moving object will visit), or the identification of hot routes
in the city [40].

2.2 Mobility Profiles

Despite the great attention that the analysis of individual trajectories attracted, for
a very long time the individuals themselves have not been considered as a relevant
subject of analysis.Mobility profiles [68] represent the first clear step on the opposite
direction, by analysing individuals (rather than just large groups) with the purpose
of understanding systematic mobility, as opposed to occasional movements, which
is fundamental in some mobility planning applications, e.g. public transport.

The objective is to use the set of trips of an individual user to find his/her routine
behaviors. That is realized by grouping together similar trips based on concepts of
spatial distance and temporal alignment, with corresponding thresholds for both the
spatial and temporal components of the trips. In order to be defined as routine, a
behavior needs to be supported by a significant number of similar trips of the user.
The technology adopted to achieve that is a clustering algorithm that groups together
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the similar trajectories, each cluster representing a routine [9]. In particular, the
algorithm combines density-based methods (known to deal well with non-spherical
clusters and noisy data, both being typical features of trajectory data) with bisecting
k-means (used to obtain compact clusters). Each group obtained is then summarized
by its central element.

IndividualMobility profiles enable several applications, ranging from deeper traf-
fic analyses (indeed, the traffic traversing a given area can now be described also by
a systematicity index, measuring the percentage of trips that are routinaries for the
individuals involved) and the creation of predictive models (as in the case of MyWay
[69], where ongoing trips are compared against the user’s routines, and in case of
match they are used to predict how the trip will continue) to services like carpooling
[42].

2.3 The Borders of Human Mobility

The problem of discovering the geographic borders from human mobility at the low
spatial resolution ofmunicipalities or counties is a far reaching problem,motivated by
providing policy makers with suggestions about the best administrative partitions for
the government of the territory. In [23, 57], we adopt a social network analysis view to
mobility data to reach a better understanding of human mobility patterns, leveraging
the underlying, hidden connections that human mobility establishes among different
places. Starting from a given zoning of the territory, tessellated into census zones, we
construct a network whose nodes are the zones and the weighted edges between any
two zones represent the number of travels originating in the first and ending in the
second. The analysis phase consists in discovering densely connected sub-graphs in
this network bymeans of a community detectionmethod, thus highlighting groups of
zones that are highly connected by many travels compared to the lower connectivity
among different modules. This an example how a network mining method can be
adopted to reveal the hierarchical structure of a complex phenomenon, and highlight
the thresholds at which we separatemacro-, meso- and micro-levels of the system.

2.4 Returners and Explorers

Another interesting line of research has been at the crossroad of mobility data mining
and network science. Network science is aimed at discovering the global models
of complex social phenomena, by means of statistical macro-laws governing basic
quantities, which show the behavioral diversity in society at large. Data mining
is aimed at discovering local patterns of complex social phenomena, by means of
micro-laws governing behavioral similarity or regularities in sub-populations. The
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objective of combining micro and macro laws has been pursued in [54] where taking
advantage of massive digital traces of human whereabouts a series of novel insights
on the quantitative patterns characterizing human mobility have been discovered and
used to anchor to reality the abstract models of humanmobility. Our work starts from
the recent consensus on the fact that the considerable variability in the characteristic
travelled distance of individuals coexists with a high degree of predictability of their
future locations. Here we shed light on this surprising coexistence by systematically
investigating the impact of recurrent mobility on the characteristic distance travelled
by individuals. Using both mobile phone and GPS data, we discover the existence
of two distinct classes of individuals: returners and explorers. As existing models
of human mobility cannot explain the existence of these two classes, we develop
more realistic models able to capture the empirical findings. Finally, we show that
returners and explorers play a distinct quantifiable role in spreading phenomena and
that a correlation exists between their mobility patterns and social interactions.

2.5 Sociometer: Classification of City Users and Flows

One very promising source of mobility information are mobile phones traces, most
commonly collected in the form of Call Detail Records (CDRs), i.e. records of
the phone calls performed that describe the starting time and location (in terms of
antenna connected in that moment) of the call. In this context, an analysis method
named Sociometer was developed, aimed to associate to each user her role w.r.t. a
specific area, such as resident, visitor, etc.

Adopting a vision similar to themobility profiles described above, ourwork started
from the analysis of the single users’ behavior. The approach summarizes the CDR
data of each user through a temporal distribution of her calls within the spatial area
under consideration, measuring the percentage of days that her was seen at different
hours of the day (grouped into three intervals of around 8 h each), in different days of
the week (grouped intoweek-days andweek-ends), in different weeks. The basic idea
is that different city users will produce different kinds of temporal distribution, for
instance residents will most likely be present on all the time slots, while commuters
will be seen only during working hours/days.

The personal fingerprints are clustered to identify the most relevant calling pat-
terns, which are then classified through a standard K-NN classification schema. Ear-
lier versions of the solution were based on a manual labelling of the relevant calling
patterns found [35], while most recent ones compare them against a pre-defined set
of representative distributions, called archetypes [36].
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3 Social Network Analysis

Nowadays Complex Networks are pervasively used tomodel and describe the behav-
iors of a wide range of real world phenomena. Social relationships, biological inter-
actions, transportation, commercial exchanges are only few of the several scenarios
usually studied with the support of instruments borrowed by graph theory. Countless
problems are formulated, or can be formulated, upon such structures: Community
Discovery, Link Prediction, Tie Strength estimation are only few of them. Among
all the fields that emerged in the last decades Social Network Analysis, SNA, is
the one that makes use of graph mining techniques to understand human behaviors.
SNA research has certainly be facilitated by the ever-growing popularity of online
social network platforms data available. Such unprecedented sources of human gen-
erated data naturally modelled by the tools and theories offered by graph theory have
lead to the rising of this novel field of research. Among the vast SNA literature,
our research group has effectively contributed to the following themes: Multidi-
mensional network analysis, Community Discovery, Network Analytics & Mobility
and analysis of diffusive patterns.

3.1 Multidimensional Networks

Most real life networks are intrinsically multidimensional, and some of their proper-
ties may be lost if the different dimensions are not taken into account. In other cases,
it is natural to derive multiple dimensions connecting a set of nodes from the avail-
able data to the end of analyzing some phenomena. In order to study this complex
scenario a framework that extends the classical graph theory is needed. Reasoning
on multidimensional networks seems clear that the usual graph model is not enough
to represent all the available information. In our work “Foundations of Multidi-
mensional Network Analysis” [14], using a multigraph representation, we proposed
and evaluated on real datasets a multidimensional framework able to capture the
interplay among dimensions and to overcome some limits that made the classical
monodimensional measures unsuitable in this complex scenario. Such framework
was then extended, in [53] where we formulate an approach to estimate tie strength
on multidimensional networks and validate it on a multigraph built upon the social
relationships of users interacting on three different online platform, namely Face-
book, Twitter and Foursquare. Moreover, in [60] we proposed and evaluated a set of
Link Prediction approach specifically tailored for multidimensional networks.

3.2 Community Discovery

The problem of identifying communities in complex networks is very popular among
network scientists, as witnessed by an impressive number of valid works in this field.
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Traditionally, a community is defined as a dense subgraph, in which the number of
edges among themembers of the community is significantly higher than the outgoing
edges. Our survey [22] explores all the most popular techniques to find communi-
ties in complex networks and categorize them into eight main categories: Feature
Distance, Internal Density, Bridge Detection, Closeness, Structure Definition, Link
Clustering, Meta Clustering and Diffusion. In [24] we propose a bottom-up approach
to efficiently extract overlapping communities: DEMON. DEMON leverages the
nodes perspective to identify meaningful network substructures: it works by identify
local-communities at the ego-network level exploiting label propagation and then
merging them in an incremental fashion. Our approach has been used as a proxy for
users homophily to support network quantification tasks [47]; as filter to reduce the
computational cost of Link Prediction approaches [61]; as well as to bound set of
Skype users while searching a network driven methodology to relate service usage to
network position [62]. Moreover, in order to cope with the evolving nature of inter-
action networks, we proposed an online dynamic community discovery algorithm,
TILES [63], able to track community life cycles as new perturbations appears in the
network (i.e. appearance/ vanishing of nodes as well as edges).

4 Sentiment Analysis

A large proportion of the data that is generated daily, and that needs to be processed
by search and mining algorithms, is of a textual, non-structured nature; these data
have traditionally been the domain of information retrieval and text mining. After the
advent of the so-called “Web 2.0”, a lot of textual content is user-generated, and its
nature is not purely descriptive: that is, it is not confined to describing facts or states
of affairs in an objective, detached way, but is instead rich in subjective, opinionated
content. Harnessing the opinions and emotions expressed by the authors of these
textual contents is the object of sentiment analysis (also known as opinion mining),
an area at the crossroads of natural language processing and information retrieval
that has blossomed in the mid years of the past decade, and that has been receiving
increased attention, from industry and the scientific community alike, ever since.

4.1 Automatically Expanding Sentiment Lexicons

Possibly the most important task underlying attempts to tap into this kind of data
is sentiment classification, the task of classifying an item of user-generated con-
tent (UGC – e.g., a tweet, a product review, a post on a social networking service)
according to the sentiment it conveys (or opinion it expresses) about a certain entity.
While this shares many characteristics with the task of classifying text by topic, the
traditional “bag of words” (BoW) approach to representing textual content cannot
be used for classifying text by sentiment: to see why, simply consider the fact that
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two sentences such as “A horrible hotel in a beautiful town” and “A beautiful hotel
in a horrible town” would be assigned the same class if relying on a BoW repre-
sentation, while they convey radically different sentiment. As a result, classification
by sentiment fundamentally relies on the availability of a sentiment dictionary, i.e.,
an online dictionary where lexical entries (e.g., words, or word senses) are tagged
in terms of whether they convey a sense of positivity (e.g., “truthful”, “sublime”)
or negativity (e.g., “inaccurate”, “pathetic”). However, manually curated sentiment
dictionaries characterised by a high coverage of the language rarely exist in practice,
especially for less resourced languages. As a result, our group investigated a number
of language-independent methods for automatically tagging by sentiment existing
online dictionaries.

A first method we developed was based on gloss classification, i.e., on classifying
a lexical entry as positive or negative by classifying the textual definition of the entry
(“gloss”); the method was first applied to classifying words according to the positive
vs. negative dichotomy [30], and later extended to also identify neutral words (i.e.,
words that convey no sentiment; e.g., “inorganic”, “quadratic”) [29]. This method
was deployed in practice in order to tag the English-language version ofWordNet; the
result was SentiWordNet [31], a sentiment lexicon now routinely used by hundreds
of research groups worldwide.

A second method we later developed was based on random walks, and assumed
that a positive (resp., negative) word being defined (the definiendum) is defined by
mostly using positive (resp., negative)words in the gloss (the definiens). By assuming
that positivity and negativity “flow” along the links connecting the definiendum with
the words contained in the definiens, randomwalks on the word graph can be used for
performingfine-grained computations of howpositive/negative aword in a dictionary
is. This method was applied to refining SentiWordNet; this led to a more accurately
tagged version, called SentiWordNet 3.0 [12], which is the version now currently
available.

4.2 Cross-Lingual and Cross-Domain Sentiment
Classification

Cross-lingual sentiment classification is the task of classifying by sentiment text
expressed in a target language (e.g., Urdu) when training data are available only
for a source language (e.g., English). Cross-domain sentiment classification instead
refers to sentiment classification of texts about a target domain (e.g., reviews of
books) when training data are available only for a source domain (e.g., reviews
about CDs). In [52] we have developed a technique that can tackle cross-language
and cross-domain sentiment classification at the same time (e.g., classifying reviews
of books in Urdu when only training reviews of CDs in English are available). The
technique, calledDistributional Correspondence Indexing (DCI), leverages the “dis-
tributional hypothesis”, i.e., the hypothesis that words with similar meanings tend
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to occur in the same contexts. DCI derives term representations in a vector space
common to both languages/domains where each dimension reflects its distributional
correspondence to a pivot, i.e., to a highly predictive term that behaves similarly
across languages/domains. Experiments show that DCI obtains better performance
than current state-of-the-art techniques for cross-lingual and/or cross-domain senti-
ment classification.

4.3 Sentiment Quantification

While sentiment classification is important, in [32] we argued that, in many cases of
applicative interest (e.g., when analysing tweets or product reviews), the final goal is
often not the classification of individual items, but the estimation of the percentage
of items that belong to a certain class; in other words, in these cases we are interested
not in sentiment classification, but in sentiment quantification.

Research has shown that quantification is best tackled by quantification-specific
algorithms, and not by using standard classification algorithms followed by counting
the number of items that have been assigned the class. In [37, 38] we conducted an
extensive analysis of existing quantification algorithms as applied to analysing tweets
by sentiment; the results confirmed that applying standard classification technology
when quantification is the real goal, is suboptimal. Similar conclusions were reached
when, instead of standard multi-class quantification, we tackled ordinal quantifica-
tion [25], i.e., the task characterized by a set of classes on which a total order is
defined.

5 Multimedia Analysis

Content-based Multimedia Information Retrieval (CBMIR) on a very large scale has
been a very active multidisciplinary research field during the last 25 years. Multime-
dia retrieval involves topics ranging from similarity search, metric access methods
and big data, to features extraction, deep learning and smart cameras. The explosion
of multimedia data caused by the diffusion of mobile devices and social media, has
increased the relevance of this topic for both industries and governments. We show
that the combination of state-of-the-art data structures and deep neural networks
allows multimedia analysis that have been considered unachievable for many years
because of issues such as semantic gap and curse of dimensionality.

In 2016, a benchmark consisting of 97M deep features1 extracted from the Yahoo
Creative Commons 100M (YFCC100M) dataset was presented and two approximate
similarity search techniques were tested on it [7]. In this Section we start from this

1http://www.deepfeatures.org.

http://www.deepfeatures.org
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recent result, to discuss the most relevant research results of the last 25th years that
made this possible.

Starting from the CoPhIR dataset dating back to 2009, large datasets have been
created using the multimedia shared by users on social media [15]. The proliferation
of easily and quickly accessible social media data can be used by researchers for
many different purposes. For example, such data has already proved useful for many
scenarios such as that of emergency management [11], intelligence [3], eHealth
[26], and social networks security. In recent years, we have observed the explosion
of image-sharing services such as Flickr and Instagram. For instance, Instagram
has 600 Million Monthly Users and it was estimated that about 85 million photos
are shared everyday Since by sharing photos, users could also express opinions or
sentiments, social media images provide a potentially rich source for understanding
public opinions.

The features extracted from the images in [7] are the activations of an hidden
layer of a Convolutional Neural Networks. This information, automatically extracted
from pre-trained deep neural networks, has recently show outstanding results, rapidly
becoming state of the art in many computer vision applications that have used global
(e.g., MPEG-7 Visual Descriptors) and local features (e.g., SIFT, SURF, BRIEF) for
decades. Moreover, deep learning is allowing tasks that were not even considered
before. In [18], as an example, the authors presented a deep learning basedmethod for
searching in a visual feature space, by learning to translate a textual query into a visual
representation allowing text searching in non-annotated (not even automatically)
image datasets. Deep Learning is also substituting local features based techniques in
smart cameras applications such as parking occupancy detection [8].

While Computer Vision is significantly contributing to make multimedia analysis
more effective, the large and increasing amount of multimedia available through
social media requires large scale and big data algorithms. Among several approaches
to address the problem of efficient search in large archives of image features, one that
is very promising is the use of inverted indices. Reference [5] introduced MI-File, an
approach that allows using inverted files to perform similarity searchwith an arbitrary
similarity function. In [4] a Surrogate Text Representation (STR) derived from the
MI-File has been proposed. The conversion of the permutations in a textual form
allows using off-the-shelf text search engines for similarity search. Another solution
that exploits a text retrieval engine to perform image similarity search, introduced
in [6], uses a straightforward quantization of the vector components of the DCNN
features.

6 Social Mining and Ethics

In a world more and more connected, we are witnessing an incredible growth in the
generation and sharing of data originating from the digital breadcrumbs of human
activities and sensed as a by-product of the ICT systems that we use everyday. Thanks
to themassive availability of this data, human behavior can be observed at large scale.
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New powerful data-driven tools may be designed and developed to exploit this data
for improving the world in many different ways. We can use GPS/GSM data to
observe and measure the behavior of a population, to build better cities tailored to
the movement of the population, with lower commuting times and lower pollution.
We can exploit medical data to build classifiers able to help in diagnosing and cur-
ing diseases. We can use industrial data to improve the production processes, and
create smarter and more secure factories. We can do a lot of other incredible and
useful things with the support of data and analytical tools able to extract useful
knowledge from raw data.

These data describing human activities are at the heart of the idea of a knowledge
society, where the understanding of social phenomena is sustained by the knowledge
extracted from the miners of big data across the various social dimensions by using
social mining technologies. However, the opportunities of discovering interesting
patterns from human data can be outweighed due to the high risks of ethical issues
in data processing and analysis and ethical consequences of their suggestions and
predictions. Important ethical risks are: (i) privacy violations, when uncontrolled
intrusion into the personal data of the subjects occurs, and (ii) discrimination, when
the discovered knowledge is unfairly used in making discriminatory decisions about
the (possibly unaware) people who are classified, or profiled.

In the literature some works have shown that data analytics and ethics are not
necessary enemies: practical and impactful data-driven and knowledge-based ser-
vices can be designed obtaining data and service quality while enforcing ethical
requirements. The key factor is to develop data analytics technologies that by-design
enforce ethical value requirements to provide safeguards of fairness. This vision is
fully compliant with the European General Data Protection Regulation which will
be applied on 25 May 2018 and that especially encourages the application of the
privacy by-design principle.

In the context of privacy protection in big data analytics, Monreale et al. [51]
propose the instantiation of the privacy-by-design paradigm [20], introduced by
Ann Cavoukian, in the 1990s, to the designing of big data analytical services. This
methodology was applied to guarantee privacy in the following fields.

Privacy in Data Mining Outsourcing. Giannotti et al. in [41] propose a method for
the outsourcing of the association rulemining task while ensuring privacy protection.
The results showhow an organization can outsource transactional data to an untrusted
third party, such as a cloud provider, and obtain a data mining service in a privacy-
preserving manner. In this particular scenario, not only the underlying data but also
the mined results are not intended for sharing and must remain private because
they are considered valuable strategic information. The proposed schema, before
sending the transactional data to the third party, applies an encryption based on
the addition of fake transactions to the original data in such a way that each item
(itemset) becomes indistinguishable with at least (k − 1) other items (itemsets). This
framework guarantees that not only individual items, but also any group of items,
have the property of being indistinguishable from at least k other groups in the worst
case, and actually many more in the average case. The consequence is that a possible
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attack has a very limited probability of success in guessing actual items contained
either in the transaction data or in the mining results. However, the data owner any
time queries the third party can efficiently decrypt correct mining results.

Privacy in Mobility Data Publishing. Monreale et al. [49] present a framework
offering an instance of the privacy by-design paradigm concerning personal mobil-
ity trajectories, obtained from GPS devices or cell phones. The designed method
enforces privacy protection while enabling clustering analysis useful for understand-
ing humanmobility behavior in specific urban areas. The releasedmovement data are
made anonymous by a process that applies a data-driven spatial generalization of the
trajectories. This data-driven approach allows to generalizemore areaswith high traf-
fic density with respect to urban areas with lower level of traffic. The results obtained
with the application of this frame- work show how trajectories can be anonymized
to a high level of protection against re-identification while preserving the possibility
of mining clusters of trajectories, which enables novel powerful analytic services for
info-mobility or location-based services.

Privacy in Distributed Analytical Systems. Monreale et al. in [50] apply the privacy-
by-designmethodology also in a distributed settingwhere an untrusted central station
is able to collect some aggregate statistics computed by each individual node that
observes a stream of mobility data. The central station stores the received statistical
information and computes a summary of the traffic conditions of the whole territory,
based on the information collected from data collectors. The proposed methodology
guarantees for each node of the system privacy protection at individual level by
applying a data transformation based on the well-known differential privacy model
[27].

In the context of discrimination data analysis, twomain lines of research are being
pursued (see [59] for a survey).

Discrimination discovery from data consists in the actual discovery of an unjus-
tified difference in treatment of individuals in a large amount of historical deci-
sion records. A process for direct and indirect discrimination discovery on social
groups using classification rule mining and filtering was originally proposed [66].
The process is guided by legally grounded measures of discrimination, possibly
including statistical tests of confidence. An alternative view of “discovery as attack”
is investigated in [67], in which attack strategies of privacy models are used to unveil
discrimination hidden behind redlining practices. Discrimination against individuals
has been instead modeled with a k-NN approach, following the legal methodology
of situation testing, and applied to a real case study in research project funding [65].

Discrimination prevention consists of removing bias in the machine learning and
data mining process. Bias can be present in the training data and in the learning algo-
rithm. Data sanitization for discrimination prevention has been investigated in [64],
by first reducing the t-closeness model of privacy to a model for non-discrimination,
and then adapting state-of-the- art data sanitization methods for t-closeness. An
approach dealingwith both privacy and discrimination sanitization is in [43]. Regard-
ing learning algorithms, a modified voting mechanism of rule-based classifiers in
order to reduce the weight of possibly discriminatory rules has been proposed [55].
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7 Data Infrastructure and Virtual Research Environments
as Data Science Enablers

Data Infrastructures [28] open new opportunities to data mining and machine learn-
ing activities by facilitating faster and cheaper investigations and enabling a more
rapid expansion of their volume. In fact, they are conceived to realise large scale soft-
ware ecosystems suitable for the big data challenges including analytics [44]. They
offer the entire spectrum of resources (data, software, methods, services, computing)
needed to carry out a certain investigation “as-a-Service” thus relieving researchers
to operate and maintain them. Moreover, they are progressively introducing mecha-
nisms that limit as much as possible the exposure of the researcher to technicalities
and challenges related with access to the necessary distributed and heterogeneous
set of resources.

Novel data infrastructures support the entire data processing chain, from the col-
lection and preparation of the necessary datasets, to the analytics steps till the pub-
lication of the produced outcomes. Along this chain, unifying and open capabilities
are provided thus to make it possible, for example, to access uniformly different
datasets or to simply plug-in new tools/methods and data whenever needed. The
resource space offered can also be made available to researchers through tailored
views, i.e. web-based working environments known as Virtual Research Environ-
ments [16], where (a) researchers can focus on a specific investigation by having at
their fingerprint what is needed; (b) what researchers produce is equipped with rich
enough metadata thus to become a new resource compliant with Open Science [34]
practices; (c) researchers are also provided with state-of-the-art facilities promoting
collaboration and cooperation.

Driven by this rationale a software system named gCube [10] has been designed
and developed. This technology is enacting the D4Science Infrastructure [17] and
exploited to create and operate more than 70 diverse VREs. Overall, these VREs are
serving more than 3100 (returning) scientists in 44 countries across a rich array of
diverse communities including the KDD community via the SoBigData RI.

Along the years, gCube has been progressively endowed with (a) a rich array
of mediators for interfacing with existing systems and their enabling technologies
including distributed computing infrastructures (e.g.EGI [19]) and data providers
(e.g. by relying on standards like OAI-PMH, SDMX, OGC W*S) as well as for
making it possible for third-party service providers to easily exploit gCube facili-
ties (e.g. OAuth, OGC W*S, REST APIs), (b) a set of basic services including a
shared workspace where the objects used and resulting from VRE activity (beyond
simple files) can be stored, organised and accessed as if they were in a “standard”
file-manager; a social networking area where the member of each VRE can have
discussions, share news and other material of interest, rate each item of a discus-
sion, classify the discussion items by hashtags, refer to people or groups thus to
call for actions from them, etc.; a user management area where authorized peo-
ple are allowed to manage VRE membership, to create groups, assign members to
groups, assign roles to member, invite newmembers, etc.; an open, customizable and
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extensible set of facilities made available for the needs of the specific community
context. These include a project management and issue-tracking system with a wiki,
a rich and extensible data analytics platform [10, 21], a flexible “products” catalogue
where any (research) artefact produced in the VRE and worth being “published” can
be easily made available by equipping it with rich metadata including license and
provenance-related ones, a rich array of domain data management facilities.

VREs are created by using a wizard-based approach where a VRE designer is
simply requested to select (among the available ones) the facilities and resources
he/she iswilling to have in theVRE, and then upon approval theVRE is automatically
provisioned and made available by a web-based portal.

Overall, the data analytics platform resulting from gCube is characterised by the
following key principles:

• Extensibility: the platform is “open”with respect to (i) the analytics techniques and
methods it offers and supports and (ii) the computing infrastructures and solutions
it relies on to enact the processing tasks. It is based on a plug-in architecture to
support adding new algorithms and methods as well as new computing platforms;

• Distributed processing: the platform is conceived to execute processing tasks by
relying on “local engines”/“workers” that can be deployed in multiple instances
and execute tasks in parallel and seamlessly. The platform is able to rely on com-
puting resources offered by both well-known e-Infrastructures (e.g.EGI) as well
as resources made available by the Research Infrastructures or communities to
deploy instances of the “local engines”/“workers”. This is key to make it possible
to “move” the computation close to the data;

• Multiple interfaces: the platform offers its services via both a (web-based) graph-
ical user interface and a (web-based) programmatic interface thus to enlarge the
possible application contexts. For instance, having a proper API facilitates the
development of components capable to execute processing tasks fromwell-known
applications (e.g.R, KNIME);

• Cater for scientific workflows [46]: the platform is both exploitable by existing
WFMS (e.g. a node of a workflow can be the execution of a task/method offered
by the platform) and support the execution of a workflow specification (e.g. by
relying on one or more instances of WFMSs);

• Easy to use: the platform should is easy to use for both (a) algorithms/methods
providers, i.e. scientists and practitioners called to realise processing methods of
interest for the specific community, and (b) algorithms/methods users, i.e. scientists
and practitioners called to exploit existing methods to analyse certain datasets;

• Open science friendly: the platform is transparently injecting open science prac-
tices in the processing tasks executed through it. This includes mechanisms for
capturing and producing “provenance records” out of any computing task, mech-
anisms aiming at producing “research objects” so as to make it possible for others
to repeat the task and reproduce the experiment.

These key principles make this analytics platform suitable for the challenges KDD
community is facing.
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8 Conclusions

Twenty-five years ago, most statisticians and computer scientists looked with skepti-
cism at the novel community of KDD scientists, trying to reformulate the analytical
process as data driven discovery. Indeed, such visionary endeavor, combined with
the advent of big data and spectacular advances in high performance computing, has
brought what we call today data science: a disruptive paradigm shift impacting all
disciplines that pushes towards novel scientificmethodswhere “top down”modelling
of phenomena coexists with “bottom up” discoveries from data.

Data abundance combinedwith powerful data science techniques has the potential
to dramatically improve our lives by enabling new services and products, while
improving their efficiency and quality.

Many of today’s scientific discoveries are already fueled by developments in sta-
tistics, data mining, machine learning, network science, databases, and visualization,
andwe can expect advances in any field related to the comprehension of complex phe-
nomena as in medicine and health (network/personalized medicine), manufacturing
(industry 4.0), social dynamics, urban planning, sustainable development.

The importance of data science is widely acknowledged, but there are also great
concerns about the irresponsible use of data and models. Automated data driven
decisions may be unfair or non-transparent. Confidential data may be shared unin-
tentionally or abused by third parties. Each step in the data science pipeline (from raw
data to conclusions) may create inaccuracies, e.g., if the data used to learn a model
reflects existing social biases, the algorithm is likely to incorporate these biases. The
ethics of data science is a challenging research topic where computer scientists play
a central role, we contributed to change society and we cannot escape the responsi-
bility to understand the impact of the digital transformation helping in catching the
opportunities mitigating the risks.

Finally, there is an urgent need to start harnessing these opportunities for scientific
advancement and for the social good, compared to the currently prevalent exploitation
of big data for commercial purposes (e.g. user profiling andbehavioral advertising) or,
worse, social control and surveillance. The main obstacle to this accomplishment,
besides the scarcity of data scientists, is the lack of a large-scale open ecosystem
where big data and social mining research can be carried out.

This is why we propose to establish SoBigData, the Social Mining & Big Data
Ecosystem: a research infrastructure (RI) providing an integrated ecosystem for ethic-
sensitive scientific discoveries and advanced applications of social datamining on the
various dimensions of social life, as recorded by “big data”. The research community
will use the SoBigData RI facilities as a “secure digital wind-tunnel” for large-scale
social data analysis and simulation experiments. SoBigData will serve the wide
cross-disciplinary community of data scientists, i.e., researchers studying all aspects
of societal complexity from a data- and model-driven perspective, including data
and text miners, computer scientists, socio-economic scientists, network scientists,
political scientists, humanities researchers, and more.
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A Tour from Regularities to Exceptions

Fabrizio Angiulli, Fabio Fassetti, Luigi Palopoli and Domenico Ursino

1 Overview

The enormous growth of information available in database systems has led to a
significant development of techniques for knowledge discovery. At the heart of the
knowledge discovery process is the application of data mining algorithms in charge
of extracting hidden relationships among pieces of stored information. Information
thus extracted fromdatabases havewidespread use in greatmany application domains
and contexts.

In this paper, we focus on traditional, structured databases as data sources. In this
realm information is available at two different levels, that of the database instance
(known as extensional level) and that of the database schema (often called intensional
level). For both of them, it is interesting to devise methods that automatically extract
useful information to be used, for instance, in re-engineering applications. Also, it is
sometimes useful to search databases for hidden regularities or, viceversa, to look for
exceptional data bunches. These two dichotomies sketch, in a nutshell, the structure
of this paper in which we summarize our long-term contributions in the area of data
mining and data integration.
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To illustrate, in the first part of this paper, we deal with discovering regularities
and exceptions in data. Searching for regularities in data instances is, actually, at the
heart of many data mining tasks, including classification, regression, clustering and
rule discovery. This latter is the specific subject we shall focus on first, by considering
two forms of it, namely, associative rules induction and metaquerying. After that,
we shall discuss the problem of looking for exceptions, aka outliers in database
instances. In this respect, it must be noted that searching regularities and exceptions
does not complement one another, and specific and often unrelated techniques are
needed in order to look for them.We shall discuss about outlier detection in ordinary
data instances and in data streams and about the related problems of constructing
explanations justifying for data bunches to be considered as exceptional.

Finally, we tackle the context of extracting regularities and exceptions in data
schemas and we illustrate their exploitation to the problem of data integration and,
ultimately, of information system cooperation.

2 Extensional Data Mining

2.1 Dependency Discovery

This task aims at revealing types of correlations holding among pieces of information
stored in a database, which can be somehow expressed in the form of logical-like
rules. For instance, with boolean association rules, one describes co-occurrences of
items within databases of itemsets.

Not all rules induced froma database are, however, interesting: thiswill be the case
only if it describes a relationship that is “mostly valid”. To state such a validity, indices
are used, that is, functions with values usually in [0, 1]. Support and confidence are
classical indices employed in the data mining field. Intuitively, when a rule scores a
high support, it is worth to further consider it, since there exist a significant fraction
of the database tuples that satisfy the conjunction of the atoms in the rule.Confidence
shows to what extent a given rule is true within the database at hand. Just for the
way of example, a confidence value of 0.7, associated to the boolean association
rule of the form I1, I2, . . . , In → I, tells that 70 percent of the stored itemsets where
I1, I2, . . . , In are true (that is, occur) also have I true.

2.1.1 Association Rules Induction

Above we have made reference to the simplest form of an association rule, that is, the
boolean one. In several application domains, though, they are not enough to encode
interesting data dependencies.

Quantitative association rules use conditions of the form: (i) A = c; (i i) A �= c;
(i i i) A ∈ [l, u]; (iv) A /∈ [l, u]; where A is an attribute, l and u are values and [l, u]



A Tour from Regularities to Exceptions 309

denotes the set of numbers x s.t. l ≤ x ≤ u. In either forms, inducing association rules
is a quite widely used data mining technique. Despite their widespread utilization, a
thorough analysis of the complexity of the associated tasks was not been developed
when we begun working on the subject.

We define a form of association rules that generalizes over the quantitative, cat-
egorical and the boolean attributes. We allow the null values (indicated by ε) to
occur in the database, denoting the absence of information, for which it is forbid-
den to specify conditions. We capture [13, 15] the formal framework of boolean
rules by calling boolean a database defined on a set of attributes taking value
over {c, ε}, where c is an arbitrary constant. In this setting, an association rule
(B1 = c) ∧ . . . ∧ (Bp = c) ⇒ (H1 = c) ∧ . . . ∧ (Hq = c) will encode the boolean
association rule B1, . . . , Bp ⇒ H1, . . . , Hq .

Given a database T , support and confidence for association rule B ⇒ H are:

• the support of B ⇒ H in T , written sup(B ⇒ H, T ), is |TB∧H |/|T |, and
• the confidence of B ⇒ H in T , written cn f (B ⇒ H, T ), is |TB∧H |/|TB |,
where TC denotes the set of tuples of T which satisfy the condition C . In our investi-
gation, we considered two additional indexes, namely gain and laplace, that we shall
not discuss further here.
Association rule induction problem: Let I be a set of attributes, let T be a database
on I , let k, 1 ≤ k ≤ |I |, be a natural number, and let s, 0 < s ≤ 1, be a rational
number. Furthermore, let ρ be an index. The association rule induction problem
〈I, T, ρ, k, s〉 is as follows: Is there a non-trivial association rule R such that |R| ≥ k
and ρ(R, T ) ≥ s?

Complexity results are summarized in Table1. Before commenting on those, we
recall that problems belonging to classes as AC0, TC0, L, and LOGCFL are very
efficiently parallelizable (indeedAC0 ⊆ TC0 ⊆ NC1 ⊆ L ⊆ LOGCFL ⊆ NC2 ⊆ P;
the reader is referred to [24] for basics on complexity classes), so that the algorithm
design effort could be addressed accordingly:

Table 1 Complexity results for the Association rule induction problem

Index Database type Constraints Complexity

1 sup, gain, laplace No nulls No NP-complete

2 cnf No nulls No TC0

3 All With nulls No NP-complete

4 All Sparse No L

5 All Any |I | fixed L

6 sup With nulls s fixed NP-complete

7 sup Boolean s|T | or k fixed TC0

8 sup Boolean s|T | and k fixed AC0
2
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• All the problems are NP-complete in the presence of null values (row 3 of Table1);
therefore, dealingwith nullsmakes “per se” the task of rule induction very demand-
ing;

• The problem 〈I, T, cn f, k, s〉 becomes tractable when databases without nulls are
considered (row2),while the other problems remain intractable (row1); thismeans
that generating rules with high-confidence is easier than the case of other indices;

• In the presence of a bound on the length of the tuples (row 4) or of a bound on the
number of attributes (row 5), then all the problems become highly parallelizable;
this result can be understood if one considers that, when such bounds are imposed,
the number of candidate rules is polynomial and different rules can be generated
independently from one another.

2.1.2 Metaquerying

Metaquerying is a task aiming at extracting first order logical rules from a relational
and a deductive database. This is a semi-supervised task in that the metaquery serve
as the description of a class of patterns that the user is willing to discover. Differently
from canonic association rules induction, patterns discovered using metaqueries can
link information from several tables in databases. To illustrate, a metaquery MQ
has the form T ← L1, . . . , Lm where T and Li are literal schemes Q(Y1, . . . ,Yn),
and Q is either an ordinary predicate name or a predicate variable. In the latter
case, Q(Y1, . . . ,Yn) can be instantiated to an atom with a predicate name denoting
a relation in the database.

Answering a metaquery MQ on a database instance DB amounts to finding all
substitutions σ, also called instantiations, of relational patterns appearing inMQ by
atoms having as predicate names relations in DB, such that the Horn rule σ(MQ)

holds in DB with a certain degree of plausibility, defined in terms of indices such as
support and confidence.

We worked in the context outlined above with the two-sided aim of defining a
clear and well-defined semantics and of studying the complexity of the underlying
computational problems [11, 12, 14].
Metaquery semantics: Let MQ be a metaquery, DB a database, and σ an instantia-
tion. According to the type of the instantiation (namely, 0, 1, or 2), for any relational
pattern L and atom A, σ(L) = A implies the following:

• type–0: L and A have the same list of arguments;
• type–1: the arguments of A are obtained from those of L by permutation.
• type–2: the arguments of A are a superset of those of L , and the ones not appearing
in L do not occur elsewhere in the instantiated rule.

Metaquery induction problem: Let T ∈ {0, 1, 2} be an instantiation type and let
I be a plausibility index. Let DB denote a database instance, MQ a metaquery,
and k a threshold, 0 ≤ k < 1. Then, the combined (data, resp.) complexity of
〈DB,MQ, I, k, T 〉 is the complexity, measured in the size of DB, MQ and k (DB,
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Table 2 Complexity results for theMetaquery induction problem

Complexity
measure

Problem type Instantiation
type

Indices Threshold Complexity

1 Comb. Compl. General 0, 1, 2 I k = 0 NP-complete

2 Comb. Compl. General 0, 1, 2 cvr , sup 0 ≤ k < 1 NP-complete

3 Comb. Compl. General 0, 1, 2 cn f 0 ≤ k < 1 NPPP-
complete

4 Comb. Compl. Acyclic 0 I k = 0 LOGCFL-
complete

5 Comb. Compl. Acyclic 1, 2 I k = 0 NP-complete

6 Comb. Compl. Acyclic 1, 2 cvr , sup 0 ≤ k < 1 NP-complete

7 Comb. Compl. Semi-acyclic 0, 1, 2 I k = 0 NP-complete

8 Data Compl. General 0, 1, 2 I k = 0 AC0

9 Data Compl. General 0, 1, 2 I 0 ≤ k < 1 TC0

resp.), of deciding if there exists a type-T instantiation σ such that I (σ(MQ)) > k,
where DB has variable schema (fixed schema, resp.).

Complexity results are summarized in Table2, where it can be read that:

• The combined complexity of: (1) 〈DB,MQ, I, 0, T 〉 is NP-complete for any
instantiation type T ; (2) 〈DB,MQ, I, k, T 〉 is NP-hard for any index I ; (3)
〈DB,MQ, I, k, T 〉 is in NP for 0 ≤ k < 1, any T , and I ∈ {cvr, sup}.

• Instantiating metaqueries complying with a given bound on the confidence value
turns out to be more complex than for other indices. This is due to the need
of computing the exact count of tuples satisfying the body of an instantiation,
whereas for other indices this is not required. In fact, this problem is related to
the #P-complete problem #SAT, where the question concerns counting the exact
number of solutions of a given boolean formula. The class #P employed as an
oracle is equivalent to another class related to counting, namely PP. Specifically,
the combined complexity of 〈DB,MQ, cn f, k, T 〉 turns out to be NPPP-complete,
a class “close” to PSPACE. Interestingly enough, the above result states the first
natural problem known for the complexity class NPPP.

• In order to single out tractable cases in the context of the combined complexity
analysis, we individuate the classes of (semi–)acyclic metaqueries on the basis
of the acyclicity of the (semi–)hypergraph associated with a metaquery: nodes
are associated to both predicate and ordinary (only ordinary, in the case of the
semi-hypergraph) variables occurring in the metaquery, while edges ecompass
all variables appearing together in a certain relational pattern. Interestingly, the
combined complexity of 〈DB,MQ, I, 0, 0〉 for acyclic metaqueries is LOGCFL-
complete, hence, highly parallelizable. However, acyclicity is not sufficient to
guarantee tractability in general.

• As for the data complexity, depending on the threshold k, its membership ranges
from AC0 (k = 0) to TC0 (0 ≤ k < 1), hence, highly parallelizable.
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2.2 Mining Exceptions

Outlier mining approaches tackle the knowledge discovery problem from a perspec-
tive which is reversed with respect to that of regularity mining ones. Specifically,
the goal of outlier detection techniques is to isolate a few individuals deemed as
exceptional, also referred to as outliers.

While inmany contexts outliers are considered as noise thatmust be eliminated, as
pointed out elsewhere “one persons noise could be another persons signal”, and thus
outliers themselves can represent the knowledge of interest in many applications, as
in medical analysis, intrusion detection, surveillance systems, data cleaning, to cite
a few.

Actually, exception mining techniques can be grouped in two main categories,
that are outlier detection and outlier explanation.

2.2.1 Outlier Detection

Outlier identification has its roots in statistics: “An outlier is an observation that
deviates somuch fromother observations as to arouse suspicions that it was generated
by a different mechanism”. According to most statistical approaches, outliers are
those points that satisfy a discordancy test, that is, that are significantly far from
what would be their expected position given the hypothesized distribution [1].

Approaches to outlier detection pertaining to the datamining field can be classified
in supervised, semi-supervised, and unsupervised.
Unsupervised outlier detection. Unsupervised methods search for outliers in an unla-
belled data set by assigning to each object a score which reflects its degree of abnor-
mality. Most of the unsupervised approaches proposed in the data mining literature
can be classified as deviation-based, distance-based, density-based, isolation-based,
and others [1].

Among the unsupervised outlier detection methods, distance-based outlier ones
occupy a prominent position. Distance-based outlier detection has been introduced
by [26] to overcome the limitations of model-based statistical methods, that are the
methods requiring that the data fits an hypothesized distribution. According to the
original definition, an object obj is a distance-based outlier in a dataset with respect
to parameters k and R if less than k objects in the data set lie within distance R
from obj . Subsequently, some variants of the basic distance-definition have been
introduced in the literature that have become popular during the years. Specifically,
in order to provide a ranking of the outliers and with the aim of taking into account
the whole neighborhood of the objects, [9] proposed to rank objects on the basis of
the sum of the distances ωk(·) (or, equivalently, the average distance) from their k
nearest neighbors, a measure called weight and also referred to as aKNN score (for
average KNN).

The first two algorithms for mining distance-based outliers in large data sets were
presented in [26]. However, none of these methods scales well for both large and



A Tour from Regularities to Exceptions 313

high-dimensional data, and this originates efforts for developing scalable algorithms
that are scalable in both the size and the dimensionality of the data.
HilOut algorithm.Within this scenario [9, 10] proposed an algorithm, calledHilOut,
for detecting the top-n distance-based outliers according to the weight score. The
major contributions of this research have been a novel distance-based outlier def-
inition and the first distance-based outlier algorithm guaranteeing an approximate
solution within a deterministic factor in time linear with respect to the dataset size.

The algorithm relies on the definition of approximate set {a1, . . . , an} of outliers:
elements ai of this set have a weight greater than the weight of the true outliers within
a pre-defined factor ε ≥ 1 (that is εωk(ai ) ≥ ωk(oi ), where oi denotes the true i-th
top outlier, i = 1, . . . , n).

Let n and d be the dataset size and dimensionality, respectively. The algorithm
consists of two phases. The first provides an approximate solution, within a rough
deterministic factor, after executing at most d + 1 sorts and scans of the data set,
with temporal cost O(d2nk) and spatial cost O(nd),

Specifically, the algorithm avoids the distance computation between each pair
of points by making use of the space-filling curves (and, specifically, the Hilbert
curve), that are mappings of an hypercube D = [0, 1]d into the interval I = [0, 1],
to linearize the dataset. The mapping assures that if two points are close in I , they
are close in D too, although the reverse in not always true.

During the first phase the algorithm calculates a lower and an upper bound to the
weight of each point by exploitingHilbert curves, and determines the points candidate
to belong to the solution set, or candidate outliers. If the number of candidates n∗
is n, then the algorithm stops reporting the exact solution. Otherwise, the second
phase is needed, which calculates the exact solution with a final scan of temporal
costO(n∗nd). Experimental results highlighted that in practice the algorithm always
stops, reporting the exact solution, during the first phase after much less than d + 1
steps.
DOLPHINalgorithm.TheDOLPHINalgorithm [6, 7] detects distance-basedoutliers
according to the definition of [26]. The algorithm, designed to work on disk-resident
datasets,maintains an in-memory data structure, called INDEX.DOLPHINperforms
two sequential scans of the dataset file. During the first scan INDEX is employed to
maintain a summary of the portion of the dataset already examined. In particular, for
each incoming dataset object obj , the objects stored in INDEX are exploited in order
to determine if obj is an inlier. The object obj will be inserted into INDEX if it is not
recognized as an inlier. By adopting this strategy it is guaranteed that INDEX contains
all the outliers occurring in the portion of the dataset already scanned.Moreover, some
of the objects stored in INDEX, called proved inliers, can be recognized as inliers on
the basis of the objects read after them. When the first dataset scan finishes, INDEX
contains a superset of the dataset outliers. During the second scan, the candidate
outliers stored in INDEX are compared with all the dataset objects and at the end of
the scan, INDEX contains all and only the outliers of the dataset.

It is proved that the size of INDEX is O(k/p), where p denotes the probability that
two randomly picked objects, one from INDEX and the other from the dataset, are
neighbors. As for the value of k/p, for meaningful combinations of the parameters
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k and R, that are those associated with a pre-determined fraction α (usually of the
order of 1%) of objects to be recognized as outliers, provably corresponds to a small
fraction (of the order of 1%) of the dataset size. Importantly, probably approximately
correct values for k and R associated with a given α can be quickly determined by
means of a fixed-size sampling procedure.

Summarizing, the spatial cost is O(k/p), the temporal cost is O(nk/p), which
for k fixed is linear in the dataset size, and the I/O cost is linear, since it corresponds
to the cost of sequentially reading the input dataset file twice. DOLPHIN has been
compared with state of the art distance-based outlier detection algorithms showing
that it is much more efficient.
Outliers in data streams. In many emerging applications, such as fraud detection,
network flow monitoring, telecommunications, data management and others, data
arrive continuously and it is either unnecessary or impractical to store all incoming
objects. In this context, a challenge is to find the most exceptional objects among
the flow of incoming data, also called a data stream. Data mining on data streams is
often performed based on certain time intervals, called windows.

Finding outliers in data streams is a relatively novel and challenging research
area [25]. The method proposed in [8], called STORM (for STream OutlieR Miner),
introduces a novel concept of querying for outliers. Specifically, previous work deals
with continuous queries, that are evaluated as objects arrive. Conversely, one-time
queries are evaluated once over a point-in-time. The underlying intuition is that, due
to evolution, stream characteristics can change over time and, hence, by classifying
single objects when a data analysis is required, the concept drift, a challenging
characteristics of data streams, can be captured.
Semi-supervised outlier detection. Semi-supervised methods assume that only nor-
mal examples are given. The goal is to find a description of the data, that is a rule
partitioning the object space into an accepting region, containing the normal objects,
and a rejecting region, containing all the other objects. These methods are also called
one-class classifiers or domain description techniques.

In [16] the concept of outlier detection solving set is defined, a subset of the input
data set representing a model that can be used to predict distance-based outliers
according to the weight score. The computational complexity of computing a mini-
mum cardinality solving set is analyzed, showing that it is in general an intractable
problem. An algorithm, called Solving Set, that computes with sub-quadratic time
requirements a solving set and the top-n outliers is described, and experimental evi-
dence that the solving set is a fraction of the overall data set and that the false positive
rate obtained using it is negligible is given.

Parallel/distributed and GPU based strategies for solving set computation are
described in [19, 21]. Other compressed representation for novelty detection based
on distance-based definitions are introduced in [4, 5] and compared with well-
established one-class classification methods.

Outlier Explanation. In many real situations, one is given a data population char-
acterized by a certain number of attributes, and information are provided that one
of the individuals in that data population is abnormal, but no reason whatsoever is
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given as to why this particular individual is to be considered abnormal. The problem
we deal with next is precisely to single out such reasons.

This problem has many practical applications. For instance, in analyzing health
parameters of a sick patient it is relevant to single out parameters mostly differenti-
ating them from those of the healthy population. As another example, a data history
associated with an athlete that has established an exceptional performance can be
analyzed to detect characteristics determining that performance.

Despite its wider applicability, a limited attention has been paid to the subject at
the time we started working on it. We tackled the problem under several directions,
since, due to its peculiarities, it needed the designing of specific techniques on the
basis of one or more outliers in input and on the basis of the presence of numerical
or categorical attributes. The following table reports the techniques we develop for
the different contexts, together with the referred work.

categorical data numerical data
one outlier FOP [17, 18] OPD [23]
more outlier EXPREX [20] EXPREX [20]

In order to illustrate the scenario, we refer to the first case, namely a categorical
dataset and one outlier provided in input. Nevertheless, the underlying ideas are
shared by the different scenarios.

Consider the example consisting in a portion of the Zoo dataset (Fig. 1a). This
database consists of 15 boolean-valued and two numerical attributes representing
animal features. The table reports some of the attributes collected for some animals.
It is known that the platypus is an exceptional animal being it a mammal, but laying
eggs. This intuitive notion can be formally illustrated on the database by noticing
that among dataset objects having value “y” for the attribute eggs, the platypus is the
only animal having value “y” for the attribute milk. Obviously the value “y” for the

name eggs milk legs
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flea y n 6
gnat y n 6
gull y n 2
octopus y n 8
ostrich y n 2
parakeet y n 2
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platypus y y 4
polecat n y 4
pony n y 4
wasp y n 6

.

.

.
.
.
.

.

.

.
.
.
.

(a)

legs freq f

〈2〉 4
〈4〉 3
〈6〉 3
〈8〉 1

(b)

f ff cum ff

1 1 1
3 6 7
4 4 11

(c)

1

7/11

1/11

111/411/1 11/3

4/11

3/11

3/11

(d)

Fig. 1 Illustration of the outlier explanation problem
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attributemilk is not an exceptional feature “per se”, but it is surprising when attention
is restricted to the animals which lay eggs. This is a case where a local property is
individuated, where the attribute eggs plays the role of explanation for the outlying
property, milk, of the platypus.

The intuitionunderlyingour definitionof exceptionality is that a set of attributes, or
property, makes an object exceptional if the frequency of the combination of values
assumed by that object on those attributes is rare if compared to the frequencies
associated with the other combinations of values assumed on the same attributes by
the other objects of the database.

Indeed, considering frequency values may lead to incorrect conclusions. As an
example, consider a key-attribute. Obviously, the value assumed by the outlier object
on that attribute occurs just once on the dataset, but this cannot be considered excep-
tional since all the values occur once.

Our approaches, then, try to capture this intuition in the various scenarios where
we search for property-explanation pairs.
One outlier – Categorical data. The technique we propose to deal with the case of
one user-provided outlier in a categorical dataset is based on (1) the construction of
the histogram of frequency values (Fig. 1b), (2) the construction of the cumulated
histogram of the frequency of frequencies (Fig. 1b) and, (3) the quantification of the
“degree of unbalanceness” between the frequency of the object o under consideration
and the frequencies of the rest of the database (Fig. 1b). This latter step is performed
by measuring the area above the cumulated frequency of frequencies histogram of
the database w.r.t. the set of attributes of interest, starting from the frequency of o.
Indeed, the larger this area is, the smaller the frequency of o is w.r.t. the frequencies
associated with the other data set objects. To illustrate, Fig. 1 reports the computation
of the outlierness of the property legs for the platypus.
One outlier – Numerical data. When dealing with numerical attributes, in order to
extend the previously stated intuition, a key aspect is being able to efficiently esti-
mate both the cumulated density frequency (cdf) and the related probability density
frequency (pdf), as well as to exploit them to measure the associated imbalance. This
is in fact our main contribution in this scenario.

The Outlying Property Factor (OPF) of a numerical attribute a in o w.r.t. the
dataset is defined as follows:

OPFa(o) = Ω

(∫ sup( fa)

fa(o[a])
(1 − Ga( f ))d f −

∫ fa(o[a])

0
Ga( f )d f

)
. (1)

where, Ω denotes a function from the set of real numbers to [0, 1], and

Ga(ϕ) = Pr(X f
a ≤ ϕ) =

∫ ϕ

0
Pr(X f

a = v)dv, (2)

with X f
a denoting the random variable whose pdf represents the relative likelihood

for the pdf fa , representing the density of the active domain of a, to assume a certain
value. Thus, Ga(ϕ) measures the probability to observe in a a density value not
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exceeding ϕ. To maintain the analogy with the previous definition, the first integral
in OPF measures the area above the cdf Ga( f ) for f > fa(o[a]), while the second
integral in OPF measures the area below the cdf Ga for f ≤ fa(o[a]).

Two problems are related to the applicability above definition: (1) to estimate the
empirical pdfs from dataset values, and (2) to determine the “natural” intervals of
homogeneous values to be employed to form explanations. The strategies we have
designed to solve these two problems exploit a common framework, which is based
on Kernel Density Estimation (KDE).
More outliers. The work [20] extends the perspective of previously described
approaches in order to be able to deal with groups, or sub-populations, of anom-
alous individuals. As an example, consider a restrict group of longevous individuals;
it would be very useful to single out properties, namely genetic traits, differentiating
them as a whole from normal individuals.

We designed exceptionality scores well-tailored for comparing a rare population
with a large one, which exploit the notion of randomization test based on the Pear-
son chi-square criterion, for categorical properties, and on the Cramér-von-Mises
criterion, for numerical properties. These criteria evaluate the badness of fit of a
probability distribution F compared to a sample set. In particular, we employ as
reference distribution F the empirical distribution function associated with the pop-
ulation of inliers and, as the sample set, the population of outliers.

3 Intensional Data Mining

Analogously to what happens for the extensional level [36], also for the intensional
one it is possible to define regularities and exceptions. In particular, both of them, as
a whole, form the so-called interschema properties [29, 32].

These can be partitioned into nominal properties [30], which involve lexicon, and
structural properties [37], which involve the structure of sources to integrate.

Nominal properties, in turn, can be divided in synonymies, homonymies and
hyponymies. A synonymy between two concepts C1, belonging to a schema S1, and
C2, belonging to a schema S2, indicates that they have the samemeaning but different
names. A homonymy between C1 ∈ S1 and C2 ∈ S2 denotes that they have the same
name but different meaning [29, 32]. A concept C1 ∈ S1 is a hyponym of a concept
C2 ∈ S2 (which, in turn, is the hypernym of C1) if C1 has a more specific meaning
than C2 [31]. Synonymies and homonymies are examples of regularities, whereas
homonymies represent a case of exceptions.

The main structural properties [40] are type conflicts, subschema similarities
and complex knowledge patterns. A type conflict denotes that the same concept is
represented by means of different schema structures in the involved databases (for
instance, by means of an attribute in S1 and an entity in S2). A sub-schema similarity
indicates that a subschema of S1 and another of S2 could represent the same con-
cept although they seem to have a different structure. A complex knowledge pattern
represents a (generally complex) relationship involving several concepts possibly
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belonging to several different schemas [28, 35]. Also for structural properties we
can recognize regularities (in this case, subschema similarities) and exceptions (in
this case, type conflicts). Interestingly, complex knowledge patterns can encompass
both regularities and exceptions. In the literature, different techniques for the extrac-
tion of interschema properties have been proposed. The interested reader can find a
survey in [38].

In this chapter, we shall illustrate one of them based on the assumption that two
concepts are similar if the concepts belonging to their neighborhoods are similar.
Now, the question is: given a concept C , which are its neighbors? To answer this
question, it is necessary to define a metric aiming at detecting the semantic relation-
ship degree between two concepts. Thanks to this metric, it is possible first to detect
the closest neighbors of C , then to determine the neighbors of the closest neighbors,
and so forth, until to a certain neighbor distance has been covered. Clearly, in the
definition of the semantics of C , the contribution of its closest neighbors must be
higher than the one of its farthest neighbors. In other words, as this process moves
away from C , the weight of neighbors in determining the semantics of C decreases.

To define the metric of our interest, some support information is needed. To
determine this information, it is necessary to associate some suitable graphs (called
SemanticDistanceGraphs - SDGraphs)with the involved E/R schemas. Specifically,
given an E/R schema S, the corresponding SD-Graph can be represented as G(S) =
〈N (S), D(S)〉, where N (S) indicates the set of the nodes of G(S), whereas A(S)

denotes the set of its arcs. There is a node in G(S) for each entity, relationship or
attribute of S. A(S) consists of two subsets, namely: (i) SA(S), i.e., the set of solid
arcs, denoting a strong relationship between two concepts; (i i) DA(S), i.e., the set
of dashed arcs, indicating a weak relationship between two concepts.

There is a solid arc: (i) from an entity or a relationship to each of its attributes;
(i i) from a relationship to each of the entities linked by it; (i i i) from a key attribute
to the corresponding entity; (iv) from the “child” entity to the “father” one of an isa
relationship.

There is a dashed arc: (i) from a non-key attribute to the corresponding entity or
relationship; (i i) from an entity to each of the relationships it participates to; (i i i)
from a “father” entity to each of its “children entities” of an isa relationship.

The more the shortest path connecting two nodes encompasses dashed arcs, the
more they must be considered semantically distinct. We define D-pathn in G(S) a
path with n dashed arcs and any number of solid arcs. Given two nodes x and y in
G(S), the D-shortest path from x to y, denoted by 〈x, y〉, is the path from x to y
characterized by the minimum number of D-arcs.

Given a node x , the neighborhood, or context of level i ≥ 0 of x is defined as:
cnt (x, i) = {y | y ∈ N (S), y �= x, 〈x, y〉is a D − pathi in G(S)}.

The A_cnt of level i (i ≥ 0) of a node x is defined as as the set of the attributes
belonging to cnt (x, i). The E_cnt of level i (i ≥ 0) of a node x encompasses all the
entities belonging to all the contexts of level j (0 ≤ j ≤ i) of x .

In order to determine if two concepts, belonging to two different schemas, are
similar, it is necessary to first examine their contexts of level 0, then the ones of level
1, and so forth.
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Let x ∈ G(S1) and y ∈ G(S2) be two nodes. In order to compute the similarity
degree of their A_cnts, a full bipartite graph is constructed. In this graph, there is
a node for each attribute of x and y. Each edge has associated a weight on the
basis of the similarity degree of the corresponding attributes. Given two attributes
A1 of x and A2 of y, the weight of the edges linking them is computed by means
of the following formula: γ(A1, A2) = wl × L(A1, A2) + wd × D(A1, A2) + wk ×
K (A1, A2), wherewn ,wd andwk are weighting factors whose sum is equal to 1, and
L(A1, A2), D(A1, A2) and K (A1, A2) consider the lexicographic, domain and “key
characterization” similarities of A1 and A2, respectively. After the bipartite graph
has been constructed, the computation of the similarity degree of the two A_cnts is
performed by computing a suitable objective function associated with the maximum
weightmatching related to this bipartite graph. This objective function is given by the
sum of the weights of the selected arcs multiplied by 2 and divided by the number of
the nodes of the bipartite graph. The corresponding value belongs to the real interval
[0, 1]. In an analogous way, it is possible to compute the similarity degree of two
E_cnts. Finally, the similarity degree c − sim(x, y, i) of two contexts cnt (x, i) and
cnt (y, i) is a weightedmean of the similarity degree of their A_cnts and their E_cnts.

To compute the similarity sim(x, y) between x and y, it is necessary to apply
an iterative procedure. First c − sim(x, y, 0) is computed. Then, c − sim(x, y, 1)
is determined and exploited to refine the previously computed value. This way of
proceeding is performed until to a user predefined level n is reached, or until to the
value of sim(x, y) reaches a fixed point, with farthest levels influencing the computed
value less than closer ones. For this latter purpose, we exploit a quadratic decrease
function.

Once the similarity coefficients of all the objects of two schemas S1 and S2 have
been determined, it is possible to compute interschema properties:

• There exists a synonymy between two objects C1 ∈ S1 and C2 ∈ S2 if they have
the same type (i.e., both of them are entities or relationships or attributes) and their
similarity coefficient sim(C1,C2) is higher than a certain threshold th.

• There exists a homonymy between two objects C1 ∈ S1 and C2 ∈ S2 if they have
the same name and the same type but their similarity coefficient is lower than
(1-th).

• There exists a type conflict between two objects C1 ∈ S1 and C2 ∈ S2 if they have
different types but their coefficient is higher than a threshold th.

The interested reader can find all details about this approach in [32].
In order to compute subschema similarities, a very similar approach can be

adopted. In fact, the neighborhood of a subschema is nothing more than the union
of the neighborhoods of the objects forming the subschema [40]. The approach to
computing hyponymies is very similar to the one described above [31]. Finally, in
order to determine complex knowledge patterns, a variant of description logics can
be exploited [28]. As previously pointed out, interschema properties play a key role
in schema integration and, ultimately, in the construction of Cooperative Information
Systems and Data Warehouses [39].
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The interested reader can find the description of a system performing interschema
property computation by means of the approach described above, as well as schema
integration for the construction of a Cooperative Information Systems or a Data
Warehouse in [33, 34].

4 Future Trends

As current trends, a renewed interest is witnessed for the field of metaquerying due
to the success of the semantic web and to its strict relationship with ontological, that
carries in the spotlight the need of querying classes and concepts [27]. Furthermore,
notable research directions pertaining outliers are devoted to the needs of certain
applications, e.g., in terms of interpretability or capability to describe the reasons
underlying unusual behaviours of users, to provide user interfaces to navigate within
data and to visualize outliers, and towards tailoring the discovery process on users’
goals rather than on some pre-defined notion of abnormality [3].

As another interesting challenge for researchers, it is worth to emphasize the
relevance of designing techniques able to work in domain so complex to necessarily
require new and specialized methodologies. Among these, relevant contributions
could be provided to fields like physics or biology because of the huge amount of
data already produced in these areas characterized by high variability and uncertainty.

Moreover, of particular interest is the analysis of networks and of their dynamics
related to the formidable popularity of online social networks and availability of
huge amount of user-generated content. This has lead to a significant increase in the
number of studies about social network in the area of the social sciences network
modeling and analysis in the area of machine learning and data mining. All that is
aimed to extract knowledge about relations and diffusion processes in order to shed
lights on social behaviors and interactions among individuals or discover anomalous,
malicious individuals who attempt to perform illegal activities and cause harm to
other users [2, 22].
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Relational Data Mining in the Era of Big Data

Annalisa Appice, Michelangelo Ceci and Donato Malerba

Abstract The aim of this article is to synthetically describe a sample of distinct
approaches and applications of Relational Data Mining, which address the issue
of managing complex, and possibly big, amounts of data. Specifically, we report a
brief review of the literature on Relational Data Mining in the fields of Spatial Data
Mining, Process Mining, Network Data Analysis and Stream Data Mining, with an
emphasis on the Italian research. For each field, we describe the milestones that have
been reached, as well as the future research trends that are fuelled by the emergent
ubiquity of Big Data.

Keywords Relational data mining · Spatial data mining · Process mining · Stream
data mining · Sensor network analysis · Big data analytics

1 Introduction

Relational Data Mining is a branch of Data Mining whose main goal is to overcome
the problem of single table assumption, that is made in classical data mining, sta-
tistical and machine learning approaches [32]. The single table assumption assumes
that the training set can be represented as a single relational table, where each row
corresponds to an example and each column to a predictor variable or to the target
variable. This assumption seems quite restrictive in several data mining applications,
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where data to be represented are complex, are stored in a database and are orga-
nized into several tables for reasons of efficient storage and access. In this context,
both predictor variables and the target variables (if any) are represented as attributes
of distinct tables (relations) eventually related each other by means of foreign key
constraints.

In the 2000s, we have witnessed to a proliferation of Relational Data Mining
approaches due to the high number of application domains yielding relational data.
Specifically, a variety of Relational Data Mining algorithms have been formulated
to be directly applied to various relational representations of collections of intercon-
nected entities, namely networked data. We note that this significant research effort
has beenmainlymotivated by the ubiquity of networked data. In fact, text data, social
data, spatio-temporal data and sequence data can be easily seen as a kind of network
data, where entities are objects and connections are social/spatial/temporal relation-
ships. By resorting to a network representation of this kind of data, the application of
Relational Data Mining algorithms appears straightforward, at least in principle. In
particular, Relational Data Mining algorithms allow us to naturally take into account
the various forms of correlation, which may bias learning in network data. Further-
more, discovered relational patternsmay reveal those relationshipswhich correspond
to the network dependencies. In addition, a wide plethora of Relational Data Mining
algorithms have been formulated for descriptive and predictive tasks [32]. Appli-
cations include spatial, spatio-temporal data mining, process mining, stream data
mining.

One of the main issues to be considered in Relational Data Mining is the inherent
complexity of data and tasks, which has called for algorithms inherently more expen-
sive computationally-wise: larger hypothesis spaces are searched and evaluation of a
single hypothesis becomesmore complex. Although variousmajor accomplishments
have been performed in the direction of efficiency and scalability [15], unfortunately
existing Relational Data Mining systems cannot be commonly applied for dealing
effectively with very large (big) data sets [87].

Big Data starts with large-volume, heterogeneous, autonomous sources having
distributed and decentralized control, and seeks to explore complex and evolving rela-
tionships amongdata.Big data have often a complex relational structure. The inherent
complexity of data is expressed into the heterogeneous and diverse dimensionality,
as well as in the existence of complex and evolving relationships [88]. Therefore,
despite the efficiency and scalability limits, Relational DataMining appears a natural
approach for representing and handling such large complex data. A simple way to
use Relational Data Mining systems is to simplify Big Data by reducing the amount
of information. We could compress several data points into one example, even if
the resulting example would need to appropriately capture a proportion of the data
distribution. Although a few researchers [87] have explored the viability of a data
compression technique smoothly integrated into Relational DataMining frameworks
as a part of domain knowledge, this solution still neglects the specific challenges of
Big Data.

First, Big Data are often stored at different locations and data volumes may con-
tinuously grow, so an effective computing platform will have to take distributed
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large-scale data storage into consideration for computing. For example, typical Rela-
tional Data Mining algorithms require all data to be loaded into the main memory.
However, this is becoming a clear technical barrier for Big Data because moving data
(and their relationships) across different locations is expensive. Second, depending
on different domain applications, the data privacy and information sharing mech-
anisms between data producers and data consumers can be significantly different.
In addition to the above privacy issues, the application domains can also provide
additional information to benefit or guide the Big Data Mining algorithm design.
While the application domain knowledge is already used in various high-level Rela-
tional Data Mining algorithms, in order to speed-up knowledge-driven Relational
Data Mining discovery [15], the data privacy and information sharing mechanisms
between data producers and data consumers can add unaddressed technical barriers to
the Relational Big Data access. Finally, the traditional Relational Data Mining chal-
lenges concentrate on algorithm designs in tackling the difficulties raised by complex
and dynamic data characteristics, while the Big Data volumes add the challenges of
distributed data.

In this paper, we present and discuss a brief review of the literature reporting
the state-of-the-art of research in Relational Data Mining in the field of Spatial Data
Mining, ProcessMining, NetworkDataAnalysis and StreamDataMining. Thiswork
gives emphasis to research done in Italy and somehow extends the paper [13], where
relational data mining is not (at least explicitly) discussed. For each field, we report
the most of Relational Data Mining chances that meet Big Data and the challenges
carried out, showing the critical aspects and the advantages of different solutions.

2 Spatial Data Mining

One of the most popular applications of Relational Data Mining approaches is that
of spatial data (i.e., in Spatial Data Mining) [60]. The motivations are manifold:
First, spatial objects have a locational property, which implicitly defines several
spatial relationships between objects such as topological relationships (e.g., inter-
section, adjacency), distance relationships, directional relationships (e.g., north-of)
and hybrid relationships (e.g., parallel-to). Second, attributes of spatially interacting
(i.e., related) units tend to be statistically correlated. Spatial cross-correlation refers
to the correlation between two distinct attributes across space (e.g., the employment
rate in a city depends on the business activities both in that city and in its neigh-
borhood). Autocorrelation refers to the correlation of an attribute with itself across
space (e.g., the price level for a good at a retail outlet in a city depends on the price
for the same good in the nearby). In geography, spatial autocorrelation is justified
by the Tobler’s First law of geography, according to which “everything is related to
everything else, but near things are more related than distant things” [55].

In the era of “Big Data”, spatiotemporal data, whether captured through remote
sensors (e.g., remote sensing imagery, Atmospheric Radiation Measurement (ARM)
data) or large scale simulations (e.g., climate data) are always considered “Big” [85].
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However, recent advances in instrumentation and computation make the spatiotem-
poral data even bigger, putting several constraints on data analytics capabilities.
Though these improvements are leading to increase in volume, velocity, and variety
of remote sensing data products and making it hard to manage and process, they
are also enabling new applications. For example, improvements in temporal resolu-
tion allow monitoring biomass on a daily basis. Improvements in spatial resolution
allow fine-grained classification (settlement types), damage assessments and critical
infrastructure (e.g., Google generates about 25 PB of data per day, significant portion
of which is spatiotemporal data (including images and videos)). The rate at which
spatiotemporal data is being generated clearly exceeds our ability to organize and
analyze them, in order to extract patters critical for understanding the dynamically
changing world. Therefore, there is now interest in developing efficient management
and analytical infrastructures for big spatial data [85].

Moreover, explicit modeling of spatial dependencies requires relational
approaches and increases the computational complexity and further motivates effi-
cient management and analytical infrastructures for Big Spatial Data. One of the
best well-known approaches for taking autocorrelation into account is the spatial
autoregressive (SAR) model [3]. Although there are some attempts in the literature
to efficient solve SAR (see for instance [24] and see [52] for a comparison of several
methods), they all suffer from the quadratic nature of the problem. Other ways to
take autocorrelation into account are Markov Random Field (MRF) models [2] and
Gaussian Process Learning and Mixture Models. In all cases, the complexity of the
problems does not allow methods to scale well on Big Data. A recent platform to
analyze Big Spatial Data has been proposed in [53] and in the project “Geospatial
Big Data Management, Analysis and Service Platform Technology Development”.1

In both cases, however, the authors do not emphasize the role of the spatial autocor-
relation phenomenon which, consequently, is not directly exploited in the Big Data
analytics methods. A more recent and efficient solution, which embeds spatial auto-
correlation in the induction of predictive models, has been presented in [77]. In this
work, the authors propose to learn predictive clustering trees (PCTs) by embedding
autocorrelation measures in the tree construction heuristics. This approach seems
particularly promising because of the efficient way trees can be built and since PCTs
can be used for the multi-target prediction.

In the literature there are several applications of spatial data mining approaches
which take into account some form of (spatial) relations between objects. These
include environmental modeling, ecology, agriculture, mobility, social sciences,
energy etc. In this paper we will only focus on mobility and energy.

As for mobility, one of the main applications is in mining trajectories of moving
objects. In this context, Monreale et al. [63] and Masciari et al. [61] have proposed
methods for mining trajectory frequent patterns. These patterns can also be used for
predicting the next position of the objects [63]. Other authors have also investigated
related problems such as the definition of avoidance behavior betweenmoving object
trajectories [56] or mining (and querying) trajectories which contain gaps [64].

1Funded by the Ministry of Land, Infrastructure and Transport, South Korea.
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As for social sciences, some studies have proposed to apply Relational Data Min-
ing techniques to the spatially-aware analysis of social and economical phenomena.
This is the case of the study of the level of deprivation of urban areas [16, 17].
Another example is the application in the humanities, in order to study the spatio-
tempral characteristics of Roman Inscriptions [68] or to exploit the spatial position
of layout components on printed historical documents [18].

As for the energy sector, Spatial DataMining methods have been applied, in order
to forecast the energy to be produced. For this problem, a recent solution is proposed
in the project Vi-POC [20, 21]. The main goal of the Vi-POC is to support (renew-
able) energy providers with a framework for collecting, storing, analyzing, querying,
and retrieving data coming from heterogeneous energy production plants (such as
photovoltaic, wind, geothermal, Sterling engine, and running water) distributed over
a wide territory. In Vi-POC both Artificial Neural Networks and Predictive Cluster-
ing Trees are used for forecasting purposes. In both cases, spatial autocorrelation is
taken into account by specifically designed features [23].

3 Process Mining

Process Mining is used to extract process-related information from event data [83].
Event data are collected about any type of event, at any time and any place. They
are the most important source of information [82]. They may concern “life events”,
“machine events”, or both. They are associated with the execution of a certain busi-
ness process and registered in a wide variety of data sources (i.e., databases, flat files,
message logs, transaction logs, ERP systems and document management systems).
Each event refers to a specific activity (i.e., a well-defined step in a business process).
It may be recorded with additional information such as the resource (i.e., person or
device) executing or initiating the activity, the timestamp of the event, or the data
elements recorded with the event (e.g., the place where the activity is performed).

In the last decade, the omnipresence of event data has inspired the development of a
large plethora of ProcessMining algorithms, in order to explore event information in a
meaningfulway and learn knowledge related to the behavior of people, organizations,
machines and systems [81].

In these algorithms, the wealth of information recorded with events is related
to several perspectives such as the control-flow perspective (ordering of activities),
the execution perspective (time performances and frequency of activities) and the
organizational perspective (organization of resources) [6, 80]. We note that both the
control-flow perspective and the organizational perspective may involve a relational
representation of events. Specifically, in the control-flow perspective the activities
are the entities, while the ordering of activities naturally defines the relationships
between the activities. In the organizational perspective, the resources are the entities,
while various social interactions (e.g., handover of work, working together and joint
activities) naturally define the relationships between resources. Therefore, Relational
Data Mining, as well its sub-fields like Inductive Logic Programming and Graph
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Mining, are also an integral part of ProcessMining fueled by the inherently relational
structure of event data.

By bridging Relational Data Mining to Process Mining, Greco et al. [45] have
initially explored the use of powerful relational representations in Process Min-
ing. In particular, they have combined rich graph-based representations of work-
flow schemes with simple (i.e., stratified), yet powerful First-Order Logic rules
(e.g., DATALOG rules), in order to express complex properties and constraints on
the process executions.

Moreover, Greco et al. [46] have studied the problem of discovering correlations
among general patterns of execution in a workflow by accounting for relational
features expressing the order of executions.

Folino et al. [39] have investigated the usage of complex patterns for clustering
complex objects and, in particular, sequential data, in order to identify all its hidden
variants in process executions. They have extended existing approaches to accommo-
date more powerful structural, typically relational features, such as sets of activities,
higher order k-grams and generic (non-contiguous) sub-sequences. They have used a
special kind of pattern, based just on non-contiguous sub-sequences, also considered
in [48].

Greco et al. [47] have also investigated the use of constrained graphs to describe
the control flow of processes models. In such graphs, nodes represent the activities
involved in the process, while edges describe the precedence relationship among
such activities. Nodes and edges have some constraints to control the interaction
among the activities. In another work, Greco et al. [49] have addressed the problem
of discovering different process variants by clustering event data. They have focused
on structural aspects by considering relational informationdescribingwhich activities
have been executed and in which order. They have also introduced an information-
theoretic framework to simultaneously cluster the logged process executions, encode
the structural information of event data, as well as a number of performance metrics
associated with them.

Ghionna et al. [43] have defined an approach that combines the discovery of fre-
quent structural patterns with a cluster-based anomaly detection procedure. They
have defined the notion of a structural pattern, which effectively characterizes con-
current processes by accounting for typical routing relational constructs, in addition
to the traditional order of execution constructs.

Greco et al. [44] have investigated the task of process modeling by exploring
the benefit of accounting for the background knowledge that, in many cases, is
available to the analysts taking care of the process (re-)design. They have proposed
an approach that was based on encoding the information gathered from the log
and the (possibly) given background knowledge in terms of precedence constraints.
They have applied mining algorithms formulated in terms of reasoning problems
over precedence constraints.

Diamantini et al. [30] have described the use of a graph representation, in order
to express a business process. In addition, they have examined the use of graph-
mining algorithms, in order to extract frequent process models. Subsequently, they
have illustrated an algorithm to improve the quality of generated instance graph
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representation of a process modeling the presence of highly variable processes [31].
In particular, they have proposed to exploit causal relation inference rules, which are
typical of filtering techniques.

Ferilli and Esposito [35] have described a framework, based on First-Order Logic,
to standardize processes, in order to correctly carry out activities in an organization.
They have proposed an incremental algorithm that is able to learn adapting models,
as well as to express triggers and conditions on the tasks that make up the work-
flow. Ferilli et al. [36] have also showed an application of this First-Order Logic
incremental algorithm to the user’s daily routines, for predicting his/her needs and
comparing the actual situation with the expected one. Subsequently, Ferilli et al. [37]
have presented a new First-Order Logic-based approach to learn complex process
models extended with complex, human-readable and interesting conditions.

More recently, Ferilli [33] have described aworkflowmanagement system, named
WoMan, that was based on First-Order Logic. Its core is an automatic procedure that
incrementally learns and refines workflow models from observed process execu-
tions. The system allows quick learning even in the presence of noise and changed
behavior. An entire algorithmic apparatus has been presented, including translation
and learning from a standard log format for case representation, import/export of
workflow models from/into standard formalisms (Petri nets), and exploitation of the
learned models for process simulation and monitoring. An extension of this appara-
tus is described in [38]. It allows us to address a predictive task, in order to predict
the process behavior. Finally, in [34], Ferilli has deepened the representation aspects
of the First-Order Logic-based formalism adopted by WoMan, highlighting its most
outstanding strengths and comparing it to the current standard formalism (Petri nets).

Turi et al. [79] have described a Relational DataMining system that represents the
event data by resorting to a First-Order Logic formalism. They have used a deductive
database, in order to store both the control flow and the organization of event data.
They have improved the traditional logic formalism with hierarchical knowledge,
in order to express activities and resources grouped in hierarchical categories, as
well as with background knowledge, in order to express rules describing some inde-
pendent knowledge. They have examined a multi-level, relational pattern discovery
algorithm, in order to derive process relational patterns at multiple level of granu-
larity. The discovery process has been performed according to a breadth-first search
in the lattice of relational patterns spanned by a generality order between patterns.
Multi-level relational patterns have been discovered so that, by descending/ascending
through a hierarchy, it is possible to view the same activity or resource at different
levels of abstraction (or granularity). Although this relational algorithm has resulted
powerful, the relational frequent pattern discovery has appeared a very complex task,
particularly in presence of massive event data. To deal with scalability issues, Turi et
al. [79] have distributed discovery of multi-level approximate process patterns on a
Grid platform by resorting to a partitioning procedure. This procedure divides event
data in several data partitions by appropriately exploiting the relational structure
of the data. They have adopted a computational framework to exploit the power of
distributed computation and storage resources across the Internet. Finally, they have
defined a schema to combine sets of local patterns and approximate global ones.
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Appice et al. [8] have then extended this study by exploring a sampling procedure
instead of a partitioning procedure to distribute the computation. Loglisci et al. [58]
have described a further extension of this relational approach, which has integrated
disjunctive forms into relational patterns discovered from event data. The discovery
is performed via parallel, distributed computation of disjunctive forms, which enable
relational patterns to express frequent variants of process models.

More recently, Ceci et al. [19] have resorted to a sequence- based represetnation
a process execution. They have exploited sequential pattern mining and used the
additional information about the activities matching a partial process model, in order
to train nested prediction models from event logs.

Finally, Appice [4] has focused on a stream perspective of event data, introduced
a graph-based formalism to represent the organization of a business process and
described a stream-based graph mining algorithm, in order to discover time evolv-
ing organizational structures in event data streams. The proposed mining algorithm
accounts for both the relational structure of the resources and the relational structure
of the order of execution of activities.

To summarize the achievements of the state-of-the-art of research in Relational
Data Mining and Process Mining, we note that the existing rich literature has defi-
nitely assessed that various relational formalisms (based on InductiveLogic Program-
ming, Relational feature synthesis, Graph and/or Sequence structure representation)
are very expressive in the event data scenario and ensure strict adherence to the
observed practices. At the same time, the performed studies have mainly focused on
both the expressiveness and the accuracy of Relational Data Mining in Process Min-
ing, while the scalability is commonly neglected in the related literature. Although
there are a few studies [8, 58, 79], which have examined procedures to distribute the
process mining computation in the relational setting, they do not deal explicitly with
the Big Event Data.

On the other hand, the widespread use of Big Data is heavily impacting organi-
zations and individuals for which event data are collected. Organizations are heavily
investing in Big Data technologies, but at the same time citizens, patients, customers,
and employees are concerned about the use of their data [82]. Following the main
stream of Data Mining research, van der Aalst and Damiani [84] have recently advo-
cated the need of applying Big Data techniques, like MapReduce, to Process Mining
as a means of enabling the computation of analytics on all available data points,
as opposed to doing so on selected data samples. Accounting for this recommen-
dation, Hernández et al. [50] have proposed various ways to compute the internal
data abstractions used by various process discovery techniques within the MapRe-
duce framework. Azzinini and Damiani [12] have also revised initial attempts of
deploying Process Mining in the Big Data scenario. However, these initial attempts
of deploying Big Data technologies in Process Mining do not pay attention to the
Relational Data Mining. Performing the parallel computation of (relational) process
patterns in Map Reduce is not a trivial task [84]. It requires extending partition-
ing or sampling procedures (such as those described in [8, 58, 79]), in order to
run the Map phase by putting under the same key all event relational data, which
must be considered together when performing the final computation (the Reduce
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phase). An additional open issue regards load balancing as the overall performance of
MapReduce is highly dependent on the size of the lists to be handled at Reduce nodes.
On the other hand, we cannot overlook that research in Relational Data Mining has
recently focused on Big Data. For example, Srinivasan et al. [75] have started the
investigation of the parallelization of general-purpose relational data and algorithm
via MapReduce. In our opinion, this emerging research trend will fuel future devel-
opments of Relational Data Mining in Process Mining via Big Data technologies.

4 Network Data Mining

Networks have become ubiquitous in several social, economical and scientific fields,
ranging from the Internet to social sciences, and including biology, epidemiology,
geography, finance, and many others. Indeed, researchers in these fields have proven
that systems of different nature can be represented as networks [65]. For instance,
the Web can be considered as a network of web-pages, which may be connected
with each other by edges representing various explicit relations, such as hyperlinks.
Social networks canbe seen as groups ofmembers that canbe connected by friendship
relations or can follow other members because they are interested in similar topics
of interests. Metabolic networks can provide insight about genes and their possible
relations of co-regulation based on similarities in their expressions level. Finally, in
epidemiology, networks can represent the spread of diseases and infections.

Due to this explosion of “big” network-structured data, many Data Mining tech-
niques have been proposed in the last ten years to extract knowledge from them.
Moreover, due to the fundamental importance of edges and links, many approaches
work on relational data and take into account network autocorrelation, that is, a cross-
correlation of an attribute with itself [26] in networked data. For instance, in social
analysis, autocorrelation can be recognized in the homophily principle, that is, the
tendency of nodes with similar values to be linked with each other [62], whereas in
bioinformatics it is called guilt-by-association principle, which states that proteins
sharing similar functional annotations tend to interact more frequently than proteins
which do not share them or, in other terms, “when two proteins are found to interact
in a high throughput assay, we also tend to use this as evidence of functional linkage”
[51].

Oneof thefirst approaches has beenpresented in [1],where the authors have shown
that collective classification in relational data often exhibits significant performance
gains over conventional approaches, which classify instances individually. More
recently [76] have proposed learning predictive clustering trees (PCTs) by embedding
heuristics based on relational autocorrelation measures in the tree construction.

Just to mention some applications, in Bioinformatics, Relational Data Mining
approaches have been used to inferring gene regulatory networks [22, 67, 69] and
to predict the function of the genes by exploiting the guilt-by-association principle
[78]. In Social Network analysis, they have been used for intra-/inter-community
interaction prediction in dynamic social networks [72]. Finally, inmobility,Rinzivillo
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et al. [71] have addressed the issue of activity recognition by introducing Activity-
Based Cascading (ABC) classification, which exploits IndividualMobility Networks
(a model able to capture the salient aspects of individual mobility).

Data Mining solutions have been also proposed for more descriptive tasks, such
as,mining changes in networks. This is done, for instance, in [14, 59], where themain
idea is to describe how the network evolves. Specifically, in [14], the authors have
introduced a hierarchical clustering methodology, which is able to detect clusters
of temporal snapshots of a network, interpreted as eras of evolution. In [59], the
main idea is to extract the evolution of relationships or properties in the network at
consecutive time windows. Evolutions are expressed in the form of change chains,
which are sequences of frequent patterns, that accommodate temporal information
associated to the change.

5 Stream Data Mining

Stream Data Mining is concerned with extracting knowledge structures hidden in
continuous streams of information (i.e., unbounded sequences of timestamped data
records, which arrive on-line, at a high rate and at consecutive time points). In the
last decade, the research in Stream Data Mining has gained a high attraction due
to the importance of its applications and the increasing generation of streaming
information. Applications of stream data analysis can vary from critical scientific
and astronomical applications to important business, social and financial ones [41].
StreamDataMining faces three principal challenges: volume, velocity, and volatility,
which are the same key challenges of Big Data [54]. Volume and velocity require a
high volume of data to be processed in limited time. Starting from the first arriving
record, the amount of available data constantly increases from zero to potentially
infinity. This requires incremental approaches, which incorporate information as it
becomes available, and online processing if not all data can be kept. Volatility, on
the other hand, corresponds to a dynamic environment with ever-changing patterns.
Here, old data is of limited use, even if it could be saved and processed again later.
This is due to change, that can affect the induced data mining models in multiple
ways: change of the target variable, change in the available feature information, and
drift.

Although, StreamDataMining research has initially focused on upgrading classi-
cal Data Mining algorithms (assuming records represented as attribute-value vectors
consistently with the single table assumption) to the stream scenario [42], it has also
attracted some attention in the area of Relational Data Mining. This interest can
be easily motivated by the existence of several real-world data stream applications,
where data elements are complex data scattered in several database relations, as well
as networked entities related by relationships.

To the best of our knowledge, Appice et al. [7] have authored the seminal Rela-
tional Data Mining study to mine data continuously stored in a relational database.
Specifically, they have defined the first Relational DataMining algorithm, that mines
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relational data streams (stored in a relational database), in order identify novelty pat-
terns, which target new or unknown situations in the stream. They have proposed to
mine relational data according to a data window model, that is, the stream is seg-
mented in a sequence of datawindows,where each datawindowconsists of structured
data elements (spanned in several relations) arriving in a user-defined period (e.g.,
daily or monthly). Relational patterns are mined from scratch each time a new data
windowarrives in the stream.The relational pattern discovery is performed by explor-
ing level-by-level the lattice of relational patterns ordered according to a generality
relation between patterns. A time window mechanism is defined, in order to filter
out novelty patterns. This algorithm has been applied to the problem of detecting
anomalies in the network traffic. By following this research direction, Fumarola et
al. [40] have then defined an incremental algorithm to mine approximate relational
patterns over a sliding timewindow of a relational data stream. They have described a
false positive oriented algorithm, i.e., it does not discover any false negative frequent
pattern. They have used a relational version of the SE-tree to efficiently store and
retrieve relational patterns. They have defined a procedure to maintain an efficient
and accurate approximation of the support of the frequent patterns over the sliding
time window. More recently, Silva and Antunes [74] have proposed an algorithm to
discover the set of relational frequent patterns in a large star schema, mining directly
the data, in their original structure, and exploring the most efficient techniques for
mining data streams. Finally, Deng et al. [29] have described a service-oriented man-
ufacturing model to determine the activities of service-oriented manufacturing in the
environment of relational data streams.

On the other hand, some interesting developments have been achieved by address-
ing the challenges of Stream Data Mining research into the subfield of Relational
Data Mining, that is focused on the analysis of the network data. In particular, a
significant research effort has been devoted to the design of Stream Data Mining
algorithms to address various tasks, i.e., summarization, interpolation, forecasting,
outlier and change detection, in geophysical data networks (i.e., geophysical data
routinely sampled by remote sensor networks).

Mining geophysical data streams poses network-specific issues, like the presence
of the spatial correlation, temporal correlation, as well as stream-specific issues like
the concept drift according to the statistical properties of the data may change over
the time, the presence of a huge volume of data that cannot be entirely recorded for
future analysis, the need of processing data on-line, in (near) real time and with low
latency. To deal with these challenges, Ciampi et al. [25] have defined a network
pattern, namely trend cluster, for geophysical data stream processing. This pattern
represents spatially related geosensors, which measure geophysical data evolving
similarly over the time. An efficient data synopsis to deal with a huge volume of
time-evolving geophysical data and speed-up the trend cluster discovery process
has been described in [11]. An algorithm for the incremental trend cluster discov-
ery with the sliding window mechanism has been illustrated in [10]. Finally, an
in-network processing framework has been presented in [11], in order to strive for
the decentralization of the trend cluster discovery in the an advanced tree-basedWSN
topology. Although, the trend discovery has been introduced to summarize geophysi-



334 A. Appice et al.

cal data streams [11], it has been also considered, in order to compute stream interpo-
lation models [9], as well as stream forecasting and outlier/change detection models
[10]. Finally, Appice andMalerba [5] have also formulated an incremental algorithm
to deal with streams of multi-variate networked data by computing a time-evolving
network summarization and interpolation model.

Similarly, interesting results have been yielded in the context of social network
data streams, as well as mobility data streams. For example, Rossetti et al. [73] have
described an online algorithm to understand the relations between the homophily of
individuals and the topological features expressed by specific network substructures.
In [72], a supervised learning approach has been proposed, in order to exploit fea-
tures computed by time-aware forecasts of topological measures calculated between
social-aware node pairs. Loglisci andMalerba [57] have investigated the use ofmove-
ment tracking technologies to enable the generation of mobility data in a streaming
style. They have defined a stream data mining strategy, that enables the detection of
two types of dense regions, one based on spatial closeness, the other one based on
temporal proximity. Silva et al. [27] have described a novel structure, called micro-
group, to represent the relationship among moving objects. They have formulated
an incremental algorithm to maintain micro-groups and to capture their evolution on
highly dynamic sub-trajectory data. Pappalardo et al. [66] have investigated the rela-
tions between human mobility patterns and socioeconomic development by opening
an interesting perspective to study human behavior through multi-type (Big) data.

This partial overview of the literature shows that StreamDataMining has reached
important milestones also handling massive amounts of complex data, e.g., dealing
with correlation properties, managing time-evolving data, using distributed process-
ing, parallel processing and incremental learning. The future tendency of the research
in this field is moving towards mining Big Data- oriented streams. This is proved
by the emerging research trend [28, 86] investing in technological research using
Kafka, Spark Flink, Storm, and Samza Streaming-based processing engines. Sim-
ilarly the vast amount of networked data provides many opportunities for carrying
on the development of data network applications building on big data technologies
[70].

6 Conclusion

This article has presented some of the many research studies in Relational Data
Mining, with an emphasis on the research performed in Italy. It covers various appli-
cations of Relational Data Mining, as well as fundamental challenges posed by the
emerging era of Big Data. It shows a prolific academic research community, which
has performed a challenging research in the field of Relational DataMining by yield-
ing relevant results in Spatial Data Mining, Process Mining, Network Data Analysis
and Stream Data Mining. The next stage is a tighter cooperation with the Big Data
technologies, in order to face together themost relevant challenges currently posed by
the volume, velocity, variety and veracity of Big Data in a strictly relational scenario.
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Data Mining in Databases: Languages
and Indices

Elena Baralis, Tania Cerquitelli, Silvia Chiusano and Rosa Meo

Abstract Database systems methodologies and technology can provide a
significant support to data mining processes. In this chapter we explore approaches
which address the integration between data mining activities and DBMSs from dif-
ferent perspectives. More specifically, we focus on (i) specialized query languages
which allow to define complex data mining tasks through the submission of query
requests, and (ii) indices, i.e., physical data structures designed to improve the per-
formance of mining algorithms.

Keywords Inductive databases · Data mining · Database indices · Association
rules · Specialised query languages

1 Introduction

The topic of data mining is becoming every day more important since most any
company and data center nowadays has accumulated in its history large volumes
of data and is willing to analyse them and acquire knowledge in order to increase
the competitive advantage over competitors or improve its business processes. The
knowledge might be a model applicable to predict a target variable or descriptive,
such that the user can use it in order to summarise the details of the data that cannot be
analysed by a human given the large volumes of stored data. Of particular importance
is the fact that very often the majority of these data, especially if it regards the past
history of the business, such as clients information and past interaction, is stored in a
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persistentway in aDBMSwhich is almost always a relational database.An immediate
conclusion arises: more technology and specialised systems should be developed by
the database and data mining community in order to enhance and distribute facilities
for the analysis of large volumes of data stored in relational databases.

Data mining is an interdisciplinary subfield of computer science aimed at discov-
ering unexpected and potentially useful knowledge from large data collections. It
includes a plethora of methods at the intersection of artificial intelligence, machine
learning, statistics, and database systems, that can be profitably used to mine inter-
esting patterns such as groups of similar data objects (cluster analysis), dependencies
among data objects (association rule analysis), or a model describing data classes
(classification). Traditionally data mining algorithms analyse large data collections
stored into flat-files, even if possibly extracted from a DBMS. However this data
extraction is not much practical, especially if a large volume of data is interested in
the extraction. More effectively some research activity has addressed the application
of data mining methods directly on relational data. Coupling data mining methods
with the usual querying techniques can have a great potential in finally providing the
end-user a richer, more diversified and interesting knowledge.

In this chapter we focus mainly on the knowledge that can be extracted from
relational databases under the form of frequent patterns. In particular we focus on
frequent itemsets and association rules that have been used with success in the past
to solve predictive tasks such as classification [22] and to form a descriptive model
of the dataset as well by the collection of frequent patterns extracted [3, 4].

Association rule mining, aiming at discovering correlations among data items, is
the collection of data mining methods that can be more easily exploited for DBMS
mining. Association rules are extracted from a transactional database D. D is a col-
lection of transactions, where each transaction is a set of data items. Association
rules are usually represented in the form A → B, where A and B are itemsets, i.e.,
sets of data items. Itemsets are characterized by their frequency of occurrence in D,
which is called support. Different constraints may be enforced to reduce the compu-
tational cost of itemset extraction, amongwhich themost simple are support and item
constraints [21, 37]. The support constraint enforces a threshold on the minimum
support of the extracted itemsets. The item constraint enforces the extraction of the
complete set of itemsets which include the required items.

Various efficient algorithms has been proposed for itemset extraction, which rep-
resents the most computationally intensive knowledge extraction task in association
rule mining [2]. Ad-hoc main memory data structures are exploited to efficiently
extract itemsets from data collections usually stored into binary files [2, 5, 17, 24,
28, 32, 34] Recently, disk-based extraction algorithms have been proposed to support
the extraction from these large datasets [12, 15, 31].

In this chapter, we provide the following contributions: (i) an overview of the
query languages and query optimisation techniques that can be used to interact
with the database system and specify the type of patterns in which the analyst is
interested in and (ii) a DBMS-based approach to support itemset mining queries.
Relational DBMSs exploit indices, which are ad hoc data structures, to support the
execution of complex queries. Following this approach, we describe the IMine index
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(Itemset-Mine index), proposed in [6, 7], a compact data structure that provides a
complete representation of transactional data supporting efficient itemset extraction
from a relational DBMS.

2 An Overview of Specialised Query Languages
for Data Mining

Inductive databases have been proposed to afford the problem of knowledge dis-
covery from huge databases in [18]. This kind of databases integrates raw data with
knowledge extracted from raw data, materialized under the form of patterns. With
an inductive database the user/analyst performs a set of operations on data and on
patterns using a specialized query language, powerful enough to perform all the
required manipulations to support the KDD process, such as data preprocessing,
pattern discovery and pattern post-processing.

• Selection of data to be mined.
• Specification of the type of patterns to be mined (descriptive or predictive).
• Specification of the background knowledge, for instance under the form of a con-
cept hierarchy or ontology.

• Definition of constraints that the extracted patterns must satisfy in order to allow
the user to specify the interesting patterns. This occurs usually by using measures
like frequency, generality, coverage, similarity, novelty, etc.

• Satisfaction of the closure property (by storing the results in the database).
• Post-processing of results in order to allow the user to interact with the extracted
patterns by browsing, apply selection templates, cross over patterns and data by
selection of the data in which some patterns hold, or aggregating results.

A few query languages can be considered as candidates for inductive databases.
We present a brief comparison between query languages that have been proposed
for association rules extraction: MSQL, DMQL and MINE RULE. This allows us to
compare the language design guidelines, with particular attention to the features of
inductive databases for which they are designed.

2.1 MSQL

MSQL has been described in [19]. It comprises the following statements:

GetRules: it generates rules into a rule base;
SelectRules: it queries the rule base;
Create Encoding: it efficiently encodes discrete values into continuous valued

attributes;
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Satisfies and violates: they allow to cross-over data and rules, and that can be
used in a data selection statement.

The main features of this language are the following. It has the ability to nest SQL
expressions such as sorting and grouping in a uniqueMSQL statement. It satisfies the
closure property and provides operators to manipulate results of previous queries. It
can perform a cross-over between data and rules with operations allowing to identify
subsets of data satisfying or violating a given set of rules. It distinguishes between
rule generation and rule querying. Indeed, as the volume of generated rules might
explode, rules might be extensively generated only at querying time, and not at
generation time.

2.2 DMQL

DMQL has been presented in [16]. It consists of the specification of four major
primitives for the management of:

1. the set of relevant data w.r.t. a data mining process; this is specified by means of
conventional query.

2. the kind of knowledge to be discovered; it includes association rules, classification
rules, characteristic descriptions that are a summarization of the common proper-
ties of the data, comparisons descriptions that discriminate the tuples belonging
to a class with different classes, generalized relations obtained by generalizing
a set of data according to the conceptual level described in a specified concept
hierarchy.

3. the background knowledge by providing a set of primitives for the management
of a set of concept hierarchies or generalization operators that assist the general-
ization processes.

4. the justification of the interestingness of the knowledge (i.e., by evaluation mea-
sure thresholds such as association rules measures like the classical support and
confidence thresholds, the allowed noise and rule novelty).

2.3 MINE RULE

MINE RULE has been originally presented in [26]. This operator extracts a set of
association rules from the database and stores them back in the database in a separate
relation. This language is an extension of SQL. Its main features are the following.

1. Selection of the relevant set of data for a data mining process; this selection is
applied at different granularity levels, that is at the row level (selection of a subset
of the rows of a relation) or at the group level (group condition).
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2. Definition of the structure of the rules to be mined and of constraints applied at
different granularity levels; it might define either unidimensional association rule
(i.e., rules elements are values of the same dimension or attribute), or multidi-
mensional. Furthermore, rules constraints can be applied at the rule level (mining
conditions) in order to filter single rules, or can be applied as cluster conditions,
in order to build separately the two parts of the rules (body or head).

3. Definition of the grouping condition that determines which data of the relation
can take part to an association rule;

4. Definition of rule evaluation measures (i.e., support and confidence thresholds).

2.4 Optimization of Mining Queries

In [25] we highlighted the relationships between two mining queries: equivalence,
inclusion and dependence.

Equivalence: Two queries are equivalent if for all instances of the source data
each rule r in the result set of the first query is also in the result set of the second
query and vice versa with the same value of rules evaluation measures (support
and confidence).

Inclusion: A first query is included in the second one if for all instances of the
source data each rule r in the result set of the first query is also in the result set of
the second query with the same value of the rules evaluation measures.

Dominance: A first query is dominated by a second one if for all instances of the
source data each rule r in the result set of the first query is also in the result set of
the second query. Furthermore, in the result of the second query the values of the
rules evaluation measures are an upper bound of the values of the corresponding
rules from the second query.

We showed the practical implications of the discussed principles with a set of
algorithms designed for MINE RULE. These algorithms use also a new designed
mining index called mining that allows to reduce the portion of database to be read
in response to some classes of queries. In these cases the workload of the mining
engine is greatly reduced or completely saved.

In [27] we proposed to optimize constraint-based queries on itemsets with the
aim to reduce the overall computation time of a mining query. We introduced a very
generic constraint-based language for the extraction of frequent itemsets and pre-
sented an optimization scheme that exploits the available materialization of previous
queries. The optimization scheme proposed is based on query rewriting. We studied
the conditions under which query rewriting is possible and suggested a way to find
such a rewriting. For efficiency, we proposed a composition scheme of the mate-
rializations that makes usage of common and efficient operations in DBMSs, i.e.,
intersection and union of relations.
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3 Using Indices to Mine Frequent Patterns

A cornerstone of efficient query processing in relational DBMSs is the exploitation
of indices. An index is a specialized data structure that supports selective access
to the subset of physical pages needed to process a query. A variety of different
data structures have been proposed to support data access both for the relational and
non-relational data representations.

While several disk-based data structures have been proposed to support itemset
mining (e.g., [9, 12, 15, 34] which are further discussed in Sect. 3.3), the definition
of index structures to support frequent pattern mining in relational DBMSs has been
addressed only in [6, 7]. The IMine index (Itemset-Mine index) [6, 7] has been fully
integrated into the PostgreSQL DBMS kernel [30]. It is a persistent data structure
that provides efficient and effective data access to itemset mining algorithms. More
specifically, the IMine index provides a compact and complete representation of
transactional data and is characterized by several important properties.

Complete representation. The IMine index is created without enforcing any
constraint (e.g., support or item constraint). Hence, it is a covering index, i.e., itemset
mining can be performed by means of the index alone, without accessing the original
database. The IMine index provides a complete representation of the transactional
data, thus supporting itemset extraction with arbitrary support thresholds.

General structure. The structure of the IMine index is designed to support a vari-
ety of itemset extraction algorithms. These algorithms are typically characterized by
different in-memory data representations (e.g., array list, prefix-tree) and techniques
to explore the search space. The IMine index features efficient data access meth-
ods to load in memory the data needed by the considered extraction algorithm. The
enforcement of item constraints is also supported by the IMine index access meth-
ods. Finally, the generality of the index structure allows it to gracefully adapt to both
sparse and dense data distributions.

Efficient data access. The physical organization of the IMine index is designed to
provide efficient access to physical data blocks during themining process. Correlated
data are stored in the same physical block, thus allowing a significant reduction of
the number of block reads.

The IMine index exploits PostgreSQL open source DBMS [30] physical level
access methods. The performance of the approach has been compared with state-of-
the-art algorithms (i.e., Prefix-Tree [14] and LCM v.2 [35]) accessing binary data on
a flat file. The IMine index always provides a better performance, which also scales
linearly for large datasets.

3.1 IMine Index Structure

The IMine index is characterized by two levels of indexing. The first level stores
the transactional data in a compact prefix-tree structure which provides a lossless
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representation of the data, the Itemset-Tree (I-Tree). The second level allows reading
selected I-Tree portions during itemset mining. It is a B+Tree structure, the Item-
Btree (I-Btree), that stores the physical location of all item occurrences in the I-Tree.
Hence, it provides efficient access to the I-Tree data blocks to load in memory the
transactions including a selected item.

IMine data access methods. Different itemset mining algorithms may exploit the
IMine index structure to load data in memory. Three different data access methods
are available, each one providing an in-memory representation appropriate for the
selected mining algorithm (e.g., FP-tree for FP-growth [17], array-based structure
for LCM [35]). These methods access different parts of the IMine index, depending
on the adopted itemset mining algorithm and on the enforced support and/or item
constraints.More specifically, the following data accessmethods have been designed.
The Frequent-item based projection, method supports projection-based algorithms
(e.g., FP-growth [17]), while the Support-based projection, supports level-based
(e.g., APRIORI [2]), and array-based (e.g., LCM v.2 [35]) algorithms. Finally, the
Item-based projection, loads in memory all transactions including a given item and
is exploited for item constrained mining.

IMine is a covering index. Hence, the original transactional database is not
accessed. During the mining process, only a small portion of the entire dataset is
actually loaded in memory for the local search performed by the extraction algo-
rithm. By accessing the IMine index, only the relevant index blocks are loaded in
memory, thus significantly reducing the number of disk reads. Read disk blocks are
stored in the buffer cache memory of PostgreSQL. Furthermore, a very limited data
portion is actually loaded in memory at each step of the algorithm. Hence, more
memory space becomes available for the mining process.

IMine physical organization. The design of the physical organization of the IMine
index aims at minimizing the cost of reading the data needed by the current step of
the mining algorithm. The selection of the blocks including the paths of interest is
performed by means of the I-Btree. Thus, the number of disk blocks read to load the
required I-Tree paths is the most important factor contributing to the I/O cost. The
correlation between index parts, i.e., data paths accessed together during the current
mining step, is exploited to reduce the I/O cost. More specifically, correlated index
parts are stored together in the same disk block.

Furthermore, the I-Tree is partitioned in three distinct layers. The intuition driving
the partitioning process is that items with very low support do not satisfy most
support constraints. Hence, they are accessed only rarely during the mining process.
The nodes corresponding to low-support items belong to the lower levels of the I-
Tree. More specifically, the frequency of the node accesses performed by the mining
process is considered to perform the partitioning. The interaction of the following
three factors affects node access frequency: (a) the node support, which shows the
number of paths including the node, (b) the global support of the item associated to
the node, and (c) the distance of the considered node from the root, described by the
node level in the tree.
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3.2 Itemset Mining

The IMine index can support a variety of different itemset mining algorithms. The
main difference among different approaches is in (a) the main memory data structure
exploited to store the required data, and (b) the strategy adopted by the algorithm to
visit the search space. IMine data access methods load in memory the data needed by
the current step of the itemset mining algorithm. In each step of the mining process,
data is read from the I-Tree and loaded in memory, in the appropriate structure for
the selected mining algorithm. Next, mining takes place on the loaded data.

Enforcing constraints. The specification of constraints on the extraction process
yields a subset of (more) interesting itemsets and may help the human analyst in
focusing on relevant knowledge. Pushing constraint enforcement into the mining
process would allow early pruning the search space, thus improving the efficiency
of the mining process. Hence, a significant research activity has been focused on
the definition of strategies for constrained itemset extraction [10, 11, 21, 29, 33].
A classification of constraints into anti-monotonic, monotonic, succinct, and con-
vertible has been proposed in [29], which also addresses constraint enforcement into
the FP-growth algorithm. The IMine index can directly support the access strategies
described in [29]. More specifically, the items of interest can be straightforwardly
selected by accessing the I-Btree.

3.3 Disk-Based Strategies to Support Frequent Pattern
Mining

Several approaches have been proposed to support itemset extraction from flat file
by means of disk-based data structures. These approaches do not support the tight
integration of itemset extraction in a relational DBMS. However, they exploit some
form of file indexing structure to support the mining process.

An interesting hybrid in-core/out-of-core approach has been presented by
Lucchese et al. [23]. Even though the disk is exploited as an auxiliary means to
extend scalability, the mining process is still mainly memory-based [23]. An index
structure based on signature files is proposed in [20]. It supports the candidate fre-
quent itemsets generation process, but the actual candidate frequency check requires
further dataset access.

Fully disk-based mining algorithms have been proposed to support the extrac-
tion of knowledge from large datasets (e.g., B+tree-based indices [34], Inverted
Matrix [12], Diskmine [15] I/O conscious optimizations [9], DRFP-tree [1], VLDB-
Mine [8]). The Inverted Matrix is a disk-based data structure proposed by El-Hajj
and Zaïane [12] to store the transactional dataset in an inverted matrix layout. The
proposed data structure deals well with very sparse datasets, in which a large number
of items are characterized by unitary support. B+tree-based indices to access data
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have been proposed by Ramesh et al. [34]. The adopted data representation is either
vertical (e.g., ECLAT-Based [36]) or horizontal (e.g., APRIORI-Based [2]).

In [15] large databases are materialized on disk by storing different (recursively
generated) projected databases whose size fits main memory. Each projection, rep-
resented as an FP-tree, is first materialized on disk, and then separately loaded in
main memory for itemset extraction. Diskmine allows efficient memory saving and
maximizes memory exploitation. However, storing all projections may require sig-
nificant disk space, and subsequently cause a non-negligible I/O cost during the
mining process.

The path tiling approach, proposed by Buehrer et al. [9, 13], is an efficient itemset
mining techniques exploiting I/O conscious optimizations. More specifically, several
data locality strategies are proposed to reduce the number of reads during the mining
process. However, different data structures and mining algorithms may have differ-
ent data locality requirements. Hence, different I/O conscious techniques should be
defined for different mining approaches.

In [8] a persistent and hybrid structure, named VLDBMine, is proposed to com-
pactly store huge transactional datasets characterized by a variable data distribution.
VLDBMine has been designed to support existing in-core algorithms by enhancing
memory usage, thus achieving scalability through different selective data retrieval
methods.

4 Conclusions

The full integration of data mining techniques as DBMS services is a challenging
goal yet to be achieved. In this chapter, we presented different integration attempts,
which address both the query/mining specification language and the definition of
physical data structures to improve the performance of mining algorithms. From one
side, different SQL-likemining languages have been proposed to ease the continuous
and exploratory interaction between the user and the DBMS. From the other side,
the IMine index, discussed in this chapter, supports efficient itemset mining into a
relational DBMS. It has been implemented into the PostgreSQL open source DBMS
and it profitably exploits its services, among which physical level access methods
and DBMS buffer management.

In the future we hope that new specialised query languages and index structures
will be proposed in the same vein to facilitate the interaction of the user and the data
analysis on the very big data stored in the so-called No-SQL databases.
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20+ Years of Analytics on Complex Data:
Impact, Issues, Challenges and Contributions

Stefano Basta, Giuseppe Manco, Elio Masciari and Luigi Pontieri

1 Introduction

Computer Science is a relatively young discipline, but in the last two decades the
advances in hardware technology and software engineering has induced notable
changes in the way users interact with computers. In particular, several processes
involving data have changed in a radical manner. As a matter of fact, the amount
of data stored in repositories has grown at impressive rates due to the rise of data
sources, such as sensor networks, social networks or operational processes. More-
over, the heterogeneity of data has dramatically increased. In a word, data and their
management have became more and more complex.

Besides the data issues, new challenges have emerged from an application view-
point, enabled by the informatization and digitalization of even the most trivial
processes in the society. New applications span from real-timemonitoring of depend-
able systems bymeans of cyber-physical sensors, to information diffusion at all levels
by means of persistently connected devices, to the capability of tracking and deliv-
ering ad-hoc services to individuals. We’re living in a connected world and the new
technologies allow us with unforeseen possibilities.

Along the recent years, new strategies (specifically, data loading, transformation
and extraction, datamanagement, and datamining approaches) have been proposed in
order to deal with these unprecedented source of information. The advent of BigData
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technologies has empowered the whole discipline of data analytics, by eventually
creating even new professional figures which summarize skills in computer science
and databases, statistics, machine learning and economics.

However, the explosion of this new discipline is not new, and finds its path in the
several contributions throughout the last 20 years. The Italian community has been
particularly active in this scenario, by providing cutting-edge scientific results and
prototypes in the field. As a proof of concept of this, this chapter tries to summarize
some important contributions to the analysis of complex data both from the techno-
logical and the application point of view. In the following, we briefly recall the basic
data types and methods that we have explored in the last years. In order to give the
reader a more appealing view of the mentioned approaches, we also describe some
applications that we have carried out with respect to some key important topics in
the framework of the H2020 societal challenges.

2 Data

In this section, we describe some of the data types that we have widely investigated
both for scientific and industrial applications in recent years.

2.1 Sets and Transaction Data

Theneed to dealwith transactional data, i.e., tuples of variable size of categorical data,
comes from many relevant applications, such as finance (where the transactions rep-
resent orders, invoices, payments), productivity (where transactions represent event
plans or activity records), logistics (deliveries, storage or travel records). Thus, trans-
actions can involve everything from a purchase order to shipping status to employee
hours worked to insurance costs and claims.

High-dimensional categorical data, such as market-basket and web-usage data,
is a particular facet of transactional data. Records in such datasets include a large
number of attributes, typically with boolean values. Several emerging application
settings require clustering techniques that provide an effective treatment of this kind
of data, such as text analysis, bioinformatics, e-commerce, astronomy and insurance
industry

Formally, high dimensional transactional data can be defined as follows. Let
us consider a set M = {a1, . . . , am} of boolean attributes, and a data set D =
{x1, x2, . . . , xn} of tuples defined on M. In the current literature, a ∈ M is usu-
ally denoted as an item, and a tuple x ∈ D as a transaction. Usually, x is represented
in a more compact form, as a proper subset ofM, with the meaning that all the items
explicitly represented in x take value true, and the others take value false. For exam-
ple, transaction x = {a1, a5} is a compact representation of a tuple defined on M
where all attributes are false except for attributes ai and a5. Data sets composed by
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transactions are usually denoted as transactional data or high-dimensional categori-
cal data (i.e., data which adhere to a schema where there are several, not necessarily
boolean attributes). Notice that each data set whose attributes are categorical can be
represented as transactional data (by explicitly representing each possible attribute
value as a boolean attribute inM).

The analysis of transactional data takes place in several scenarios. The most well
known examples is the case of frequent itemset mining and association rules [2], but
there are other interesting scenarios where clustering [19] or classification based on
transactions takes place.

2.2 Sequences

Sequences are the natural evolution of transactions, and they play an important role in
disparate real-life scenarios, includingmany relevant scientific/medical, security, and
business applications. In short, sequences can be considered as transactions where
the order matters, e.g., because of a temporal sequentiality. Examples of such data
are indeed DNA sequences and protein sequences, and the log traces produced by
various kinds of systems, networks, and business processes. As discussed in [29],
a major kind of sequences are “event sequences”, i.e., sequences of events (e.g.,
weblogs, customer purchase histories, software traces, process traces) that encode
information on actions performed by some real-world entity. For example, each event
in a weblog corresponds to a request of someweb resource; each record in a customer
purchase history provides information on a purchase event (in terms of who made
the purchase, where and when the latter was made, which items were purchased,
etc.); a trace of a business process represents the sequence of operations performed
on one instance of the process.

Let us provide a general definition for such kinds of data, inspired to [29]. Let
E be a given data type, describing the structure and semantics of the elements that
may constitute each sequence. Then a sequence over E is an ordered list S = s1...sm ,
where:

1. each si (also denoted as S[i]) is a member of E , and is called an element of S,
2. m (also denoted as |S|) is the length of S, and
3. each number in {1, . . . , |S|} indicates a position in S.

According to this definition, DNA sequences are (symbolic) sequences over {A,C,

G,T}, whereas both customer purchase histories andprocess/system traces are (event)
sequences defined over complex element types.

Let us now focus on the case of business process traces, as an archetype of the
challenging class of event sequences where the underlying element type encodes
more information than a simple concept label/symbol.

Traces and logs. Whenever a process is enacted, a trace is recorded for each
process instance (a.k.a. “case”), which stores the sequence of events occurred along
the execution of the instance. Let E and T denote the universes of all possible
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events and traces for the process under analysis, respectively. Clearly, according to
the above definition, each trace is a sequence over (the element type) E . For the
sake of notation and of concreteness, let us assume that each event e in E is a
tuple storing two main kinds of information: a timestamp indicating when the event
occurred (denoted as time(e)), and a (sub-)tuple prop(e) of properties capturing
various aspects of the event. Some properties that appear in the events of many real
logs are: the process activity/operation performed and associated parameters/results,
and information about the actor involved.

Finally a (process) log L (over T ) is a multiset of T ’s traces. The analysis of such
data has recently gained momentum with the rapid growth of the Process Mining
field of research, that addresses the “confrontation between event data and process
models” [53, 54] through new process-aware data analysis tasks.

Different kinds of behavioral patterns and models can be extracted for a business
process, based on a log gathering the traces generated by past executions of it.
In particular, an important class of descriptive models that can be discovered are
workflow-like process models, which summarize the typical behaviors of a process
in terms of elementary activities and routing constructs (e.g., choices, parallelism,
loops, synchronization). These models can be represented through simple directed
graphs representing precedence relationships, or by usingmore expressive languages
enjoying such as specific Petri net dialects. Event logs can be also exploited to
discover predictive process models [28], capable to predict the outcome (in terms
of a numerical performance measure, a risk indicator, or the deviation w.r.t. to some
given criterion of normality) for an (a possibly unfinished) process instance, based
on its associated trace.
Event/trace abstraction. In both cases, in order to discover meaningful and general
models, it is often fundamental to bring the given traces to some proper level of
abstraction. A common solution consists in applying some classification scheme
for the events, such that any possible event will be abstracted into an event class
representing some type of activity/action.

In general, an event abstraction function α for a given event universe E is a func-
tion mapping each event e ∈ E onto a symbol α(e), which identifies a distinguished
event class. Let us also denote asα(E) the alphabet of symbols thatαwould generate
when applied to all possible events. Most Process Mining approaches adopt simple
event abstraction functions that just project the contents of each event onto one of
its attributes (usually, the task identifier).

Based on such a function, every log trace can be turned into a string over α(E),
which represents a sequence of activity/action types. Precisely, for each trace τ ∈ T ,
letα(τ ) be the sequence obtained by replacing each event in τ with its abstract repre-
sentation: α(τ ) = α(τ [1]), . . . ,α(τ [|τ |]). Let also α(L) be multi-set that contains,
for each trace τ in L , an element α(τ ) with the same multiplicity of the former.
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2.3 Trees and Semistructured Data

In late 90’s a new data type received a great deal of attention, namely semi-structured
data. In particular a lot of research has been done on XML data. XML documents
are represented as unordered trees, whose nodes belong to the alphabet N and are
labeled with symbols in the alphabet Σ (alphabet Σ is assumed to be infinite, as it
represents XML tags, attributes, and text).

A tree is a directed acyclic graph where all the nodes have indegree 1 but one
(the root), which has indegree 0. A tree t is represented by the tuple (rt , Nt , Et ,λt ),
where Nt ⊆ N is the set of nodes, Et ⊆ Nt × Nt is the set of edges, λt : Nt → Σ

is the node labeling function and rt ∈ Nt is the distinguished root of t . We assume
standard notions of leaf, child, parent, descendant, and ancestor node, as well as
notions of tree depth and path between two nodes. Moreover, we say that a node is
a branching node if it has at least two child nodes, and denote the set of branching
nodes of a tree t as ̂Nt .

Given a tree t , we denote its depth as depth(t), and the path between its root and
a node u ∈ Nt as ℘t (u). Moreover, we say that a tree t ′ is a subtree of t if Nt ′ ⊆ Nt

and Et ′ ⊆ Et . Finally, we say that t is a chain if it has no branching node. The set of
trees defined on the alphabet of node labels Σ will be denoted as TΣ .

There is a natural way of extending the notion of pattern described for transactions
of sequences, to the case of trees. A tree pattern p is a pair 〈tp, op〉, where:
1. tp = (rp, Np, Ep,λp) is a tree in TΣ ′ , where Σ ′ = Σ ∪ {∗};
2. Ep is partitioned into the two disjoint sets Cp and Dp denoting, respectively, the

child and descendant edges;
3. op ∈ Np is the distinguished output node.

Notions of child, parent, descendant, ancestor, branching, and leaf node for tree
patterns, as well as the notion of subpattern, depth and path, are trivial extensions of
the corresponding notions defined for trees. Given a tree pattern p and a node u ∈ Np

wedenote the set of child nodes ofu asChild p(u), i.e.,Child p(u) = {v | (u, v) ∈ Ep},
and the set of ancestor nodes of u as Ancestor p(u).

2.4 Graphs and Structured Data

Graphs can be considered a generalization of trees. They are important as a data
type for two main reasons. First, several domains use graphs as instances to analyse.
For example, chemical data (e.g., with nodes corresponding to atoms, and links
corresponding tobondsbetween the atoms); biological data (e.g., protein interactions,
biological networks); networked infrastructures such as airport connection, ethernet,
or the Web; business processes, where nodes represent activities and links represent
precedence relations between such activities.

Formally, let G = (V, E) be a graph where V is a set of n nodes, E ⊆ V × V is a
set of m directed arcs, and (u, v) indicates that u is connected v. We also denote the
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neighborhood of a node u as N(u) = {v ∈ V : (u, v) ∈ E ∨ (v, u) ∈ E}. Moreover
let F denote a set of h binary features. We are given a binary n × h matrix F such
that Fu, f = 1 when user u is interested in the feature f . For simplicity we denote
this case also as (u, f ) ∈ F . Finally, we denote all the features of the node u as
F(u) = { f ∈ F : (u, f ) ∈ F} and the set of all the nodes having attribute f as
V( f ) = {u ∈ V : (u, f ) ∈ F}.

The analysis of graph data has exploded in the mid of the 2000s [23]. Graph
mining usually refers to algorithms used to extract patterns, trends, classes, and
clusters from graphs [37]. However, it’s with the advent of social networks such as
Facebook and Twitter that Network Science has come to the attention of the data
mining and machine learning community, In fact, social networks build on massive
graphs, and hence new specific algorithms may need to be applied to solve predictive
and descriptive problems which raise from these large infrastructures.

2.5 Streams

Data streams are potentially infinite sources of data that flow continuously while
monitoring a physical phenomenon, like temperature levels or other kind of human
activities such as trajectories [43], RFID streams [44], document streams [34], and
so on.

Consider an ordered set of n sources denoted by {s1, . . . , sn} producing n inde-
pendent streams of data, representing the value being monitored. Each data stream
can be viewed as a sequence of triplets 〈ids, v, ts〉, where:
1. ids ∈ {1, .., n} is the source identifier;
2. v is a non negative integer value representing the measure produced by the source

identified by ids ;
3. ts is a timestamp, i.e., a value that indicates the time when the reading v was

produced by the source ids .

3 Methods

3.1 Supervised Learning

Unbalanced Classification. Classification is one of the most extensively studied
tasks in machine learning, pattern recognition and data mining. Given a collection
of labeled training data, the aim is to learn a suitable model, referred to as a classi-
fier, wherein the regularities in the labeled data are exploited to induce a reasonable
approximation (i.e., a hypothesis) on the actual mappings between any data case
from the same domain and one of multiple predefined class labels. A classifier is,
hence, useful to predict the unknown class of a previously unseen case, on the basis
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of the other observable features of the same case. Various types of classifiers have
been proposed in the literature, that meet several different requirements in a wealth
of distinct applicative settings, such as decision trees, rule-based classifiers, neural
networks, naïve Bayes classifiers, support vector machines and statistical classi-
fiers [30]. In particular, rule learning is a method for inducing minimal rule-based
concept descriptions, that can be used for classification. Rule-based classifiers are
a mainstay of research in machine learning, because of various desirable proper-
ties such as, e.g., their expressiveness and intelligibility to humans as well as their
efficiency and effectiveness in classification. Such classifiers have been empirically
shown to be effective in processing (sparse) high-dimensional training data with cat-
egorical attributes [55] and are comparable in performance with other classification
methods in several applicative domains [46]. Unfortunately, like most classification
models, rule-based classifiers exhibit a poor classification performance in imprecise
(multi-class) learning environments, which are challenging domains wherein cases
and classes of primary interest for the learning task are rare. Besides, minority and
majority classes can be hardly separable and the cost of misclassifying a case of a
minority class as belonging to a predominant class is much higher than the cost of
the dual error. Also, training data may be corrupted by noise, which further obstacles
the identification of rarities.

Imprecise domains are often encountered in practical applications. Examples
include fraud detection [32, 47], intrusion detection [52], manufacturing line moni-
toring [50], risk management, telecommunications management [31], medical diag-
nosis [22], text classification [56], and oil-spill detection in satellite images [42].
The peculiarities of such settings pose several challenging issues to traditional algo-
rithms for learning rule-based classifiers, that essentially make the resulting models
low sensitive to rarities.

Rarity is clearly the major obstacle. Rare classes corresponds to the well known
class imbalance issue, i.e., an evenly distribution of classes, such thatmajority classes
overwhelm minority ones. Instead, rare cases are very small portions of the train-
ing data, that can be viewed as exceptional sub-concepts seldom occurring within
predominant or rare classes. As it is pointed out in [56], rarity actually prevents con-
ventional algorithms for rule induction from finding and reliably generalizing the
regularities within infrequent classes and exceptional cases.

Indeed, class imbalance generally leads to classification models tending to exhibit
a high specificity (i.e., capability at recognizing majority classes), coupled with a
low sensitivity (i.e., capability at recognizing minority classes).

Recommender Systems. An interesting application of supervised learning, partic-
ularly tailored to transactional data, is the case of recommender systems. With the
increasing volume of information, products, services, resources (or, more generally,
items) available on the Web, the role of Recommender Systems [49] and the impor-
tance of highly-accurate recommendation techniques have become a major concern
both in e-commerce and academic research. The goal of a recommender is to provide
users with recommendations that are non-trivial, useful, and that the user may not
find on her own.
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Recommendation is a form of information filtering which analyzes users’ past
preferences on a catalog of items to generate a personalized list of suggested items.
Let U = {u1, . . . , uM } be a set of users and I = {i1, . . . , iN } a set of items. Users’
preferences can be represented as aM × N matrix R, whose generic entry rui denotes
the preference value assigned by user u to item i . User preference data can be clas-
sified as implicit or explicit. Implicit data correspond to mere observations of co-
occurrences of users and items, which can be recorded by analyzing clicks, users’
web sessions, likes or check-in. Hence, the generic entry rui of the user-item rating
matrix R is a binary value: rui = 0 means that u has not yet experienced i , whereas
by rui = 1 we denote that user u has been observed to experience item i . By contrast,
explicit data record the actual ratings explicitly expressed by individual users on the
experienced items.

Generally, explicit ratings can be encoded as scores in a (totally-ordered) numeric
domain V , represented as a fixed rating scale that often includes a small number of
interestingness levels. In such cases, for each pair (u, i), rating values rui fall within
a limited range V = {0, . . . , V }, where 0 represents an unknown rating and V is the
maximum degree of preference. In real-world applications, the rating matrix R is
characterized by an exceptional sparseness, as individual users tend to rate a limited
number of items.

Given an active user u, the goal of a recommender is to provide u with a recom-
mendation list Lu ⊆ I including unexperienced items (i.e., Lu ∩ IR(u) = ∅), that
are expected to be of her interest. This clearly involves predicting the interest of u
towards unrated items: exploiting (implicit and/or explicit) information about users’
past actions, the recommender provides a scoring function pui : U × I → R, which
accurately estimates future preferences and hence can be used to predict which are
the most likely products to be purchased in the future.

The idea behind recommendation is that human interests and preferences are
essentially correlated, thus it is likely that a target user tends to prefer what other
like-minded users have appreciated in the past. Hence, the basic approach to informa-
tion filtering consists of collecting data about user interests and preferences to build
reliable user profiles. These allow to predict the interests of a target user based on
the known preferences of similar users and, eventually, the provision of suitable rec-
ommendations of potentially relevant items. Recommendations generated by means
of filtering techniques can be divided into three main categories:

• demographic filtering approaches assume the possibility of partitioning the
overall set of users into a number of classes with specific demographic features.
Customization is achieved by exploiting manually-built, static rules that offer rec-
ommendations to the target user on the basis of the demographic features of the
class she belongs to;

• content-based filtering techniques learn amodel of users’ interests and preferences
by assuming that item and user features are collected and stored within databases
information systems. The aim is to provide the target user with recommendations
of unexperienced content items, that are thematically similar to those she liked in
the past;
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• collaborative filtering methods work by matching the target user with other users
with similar preferences and exploits the latter to generate recommendations.

Collaborative Filtering (CF) strategies are effective with huge catalogs when infor-
mation about past interactions is available. According to this assumption, several
CF-based recommendation techniques have been proposed, mainly focusing on the
predictive skills of the system.

It has been shown [10] that probabilistic approaches based on latent-factor models
allow the most adequate degree of flexibility, as they: (i) allow the specification of
complex yet easy to interpret latent structures; (ii) achieve the highest recommenda-
tion accuracy.

Typically, complex patterns can be better detected by means of co-clustering
approaches [11, 41, 51]. The latter aim at partitioning data into homogeneous blocks
enforcing a simultaneous clustering on both the dimensions of the preference data.
This highlights the mutual relationships between users and items.

3.2 Unsupervised Learning

The Clustering Challenge. Cluster analysis represents a fundamental and widely
used method of knowledge discovery, for which many approaches and algorithms
have been proposed over the years [1]. An incomplete list of methods
includes partition-based (e.g., k-means), density-based (e.g., DBScan), hierarchical
(e.g., BIRCH), and grid-based (e.g., STING) methods. The continuing stream of
clustering algorithms proposed over the years underscores the importance and dif-
ficulty of the problem, and the fact that the logical and algorithmic complexities of
this many-facet problem have yet to be tamed and can still benefit from research
advances. Foremost among the remaining issues is that clustering algorithms do not
live up to their claim of providing unsupervised learning: current algorithms are
effective only when the user provides several parameters that she needs to determine
via a difficult exploratory process.
Clustering process traces/events. Process discovery techniques [54] have gained
attention in Business Process Management applications, owing to their ability to
extract a descriptive/predictive model for the behavior of a process, based on histor-
ical log data. Such models can provide actionable process knowledge, and support
process analysis/design tasks, and process improvement efforts.

Two critical issues undermine the effectiveness of traditional workflow discovery
methods, when applied to the logs of lowly-structured processes: (i) the high level of
details and granularity that usually characterizes log events, which makes it difficult
to provide the analyst with an easily interpretable description of the process in terms
of relevant business activities, and (ii) the presence of various execution scenarios
(a.k.a. “process variants”), exhibiting different business processing logics (and often
determined by key context factors),which cannot be captured effectivelywith a single
workflow model. When applied to such logs, indeed, most current process discovery
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techniques tend to yield “spaghetti-like” descriptive models (suffering from both
low readability and low fitness) [17] and to overfitting predictive models. And yet,
automatically discovered models would be utterly important for a lowly-structured
process, seeing as no (or little) a-priori knowledge exists on its typical execution
schemes.

Two kinds of approaches have been proposed in the literature to alleviate these
problems: (a) partitioning the log into trace clusters [38], in order to capture homoge-
nous execution groups, and modelling each of them with a simpler and more precise
predictive/descriptive process model; (b) turning raw events into high level activities
via automated event abstraction techniques [35], capable to automatically induce a
sort of event abstraction function (cf. Sect. 2.2).

The problem of partitioning a given collection of traces into homogenous process
variants has been faced by using different kinds of clustering approaches. Some
approaches, in particular, looking at the (abstract) traces as symbolic sequences,
exploit standard distance-based clustering schemes in combination with customized
versions of string-oriented edit distances [9].

Higher scalability is typically achieved by feature-based approaches [38], which
rely on projecting the traces onto a vector space, where some dimensions represent
the occurrence of distinguished process activities or of more involved behavioral
patterns (e.g., k-grams of activities, or variable-length “conserved” subsequences
borrowed from Bioinformatics such as Tandem/Maximal Repeats) capturing fre-
quent hidden functionalities of the process. A hierarchical clustering approach was
proposed in [38], where the traces are partitioned recursively (by resorting to a spe-
cial kind of sequence patterns, named “discriminant rules”) based on the way they
diverge from a preliminary workflow model. As a result a tree of descriptive models
are discovered for the analyzed process, where each leaf represents the behavior of a
set of process instances in an modular and precise way. Such a tree can be converted
into a process taxonomy, as proposed in [38], by providing each non-leaf node with
an abstract process model—namely the root provides the most abstract view over the
executions of a process, and any other node refines this abstract model to describe a
subclass of executions.

In absence of background knowledge on relevant process activities, unsupervised
event-abstraction techniques [35] perform the aggregation bymeans of some cluster-
ing procedure over the events, so that each discovered cluster of events is viewed as
an abstract activity. The automated extraction of event classes has been faced in [35]
for the challenging case where a predictive model for process performances is to
be discovered for a lowly-structured process log (like, e.g., those of ERP systems),
where multiple data attributes are typically stored in each log event, but none of them
fully characterizes what kind of activity was performed. In such a scenario, the event
classes are discovered by using a conceptual clustering procedure (which specializes
the general framework of predictive clustering, where the events are partitioned by
way ofmutually-exclusive boolean formulas (expressed over event attributes), which
are easy to interpret and validate. Notably, in [35] event clusters (acting as different
activity types) are discovered synergistically with trace clusters (representing differ-
ent process variants), by using a (conceptual) co-clustering scheme, before eventually
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equipping each trace cluster with a specific predictor. Besides enjoying compelling
prediction accuracy (w.r.t. current methods, combined with usual log abstractions),
in real-life application cases, this approach helps recognize performance-relevant
activity patterns at the right level of abstraction.

Distance-BasedOutlierDetection.Outlier detection is a datamining task consisting
in the discovery of observations which deviate substantially from the rest of the data,
raising the hypothesis that theywere generated by a differentmechanism [40].Outlier
detection provides information which is readily usable to react in critical situations;
therefore, it has many important practical applications in domains such as medical
anomaly detection, sensor networks, industrial damage detection, cyber-intrusion
detection, fraud detection, image processing, and textual anomaly detection [21].
Outlier detection is also quite computationally demanding, and its application to very
large data sets currently requires smart algorithms and high-performance computing
facilities.

Many supervised approaches to outlier mining first learn a model over example
data already labelled as exceptional or not [33], and then evaluate a given input
data as normal or outlier depending on how well it fits the model. Unsupervised
methods, instead, are able to separate exceptional and normal data even without
the help of training examples. A prominent approach to the unsupervised problem
is distance-based outlier detection, which distinguishes an object as outlier on the
base of the distance to its nearest neighbors [48]. Most of these approaches define
a weight or score for every object, which summarizes its dissimilarity to its nearest
neighbors by means of a function of their distances. Distance-based outlier detection
is non-parametric, in that no assumption is required on the distribution of data.

In the last years our research effort focused on distance-based outlier detection.
Before to highlight the main results obtained in this area, we provide some basic
concepts. In the following, we assume a data set D of objects, which is a finite subset
of a given metric space.

Given an object p ∈ D, the weightwk(p, D) of p in D is the sum of the distances
from p to its k nearest neighbors in D. Let Top be a subset of D having size n; if
there not exist objects x ∈ Top and y in (D \ Top) such thatwk(y, D) > wk(x, D),
then Top is said to be the set of the top n outliers in D [3]. Hence Outlier Detection
Problem (ODP) consists in finding the top n outliers in D. ODP can be solved in
O(|D|2) time by computing all the distances among the all objects in D, but real
life applications deal with data sets of hundred thousands or millions of objects, and
thus brute-force approaches are not applicable.

The first contribution has been the introduction of the concept of the outlier
detection solving set S which is a subset of D such that, for each y ∈ D \ S, it
holds that wk(y, S) ≤ w∗, where w∗ is the weight of the top n-th outlier in D [3].
In practice, an outlier detection solving set S is a very small subset of D including
a sufficient number of points to allow us to consider only the distances among the
pairs in S × D to obtain the top n outliers.

We presented the SolvingSet-algorithm that computes S with sub-quadratic time
requirements, providing the top n outliers in D and the weight w∗.
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We also proved that, in general, the computational complexity of computing a
minimum cardinality solving set is intractable.

The second contribution has been the definition of parallel data mining (PDM)
and distributed data mining (DDM) algorithms to solve ODP [4, 5]. Indeed, we
presented a distributed method to detect distance-based outliers, which is suitable
to be used both in parallel and distributed scenarios. The proposed method exhibits
excellent performances, in that the temporal cost in charge of each node is O(

�
�
Tb),

where � is the relative size of the (distributed) solving set, � is the number of nodes
involved in the computation, and Tb is the time required to compute all pairwise
distances among data set objects, that is the time needed to determine the nearest
neighbors of each object. In common settings, the term �

�
is likely to be smaller than

1
1000 . Moreover, experimental results validate that the run time scales up well with
respect to the number of nodes.

The third contribution draws on the recent availability of high-performance com-
puting architectures, such as Graphic Processing Units (GPU), which are receiving
increasing attention justified by the fact that they characterize computers that trade-
off between performance and power consumption. For this reason, our objective has
been to test the effectiveness of a GPU–based solution forODP [6–8]. First we devel-
oped an implementation for a GPU architecture of SolvingSet-algorithm, to be used
as baseline in comparisons. Then we implemented several variants, both central-
ized and distributed, of the above algorithms, to experiment the effects of different
usages of the memory hierarchy and of different implementation and optimization
techniques.

The experimental results show that the approach is quite effective, with the
speedup of the centralized strategies reaching two orders of magnitude in the best
cases. The best results are given by the variants which address the best usage of the
parallel threads and memory hierarchy rather than the variants with a reduction of
memory occupancy. As for the distributed approach, experiments highlight that the
speedup over the centralized GPU algorithm tends to the ideal one for data sets of
increasing sizes.

4 Applications

4.1 Health, Demographic Change and Wellbeing

Nowadays, microarray experiments allow the exploration of huge amounts of gene
expressions using a single chip. Moreover, the relatively moderate cost for a chip
and the small sample preparation times, enable the analysis of a large number of dif-
ferent experimental conditions, such as points of time-series experiments or disease
progression in a cohort of patients. This huge amount of data poses many challenges
to the bioinformatics community such as finding the behavior of set of related genes
in different conditions. This goal is often achieved by means of cluster analysis, i.e.,
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the identification of similar patterns in different conditions. Indeed, the ability to
gather genome-wide expression data has far outstripped the ability of human brains
to process the raw data, thus cluster analysis can help scientists to distill the data
down to a more comprehensible level by subdividing the genes into a smaller num-
ber of categories and then analyzing those. Further motivation for the exploitation
of cluster analysis for biological data lies in the fact that similar patterns found by
clustering may correspond to co-regulation of genes.

In [45] experimental results regarding the validity of clustering results from a
biological viewpoint are presented. Indeed, clustering gene expression data is a valid
support for functional annotation, tissue classification, regulatory motif identifica-
tion, and other applications, but choosing the right clustering may be rather difficult.
To address this issue, several proposal have been presented and in [45] the quality
measure defined in [36] has been leveraged for biological data clustering evalua-
tion since it summarizes several evaluation metric in a single measure. This analysis
assures a stronger validation of the clustering results from a biological viewpoint
that was confirmed by the results reported in [45].

4.2 Secure, Clean and Efficient Energy

Renewable energy is actually a strategic sector for all the European countries, due
to the strategic and urgent need of reducing pollution emission. In this perspective,
a nice proposal (VI-POC) [18], provides a framework for collecting, storing, ana-
lyzing, querying and retrieving data coming from heterogeneous renewable energy
production plants (such as photovoltaic, wind, geothermal, Stirling engine, water
running) distributed on a wide territory.

More in detail, it has been investigated the usage of big data technologies in order
to effectively manage data coming from heterogeneous sources, possibly of different
nature (i.e., photovoltaic plants generate data different from those generated by wind
plants). Indeed, it also important to decouple the model and the energy source in
order to make the system flexible and scalable. Moreover, VI-POC is intended to
refine (i.e., making more efficient, effective and reliable) raw predictions usually
available from national electric authorities. Vi-POC predicts real time energy needs
with higher precision. This will lead to two key advantages: (1) the definition of
a better offer for the energy market and (2) the definition of an accurate purchase
strategy.

Furthermore, the prototype could be useful both for main players of the energy
market such as the distributors and smaller companies that act between offer (trailers)
and request in the supply chain in order to build better supply planning for their
customers. Moreover, the synergy between modern renewable energy production
sites and advanced technologies for data storage and analysis allow a continuous
monitoring of the production process. Forecast is crucial in VI-POC and may apply
to a single renewable power generation system, or refer to the aggregation of large
numbers of systems spread over an extended geographic area. Accordingly, different
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forecasting methods are used. Forecasting methods also depend on the tools and
information available to forecasters, such as data from weather stations and satellites
and outputs from numerical weather prediction (NWP) models.

In this perspective, it becomes necessary to resort to data-driven solutions and,
in particular, to Data Mining solutions which, on the basis of historical data of
different nature, are able to forecast energy production for both small and large users.
Moreover, it has been recognized that physical (e.g., wind speed and solar irradiation)
properties behavior exhibit a trail called concept drift which, in the vocabulary of
data stream mining, means that they change characteristics over time. To take into
account concept drift and, thus, deal with non-stationarity of data, either adaptive
models and time series prediction algorithms have been applied. In this respect,
the adaptive models are generally considered to produce more reliable predictions,
especially regarding to concept drift, but require a continuous training phase. This
training phase demands for a more complex underlying architecture, such as those of
Big Data, in order to guarantee the possibility of storing and processing big volumes
of data which arrive at high speed.

4.3 Smart, Green and Integrated Transport

The analysis and control of transport operations is a key problem in the field of
logistics networks. In a series of research projects, we developed a several techniques
and tools for supporting the analysis of the activities performed in an Italianmaritime
container terminal. Essentially, the operational systems of the terminal supports and
registers several logistic activities for each container that passes through the harbor.
In our analysis, we focused on the handling of containers which arrive and depart by
ship (“transhipment” flows), and on the different kinds of moves they undergo over
the “yard”, i.e., the main area used in the harbor for storage purposes.

According to the notation introduced in Sect. 2.2, the events stored in each of the
analyzed log traces is provided with the following major event properties: (i) the
source and destination position it was moved between, in terms of yard’s blocks and
(coarser grain) areas; (ii) the kind of operation performed, (e.g., MOVe, DRive to
Bring, DRrive to Get, LOAD,DIScharge, SHuFfle, OUT); (iii) the type of instrument
used (e.g., cranes to straddle-carriers and multi-trailers) Each trace, in its turn, is
associated as a whole with “case-wide” properties, which all concern the container
that has been handled, and include: he previous and next ports, and their associated
countries, and several physical features (e.g., the size and height).

For each container, we also considered, as a sort of environmental variables, the
hour (resp., week-day, month) when it arrived, and the total number of containers
(“workload”) in the port at that time.

Based on these log data, we faced to process mining tasks: (i) the discovery of
predictive performance-oriented process models, allowing to directly forecast the
value of a given performance metric (namely, the total time spent and the total
distance covered by the respective containers) for an unfinished process instance,
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based on its associated (partial) log trace; (ii) the discovery of workflow-like models,
allowing to gain a compact representation of the logistic process, illustrating the
typical flows of work that were really carried out.

As to former task, we obtained good achievements with the co-clustering scheme
of [35], which allowed us to deal with the unstructured nature of this logistic process,
where no high-level process activities and no pre-defined event abstraction criteria
were known. Interestingly, the clustering rules discoveredwith this approach, for both
the events and the traces, provided us with useful descriptions of process behavior
(besides supporting accurate predictions). In particular, we found that some of the
discovered event clusters correspond to a subset of destination areas, some others
also depend on the source area, or even further on the kind of move performed.
On the other hand, the descriptions of trace clusters let us reckon the presence of
different execution scenarios, linked to both context factors (e.g., the country of the
previous/next port, or the line/service planned to bring the container) and to some of
the discovered event clusters (hence playing as high-level activity patterns). Further
details can be found in [35].

In order to analyze the usage of the different storage areas (and possibly detect
overly intricate/long moving patterns), we extracted our workflow-like models from
a “positional” representation of the containers histories. More specifically, for each
container c, we built an abstracted trace that just encoded the sequence of positions
(represented either at the level of yard sectors or at the coarser level of yard areas)
that c occupied during its stay. By applying the approach in [39], we found inter-
esting taxonomies of workflow schemas, describing quite different scenarios for the
movement of containers. In particular, one of the discovered schemas gave us some
insight on the path followed by a group of containers that incurred into exceptional
events (witnessed by the passage of the containers through an area devoted to spe-
cial checking activities). Other schemas evidenced frequent “house-keeping” moves
internal to some sectors, and between a specific subset of sectors. In summary, the
process taxonomies computed with this approach allowed to both recognize dis-
tinct process variants and to provide compact higher-level views over these variants,
despite the very high number of event classes — which would make classical work-
flow discovery approaches to yield rather unreadable and imprecise process models.
Moreover, the effect of using abstraction mechanisms was not merely syntactical:
many of the activities that were abstracted together shared indeed some semantical
affinity. Further details can be found in [39].

4.4 Europe in a Changing World - Inclusive, Innovative
and Reflective Societies

Understanding the mechanisms behind adoption of new practices, ideas, beliefs,
technologies and products within a population characterized by social connections,
is a central issue for the whole of social sciences. Recently with the explosion of
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on-line social platforms such as Twitter and Facebook, the interest in these
topics has exploded accordingly. Researchers have investigated all these issues and
proposed elegant and scalablemathematicalmodels. Taking into account themodular
structure of the underlying social network provides further important insight in the
phenomena described above. Hot topics in this area of research are:

• social network modeling: the study and definition of compressed models that can
summarize, reproduce and predict the evolution of a social network;

• information diffusion: how information flows within the network. The objectives
are the discovery of the best routes for the information transmission and of the hub
and sink nodes;

• user behavior discovery: the discovery of user behaviors that are repeated over
time;

• influence propagation: identify the hidden factors explaining why, on the basis
of his/her ego network, a given subject is prone to experience a situation/publish
specific information/perform some actions.

A particularly challenging line of research consists in addressing the above issues
in an elegant and mathematically rigorous way through the use of probabilistic latent
factor models. Latent factor models are a family of descriptive models assuming
that collections of observations exhibit underlying hidden thematic structure. In the
context of social network modeling, probabilistic latent factor models find several
applications. For example, large effort has been devoted to develop community detec-
tion algorithms based on the relationships that the network peers exhibit.

Communities have a long history in social sciences, but it is with the explosion of
on-line social platforms such as Twitter and Facebook, that the interest in these topics
has grown accordingly and in particular has gained a computer science perspective.
While most early methods are based on ad-hoc heuristics, in recent years approaches
based on fitting generative latent factor models to the data have emerged.

Also, individuals tend to adopt the behavior of their social peers, so that cascades
happen first locally, within close-knit communities, and become global viral phe-
nomena only when they are able cross the boundaries of these densely connected
clusters of people. Therefore, the study of social contagion is intrinsically connected
to the problem of understanding the modular structure of networks (known as com-
munity detection), and together form the central core of network science. Latent
factor models can be proven extremely flexible in this context, as they lend them-
self to a variety of predictive and descriptive tasks which can elegantly and robustly
explain the behavior of an individual within the network: for example, whether a
user shall adopt a given item [14], or whether two users are likely to be connected
[15]. It is worth mentioning how efficient methods for the discovery of the latent fac-
tors explaining user behavior find several applications, spanning to person-to-person
recommendation, homophily [12], trust [27] and other external factors of correlation
[13].
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4.5 Secure Societies - Protecting Freedom and Security
of Europe and Its Citizens

The strong dependability between critical infrastructures and ICT has favored the
design and development of new applications and services devoted to these infrastruc-
tures. For example, SCADA systems are meant to ease the monitoring and control
within energy and nuclear plants. We live in a connected world where all systems
communicate and interact by means of the cyberspace. These systems are particu-
larly sensitive from a security point of view, since they control critical infrastructures
and hence vulnerabilities in their components (whether hardware or software) are
extremely dangerous. Throughout the years, these issues have called for the setup
of dedicated services for security monitoring, early warning and incident response.
These services are strongly based on data analytics and artificial intelligence, and
raise important research issues.
Security metrics.How to correctlymeasure and quantify security and trustworthiness
is still a challenging and priority task. Security metrics should be studied under three
different perspectives: system-level, technology-level, organization-level. Under this
perspective, they should allow to answer questions such as: how secure is my orga-
nization? Is there an improvement in the response to security threats throughout the
years? Is the tool we aim at delivering secure? Are there required changes we need
to accomplish by introducing new tools into our lifecycle? Is my system resilient to
cyber-threats?
Situation Understanding through data mining. Collecting and analysing data by
means of specific tools should allow to solve issues such as threat detection and
identification, impact evaluation and role attribution. Data mining techniques are
gaining an increasingly important role. A straightforward application of these tech-
niques consists devising systems for intrusion/fraud detection/prevention, where the
emphasis is aimed at automatically analysing huge data collections coming, e.g.,
from traffic or sensor networks. A specific class of problems concerning the analysis
of user behavior is taking place, called activity monitoring. These problems require
monitoring the behavior of a large population of entities, in order to detect relevant
events upon which to react. Examples are: profiling a user in order to identify her
typical behavioral signature, which can be used to prevent security threats; monitor-
ing the usage of a brand throughout the web, in order to prevent misuses or steal of
identities, masquerading and abuses. Finally, the analysis of RFID data is extremely
relevant for devising additional security measures, especially in situation where we
can prevent or predict: blocks of working machinery; access control to dangerous
zones; misuse of critical tools; telemetry.
Process mining for (cyber-)security. Besides the “traditional” data mining methods,
the analysis of process and system logs is especially important in the relation to
security. Audit trail data characterizes the activities of several organizations which
are interested in evaluating risks and in leveraging the security policies. Also, the
recent adoption of standard (enforced, e.g., by the Sarbanes-Oxley Act) for security
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checks and monitors within the organizational processes, will likely increase the
need to track processes and activities, and as a consequence to analyze such traces.

The specific focus on the research themes discussed above has triggered the setup
of the Cybersecurity Technological District (https://www.distrettocybersecurity.it/),
located in Cosenza and including private organizations (Poste Italiane, NTT Data,
ICT Sud Consortium) and academic institutions (University of Calabria, University
of Reggio Calabria) and Research Institutions (CNR). The district conducts research
on big data analytics and cybersecurity, with emphasis to three main directions:
protecting the end-user; protecting payment systems; secure dematerialization.

4.6 Fiscal Fraud

Fraud detection represents a challenging issue in several application scenarios, and
the automatic discovery of fraudulent behavior is a very important task with great
impact in many real-life situations. Examples are network traffic monitoring, where
anomalous patterns could represent an attack attempt; similarly, anomalies in credit
card transaction data could represent an illegal action, or detection of abnormal
behavior in athlete’s performance could report a drug abuse. In particular, fiscal
fraud detection has witnessed an increasing interest and has become a widespread
application field for data mining techniques, due both to its importance from a social
point of view, and for its technical intrinsic difficulties.

In this section we describe the experience wemade on the Value Added Tax (VAT)
fraud detection scenario. Like any tax, theVAT is open to fraud and evasion. There are
several ways in which it can be abused, e.g., by underdeclaring sales or overdeclaring
purchases. However, opportunities and incentives to fraud are provided by the credit
mechanism which characterizes VAT: tax charged by a seller is available to the buyer
as a credit against their liability on their own sales and, if in excess of the output tax
due, refunded to them. Thus, fraudulent claims for credit and refunds are an extensive
and problematic issue in fiscal fraud detection. The situation is further exacerbated
in Italy by current laws which allows to compensate VAT credit with other taxes,
thus boosting the trend for fraudulent behavior.

In [16, 26]we tackle theVATFraudDetection issue raised by the creditmechanism
via the adoption of data mining techniques. The objective was to design a predictive
analysis tool able to identify the tax payers with the highest probability of being VAT
defrauders to the aim of supporting the activity of planning and performing effective
fiscal audits. The construction of the model is based on historical VAT declaration
records labeled with the outcome of the audit performed by the Agency.

The context was particularly challenging both from a scientific and a practical
point of view. First of all, audited data available were only 0,004% of the overall
population of taxpayers who file a VAT refund request. This resource-aware restric-
tion inevitably raises a sample selection bias. Indeed, auditing is the only way to
produce a training set, and auditors focus only upon subjects which are particu-
larly suspicious according to some clues. As a consequence, the number of positive

https://www.distrettocybersecurity.it/
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subjects (individuals which are actually defrauders) is much larger than the number
of negative (i.e., non-defrauders) subjects. This implies that, despite the number of
fraudulent individuals is far smaller than those of non-fraudulent individuals in the
overall population, this proportion is reversed in the training set.

Since auditing is resource-consuming, the number of individuals reported as pos-
sible fraudsters is of high practical impact. Hence, a scoring system should primarily
suggest subjects with a high fraudulent likelihood, while minimizing false positives.
Also, the scoring system should also focus on criterias such as proficiency (higher
fraud amounts make defrauders more significant), equity (the amount of fraud should
be related to the business volume) and efficiency (scoring and detection should be
sensitive to total/partial frauds).

Classical supervised techniques typically suffer from the class-unbalance prob-
lem: Typically, only a limited number of behavioral cases is recognized as fraudulent
within the training set. Also, from a socio-economic point of view, it is preferable to
adopt a rule based approach to modeling. Indeed, intelligible explanations about the
reason why individuals are scored as fraudulent are by far more important than the
simple scores associated to them, since they allow auditors to thoroughly investigate
the behavioral mechanisms behind a fraud.

The result of our study was the design of a supervised methodology capable of
coping with all the above mentioned issues in a unified framework. The basic ideas
consist in progressively improving the learned rules by means of (i) probabilistic
smoothing techniques [26], and (ii) ensemble techniques which filter out and retrain
weak rules which do not meet the profitability, efficiency and equity criteria [16].

4.7 Risk Analysis and Entity Resolution

Risk analysis is a key business analysis task for bank organizations and it is required
to identify and assess those critical factors that may negatively affect customer suc-
cessful payback or somehow lower the expected revenues.

A typical approach to risk analysis is the development of a specific data mart
capable of ranking the credit risk of a customer by looking at the past insolvency
history involving the customer. Besides the traditional predictive loan approval appli-
cation, there are other scenarios where a business transaction identifies a creditor and
a debtor. For example, a bank agency acts as a mediator in the transaction, by sup-
porting the creditor in collecting the amount she claims. This is accomplished by
providing billing services, or by anticipating the monetary flow. Here, risk analysis
consists in identifying all possible critical factors which can negatively affect a given
transaction. The occurrence of such critical factors are estimated and eventually
employed both to identify suitable countermeasures that allow the bank organization
to avoid/recover from insolvencies, partial paybacks and unexpectedly low revenues.

Besides the intrinsic difficulties in providing accurate estimations, the problem
is further exacerbated by the dematerialization of all the documents involved in the
transactions. Document filling is subjected to erroneous data-entry, misspelled terms,
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transposition oversights, inconsistent abbreviations, lack of attribute values and so
forth. These further increase the heterogeneity of bank data by making the individual
records of a same textual document (e.g., a collection of personal demographic
information) appear with a varying structure.

The issues of dematerialization call for a data quality and consistency problem
that has to be addressed in order to ensure the reliability of business-intelligence
results. Large quantities of such data are stored as continuous text, such as personal
demographic data, bibliographic information, phone and mailing lists. Often, the
integration of such data is a problematic process, that involves handling two major
issues, namely structural and syntactic heterogeneity. The former occurs when the
data does not explicitly exhibit a common field structure. Schema reconciliation tech-
niques are required to identify a common field structure for heterogeneous bank data,
in order to exploit the mature relational technology for more effective information
management. Further, whether or not reconciled into a common database schema,
data can still be affected by syntactic heterogeneity. This is a fundamental issue in the
context of information integration systems, that consists in discovering duplicates
within the integrated data, i.e., syntactically different records that, as a matter of
facts, refer to a same real-world entity. Thus, a suitable methodology for handling
with data duplication is need to discover synonymies in the data. This would allow
to perform tasks such as summing up the singularities (insolvencies, for instance)
of seemingly distinct individuals and associating them to a unique customer, so that
to mark the latter as seriously critical. Notably, both approaches were handled in
a unified framework [20, 24, 25], by providing a unified architecture capably of
managing large collection of textual data and incrementally performing the tasks of
schema reconciliation and data deduplication.
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Abstract The advent of Service Oriented Architectures (SoA) in the late 90s has
significantly changed the development of enterprise systems.Web application devel-
opment relying on selection and reuse of services, offered as third party software com-
ponents, has been proposed as a new paradigm to effectively support creativity and
productivity of developers. This development paradigm strongly requires advanced
discovery and recommendation techniques, able to use and combine different types
of information to suggest the most suitable data services for multi-datasource
access. WSDL-based, semantic-enriched service matchmaking approaches have
been initially proposed to enable service discovery and composition. Subsequently,
approaches for web mashup, through RESTful services and Web APIs selection
based on their lightweight descriptions, have emerged to meet requirements of agile
development. Recently, in this context, service discovery and recommendation tech-
niques are being empowered by considering factors related to the social web such as
the existence of developers social networks and the possibility of evaluating the expe-
rience of web application developers. According to these premises, in this chapter,
we present main features of a comprehensive data service selection framework, apt
to provide advanced discovery and recommendation techniques. In the framework,
an experience perspective will be considered, focused on social networks of devel-
opers, where social relationships represent explicit endorsements among developers
concerning their skill in Web application development and votes on data services,
assigned by developers, are used to estimate developers’ credibility according to a
majority-based approach.
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1 Introduction

The advent of Service Oriented Architectures (SoA) in the late 90s has significantly
changed the development of enterprise systems. Companies have heavily invested
in Web Service technologies and, as a consequence, a growing number of services
is being made available over the time. Service proliferation over the Web has been
initially facilitated by the development of several standards, like WSDL for descrip-
tion of service interface and functionalities, UDDI for service registry, SOAP for
message exchange and BPEL4WS for service orchestration. Later, the REST (REp-
resentational State Transfer) architectural style, focusing on system resources to be
accessed, has been defined and RESTful services have been developed to facilitate
access to the resources. As a consequence, nowadays, more and more public and
private data providers offer (semi) structured data sources on the Web that are usu-
ally exposed as Web services, which can be implemented as SOAP-based services
(data that can be used are described as signature’s I/O parameters in WSDL) or as
RESTful services (data that can be accessed are described byWeb APIs). Compared
to SOAP-based services, RESTful services (often referred to as Web APIs) do not
have a formal model or standard description of service capabilities (e.g., WSDL).
The RESTful model is mainly based on the description of methods to be invoked,
relying on HTTP protocol, as well as tags, assigned to services by those who cre-
ated or used them, to classify services and enable their fast search. This lightweight
description is the reason behind RESTful services widespread diffusion [1]. In fact,
REST has emerged in the last few years as a predominant Web service design model
and has had such a large impact on the Web that it has mostly displaced SOAP- and
WSDL-based service design because it’s a considerably simpler style to use.

In this context, building web applications to access and use data sources avail-
able over the web increasingly requires frameworks to support the discovery and
recommendation of services that enable access to web data sources. In the course of
time, WSDL-based, semantic-enriched service matchmaking approaches have been
initially designed to enable service discovery and composition [2]. Subsequently,
approaches forwebmashup, throughRESTful services andWebAPIs selection based
on their lightweight descriptions [3, 4], as well as based on experiences and prefer-
ences of web users [5–8], have emerged to meet requirements of agile development.
Recently, service discovery and recommendation techniques are being empowered
by considering factors related to the social web such as the existence of developers
social networks and the possibility of evaluating the experience of web application
developers.

According to these premises, in this chapter we present a data service selection
framework, apt to provide advanced search and ranking techniques that take into
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account: (i) lightweight data service descriptions, in terms of (semantic) tags and
technical aspects on which service implementations rely (e.g., protocols, formats for
data exchange); (ii) previously developed aggregations of data services, to enhance
selection by considering services already used in similar contexts (i.e., in applications
based on similar data services); (iii) a social network of developers, where social
relationships represent explicit endorsements among developers concerning their
skill in Web application development starting from third party data service selection.
Moreover, developers can also express votes on data service as included into existing
applications, and these votes are used to estimate developers’ credibility according to
a majority-based approach. In the framework, service selection techniques based on
single components, their descriptions and their aggregations are complemented with
an experience perspective, focused on developers who used and voted components
to build their own aggregations. The data service selection is based on the social
network of developers and on the analysis of their social relationships. This analysis
combined with a credibility evaluation of each developer determines a ranking of
developers.

The chapter is organized as follows: Sect. 2 introduces a relevant application
scenario that motivates the described approach, following recent trends in service
discovery and recommendation; in Sect. 3 existing approaches in literature are pre-
sented; Sect. 4 describes the framework architecture, while Sect. 5 details on how the
experience perspective can be engaged in service discovery and recommendation are
discussed; finally, Sect. 6 closes the chapter.

2 Application Scenario

Let’s consider a developer who is developing a new application for hotel booking.We
envision the developer’s task as organized into twomain phases: firstly, the developer
has to discover and select the right data services and might rely, to this purpose, on
functional and non functional data service descriptive features; then, data service
composition have to be addressed, in order to deploy the application required for
hotel booking. Here, we focus on the former phase. Data service selection may be
difficult because the developer has no control on services, and source reputation
could be only partially known. These difficulties are mainly due to the high number
and heterogeneity of available data services over theWeb and to their often unknown
origins.

Let’s suppose that the developer is using one of the most popularWeb API reposi-
tories (e.g., Mashape.com, ProgrammableWeb.com), and starts by specifying
hotel booking keywords to search for services. ProgrammableWeb returns
79 services,1 as shown in Fig. 1. The popularity of Cleartrip Hotel service
(followed by 163 users) and mashups where hotel booking services have been used

1https://www.programmableweb.com/search/hotel%20booking.
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Fig. 1 An example of hotel booking service search using ProgrammableWeb

(highlighted in figure) are not exploited by the system and it is up to the developer
to improve his/her search by considering them. On the other hand, also approaches
that empower service recommendation approaches using these details provide the
developer with look-up search results, without taking into account decisions and
evaluations made by the developer during the development process by interacting
with the search tool.

3 Related Work

In literature, data service (or data source) discovery and selection and their compo-
sition are, as we already remarked in the previous section, clearly distinguished into
two distinct phases [9]. According to this viewpoint, various approaches consider
as separate the activities of discovery and composition. For example, the approach
described in [10], which shares with ours many preliminary definitions, focuses on
data service integration and querying, considering the data service selection results
as given. In this chapter we deal with data service recommendation for selection
purposes, which have to be solved before beginning integration of data and metadata
coming from the selected sources. In this research field, recent trends focused on
collaborative filtering, users’ experience and social-based service recommendation
and selection.

Collaborative filtering. Other quite recent approaches are based on techniques
of collaborative filtering applied to Web APIs recommendation. For example, the
Web API recommender system described in [6] exploits users’ ratings to refine
service ranking by applying collaborative filtering techniques. In [11] tags used to
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annotate both RESTful data services and mashups are classified into topics through
a probabilistic distribution. Topics are used to add semantics on top of traditional
tagging. TheAPI popularity is taken into account as experience dimension, computed
as the number of times a Web API has been used in the past. API popularity is
used during search to weight API relevance (with respect to the issued request),
based on topics. With respect to these approaches, we exploit the network of social
relationships between developers, integrating the credibility assessment techniques.

Users’ experience for service recommendation. Recent trends on (data) service
recommendation integrated users’ experience aspects (ratings/votes, co-usage of the
same services in several applications, service popularity, etc.) with traditional discov-
ery techniques, mainly based on functional and non functional features. For exam-
ple, matrix factorization techniques have been used in dynamic service exploration
and recommendation, to identify user/topic/service-related latent factors that influ-
ence users to make service selections [7]. For service recommendation, emerging
techniques based on the similarity of user’s behavior and service usage can be inter-
esting too [12]. Approaches in [13, 14] study service recommendation based on
votes/ratings and introduce techniques to evaluate the reputation and credibility of
raters. They are mainly focused on these aspects, compared to our approach, where
credibility assessment is integrated in a comprehensive framework for data service
recommendation. This enables a finer and more effective service selection.

Social-based service discovery and selection. An attempt to introduce social net-
work exploitation for Web API/service selection is described in the SoCo (Social
Composer) system [15]. In this approach, components are suggested to the user u
considering other users that are similar to u in a social network. Specifically, a compo-
nent is suggested to u depending on the number of times the component has been used
by other users socially related to u and on the social proximity between such users
and u. The notion of social network in [5] presents a different meaning compared
to our definition. Indeed, in [5] social relationships are defined between mashups, if
their tag-based similarity and the number of common services is over a pre-defined
threshold, and social networks of developers are not considered to support service
discovery.

4 Framework Architecture

To enable social network-based selection of data services, we discuss a framework,
WISeR (Web apI Search and Ranking) [16], extended with social-based function-
alities. The architecture of the framework is shown in Fig. 2. WISeR is based on a
multi-layered model, developed over different perspectives:

• a component perspective, focused on data services, described through tags/
categories, technical features (e.g., protocols, data formats);

• an application perspective, focused on aggregations of data services;
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Fig. 2 The WISeR (Web apI Search and Ranking) framework architecture

• an experience perspective, focused on developerswho used and voted data services
to build their own aggregations.

Formally, data services and aggregations are defined as follows.

Definition 1 We define a data service s (hereafter, service) as an operation/
method/query to access data of a web source, whose underlying data schema might
be unknown to those who use the service. Within the scope of this chapter, we model
a service s as 〈ns,Fs, {ts}〉, where: ns is the service name; Fs is an array of elements,
where each element FX

s represents the technical feature X (e.g., protocols, data for-
mats, authentication mechanisms) and is modeled as a set of allowed values for that
feature (e.g., XML or JSON as data formats); {ts} is a set of tags. We denote with S
the overall set of available services.

In Fig. 3 data services taken from ProgrammableWeb.com for the running exam-
ple are listed.

Definition 2 Aservice aggregation represents a set of services that can be composed
to deploy a Web application. An aggregation g is modeled as a triple 〈ng,S(g), d〉,
where: ng is the aggregation name; S(g) = {s1, . . . , sn} is the set of data services
used in g; d∈D is the developer who designed the web application by composing

Service Service name Technical features Tags
s1 HotWire FDataFormat

s1
= {XML,JSON} {City, Star, Hotel, Travel}

FProtocol
s1

= {RSS, Atom, REST}
s2 EasyToBook FDataFormat

s2
= {XML} {City, Hotel, Travel}

FProtocol
s2

= {SOAP}
s3 LocalDiffusion FDataFormat

s4
= {XML,JSON} {Cuisine, City, Restaurant,

FProtocol
s4

= {HTTP} Tourism}

Fig. 3 Data service descriptions used in the running example
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services in g. We denote with G the overall set of service aggregations, that is, g∈G,
and with G(s) the set of aggregations where s has been included.

Fictious examples of aggregations for the running example are listed in the following.
g1 ⇒ 〈TravelPlan, Sg1 = {s1, s3}, dg1 〉
g2 ⇒ 〈Stay&Fun, Sg2 = {s2, s3}, dg2 〉

According to this vision, best representatives of data services are resource-oriented
services (i.e., RESTful ones). For services that present a structured, operation-
oriented description (e.g., WSDL), we consider only data they work on, represented
through tags. We admit different ways of assigning tags to services: (i) keywords
extracted from the service name, I/O names and textual description through the appli-
cation of text mining techniques (such as stop words removal, stemming, camel case
word decomposition, etc.) [17]; (ii) tags assigned by developers who used the service
to design their own applications.Concerning application development, amodernWeb
application is typically implemented through different phases: firstly, the developer
has to discover and select the most suitable services; furthermore, service compo-
sition has to be performed, in order to deploy the final application. Therefore, we
clearly distinguish between (complete) Web applications and service aggregations,
which constitute an intermediate step, as specified in the previous definition.

WISeR allows different kinds of search, either for single isolated services or for
services needed to complete an existing application. Furthermore, both simple and
proactive search are provided. In the simple search, the developer receives sugges-
tions about relevant data services after explicitly specifying search features (e.g.,
tags, required values for each kind of technical features, and so on). In the proactive
search, that is the most explorative search typology, the developer does not have in
mind the services of interest, or he/she has just a partial idea of what he/she is looking
for, and the framework proactively suggests candidate data services according to the
aggregation that is being developed. The framework is equipped with proper wizards
that guide the developer in formulating the request, depending on the specific kind
of search that is being performed. Wizards have been described in [16]. Similarity
metrics, based on above perspectives, have been defined in WISeR to quantify the
compliance of available services compared to the specified request:

• the tag similarity, to denote the similarity between the request and each service
based on tags, either semantically disambiguated or not; we denote tag similarity
as TagAff ({tsi}, {tsj })∈[0, 1], where {tsi} and {tsj } are compared sets of tags;

• the technical feature similarity, to denote the similarity between the request
and each service based on technical features; we denote similarity for a technical
feature X as TechSimX({fsi}, {fsj })∈[0, 1], where {fsi} and {fsj } are compared sets of
values allowed for feature X;

• the aggregation similarity, to denote the similarity between the request and each
service based on average similarity between the aggregation that is being devel-
oped and aggregations where the service has been used in the past, respectively;
we denote aggregation similarity as AggSim(go, gp)∈[0, 1], where go and gp are
compared aggregations; the rationale here is that themore similar the services used
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in the two compared aggregations according to their similarity, the more similar
the two aggregations.

We denote with Sim(si, sj)∈[0, 1] the overall similarity between two data services,
computed as a combination of the above similarities. Overall similarity testing and
setup of weights, to proper balance tag, technical feature and aggregation similarity,
have been discussed in [16].

Data services are kept within public repositories, where they are advertised.
Proper wrappers have been designed to collect relevant service features (e.g., tags
already assigned within such repositories) and to maintain a reference towards orig-
inal services, thus ensuring full compatibility. Wrappers extract service descriptions
according to Definition 1. Service descriptions are stored within the Internal
Registry shown in Fig. 2. Wrappers are invoked within the Data Service
Features Extractor.

Service ratings, information about aggregations they belong to and developers’
social relationships are saved within the Internal Registry as well. Develop-
ers interact with the framework through the front-end, that provides the following
functionalities: (i) Search, to search for services; (ii) Contribute, to tag and assign
votes to services and create new aggregations; (iii) Socialize, to manage social rela-
tionships between developers. Search and Contribute functionalities are performed
within the WISeR framework through proper Web GUIs described in [16]. Search
result is a list of candidate services that is properly sorted when displayed, where
sorting is enhanced with developers’ rank metric. During voting procedure, develop-
ers’ credibility assessment is performed. The Manager modules act as controllers
for the front-end functionalities. The core modules we added to the existing WISeR
framework, namelyDeveloper rank andCredibility Assessment, will
be detailed in the next Sect. 5.

Concerning theSocialize functionality, the developer is redirected to the social net-
work of developers that he/she can access using his/her credentials. Data on the devel-
opers’ social relationships are stored within the Internal Registry through a
proper wrapper, as explained above for extracting data service descriptions. Some
publicWeb API repositories, such as Mashape, introduce “follower-of” social rela-
tionships between developers. Developers, who used services to design their appli-
cations, are therefore organized in a social network, formalized as follows.

4.1 Modeling the Social Network of Developers

Definition 3 The social network of developers is a pair SN = 〈D, E〉, where: (a) D
is the set of developers; (b) E is a set of follower-of relationships between developers,

defined as E = {di f−→dj|di, dj∈D}, where di f−→dj indicates that di explicitly declares
to be inclined to learn from the choices made in the past by dj for web application
design purposes.
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Fig. 4 Sample social networks of developers, which present peer-based (a) and hybrid (b) topolo-
gies

Each developer di∈D is modeled as 〈G(di),D∗〉, where G(di)⊆G is the set of
aggregations designed by di in the past, D∗⊆D is the set of other developers, whom
di declares to be inclined to learn from, in order to design web applications, that is,

D∗ = {dk|di f−→dk∈E}.
The organization of the follower-of relationships determines the network struc-

ture as extracted from Mashape repository. The developers’ social network can be
represented as one or more directed graphs, as shown in Fig. 4, where a graph can
assume different topologies. For example, it can be restricted to a hierarchy. On the
other hand, a peer-based network has a topology where a hierarchy is not present;
there can be pairs of developers that mutually follow each other, and this is typical
of totally collaborative and open contexts. An example is the network in Fig. 4a.
A third kind of topology, see Fig. 4b, represents a hybrid case, where a developer is
or has been involved in different web application design projects and, maybe depend-
ing on the particular application domain, can follow different reference developers
(consider, as an example, dev3, who declares to follow both dev4 and dev8).

5 Social-Based Service Discovery and Recommendation

5.1 Service Request

Adeveloper,who is responsible for a project based on data services, hereafter denoted
as the requester dr , formulates the request, denotedwith sr , that ismatched against the
setS of available data services. The aim is at finding data services to complete/expand
the application that is being designed. Therefore, the request sr is formulated as a set
of desired (semantic) tags, a set of data services, that have been already included in
the application, and a set of desired technical features. Formally, sr = 〈{tr}, gr, {f r}〉,
where {tr} is the set of tags, gr = {s1, s2, . . . sn} is the set of already selected data
service descriptions and {f r} is a set of technical features.
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Fig. 5 Services recommendation phases in the extended version of WISeR

It worths noting that the search for a single data service (or for the first data service
to be included in the newWeb application that is being designed) is a particular case
of the same definition, that is, sr = 〈{tr}, gr, {f r}〉, where gr = ∅.

Answering the service request sr is based in our approach on the following phases:
(i) developers’ credibility evaluation; (ii) developers’ ranking; (iii) service selection;
(iv) service ranking. In the following, we detail these phases. Diagram in Fig. 5
provides a short summary with references to relevant sections and where in the
diagram each phase uses the outputs of the preceding ones.

5.2 Developers’ Credibility Evaluation

InWISeR, a developermay assign votes to services used in the applications. In partic-
ular, since developers exchange their experiences in using services, votes become an
enabling feature to this purpose. Following this perception, for example, all the most
popular Web API repositories (and, among them, ProgrammableWeb) include a
rating system. Votes are assigned by the developers with the adoption of the NIH
9-point Scoring System.2 This scoring system has few rating options (only nine)
to increase potential reliability and consistency and with enough range and appro-
priate anchors to encourage developers to use the full scale (from poor, to denote
completely useless and wrong services, to exceptional, to denote services with
very good performances and functionalities and easy to use). During the rating, the
developer is provided with the set of options and corresponding meaning (such as,
for example, the ones associated with poor(9) and exceptional(1) options,
as mentioned above). These options are uniformly distributed over the [0, 1] interval
so that the highest vote is corresponding to 1 and the lowest to 0. Our approach
introduces an important distinction for service rating, compared to existing systems,
because it takes into account the aggregation in which services have been evaluated
according to the following definition.

2http://enhancing-peer-review.nih.gov/scoring%26reviewchanges.
html.
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Definition 4 Given a service sj∈S, we denote with v(sj, gk, di)∈[0, 1] the vote
assigned to the service sj by a developer di∈D with reference to the aggregation
gk∈G in which sj has been used. Votes are assigned according to the NIH 9-point
Scoring System and then mapped to the [0, 1] interval.
Aggregation-contextual rating helps in properlyweighting votes assigned to services.
For instance, different votes might be assigned to the Amazon APIs, depending on
the aggregations where they have been used. When a developer is looking for the
average of votes assigned to a service, relevant votes to be considered are those that
have been assigned with reference to aggregations that are similar to the one is being
developed (according to the aggregation similarity, AggSim(), mentioned in Sect. 4).

It is important to estimate the credibility of a developer, who expresses votes or
judgments. Therefore, we include credibility evaluation techniques with respect to
which we introduce the notion of aggregation-contextual rating. Votes are used in the
Credibility Assessment module (See Fig. 2). The basic idea is that, if the
reported vote does not agree with the majority opinion, the developer’s credibility is
decreased, otherwise it is increased. Suppose the developer di assigned some votes to
the service sj with reference to the aggregations g1, g2,· · · , gt , respectively. For each
gm in these aggregations, we consider the set Agm of aggregations go ∈ G that have
similarity AggSim(go, gm) above a given threshold representing a level of minimum
acceptable similarity.

A k-mean clustering algorithm is then applied to the set of votes assigned by other
developers to the service sj in the context of aggregations inAgm. By grouping similar
ratings togetherwe define themajority opinion in the context of specific aggregations.
The rationale for clustering votes can be explained with the help of an example: if a
service receives votes 1,1,1,2,9,9,8 (considered before their normalization to interval
[0, 1]) and we adopt an average-based model, we obtain an overall rating of 4.4 out
of 9. Actually, the average rating does not well describe the depicted situation, where
the most of voters gives a very high vote (i.e., near to 1). So we choose a majority
opinion approach inspired by the work [14]. The majority opinion on sj is hence
represented by the most densely populated cluster, whose centroid is taken as the
majority vote:

M(sj) = centroid(maxki=1(Ci)) (1)

where Ci is the i-th cluster, k = |{Ci)}| is the total number of clusters, max() returns
the cluster with the largest membership and centroid() computes the centroid of the
cluster. The number k of desired clusters is set to

⌈√
N/2

⌉
where N is the number

of considered votes and �x� is the smallest integer not less than x. Therefore, let us
consider a developer di having currently a credibility cn(di) after he already assigned
n votes. And consider also a new vote v(sj, gm, di) assigned by di to a service sj
when used within an aggregation gm, then the updated credibility cn+1(di) of di is
computed as follows:

cn+1(di) = cn(di)·n + (1 − |M(sj) − v(sj, gm, di)|)
n + 1

∈[0, 1] (2)
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According to Eq. (2), if the vote v(sj, gm, di)∈[0, 1] differs from the centroid
M(sj)∈[0, 1], then term 1 − |M(sj) − v(sj, gm, di)| tends to zero, therefore
cn+1(di) < cn(di) (the decrement is controlled by denominator n + 1, to avoid the
case in which a designer looses too quickly his/her credibility for few assigned votes
that are not aligned with majority opinion). Viceversa, if the vote v(sj, gm, di) is close
toM(sj), then term 1 − |M(sj) − v(sj, gm, di)| tends to 1 and cn+1(di) > cn(di) until
cn+1(di) reaches 1 (max credibility). Initial values c0(di) are set to an intermediate
value of 0.5. Note that credibility of a developer with a high value of n and that
assigns a vote different from the ones expressed by the majority, is reduced only of
a low amount. In fact, this type of vote is not necessarily describing an incoherent
behavior of the developer and could be the result of a recent change in the service
quality perceived by the voter.

5.3 Ranking of Developers

Let’s suppose dr has formulated the request sr . Consider two candidate services s1
and s2, used by two developers d1 and d2, respectively, in aggregations that are similar
to the one in sr . If s1 and s2 are equally relevant with respect to sr , then s1 will be
ranked better than s2 in case the experience of d1, who used s1, is ranked better than
the experience of d2, who used s2. The point here is at ranking the experience of
developers d1 and d2.

The rank of a developer di∈D is computed as the product of two different rankings,
according to the following formula:

dr(di) = ρd
r

rel(di)·ρabs(di) ∈ [0, 1] (3)

where: (a) a relative ranking ρdrel(di)∈[0, 1] ranks developer di based on the follower-
of relationships between di and dr (this rank is introduced to take into account the
viewpoint of dr , who explicitly declared to learn from other developers to select the
right service); (b) an absolute ranking ρabs(di) is based on the overall network of
developers, to take into account the authority of di in the network independently of
the developer dr , who issued the request.

Relative ranking. In particular, the relative ranking ρd
r

rel(di) is inversely proportional
to the distance �(dr, di) between dr and di, in terms of follower-of relationships,
that is:

ρd
r

rel(di) = 1

�(dr, di)
∈ [0, 1] (4)

If there is no a path from dr to di, �(dr, di) is set to the length of the longest path of
follower-of relationships that relates dr to the other developers, incremented by 1, to
denote that di is far from dr more than all the developers within the dr sub-network.
Consider for example the network shown in Fig. 4, where the developer dev3 is the
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requester and has to choose among services that have been used in the past by the
developers dev4, dev5, dev6, dev8 and dev11, whose follower-of relationships
are depicted in the figure. In the example, �(dev3, dev4) = �(dev3, dev8) = 1,
�(dev3, dev5) = 2, and �(dev3, dev6) = �(dev3, dev11) = 4+1 = 5.

Absolute ranking. The absolute ranking ρabs(di)∈[0, 1] is evaluated no matter is
the viewpoint of the requester dr . This ranking is composed of two different parts.
The first one depends on the number of aggregations designed by di, the second
one depends on the topology of the network of other developers who declared their
interest for di past experiences, that is:

ρabs(di) = 1 − α

|D| ·|G(di)| + α·
n∑

j=1

c(dj)·ρabs(dj)
F(dj)

(5)

This expression is an adaptation of the known PageRank metrics for Web search
engines to the context we are considering. The original PageRank calculates an
authority degree for Web pages based on the incoming links to pages. The value
ρabs(di) represents the probability that a developer will consider the example given
by di in using a service for designing an enterprise Web application. Therefore,∑

i ρabs(di) = 1. Initially, all developers are assigned with the same probability, that
is, ρabs(di) = 1/|D|. Furthermore, at each iteration of the absolute ranking compu-

tation, the absolute rank of a developer dj, such that dj
f−→di, is “transferred” to di

according to the following criteria: (i) if dj follows more developers, his/her rank is
distributed over all these developers, properly weighted considering the credibility
c(dj) of dj(see the second term in Eq. (5), where F(dj) is the number of developers
followed by dj); (ii) a contribution to ρabs(di) is given by the experience of di and
is therefore proportional to the number |G(di)| of aggregations designed by di(see
the first term in Eq. (5)). A damping factor α∈[0, 1] is used to balance contributions
explained in (i) and in (ii). At each step, a normalization procedure is applied in order
to ensure that

∑
i ρabs(di) = 1.

The algorithm actually used to compute recursively Eq. (5) is similar to the one
applied for PageRank. In particular, denoting with ρabs(di, τN ) the N-th iteration in
computing ρabs(di), withDR(τN ) the column vector whose elements are ρabs(di, τN ),
we have:

DR(τN+1) = 1 − α

|D| ·

⎡

⎢⎢
⎢
⎣

|G(d1)|
|G(d2)|

...

|G(dn)|

⎤

⎥⎥
⎥
⎦

+ α·M·DR(τN ) (6)

whereM denotes the adjacency matrix properly modified to consider credibility, that

is,Mij = c(dj)
F(dj)

if dj
f−→di, zero otherwise. As demonstrated in PageRank, computation

formulated in Eq. (6) reaches a high degree of accuracy within only a few iterations.
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Table 1 Details about
developers’ features,
considered for the running
example

Developer (di) |G(di)| Credibility c(di)

dev1 5 1.0

dev2 3 0.7

dev3 2 1.0

dev4 4 0.1

dev5 3 0.7

dev6 2 0.2

dev7 2 1.0

dev8 2 0.2

dev9 2 0.7

dev10 3 0.6

dev11 3 0.7

dev12 2 0.9

dev13 1 0.5

dev14 2 0.7

For example, let’s consider Table1, that lists features (i.e., number of developed
aggregations, credibility) considered for developers in the running example. In par-
ticular,we setα = 0.6.At time τ0 we setρabs(di) = 1/|D| = 0.0714 for all di. During
the next iteration:

ρabs(dev4, τ1) =
[
1 − 0.6

14
·4 + 0.6·1.0·0.0714

2

]
= 0.1357

Similarly, ρabs(dev8, τ1) = 0.1299. After each iteration, normalization is applied
to have

∑
i ρabs(di) = 1. In the example, after 5 iterations, the error measured as

Euclidean norm of the vector DR(τ5) − DR(τ4) is less than 0.001. And we obtain
ρabs(dev4) = 0.0997 and ρabs(dev8) = 0.0801.

5.4 Service Selection and Ranking

Data service selection is performed in WISeR according to: (a) functional require-
ments, e.g., tags, used to classify services with respect to what services have been
designed for, past use of service in aggregations that are similar to the one in the
request, and (b) technical features.

Within the scope of this chapter, we remark that these requirements can be used
to quantify the compliance between a service s∈S and the request sr . Our aim is to
combine the overall similarity value (defined in [16] and summarized in Sect. 4) with
a ranking function ρserv : S∗ → [0, 1], that is based on: (i) the ranking of developers
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who used s∈S∗; (ii) the votes v(s, gi, dk) assigned to s by each developer dk that used
s in an aggregation gi. In particular, the better the ranking of developers who used
the service s and the higher the votes assigned to s, the closer the value ρserv(s) to
1.0 (maximum value). The value ρserv(s) is therefore computed as follows:

ρserv(s) =
∑n

k=1

∑mk
i=1 dr(dk) · v(s, gi, dk)

N
∈ [0, 1] (7)

where dk∈D, for each k, are the developers who used the service s in their own mk

Web application design projects, the vote v(s, gi, dk) is weighted by dr(dk) that is the
ranking of developer dk according to Eq. (3). Moreover, N is the number of times the
service s has been selected (under the hypothesis that a developer might use a data
service s in m≥1 projects, then dr(dk) is considered m times), thus N = ∑n

k=1 mk .
The overall service similarity Sim(sr, s) and ρ(s)serv elements are finally combined
in the following harmonic mean in order to get the ranking of service s:

rank(s) = 2 · ρserv(s) · Sim(sr, s)

ρserv(s) + Sim(sr, s)
∈ [0, 1] (8)

6 Conclusions

The advent of Service Oriented Architectures (SoA) in the late 90s has significantly
changed the development of enterprise systems. Third party services are searched and
integrated in web applications that need access to multi-datasources. WSDL-based,
semantic-enriched service matchmaking approaches have been initially proposed
to enable service discovery and composition. Subsequently, approaches for web
mashup, through RESTful services and Web APIs selection based on their light-
weight descriptions have emerged to meet requirements of agile development. In
this chapter we presented a data service discovery and recommendation framework,
where service selection techniques based on single components, their descriptions
and their aggregations are complemented with an experience perspective, focused on
developers who used and voted components to build their own aggregations. Metrics
take into account the network of social relationships between developers, in order to
exploit them for estimating the importance that a developer assigns to past experience
of other developers.

Further studies are on going for extending the social-based recommendation tech-
niques: specifically, other aspects such as thematurity of the use of services (estimated
through their publishing data and the number and quality of aggregations including
the services), the time sensitivity of social relationships (that is, relationships that
have been established later could have a different impact for data service ranking)
and specificity of the searched services (i.e., general purpose or domain-specific)
may be investigated with respect to a possible influence in the search and ranking
process.
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Data Semantics Meets Knowledge Discovery
in Databases

Claudia Diamantini, Domenico Potena and Emanuele Storti

Abstract In the last 30years two important fields were born and have developed
rapidly: knowledge discovery and knowledge management based on semantics. In
the present chapter we provide an overview of the interlinks between them, taking
the perspective of the evolution of systems and platforms supporting knowledge
discovery with the help of data semantics.

1 Introduction

The termKnowledge Discovery in Databases (KDD) has been introduced for the first
time at a 1989 IJCAI workshop. Reading the workshop report [42] almost 30years
later can be very instructive. One the one hand, it enlightens the need for a novel
vision able to organize and structure diverse ideas converging from fields as different
as Machine Learning and Databases, on the other end it layed down most of the
needs and issues that paved the way of research until today. Among them, the need
for “tools, tested and documented, made available to other people.” Such tools, it is
said, “would go far beyond the existing statistical tools and significantly enhance the
human capabilities for data analysis” and “will make it easier for other people to run
comparative studies”. Also, a discussion on the role of domain knowledge is reported.
The present chapter mainly develops along these lines, presenting the evolution of
Knowledge Discovery support systems, with a standardization and domain knowl-
edge perspective. One of the first standardization efforts has been in the KDDprocess
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itself. The best known definition of KDD is by Fayyad and Piatesky-Shapiro [19]:
“Knowledge Discovery in Databases is the non-trivial process of identifying valid,
novel, potentially useful, and ultimately understandable patterns in data.”As a com-
plex process, KDD involves several knowledge-intensive tasks driven by the analyst,
from the choice of data to the interpretation of discovered patterns. Nowadays the two
most adopted KDD process models are the one proposed by Fayyad et al. [19] and
the CRISP-DM (Cross-Industry Standard Process for DataMining) [53]. Comparing
the twomodels, the main difference is the introduction of explicit phases of Business
and Data Understanding in CRISP-DM. For the scope of this chapter, hereafter we
will adopt a synthesis of the two, composed of four main phases: Domain Under-
standing (i.e. CRISP-DM’s Business and Data Understanding), Data Preprocessing,
Data Mining, and Interpretation/Evaluation (see Fig. 1).

In the Domain Understanding phase, as a first step the user defines the business
goals on the basis of requirements and available data. Then business goals aremapped
to data analysis goals, e.g. if the business goal is “avoid customers switch to the
competition”, a data analysis goal could be “to group customers on the basis of
their behaviours and to define the best set of services for each group”. At the end
of this phase, the user also identifies needed resources, sketches the project plan
and performs a preliminary analysis of available data. Data Preprocessing phase
consists of the three tasks: selection, cleaning and transformation, explicitly named
in themodel by Fayyad et al.. The Selection phase allows the analyst to choose useful
data sources and to extract relevant data from them. In order to be used as input to
analysis tools, data are then cleaned filtering noise, removing outliers, correcting
errors and managing missing data. Transformation is mainly devoted to find useful
features to represent data depending on analysis goal. The core of the KDD process is
the Data Mining phase, where statistical or machine learning algorithms are applied
for extracting valid patterns or models for the phenomenon under study. In order to
consider a model as knowledge, in the Interpretation/Evaluation phase, the quality
of the model is evaluated and is interpreted from the point of view of business goals.
Both [19, 53] highlight the iterative and interactive nature of the KDD process. If
patterns are not valid, novel, useful, or understandable the analyst comes back to
previous steps tuning algorithm’s parameters, changing the algorithm, selecting new
features or adding more data sources.

Fig. 1 The KDD process
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It is noteworthy that there is no standard way to deal with a knowledge discovery
problem: the design of a KDD process depends on data to be handled, business
domain and goals. For each KDD phase, and in particular for Data Mining, several
algorithms have been (and are) defined over time. Hence, the choice and setting
of the right algorithm requires a high degree of expertise. Furthermore, analysts
should be enough experienced in the (combined) use of these algorithms and have
proper domain knowledge for interpreting the results. Such a scenario depicts a KDD
project as a complex and collaborative work, where several users share knowledge
and expertise.

In order to support the design and the execution of a KDD process, in the Liter-
ature several platforms and frameworks have been proposed, which we group into
three generations. The first two generations include systems supporting a single user
in local settings and platforms for distributed and parallel KDD respectively. The
former moves from a scenario of several independently developed tools to suites fea-
turing integrated DM and preprocessing algorithms. As to the latter, decentralization
of users and tools raises the need for the management of distributed computations
and the support to cooperative work and knowledge sharing, turning the attention to
metadata and markup languages for algorithm interoperability, workflow specifica-
tion and data exchange. In order to bridge the gap between technical and business
view of KDD, 3rd-generation systems move from syntactic to semantic descriptions
of resources to provide advanced support functionalities like algorithm selection and
parameter setting. Furthermore, although tool composition and workflows received
some attention in previous generations, in the 3rd generation they become a central
component aimed at defining semantically correct KDD processes.

This chapter presents a survey of KDD support systems and approaches using
semantics to support the KDD process. With this perspective in mind, we hasten to
note that many applications of semantics that are typically grouped under the term
Semantic DataMining are out of the scope of the chapter, in particular inductive logic
programming and the application of data mining techniques to analyze the Semantic
Web and Linked Open Data.

In Sect. 2 we focus on the first two generations of KDD platforms and discuss
the main approaches proposed in the Literature, following a historical/technological
perspective. Section3 discusses the 3rd generation focusing on how semantics has
been used to represent algorithms, datasets and models. Finally, Sect. 4 provides
some insights on current open issues and challenges, and sketches future trends on
the topic.

2 Early Generations KDD Platforms

Early studies on KDD mainly focused on the definition of new algorithms and on
scalability issues when large volumes of data are considered. Then the emphasis
shifted to systems supporting the whole KDD process. In this mainstream we iden-
tify three generations of systems: stand-alone software (1st-generation), distributed
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architectures (2nd-generation) and semantics-based platforms (3rd-generation).Next
subsections present the first two generations, while the third will be discussed in
Sect. 3.

2.1 First Generation

In the 1-st generation we include systems supporting single users in local settings.
Early vendor-related initiatives have led to commercial products [18, 21] whose suc-
cess has been limited by their reduced flexibility and extensibility. As a matter of
fact, the continuous development of new techniques made soon apparent the unfea-
sibility of legacy solutions. To this end, more advanced tools have been developing
over time, most notably R,1 Weka,2 RapidMiner3 and KNIME.4

The statistical toolkit R appeared for the first time in 1993. It provides a high-
level programming language with several predefined functions, namely algorithms
for data access, pre-processing, and mining. New functions can be added through
CRAN repository.5 These characteristicsmakeR a very flexible tool, but it is intended
for expert users with programming skills (e.g. algorithms composition is made by
coding).

Weka [61], whose development began in the late ’90s, it is by far the most popular
and complete suite for KDD. Developed in Java, Weka can be used both through its
GUIs and as a library. The latter feature leveraged its spread within other systems
like RapidMiner and KNIME. New Java classes can be added in Weka guaranteeing
the extensibility of the system. Furthermore it proposed the first unifying model
for datasets description, the Attribute Relationship File Format (ARFF) that is still
widely adopted as data interchange format.

RapidMiner’s (formerly known as YALE [49]) and KNIME’s (first version
released in July 2006) most distinguishing feature is an advanced drag-and-drop
graphic user interfaces simplifying composition. Extensions are straightforward by
means of well-stocked marketplace. They are listed among market leaders together
with other commercial products [31]. These systems are continuously developed to
add advanced features. We like to mention for example an interesting feature of lat-
est versions of RapidMiner, the so called “Wisdom of Crowds”, a system supporting
users in the choice and setting of algorithms. Suggestions come from around 250K
worldwide users of RapidMiner.

1https://www.r-project.org/.
2http://www.cs.waikato.ac.nz/ml/weka/.
3http://community.rapidminer.com/.
4https://www.knime.org/.
5https://cran.r-project.org/.

https://www.r-project.org/
http://www.cs.waikato.ac.nz/ml/weka/
http://community.rapidminer.com/
https://www.knime.org/
https://cran.r-project.org/
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2.2 Second Generation: Distributed Data Mining

With the spread of network technologies, the late 90s has witnessed the birth of sup-
port systems based on distributed architectures: Client-Server, Agent-based, Service-
Oriented Architectures, Grid and Cloud.

The Client-Server architecture has been adopted in [12, 38] to separate GUIs
and data visualization functionalities, which are assigned to client, from computa-
tion, coordination and data management capabilities. These are managed by remote
servers running on clusters of workstations and enabling parallel operations. The
high volume of data to be transferred from client to server is a major limitation of
this kind of architecture. Agent-based systems adopted a specular approach, based on
mobile-agent paradigm: a software agent can move to the nodes where data reside to
perform data analysis tasks and coordinating with others agents to achieve the KDD
goal [22, 33, 46]. In this way, data are not moved and communication among agents
is mainly limited to the setting of the workflow and coordination information, thus
improving performances and preserving data privacy.

The decentralization of users and tools raised the need for the management of dis-
tributed computations and the support of cooperative work and knowledge sharing,
turning the attention to metadata and markup languages for algorithm interoperabil-
ity, workflow specification and data exchange. In [33] a language is introduced for
supporting users in the composition of the workflow. In order to standardize inter-
faces, Papyrus [22] first proposed the Predictive Model Markup Language (PMML),
a language for the exchange of predictive models whatever the data analysed and
the algorithm. PADDMAS [46], Parallel And Distributed Data Mining Application
Suite, supports users by means of a visual environment for workflow definition, an
XML-based language for algorithm description that eases the introduction of new
algorithms, and amodule suggesting themost suitable algorithms based on this XML
description.

Principles permeating the development of the Service Oriented computing model
has been transferred to the KDD field as well, although initially mainly with a focus
on performance. As for mobile-agent systems, in [29], services are sent to data sites,
instead of transferring data, with the aim to help lowering consumption of bandwidth
and to preserve privacy. Anteater [35] focused on improving both the communication
among services and the management of parallel clustered servers in order to achieve
computationally intensive processing on large amount of data.

The notion of Data Mining as a service is introduced in [51], for the first time.
The approach concerns single, ready to use models that can be shared with the aim to
facilitate novice users. A further development is on service composition and orches-
tration. For instance in [1] users can manually build a KDD process as a workflow
of pre-defined services; the workflow can be then executed through Triana [32].
A similar approach is adopted in [56], where users are provided with an integrated
interface for searching DataMining services, building BPEL4WS processes and exe-
cuting them. In [13], authors deal with privacy-preserving issue when a BPEL4WS
workflow is shared. A contribution in the field has been also provided by the SEBD
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conference, where in 2003 authors of this chapter discussed the requirements of a
KDD process design support system, and proposed the first version of a Service
Oriented Architecture that then evolved into the KDDVM platform introduced in
the next session. The original contribution was a set of core support services for
wrapping legacy code, service discovery, and composition, supported by a language
for DM tools description [14].

Solutions based on Grid for distributed Data Mining implement the Service Ori-
ented Grid paradigm, where Grid resources are described and accessed as Web Ser-
vices with great benefit for scalability and flexibility. Among them, [36] aims at
solving computational issues bymassive parallelism ofDataMining tasks, also intro-
ducing algorithm specifically suited for such architecture. Based on the Open Grid
Services Architecture (OGSA) [55] standard, the system proposed in [45] focuses on
a vertical and generic Grid application, which allows the execution of Data Mining
workflows, mainly formed by Weka algorithms.

Recently, in the mainstream of high-performance computing, more scalable solu-
tions based onCloudComputing have been proposed. Among them,Googles Tensor-
Flow,6 the Machine Learning Service fromMicrosoft Azure7 and ClowdFlows [28].
The first two are commercial products that make several KDD tools available over
a huge number of computational devices. ClowdFlows is an open source platform
mainly devoted to the collaborative design and execution of scientific workflows,
providing users with user-friendly interfaces and supporting the integration of new
tools as Web Services.

3 The 3-rd Generation: Semantics of Data and Algorithms

We identify the 3rd generationwith approaches attempting to bridge the semantic gap
between the technical viewand the business viewof the knowledgediscovery process,
and to promote collaboration among distributed interdisciplinary teams of experts.
To this end, 3rd-generation systems move from syntactic to semantic descriptions of
resources. The presentation is organized according to a classification of the kind of
resources involved:

• Computational resources. Any application program for data manipulation useful
in the context of some KDD phases. Computational resources process data with
the aim to transform them in models. Computational resources can be further
detailed as computational units, i.e. algorithms, tools and services, and computa-
tional processes, i.e. workflows of computational units.

• Dataset. The set of ground facts from an application domain.
• Models. The intermediate and final models produced by computational resources.

6https://www.tensorflow.org/.
7https://azure.microsoft.com/en-us/services/machine-learning/.

https://www.tensorflow.org/
https://azure.microsoft.com/en-us/services/machine-learning/
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3.1 Computational Resources

KDD is largely a data manipulation activity, hence it relies on many automatic and
semi-automatic techniques. Each technique can be described at the level of algorithm
(abstract), tool or service (concrete) and execution log (instance):

• Algorithm. The abstract procedure that allows to solve a class of KDD problems.
• Tool. A particular implementation of an abstract algorithm, written in a given
programming language. Many tools can implement the same algorithm, differing
in the programming language, data structures, input/output interfaces, more of
less efficient implementative solutions and the presence of further facilities like
the capability to print intermediate results, visualization capabilities, and so forth.
In distributed scenarios the same tool can be hosted by different machines and run
at different sites. A service is a running instance of a tool.

• Execution trace. It is the specific executions, characterized by start/end time and
possible abnormal termination, and related to instances of other resources like
specific input data and actors.

The need to describe features of computational units, with more or less formalism
and expressivity, ismainlymotivated by the need to support users in a variety of tasks.
Among them, the discovery of algorithms/tools on the basis of some properties (goal
to achieve, user dataset, functional and non-functional characteristics), sharing and
composition, i.e. the activity of linking suitable algorithms in order to build valid and
useful knowledge discovery processes. As such, hereafter the discussion will cover
both computational units and their composition in processes.

Early work represents knowledge about computational units by exploiting a rela-
tional meta-model [34] or the Object-Oriented paradigm [60], where models are
introduced for supporting the building of a workflow of KDD tools. In the context of
centralized systems, the KDDML (KDDMarkup Language) [50] has been proposed
as an XML-based language able to represent sequences of KDD operators forming
a KDD process. These and similar approaches are suited for systems with limited
heterogeneity, while richer descriptions are needed in more collaborative networks.
A more generic language for tool description is KDTML (Knowledge Discovery
Tool Markup Language) [26], which enables the annotation of tool characteristics,
e.g. its location and execution environment, I/O interfaces and functionalities. As
regards process and workflows, DPML (Discovery Process Markup Language) [2]
is an XML-language for describing KDD workflows (at all abstraction levels) in
the DiscoveryNet project. Such a language allows users to annotate both the whole
workflow and each service for a collaborative management of remotely available
tools as well as data sources. An early proposal of conceptualization of KDD tools
in a hierarchy is proposed in [5] for a specific class of classification problems.

Following the mainstream of Semantic Web, more recent approaches exploit
knowledge representation languages for a formal characterization of computational
units at conceptual and logic level. Several ontologies have been developed in last
years, mainly targeted to provide support for discovery and composition. Most
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Fig. 2 KDDOnto classes and relations

ontologies focus on software and algorithms for Data Mining, without consider-
ing the whole KDD process. Among the early examples, DAMON (DAta Mining
ONtology) [9] was built to simplify the development of distributed KDD applica-
tions on the Grid, supporting advanced discovering of tasks, methods, algorithms
and software for a given goal.

Although a unified conceptualization of KDD is still an open issue, in the last
decade several ontologies on KDD converged on some modeling choices. Among
these, KDDONTO [15] is an ontology aimed to formally represent algorithms for
KDD process. It is specifically conceived for supporting the discovery of algorithms
and for enabling reasoning mechanisms for automatic composition in the KDDVM
platform [16]. The core part of the ontology, shown in Fig. 2, is devoted to represent
the concept of Algorithm and its properties in terms of Method (e.g. decision
tree) used and the Task (e.g. classification) and Phases (e.g. data mining) it can
be applied to. Algorithms interface are also described, including input/output details.
The representation of pre/post conditions is a peculiar feature of KDDONTO. They
provide a formalization of conditions under which the output of an algorithm can
be used as input of another, and thus are the basis of process composition reasoning
mechanisms. Other parts of the ontology are devoted to describe data (i.e., datasets,
generic parameters, models) and performances. Similarly, the Data Mining Ontol-
ogy (DMO) [27] contains information about the objects manipulated by the KDD
support system (I/O Object), the needed metadata, the algorithm used by the tool
and a goal description that formalizes the users desiderata. A KDD ontology [63]
is proposed by Žáková et al. representing algorithms and every piece of knowl-
edge involved in a KDD process: i.e., data, patterns, models, and tasks, according
to the categorization firstly proposed by Džeroski [17]. The primary purpose of
such knowledge is to enable a workflow planner to reason about which algorithms
can be used for achieving a specified Data Mining task. The ontology used by the
NExT system [6] is built on OWL-S and provides a relatively detailed structure of
propositional DataMining algorithms. It focuses on classical DataMining processes,
consisting of preprocessing, model induction and postprocessing. InUKG (Universal
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Knowledge Grid) [62], the ontology is exploited for selecting algorithms and com-
posing them in sequences, on the basis of the specific application domain they are
used for. Users can browse the ontology also to search for case studies similar to
the problem at hand, thus obtaining algorithms and software related to such case
studies, through which solving the problem. Another support system for KDD [44]
adopts OWS (Ontology Web Services) as process representation language, allowing
both the execution over the Orange4WS platform and the annotation of any part of
the process by means of concepts in an ontology representing tools, datasets and
models. More recently, OntoDM-core [37], an extension of the previous OntoDM
ontology, was proposed as a reference ontology aimed to define the most essential
data mining entities. It provides a representational framework for the description of
models, together with taxonomies of datasets, data mining tasks, generalizations,
data mining algorithms and constraints, based on the type of data. Since it is not
conceived for achieving specific goals, systems based on such an ontology can be
used for a wide range of applications/use cases.

We refer the reader to a more comprehensive survey for many other intelligent
data analysis systems [52], including general frameworks for workflowmanagement,
data manipulation and knowledge extraction.

3.2 Data

A huge literature exists on the application of data semantics, but approaches rarely
contribute to the development of advanced features of KDD support systems. For
this reason, and the lack of space, here we only briefly review the proposals that more
strictly regard specific tasks of the KDD process.

Domain understanding The application of data mining techniques must be
guided by an understanding of the business and data at hand, in order to properly
model the knowledge discovery task, choose the proper technique and, in general,
control the process. This is a non trivial step, as technical people may lack domain
expertise. The adoption of domain ontologies in early stages can support newcomers
to get acquainted with concepts and relations in a domain, reasoning mechanisms
underlying formal ontologies may help enlightening hidden dependencies or con-
flicting assumptions. Despite this fact, very few systems include some support for
domain understanding [7, 11]. Reference [48] provides a recent survey of general
purpose tools to link structured, semi-structured and unstructured data to Linked
Open Data and interpret them.

Data preprocessing First steps of data pre processing includes data selection,
possibly by integration of different sources, and data cleaning. The application and
advantages of semantics in these steps has been widely studies in other data base
research streams, and the results obtained therein are applied in data mining as well.
For instance domain knowledge expressed in the form of constraints helps correcting
errors, identifying outliers, or correctly fill missed values [3, 8, 59]. An approach
frequently cited in relation to data cleaning is OntoDataClean [40]. It develops a
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systems based on a conceptualization of operations involved in this step. Thus it is
strictly related to the approaches discussed in Sect. 3.1.

One of the applications of semantics that is specific to datamining is the extraction
of informative features. Most proposals adopt very simple ontologies (e.g. hierar-
chies) and concept matching techniques (e.g. based on string matching). The work
by Phillis et al. [41] is among the first introducing the idea to exploit semantic rela-
tions between attributes to support this step. It develops a Prolog based system that
takes attributes names contained in a data file and identify relations among them
and new, derived, attributes by a semi-automatic procedure. Recently, approaches
have been proposed to link entities of a given dataset to Linked Open Data entities,
and then exploit the navigation of the LOD graph to augment the original dataset
with new features. The proposals have led to extensions for RapidMiner [39, 47].
Feature extraction supported by ontologies has been intensively investigated in text
analysis. In this context ontology concepts ease text interpretation and feature con-
struction. For instance in the context of tourism information, from a text describing
a city, features like tourism activities or points of interest can be discovered with the
help of a domain ontology [57]. Among feature extraction approaches we include
recent proposals dealing with sensor data, that apply semantics to pass from low
level information to application-oriented features. Just to make few examples in the
behavioral mining domain, [66] discusses the semantic lifting of location trajectories
provided by GPS systems to a sequence of points of interest (hospital, park, market),
[67] is a survey of methods to extract objects, poses or activities from raw image of
video data. Whilst these works adopt a purely data-driven approach, in [25] proba-
bilistic description logics integrate machine learning techniques to recognize home
activities at multiple levels from sensor data. Finally, we mention the adoption of
ontologies for feature selection, that allows to retain only the subset of most relevant
features for the task at hand. While traditional methods typically resort to statistical
measures of relevance (e.g. correlation with the class attribute, discriminative power,
eigenvector analysis) ontologies may help recognizing dependencies or similarities
among attributes that stems from the a priori knowledge of causal relations [20, 58].

Results interpretation Domain knowledge can be exploited also to improve the
outcomeof datamining algorithms and to simplify their interpretation. Early attempts
appeared since the mid ’90s with the use of concept taxonomies (e.g. white bread
and wheat bread are two kinds of bread, bread is a kind of food) exploited to build
multiple-level association rule mining techniques. Concept taxonomies provide a
generalization at multiple concept levels of data items, enabling the discovery of
high-level interesting relations that cannot be seen at the lowest item level because
of limited support [24, 54]. WordNet is exploited in [4] to compute the semantic
distance between words in the antecedent and consequent of an association rule
to provide better measures of rule novelty. Similarly, the comparison of expert’s
hypotheses in the form of rules with discovered rules is discussed in [7] as enabled
by subsumption hierarchies. Reference [10] develops a general framework combin-
ing technical interestingness with domain and business interestingness to deliver
operable business rules and briefly discusses formalization of domain knowledge.
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<ClusteringModel modelName=“k-means” functionName=“clustering”
modelClass=“centerBased” numberOfClusters=“4”>

...
<ComparisonMeasure kind=“distance”>

<squaredEuclidean/> ...
<Cluster name=“cluster 0” size=“32”>

<Array n=“4” type=“real”>
6.9125 3.0999 5.8468 2.1312
</Array>

</Cluster>

Fig. 3 A fragment of PMML representing a clustering model

3.3 Models

Different models of knowledge are associated to different Data Mining techniques.
Decision trees or neural networks can be trained to provide predictive models, asso-
ciation rules or clusters are examples of descriptive models. These models are char-
acterized by a variety of structures and properties that can be represented in very
different formats.

The issue of model representation and management arises within collaborative
KDDand e-science environments, related to sharing and reuse, as well as verifiability
and reproducibility of science.8

The standard solution to the problem is the adoption of markup languages to
describe models characteristics. In particular, the Predictive Model Markup Lan-
guage (PMML) is the de-facto standard developed by theDataMiningGroup (DMG)
and widely adopted by current commercial suites. Despite the name, its structure
allows to describe other components of the KDD process, like input data and pre-
processing operations besides models, and descriptive models like association rules
and clustering models can be described as well. Figure3 shows a short fragment of
a clustering model. A detailed description of PMML can be found in [23]. Portable
Format for Analytics (PFA) is an alternative JSON-based language recently proposed
to improve extensibility, composition of models into workflows, easy integration in
modern distributed platforms like Hadoop and Spark [43]. There is limited work in
the application of formal semantics to model representation. Examples are the work
by Zhu et al. [64, 65] that propose formal logical foundations of metadata languages
supporting automatic reasoning, semantic conflict detection and consistency check-
ing, and [30] that proposes an ontology for model sharing, selection and reuse in the
context of self-service knowledge discovery.

8See e.g. http://www.kdd.org/kdd2017/Calls/view/kdd-2017-call-for-research-papers, http://
ecmlpkdd2017.ijs.si/submission.html, sections on reproducibility.

http://www.kdd.org/kdd2017/Calls/view/kdd-2017-call-for-research-papers
http://ecmlpkdd2017.ijs.si/submission.html
http://ecmlpkdd2017.ijs.si/submission.html
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4 Conclusions: Trends and Challenges

In this sectionwefinally discuss some lessons learned from the survey ofmethods and
techniques in the literature. Since the early days of customized coding and individual
experimentation much work has been done. Support platforms have spread widely,
a rich set of operators and tools are available and many efforts have been made in
the direction of standardization and extensibility.

The trend born within the Semantic Web has also been followed in the KDD
field, and the use of semantics has proven to be a successful choice in manifold
directions: (1) semantics helps bridging the knowledge gap between the business
and the technical view of KDD. This promises to leverage current stream towards
self-service data analytics; (2) it contributes in reducing time taken in selecting,
cleaning and transforming data, which are the most time-consuming steps being
around the 90% of the whole process time; (3) more accurate and interpretable
results can be obtained using semantics to constrain purely statistics techniques with
background knowledge; (4) semantics leverages sharing and reusability of tools and
reproducibility of results in the recent stream of collaborative networked systems.

Nevertheless, a number of challenges still need to be faced. The potential of
ontologies has not yet fully deployed, reasoning mechanisms are often limited to
subsumption on concept hierarchies.We are far from a fully fledged semantics-based
system. For instance, efforts are needed to better support the domain understanding
phase, in particular for the mapping of business goals to data mining tasks. The most
advanced support based on semantics is provided in systems developed in specific
application areas, in particular life science, while a general model of a semantics
based knowledge discovery support system is still lacking. Finally, efforts are needed
to standardize existingKDDontologies and semantic representations. Thiswill allow
us to significantly step forward for taking fully advantage of proposedmethodologies
and available tools.
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Analysing Trajectories of Mobile Users:
From Data Warehouses to Recommender
Systems

Franco Maria Nardini, Salvatore Orlando, Raffaele Perego, Alessandra
Raffaetà, Chiara Renso and Claudio Silvestri

Abstract This chapter discusses a general framework for the analysis of trajectories
of moving objects, designed around a Trajectory Data Warehouse (TDW). We argue
that data warehouse technologies, combined with geographic visual analytics tools,
can play an important role in granting very fast, accurate and understandable analysis
of mobility data. We describe how in the last decade the TDW models have changed
in order to provide the user with a more suitable model of the reality of interest and we
also cope with the challenge of semantic trajectories. As a use case we illustrate how
the framework can be instantiated for realizing a recommender system for tourists.

1 Introduction

Recent advances in mobile network devices, sensors, and positioning technologies
enabled the tracking of large amounts of moving objects: vehicles, animals, vessels
and in large part also humans. These technologies produce huge data streams of
observations, which can be stored and used to reconstruct the original objects trajec-
tories. These movement data represent a treasure in term of the potential applications
that can benefit from their analysis. A special interesting aspect is the possibility of
enriching the pure spatio-temporal data with suitable knowledge bases, to semanti-
cally annotate and transform such trajectories into more meaningful data.

In this chapter we survey a general framework for creating, analysing and exploit-
ing (possibly semantically enriched) trajectories that we have been developing in the
last decade.

The central idea is that of a Trajectory Data Warehouse (TDW), with spatial
and temporal dimensions, which is populated, via a suitable ETL process starting
from raw trajectory data (essentially, spatio-temporal points or samples). The TDW
relies on a flexible conceptual model with associated spatio-temporal dimensions
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and hierarchies. More specifically, the spatial domain can be structured according
to the application requirements, by exploiting hierarchies of regular grids (like in [7,
8]) or of regions with ad-hoc shapes [6]. While a hierarchy of regular grids can be
used to analyse objects that can move freely in the space, hierarchies with ad-hoc
shapes are useful for objects whose movements are constrained, such as objects that
can only move along a road network (e.g., cars).

The TDW is provided with an interface that allows for visual OLAP operations
for the analysis of aggregate trajectory data, by integrating OLAP tools with visual
analytics [2]. This permits to overcome the limits of the usual OLAP user interfaces.
In fact, the table based representation commonly adopted by OLAP tools makes
it very difficult for the user to grasp the relationships between areas in the same
neighbourhood, the evolution of spatial measures in time, or the correlations of
different measures. Visualisation is crucial: it can be seen simultaneously as the
output and end-product of a knowledge discovery cycle and the starting point for
further, interactive and visual, analysis.

The TDW, as described above, suffices to study several quantitative properties
of trajectories, such as speed, traveled distance, or presence. However, in order to
analyze information concerning semantic aspects such as the kind of places visited,
the goals of the trajectories, the performed activity, transportation means, a semantic
enrichment of the trajectory data is necessary. We discuss how semantic trajectories
can be constructed from the original collected samples by properly combining move-
ment data with suitable knowledge bases. We describe how the conceptual model
of the TDW has to be modified to implement a Semantic Trajectory Data Ware-
house allowing us to analyse semantic trajectories according to the above mentioned
semantic dimensions.

As a use case for semantic analysis of trajectories we discuss a touristic rec-
ommendation system. We illustrate how trajectories, which have been semantically
enriched, can be used to recommend personalized tours. Specifically, we outline the
whole process, starting from the selection of a set of tourist trajectories, the enrich-
ment step for properly transforming and enriching the trajectories for our purposes,
and finally how the obtained semantic trajectories are exploited to suggest person-
alized sightseeing tours, by modeling and maximizing user interest and visiting
time-budget.

Figure 1 summarizes the overall (semantic) trajectory analysis framework dis-
cussed in this chapter. On the top of the figure we show the source data, i.e., a set
of trajectory samples represented as small colored circles. Samples for the same
trajectory are filled with the same color and connected by a gray dashed line that
represents the actual movement of the object. These samples are fed to a module in
charge of reconstructing the trajectories followed by the moving objects, possibly
using a map of the visited geographic region. Once reconstructed, the trajectories
can be processed directly by an ETL module to populate a TDW, which allows us to
perform visual OLAP analyses (Sect. 3). Alternatively, we can exploit some knowl-
edge bases, for example a set of categorized geographic Points of Interest (PoIs), to
semantically enrich and eventually transform trajectories. In this last case, the ETL
module is specialized to populate a semantic TDW, with a suitably extended concep-
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Fig. 1 Overview of the (semantic) trajectory analysis framework

tual model (Sect. 4). The overall framework of Fig. 1 can be instantiated for particular
applications. In Sect. 5 we illustrate how it can be used for building a recommender
system for tourists.

2 Preliminaries

Several works in the literature address the analysis of trajectory data [15]. Even for
the definition of a trajectory several variants exist, formalizing the general idea of a
trajectory as a representation of the spatio-temporal evolution of a moving object.
Since trajectories are usually collected by means of position-enabled devices, the
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notion of trajectory has to deal with the concept of sampling that is the action of
the device to detect spatial and temporal points at given temporal intervals. Here
we call raw trajectory the discrete representation of a trajectory as a sequence of
spatio-temporal points or samples as collected by the device.

Definition 1 (Raw Trajectory) A trajectory T is an ordered list of spatio-temporal
points or samples p1, p2, p3, . . . , pn . Each pi is a tuple (id, xi , yi , ti ) where id is
the identifier of a trajectory, xi , yi are the geographical coordinates of the sampled
point, and ti is the timestamp in which the point has been collected, with t1 < t2 <

t3 < . . . < tn .

From these sampled data, according to the application requirements, we need to
reconstruct the approximation of the real trajectory, modeled as a continuous function
from time to geographic coordinates.

The possible methods for reconstruction are different, and depend on the sce-
narios on which we focus on. Objects can move almost freely in the space (e.g.,
vessels on the sea), or object movements can be constrained (e.g., cars moving along
a road network). In the first case, in order to reconstruct the whole trajectory, local
interpolation can be used. According to this method, objects are assumed to move
between the observed points following some rule. For instance, a linear interpolation
function models a straight movement with constant speed, while other polynomial
interpolations can represent smooth changes of direction. If we consider the alter-
native scenario of cars moving along a road network, in turn modeled as a graph
embedded in the Euclidean 2D-space, we have that the movements of objects are
completely constrained, since cars are supposed to stay on the network. So recon-
struction must take into account the topology of the road network to determine the
path followed by each object between two consecutive sampled positions in the raw
data [4]. The reconstruction phase produces a sequence of lines in a spatio-temporal
space, each representing the continuous “development” of the moving object during
a time interval. Notice that the spatial projection of these lines are segments of the
road network or portions of these segments.

3 Trajectory Data Warehouses

The motivation behind a TDW is to transform trajectories into valuable knowledge
that can be used for decision making purposes in ubiquitous applications, such as
Location-Based Services (LBS) or traffic control management. Intuitively, the high
volume of raw data produced by sensing and positioning technologies, the complex
nature of data stored in trajectory databases and the specialized query processing
demands, they all make extracting valuable information from such spatio-temporal
data a challenging task. For this reason, the idea is to develop specific aggregation
techniques to produce summarized trajectory information and provide visual OLAP
style analyses.
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3.1 The Conceptual Model

Our first proposal [8] of TDW consists of a fact table containing keys to dimension
tables and a number of measures expressing properties about sets of trajectories.
The dimensions of analysis are the spatial dimensions X,Y ranging over spatial
intervals, and the temporal dimension T ranging over temporal intervals. A regu-
lar three-dimensional grid obtained by discretizing the corresponding values of the
dimensions is defined and a set-grouping hierarchy is associated with each dimen-
sion. The measures of interest are the number of trajectories inside each cell of the
grids, their average, maximum/minimum speed, the covered distance and the time
spent inside the cell. Then in [11] we add a new dimensionOBJECT_PROFILE_DIM
in order to take into account demographical information, such as gender, age, job,
of moving objects. However, these approaches suffer from a main limitation: they
are restricted to freely moving objects. Thus, they do not allow to explicitly account
for constrained movements, for example due to the presence of a road network.
Moreover, they support only spatio-temporal hierarchies consisting of regular grids.

In [6] we define a framework relying on a more flexible conceptual model with
associated spatio-temporal dimensions and hierarchies. More specifically, the spatial
domain can be structured according to the application requirements, by exploiting
hierarchies of regular grids (like in [8, 11]) or of regions with ad-hoc shapes. While
a hierarchy of regular grids can be used to analyse objects that can move freely in
the space, hierarchies with ad-hoc shapes are useful for objects whose movements
are constrained, such as objects that can only move along a road network (e.g., cars).
Furthermore, Voronoi tessellation can be employed in order to build hierarchies of
regions based on the actual distribution of the points forming the trajectories. This
kind of partitioning turns out to be particularly suited for highlighting the directions
of the trajectory movement.

The resulting model is presented in Fig. 2. We distinguish two classes of facts,
namely intra- granule and inter- granule facts. Intuitively, intra-granule facts
express properties related to trajectories inside a single granule whereas inter-granule
facts describe properties concerning the movement of trajectories between two gran-
ules. We recall that a base granule is obtained by partitioning both the spatial and
temporal dimensions and this partition is the finest one. From this base granularity
other coarser partitions can be defined by merging together spatial regions and tem-
poral intervals, respectively. Informally, a granule can be defined as a contiguous
spatial region during a given time interval.

More specifically, the intra-granule facts model events that are related to a
single base granule concerning a certain object group. For a given object group U
and a granule g, the measures are:

• visits: the number of trajectories belonging to group U which start from or enter
into granule g;

• start/end: the number of trajectories belonging to groupU starting/ending in gran-
ule g;
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• travel time/distance: the time spent/distance travelled by all trajectories belonging
to group U while moving inside granule g;

• speed: the average speed of trajectories belonging to groupU traversing granule g.

The inter-granule facts model events that are related to pairs of granules and
are concerned with a specific object group. For a given group U and pair of granules
g and g′, a measure of interest is

• cross: number of times the border from g to g′ has been traversed by trajectories
belonging to group U .

Note that the measure cross is interesting only for adjacent granules (for non-adjacent
granules it is invariably 0). However, in general, inter-granule facts can model events
which are meaningful for all pairs of granules. An example could be the origin-
destination measure, which, for any pair of granules, represents the number of tra-
jectories starting from the first and ending into the second granule.

Clearly, the presented measures are not an exhaustive collection, but they corre-
spond to a set of common measures which we found interesting and useful in different
scenarios.

The TDW provides efficient OLAP roll-up operations since for all the defined
measures, values at a coarser granularity can be computed by using values at a finer
granularity. In particular, for the measures start, end, travel time, distance and cross,
we use the distributive function sum as aggregate function whereas for visits and
speed we use algebraic aggregate functions. The aggregate function for speed is
computed as the ratio between the measures distance and travel time, as expected.
On the other hand, for the measure visits we use the auxiliary measure cross. To give
an intuition, let us consider a granule g composed by two finer granules g1 and g2.
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Hence the number of visits in the granule g is obtained by summing up the visits
in g1 and g2, subtracting the number of trajectories crossing the border between g1

and g2. This is motivated by the fact that the border between two finer granules, g1

and g2 composing g, is completely inside g. Hence trajectories moving from g1 to
g2 (or vice versa) increase the number of visits in g1 (or g2) but they should not be
counted as visits in the coarser granule g because the movement is completely inside
g, i.e., they do not enter g. We refer the reader to [6] for a formal definition of such
aggregate functions.

It is worth noting that measure visits can provide an accurate approximation of
measure presence, which counts the number of distinct trajectories occurring in a
spatio-temporal granule. The aggregate function for presence is holistic: the raw
data are needed to compute the exact result at all granularities. This is due to the fact
that trajectories might span multiple granules. Hence in the aggregation phase we
have to cope with the so called distinct count problem [17]: if an object remains in
the query region for several timestamps during the query interval, one should avoid
to count it multiple times in the result. Holistic functions represent a big issue for
data warehouse technology. In [6] we discussed about the computation of measure
presence and we showed that the proposed solution, i.e., the use of measure visits,
is a more precise approximation with respect to some common approaches [9, 17]
facing the same problem.

3.2 Visual OLAP

In the analysis of spatial and spatio-temporal data, the use of suitable, interactive,
visualization tools is of paramount importance to help the analytic user in effectively
grasping the information hidden in those complex data. For this reason, we have
provided the TDW with an interface that allows for OLAP visual operations, based
on V-Analytics [1, 2], an interactive visual analytics system running on the Java®

Virtual Machine. This system permits a user to view georeferenced data over a map
and run analyses on them, for example to find clusters or to tessellate the space. It
also offers functionalities to handle temporal data, by using graphs or animations,
according to the type of data to analyse.

In the following we report some examples that highlight several kinds of OLAP
analyses on different scenarios. A first one, illustrated in Fig. 3a, shows the fishing
effort index in the Northern Adriatic Sea during 2007, at the base spatial granularity.
The fishing effort index is a value indicating how much a given area has been exploited
by the boats fishing in it. The space is partitioned into a regular grid and granules in
darker colours are the most exploited. By using a drill-down operation on the temporal
dimension, we can inspect the situation at a higher level of detail. For instance, Fig. 3b
shows the fishing effort in the trimester July-September of 2007. The fact that it is
sensibly reduced with respect to effort in the whole period is somehow expected due
to a law which prevents most fishing activities during August.
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(a) January-September 2007 (b) July-September 2007

Fig. 3 Fishing effort distribution [6]

(a) (b) (c)

Fig. 4 a Grid based spatial dimension, and b street segment based spatial dimension with
c dimensional attribute having polygon spatial type. [6]

The flexibility in the definition of the spatio-temporal hierarchy offered by the
presented TDW model allows the user to adopt a suitable model of the reality, thus
obtaining a much more meaningful visual representation of the information contained
in the TDW. The images in Fig. 4 are relative to a different example that concerns
trajectories of cars moving in the city of Milan. Specifically, they visually represent
the number of visits to spatial granules during the time interval corresponding to a
particular temporal granule. Each image corresponds to a different spatial granularity:
in Fig. 4a granules are cells of a regular grid, whereas in Fig. 4b, c granules are
respectively street segments and city districts. The results obtained with a regular
grid may be suited for getting an initial overview of the data. However, a more
detailed exploration is complicated since the cells do not bear any semantics and do
not correspond to the real geographic and topographic properties of the data. This
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is why it is important to have also streets and district for the analyses. For example,
by using the streets we can detect which are the most busy roads and how the traffic
flows.

4 Semantic Trajectory Data Warehouse

The concept of semantic trajectory has been proposed as a way to overcome the lack
of semantics characterizing raw trajectories. A well known definition of semantic
trajectory relies on the “stop and move” approach: a trajectory is segmented into
parts where the object is stopped (the “stop”) and the parts where the object is
changing his/her position (the “move”) [16]. This approach evolved to the more
general definition of episodes to represent segments of a trajectory complying to
some predicate representing the semantics of that segment, like the transportation
mean, the goal or activity [10]. A further evolution towards this direction brought to
the definition of a conceptual model for semantic trajectories as proposed in [3] where
several contextual aspects contribute to create the concept of semantic trajectory.

Definition 2 (Semantic Trajectory) A semantic trajectory is a trajectory that has been
enhanced with annotations and/or one or several complementary segmentations.

Note that, according to the specific requirements of applications, such semantic
trajectories can be transformed and abstracted so to adhere to a model, e.g., the
“stop and move” one. Therefore, while semantics enrichment can add meaningful
information to trajectories, the obtained semantic trajectory can actually lose some
of the information contained in the original one, by keeping only that useful for the
specific application goal.

4.1 The Semantic TDW Conceptual Model

This section introduces the Mob-Warehouse model [18] which is organized around
the notion of semantic trajectory where different aspects contribute to describe the
context. The model is based on the so called 5W1H (Who, Where, When, What,
Why, How) framework [19], recurrently used by journalists as a guide for narrating
a fact.

To semantically enrich a trajectory, each narrative question of the 5W1H model
is mapped to a specific trajectory feature. In this way, we describe the moving object
(Who) moving by a transportation means and/or having a certain behavior (How),
performing an activity (What), for a certain reason (Why), at a given time (When) and
place (Where). The increased level of semantic information into our model trajectory
allows us to perform more meaningful queries about moving object habits.

The resulting semantic TDW conceptual model consists of six dimensions, as
illustrated in Fig. 5. It reflects the semantic structure of trajectories and in the fact
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Fig. 5 Semantic TDW Conceptual model [18]

table we store detailed information, no more aggregate properties about trajectories
as in the model presented in Sect. 3. Specifically, the dimensions Space and Time
essentially correspond to the previous model dimensions and they represent respec-
tively the Where and When questions of the 5W1H Model. It is worth noting that
the spatial domain can be structured according to the application requirements, pro-
viding the user with a great flexibility. The third dimension named object group in
Fig. 2 representing features of the objects under analysis, here it is called dimension
Trajectory, as it becomes a central component of our model and it is used to rep-
resent the trajectory of the moving objects. At the base granularity it represents a
single sample (id, x, y, t) belonging to the trajectory identified by id. The hierarchy
having Sample as a root mixes together semantic and geometric features. A sample
belongs to an episode, which can be classified according to its Type (e.g., a stop or
a move) and it is grouped into a Trajectory. Each Trajectory is associated not only
with the Moving object but also to a Goal, which is the main objective of such a
trajectory. This dimension allows one to model Who is performing the action (the
moving object) and the attribute goal answers the question Why. A fourth dimen-
sion, called Activity, states the activity the object is doing in a certain sample. This
allows one to describe in a very detailed manner What is going on at the different
samples of a trajectory. We can build a hierarchy of activities which classifies prop-
erly the variety of tasks an object can perform. Usually this hierarchy is application
dependent hence in the general model it is not specified and should be instantiated
case by case depending on the application requirements. Then the dimension Means
of Transportation represents which transportation means the object is using for the
movement. The last dimension, called Pattern, collects the patterns mined from the
data under analysis. In this way we can directly relate trajectories to the patterns they
belong to. The latter two dimensions express the concept of How the movement is
performed.

The fact table stores measures about the samples of the trajectories. Unlike
[6, 7, 11] where at the minimum granularity data were already aggregated, in this
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model we record the most detailed information. This gives the user the ability to ana-
lyze the behavior according to various points of view: at the minimum granularity
we store information related to a single sample of a trajectory, specifying the kind
of activity is doing, the means of transportation is using, the patterns, the space and
time it belongs to. Then by aggregating according to the described hierarchies we
can recover also properties concerning the whole trajectory or groups of trajectories
satisfying certain conditions.

In the fact table we store measures related to a given sample s = 〈id, x, y, t〉
• Repr_Points is a spatio-temporal measure containing the spatial and temporal

component of the sample, i.e., (id, x, y, t);
• Duration is the time spent to reach the sample from the previous point of the same

trajectory in the same granule. It is set to 0, if this is the first point of the trajectory
in such a granule;

• Distance is the traveled distance from the previous point to the sample of the
trajectory in the same granule. It is set to 0, if this is the first point of the trajectory
in such a granule.

As far as the aggregate functions are concerned, for the measures Duration and
Distance, we use the distributive function sum: super-aggregates are computed by
summing up the sub-aggregates at finer granularities. On the other hand, the aggregate
function for the measure Repr_points can be defined in different ways according to
the application requirements. The simplest way is to use the union operator to join
together the points satisfying given conditions. Differently one can return a bounding
box enclosing all the points or compress the points removing the ones which are
spatio-temporally similar.

5 Use Case: Trip Planning Recommender for Tourists

Planning a travel itinerary is a difficult and time-consuming task for tourists
approaching their destination for the first time. Different sources of information
such as travel guides, maps, on-line institutional sites and travel blogs are consulted
in order to devise the right blend of Points of Interest (PoIs) that best covers the sub-
jectively interesting attractions and can be visited within the limited time planned
for the travel. However, the user still need to guess how much time is needed to visit
each single attraction, and to devise a smart strategy to schedule them moving from
one attraction to the next one. Furthermore, tourist guides, and even blogs, reflect
the point of view of their authors, and they may result to be not authoritative sources
of information when the tourist preferences diverge from the most popular flow.

We show how, relying on our framework, we can build a personalized plan of visit
by exploiting the wisdom-of-the-crowds by past tourists. First of all we have to select
and/or create the Knowledge bases (see Fig. 1) that can be used both for the Semantic
Enrichment and during the ETL phase. In order to suggest interesting itineraries, we
have to identify the set of PoIs in the geographical region that tourists would like to
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visit. Given the bounding box BBcity containing the city of interest, we download
all the geo-referenced Wikipedia pages falling within this region. We assume each
geo-referenced Wikipedia named entity, whose geographical coordinates falls into
BBcity , to be a fine-grained Point of Interest. For each PoI, we retrieve its descriptive
label, its geographic coordinates as reported in the Wikipedia page, and the set of
categories which the PoI belongs to. Categories are reported at the bottom of the
Wikipedia page, and are used to link articles under a common topic. They form a
hierarchy, although sub-categories may be a member of more than one category.
By considering the set C of categories associated with all the PoIs, we generate the
normalized relevance vector of each PoI.

We then perform a density-based clustering to group in a single PoI sightseeing
entities which are very close one to each other.1 Clustering very close PoIs is impor-
tant since a tourist in a given place can enjoy all the attractions in the surroundings
even if she does not take photos to all of them. Moreover, it aims at reducing the
sparsity that might affect trajectory data. Finally, we obtain the relevance vector for
the clustered PoIs by considering the occurrences of each category in the members of
the clusters and by normalizing the resulting vector. The final result is a knowledge
base consisting of a set of PoIs P = {p1, . . . , pN } and each POI is associated with
the relevance vector v p ∈ [0, 1]|C |.

Now we need a method for collecting usersU and the long-term itineraries crossing
the discovered PoIs. We query Flickr to retrieve the metadata (user id, timestamp,
tags, geographic coordinates, etc.) of the photos taken in the given area BBcity . The
assumption we are making is that photo albums made by Flickr users implicitly
represent sightseeing itineraries within the city. To strengthen the accuracy of our
method, we retrieve only the photos having the highest geo-referenced accuracy given
by Flickr.2 This process thus collects a large set of geo-tagged photo albums taken
by different users within BBcity . We preliminary discard photo albums containing
only one photo and the resulting set represents the set of Raw Trajectories in Fig. 1.

Then, we apply a Semantic Enrichment step. We spatially match the photos in the
raw trajectories against the set of PoIs previously collected. We associate a photo
with a PoI when it has been taken within a circular buffer of a given radius having
the PoI as its center. Note that in order to deal with clustered PoIs, we consider the
distance of the photo from all constituent members: in the case the photo falls within
the circular region of at least one of the members, it is assigned to the clustered PoI.
Moreover, since several photos by the same user are usually taken close to the same
PoI, we consider the timestamps associated with the first and last of these photos as
the starting and ending time of the user visit to the PoI. At the end of this step we
have a set of semantic trajectories consisting of sequences of PoIs belonging to P
and each PoI is annotated also with the time the user is assumed to enter and to exit
from such a PoI.

1E.g., the beautiful marble statues in the Loggia dei Lanzi in Florence are only a few meters far one
from each other but have a distinct dedicated page in Wikipedia.
2http://www.flickr.com/services/api/flickr.photos.search.html.

http://www.flickr.com/services/api/flickr.photos.search.html
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It is worth noting that in this case semantic trajectories are sequences of stops
since the selected dataset does not provide any information about the movements of
the user from one stop to the following. For the purpose of our application, in the
ETL phase the moves are computed as the shortest path between two consecutive
stops by using Googlemaps. Moreover, the set of PoIs is further annotated with the
visiting time and the popularity index. The visiting time for a PoI p is the time spent
by users in p and it is computed as the average of the durations of the visits to p. The
popularity of each PoI is computed as the number of distinct users that take at least
one photo in its circular region. The set of PoIs is used to build the spatial dimension
of the Semantic TDW.

Finally, it is possible to associate a preference vector with each user by summing
up and normalizing the relevance vectors of all the PoIs occurring in the semantic
trajectories of such a user.

The general Semantic TDW model of Fig. 5 when instantiated to this use case
includes only the dimensions Space, Time and Trajectory, since the raw data do not
provide any specific information on means of transportation, activities and patterns.
It is important to highlight that this data warehouse can support analyses at dif-
ferent levels of abstraction: from very detailed data involving samples to semantic
trajectories modeled as sequences of stops and moves.

The Trip Planning Recommendation [12–14] is an example of analysis that can be
performed on top of the Semantic TDW. The aim is to generate visiting plans made
up of actual touristic itineraries that are the most tailored to the specific preferences
and the temporal constraints of the tourist. The Trip Planning Recommendation
is defined as a set cover problem, formulated as an instance of the Generalised
Maximum Coverage (GMC) problem [5]. We model each visiting pattern by means
of the PoIs and the associated Wikipedia categories, and the GMC profit function by
considering PoIs popularity and the actual user preferences over the same Wikipedia
categories. The cost function is instead built by considering the average visiting time
for the PoIs in the patterns plus the time needed to move from one PoI to the next
one.

Given a tourist, the Trip Planning Recommendation problem can be thus solved
by looking at the set of semantic trajectories fitting the available time budget and
covering the PoIs, that maximises the user interests. Determining an exact solution for
the Trip Planning Recommendation problem is NP-hard. We solve it by employing
the efficient greedy approximation algorithm proposed in [5]. Trajectories are then
scheduled and provided to the user as an agenda of activities to be performed in the
city. An example of the recommendation produced for the city of Pisa is shown in
Fig. 6.
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Fig. 6 An example of trip plan recommendation [12–14]

6 Conclusion

This chapter surveyed some research results obtained by the authors in the field of
trajectory data analysis. Our achievements are discussed by referring to a general
framework that encompasses many steps, from semantic enrichment of trajectories,
in turn reconstructed from sequences of samples, to Data Warehousing.

The central part of this chapter refers to a general conceptual model for TDW pre-
sented in [6], with associated spatio-temporal dimensions, where the spatial domain
can be structured according to the application requirements and it is no longer
restricted to consist of simple regular grids as in previous works. Moreover, the TDW
is provided with a set of spatial and temporal visualisation techniques, supporting
OLAP analysis of movement data, which permits a user to view geo-referenced data
over a map and run insightful analyses on them.

An extension of the TDW model for semantically enriched trajectories is also
discussed, by presenting the Mob-Warehouse model [18]. In this case, the most
notable contribution is the semantic conceptual TDW model based on the so called
5W1H (Who, Where, When, What, Why, How) framework. Each narrative question
of the 5W1H model is mapped to a specific trajectory feature. In this way, we describe
an object (Who) moving by a transportation means and/or having a certain behavior
(How), performing an activity (What), for a certain reason (Why), at a given time
(When) and place (Where).

We finally illustrated a trip planning recommender in the context of a tourism
scenario [12–14]. We analyzed its various steps to eventually recommend a trip plan to
a user, where her profile and time budget is known, on the basis of a recommendation
model extracted from past trajectories of tourists.
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Big Data Security and Privacy

Elisa Bertino and Elena Ferrari

Abstract Recent technologies, such as IoT, social networks, cloud computing, and
data analytics, make today possible to collect huge amounts of data. However, for
data to be used to their full power, data security and privacy are critical. Data security
and privacy have been widely investigated over the past thirty years. However, today
we face new issues in securing and protecting data, that result in new challenging
research directions. Some of those challenges arise from increasing privacy concerns
with respect to the use of such huge amount of data, and from the need of reconciling
privacy with the use of data. Other challenges arise because the deployments of new
data collection and processing devices, such as those used in IoT systems, increase the
attack potential. In this paper, we discuss relevant concepts and approaches for Big
Data security and privacy, and identify research challenges to be addressed to achieve
comprehensive solutions to data security and privacy in the Big Data scenario.

1 Introduction

Technological advances and novel applications, such as sensors, cyber-physical sys-
tems, smart mobile devices, cloud systems, data analytics, social networks, Internet
of Things (IoT), are making possible to collect, store, and process huge amounts of
data, referred to as Big Data, about everything from everywhere and at any time.1

The Big Data term denotes a data management and analytics paradigm featuring 5V:
huge data Volume, high Velocity (i.e., timely response requirements), high Variety
of data formats, low Veracity (i.e., uncertainties in the data), and high Value.

1Data, data everywhere. The Economist, 25 February 2010, available at http://www.economist.
com/node/15557443.
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Recent advances in sensors, actuators, and embedded computing devices in the
physical environment and into physical objects - referred to as Internet ofThings (IoT)
- further multiply the ability to collect data and act on the physical environment [7].
Gartner forecasts predict that by the year 2020 20.8 billions of IoT devices will be
deployed. As IoT grows, so do the volumes of data it generates. CISCO estimates
that IoT devices will generate 507.5 zettabytes of data per year by 2019. Moreover,
not only today we have technology, such as cloud and high-performance computing
systems, for storing and processing huge data sets, we also have advanced data ana-
lytics tools that allow one to extract useful knowledge from data and predict trends
and events. This will open a number of opportunities for new data-intensive applica-
tions in a number of different fields, such as manufacturing and energy management,
healthcare management and urban life, just to mention few of them. However, such a
scenario increases the threats to the security and privacy of the managed data. Dam-
age and misuse of data affect not only single individuals or organizations, but may
have negative impacts on entire social sectors and critical infrastructures. Moreover,
smart IoT objects as well as end users are today interconnected by different software
platforms. For instance, Online Social Networks (OSNs), represent today the huge
example of this trend, with an estimation of around 2.67 billion social media users
around the globe by 2018.2 Such connections multiply the possible threats to secu-
rity and privacy because they increase the paths on which data may flow. As a result,
increasing numbers of attacks have been reported that aim at stealing data through
sophisticated attacks, including insider attacks [6].

The problemof data security andprivacy is not a newproblem; research addressing
this problemdates back from the early 70’s [23] (see for instance [8] for a short history
of research efforts on data security). However, early security and privacy techniques
were designed for data stored in corporate database systems and therefore today we
need to complement and adapt such early techniques in order to provide full spectrum
data protection for Big Data.

In this paper, we first briefly discuss key data security and privacy requirements.
We then focus on Big Data and identify key research challenges related to their pro-
tection. We then focus on two crucial application domains, namely IoT and OSNs.
We finally outline a few concluding remarks. The remainder of the paper is organized
as follows. Next section provides an overview of the main data protection require-
ments. Section3 illustrates the main research issues in the field of Big Data security
and privacy, whereas Sects. 4 and 5 discuss security and privacy issues in the Iot and
OSN scenario, respectively. Finally, Sect. 8 concludes the paper.

2 Data Protection Requirements

Traditionally, protecting data requires to ensure three main security properties, that
is, data confidentiality, integrity and availability [8], also known as the CIA triad.
Confidentiality refers to data protection from unauthorized read accesses, whereas

2https://www.statista.com.

https://www.statista.com
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integrity deals with data protection from unauthorized modifications. Data integrity
has been further generalized to data trustworthiness, which refers to making sure
not only that data are not modified by unauthorized subjects, but also that data are
free from errors, up to date, and originating from reputable sources. Assuring data
trustworthiness is thus a difficult problem which often depends on the application
domain. Its solution requires combining different techniques, ranging from crypto-
graphic techniques for digitally signing the data, to access control, for checking that
only authorized parties modify the data, to data quality techniques, for automatically
detecting andfixing data errors [4], provenance techniques [48], for determining from
which sources data originate, and reputation techniques, for assessing the reputation
of data sources. Finally, availability is the property of assuring that data are available
to authorized users. These three requirements are still very critical today, andmeeting
them is today much more challenging because data attacks are more sophisticated
and the data attack surface has expanded, due to increasing data collection activities
from many different sources and to data sharing.

In addition to the CIA properties, privacy has emerged as a new critical require-
ment. Many definitions of data privacy have been so far proposed, and the concept
of privacy has evolved over time as a result of the evolution of the means to acquire
personal information. One of the first systematic written discussion on the concept
of privacy was made by Samuel Warren and Louis Brandeis in their 1890 essay
titled “The Right to Privacy” [51], where they define privacy as “the right to be let
alone”. Warren and Brandeis focused mostly on the press and on the publicity effects
produced by the new emerging technological inventions of the time, such as photog-
raphy and widely distributed newspapers. With the development of more advanced
technological products that enabled the acquisition, the carriage, the dissemination,
and the persistence of information, such as the video-camera, video-tape, telephone,
fax, etc., information privacy continued to attract valuable interest. The appearance
and the spread of Internet and of the World Wide Web have made possible to collect
massive records of information about individuals (e.g., financial and credit history,
medical records, purchase history, telephone calls) that may not exactly know what
information is stored about them, by whom, and who has access to it [44]. Today,
one of the most used definition of data privacy is due to Allan Westin that defined
data privacy as “the claim of individuals, groups, or institutions to determine for
themselves when, how, and to what extent information about them is communicated
to others” [52].

Very often data privacy is seen as the same requirement as data confidentiality,
but referring to personal data. There are however relevant differences between the
two requirements. It is true that data privacy requires ensuring data confidentiality,
because if data are not protected against unauthorized accesses, privacy cannot be
ensured. However, privacy has additional issues deriving from the need of taking
into account requirements from legal privacy regulations, as well as individual pri-
vacy preferences. For example, the concept of purpose is fundamental when dealing
with privacy, in that an individual may be fine with sharing his/her own data for
research purposes, whereas another individual may not be. Therefore, systems man-
aging privacy-sensitive data may have to collect and record the privacy preferences
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concerning the individuals to whom the data refer to. Also data subjects may change
their privacy preferences over time. Addressing privacy thus requires, among other
things, systems able to enforce not only the access control policies that an organiza-
tionmay have in place to govern accesses to the data, but also data subject preferences
and legal regulations. This might require to manage additional dimensions related to
the access control decision, such as obligations and user consent. Recently, research
has started to address this issue by proposing privacy aware access control systems
for relational DBMSs [10, 20, 21] and, more recently for NoSQL databases [17, 18,
35, 37]. However, most of the proposed privacy-enhancing techniques only focus
on privacy and do not address the key problem of reconciling data privacy with an
effective use of data, especially when the use is for security applications, including
cyber security, homeland protection, and health security.

In what follows, we focus on two of the most important data protection require-
ments, that is, confidentiality and privacy. We then consider two of the most relevant
application domains, that is, IoT and social networks.

3 Research Issues in Big Data Confidentiality and Privacy

Several techniques to assure data confidentiality and preserve privacy have been
proposed over the last fifteen years, ranging from cryptographic techniques, such as
oblivious data structures [50] that hide data access patterns, to data anonymization
techniques, that transform data to make more difficult to link specific data records
to specific individuals [12], to advanced access control models [19]. However, many
research challenges still remain to be addressed. In what follows, we discuss some
of them. The presentation in this section is partially based on the discussion in [7].

3.1 Data Confidentiality

Several data confidentiality techniques and mechanisms exist - the most notable
being access control and encryption. Both have been widely investigated. However,
with respect to access control systems for Big Data we need approaches for:

• Access control policiesmerging and integration. In many cases, Big Data analy-
sis entails integrating data sets originating from multiple, possible heterogeneous,
sources; these data sets may be associated with their own access control policies,
and these policies must be enforced even when a data set is integrated with other
data sets. Therefore, policies need to be integrated and conflicts solved, possibly by
using some automated or semi-automated policy integration system [36]. Policy
integration and conflict resolution are, however, muchmore complexwhen dealing
with privacy-aware access control models, as these models allow one to specify
policies that include the purpose for which the access to a protected data item
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is allowed, obligations arising from the use of data, and special privacy-related
conditions that must be meet in order to access the data. Automatically integrating
such type of policies and solving conflicts is a major challenge.

• Authorizations management. If fine-grained access control is required, manual
administration of authorizations on large data sets is not feasible. We need tech-
niques by which authorizations can be automatically granted, possibly based on
the user digital identity, profile, and context, and on the data contents andmetadata.
A first step towards the development of machine learning techniques to support
automatic permission assignments to users is by Ni et al. [45]. However, more
advanced approaches are needed to deal with dynamically changing contexts and
situations.

• Enforcing access control on Big Data platforms. Some of the recent Big Data
systems allow their users to submit arbitrary jobs encoded in general programming
languages. For example, in Hadoop, users can submit arbitrary MapReduce jobs
written in Java. This creates significant challenges in order to efficiently enforce
fine grained access control for different users. Although there is some initial work
[49] that tries to inject access control policies into submitted jobs, more research is
needed on how to efficiently enforce such policies in recently developed Big Data
stores, especially if access control policies are enforced though the use of fine-
grained encryption. Additionally, the variety of data models and query languages
adopted by the existingNoSQL datastoresmake the definition of a general purpose
access control mechanism a challenging task. However, some research efforts
have been recently started towards the definition of a unifying query language for
NoSQL datastores (see e.g., JSONiq [25] and SQL++ [46]) that can be exploited
for that purpose. For instance, [17] relies on SQL++ to provide a general approach
to support fine grained ABAC (Attribute-based Access Control) within NoSQL
platforms. However, more research is needed to define techniques for enforcing
fine-grained access control with a reasonable overhead for any query type and
policy coverage.

3.2 Privacy

Although solutions to protect data confidentiality represent the core modules for
privacy preservation, protecting privacy for Big Data requires to investigate further
relevant issues, which include:

• Techniques to check that data are used for the intendedpurpose. The issue here
is how to verify that data returned to a user are used for the data owner intended
purpose. An initial pioneering approach was proposed in [11] that associates with
each data item a set of possible purposes, from an ontology of purposes, for which
the data can be used. When a user accesses some data items, the user indicates in
the access request the purpose(s) for which the data items are being accessed. The
query purposes are then matched against the purposes associated with the data
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items to verify that the query purposes comply with the intended use associated
with the requested data items. Such an approach needs to be complemented with
techniques for automatically and securely identifying the data access purposes,
instead of relying on indications given by users as part of their access requests.

• Support for both personal privacy and population privacy. In the case of
population privacy, it is important to understand what is extracted from the data as
this may lead to discrimination [27]. Also when dealing with security with privacy,
it is important to understand the tradeoff of personal privacy and collective security.

• Usability of data privacy policies and user preferences. Usability is a big issue
when dealingwith big data privacy and security. Privacy and access control policies
must be easily understood by users. We need tools for the average users that help
them in specifying their preferences and understand their effect in terms of privacy
risks they incur and possible benefits they can get in sharing the data. One direction
towards this goal is to empower the user with a secured logical space, a Personal
Data Store (PDS) [22] acting as a centralized repository of his/her data. The PDS
can then be equipped with a set of analytical tools to reason about the collected
data and their sharing with third parties.

• Privacy-aware access control. Asmentioned before dealingwith privacy requires
to address further issues wrt data confidentiality, such as obligations, user prefer-
ences, and user consent [19]. Although some preliminary work in this direction
have been done in the context of Big Data, they mainly focus on specific Big Data
platforms (e.g., MongoDB [16, 18]).

• Risk models. Different relationships exist between privacy risks and Big Data.
One the one hand, Big Data can increase privacy risks, in that they multiply data
analysis opportunities; on the other hand, the availability of Big Data sets can
reduce security risks in many domains (e.g., national security). The development
of models for these two types of risk is critical in order to identify suitable tradeoff
and privacy-enhancing techniques to be used.

• Privacy-aware data lifecycle framework. A comprehensive approach to privacy
for Big Data needs to be based on a systematic data lifecycle approach. Phases in
the lifecycle need to be defined and their privacy requirements and implications
need to be identified. This is also required by new privacy regulations. For instance,
the General Data Protection EU Regulation (GDPR)3 which has been approved
in April 2016 and will enter into application on May 2018 has introduced the
privacy by design principle [1]. This will mandatory require that when designing
a new system or service that manage personal data, data protection considerations
are taken into account starting from the early stages of the design process. Fur-
thermore, the GDPR introduces the Data Protection Impact Assessments (DPIA)
which should start prior to the start of processing the personal data, with the goal
of identify high risks to the privacy rights of individuals when processing their
personal data and possible countermeasures to address them.

• Data ownership. The question about who is the owner of a piece of data is often
a difficult question. For instance, a notable example is that of photo management

3http://europa.eu/rapid/press-release_MEMO-15-6385_en.htm.

http://europa.eu/rapid/press-release_MEMO-15-6385_en.htm
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in Facebook as users are able to avoid being tagged in a photo,4 in order to prevent
it from being accessible through their profile, but they cannot state how this photo
has to be shared in the network. It is perhaps better to replace this concept with
the concept of stakeholder. Multiple stakeholders can be associated with each data
item. The concept of stakeholder ties well with risks. Each stakeholder would have
different (possibly conflicting) objectives and this can be modeled according to
multi-objective optimization. In some cases, a stakeholder may not be aware of the
others. For example, a user to whom a data item pertains (and thus a stakeholder
for the data item)may not be aware that a law enforcement agency is using this data
item. Although some preliminary work on this issue has been done in the context
of OSNs (see e.g., [30] [31]), technological solutions for Big Data platforms still
need to be investigated on support of multiple stakeholder policies.

• Privacy versus security tradeoff. The problem of how to reconcile privacy and
security is today a major challenge. However, to date very few approaches have
been proposed that are suitable for large scale datasets. An example of an initial
approach along such direction is the scalable protocol for privacy-preserving data
matching byCao et al. [13] which combines securemultiparty computation (SMC)
techniques and differential privacy [24] to address scalability issues.

4 IoT Data Security and Privacy

IoT represents an important emerging trend that, according to various forecasts, will
have a major economic impact. IoT applications are changing and improving our
every-day lives in a variety of forms, such as with wearable devices that track our
sport activities and health status, or with smart home technologies supporting home
automation services. However, while on one side, IoT will make many novel appli-
cations possible, on the other side, it increases the risks of cyber security attacks
to data. In addition, because of its fine-grained, continuous, and pervasive capa-
bilities for data acquisition and control/actuation capabilities, IoT raises concerns
about privacy and safety. The OWASP Internet of Things Project5 has shown that
many IoT vulnerabilities arise because of the lack of adoption of well-known secu-
rity techniques, such as encryption, authentication, access control. This is due to a
variety of reasons, such as the cost of deploying privacy and security solutions or the
security and privacy unawareness by IT companies involved in the IoT space. But
one fundamental reason is because existing security and privacy techniques, tools,
and products may not be easily deployed to IoT devices and systems, for reasons
such as the variety of hardware platforms and limited computing resources of many
types of IoT devices, as well as the underlying decentralized architecture. Therefore,
addressing IoT data security and privacy requires extending or re-engineering exist-
ing solutions as well as to develop new solutions to fit the specific requirements of

4Facebook Help Center - Tag Review. https://www.facebook.com/help/247746261926036/.
5https://www.owasp.org/index.php/OWASP_Internet_of_Things_Project.

https://www.facebook.com/help/247746261926036/
https://www.owasp.org/index.php/OWASP_Internet_of_Things_Project
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IoT. Such solutions must ensure protection while data are transmitted and processed
at the devices. In addition, in many cases, data availability is critical and therefore
solutions minimizing data losses must be devised. In what follows, we survey some
projects that cover different aspects of Iot data security and privacy [5].

4.1 Cryptographic Protocols

When dealing with very large IoT systems, one of the key research challenges is to
devise efficient and scalable encryption scheme, able to cope with smart objects with
very limited processing capabilities. An example of research project in this direction
is the certificate-less sign and encryption protocol proposed in [47], that is, a protocol
not requiring key certificates and supporting both message encryption and authen-
tication. The protocol works for many different devices, including Raspberry Pi2,
and Android. As this protocol does not use expensive pairing operations, it is highly
efficient compared to other similar protocols. Other projects along this line have been
proposed for specific Iot scenarios, such as for instance the protocol proposed in [43]
for efficient authentication operations for networked vehicles. The protocol is able to
manage multiple concurrent authentication operations with real-time response time.
Response time is critical in that, if a vehicle has to stop suddenly, information about
this event has to reach the other vehicles in a very short time so that these vehicles
have enough time to break. Therefore, it is crucial that authentication operations both
at the sender and the receivers have minimal overhead. To address such requirement,
the implementation of the authentication operations takes advantage of the GPU usu-
ally present in systems-on-chips today used in vehicles. Another interesting project
focuses on encryption protocols for networks consisting of small sensors and drones
[53]. In such networks, sensors are on the ground and acquire data of interest from
the environment, whereas drones fly over the sensors to collect and aggregate data
from them. The main issue here is to save energy and to make sure that drones do
not have to wait too long for sensors to start generating encryption keys. To address
such requirements, the approach is to use low power listening (LPL) techniques at
the sensors and dual radio channels at the drones. In this way, the sensors can timely
start generating the cryptographic keys when drones approach.

Results from those projects show that a careful engineering is critical to the effec-
tive deployment of cryptographic protocols in IoT. In particular, it is critical to analyze
in details the protocols in order to determine the expensive operations so to replace
or optimize them, and to understand how to take advantage of specific hardware
features of the devices in order to enhance the implementation of the different steps
of the protocols.
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4.2 Network Security

Security techniques at network level are critical in order to minimize data losses.
Such minimization is crucial for many applications, such as monitoring applications
and control systems. In order to minimize data losses, it is critical to be able to
quickly diagnose the cause of data packet losses so to repair the network as soon
as possible. A recent project [40] has addressed this requirement by developing a
Fine-Grained Analysis (FGA) tool that investigates packet losses and reports their
most likely cause. Such FGA tool is based on profiling the wireless links between
the nodes as well as their neighborhood, by leveraging resident parameters, such
as RSSI and LQI, available within every received packet. By using those profiles,
the tool is able to determine whether the cause of a packet loss is a link that has
been jammed or a sensor that has been compromised. In the former case, the FGA
tool is able to quite reliably detect the source of interference. The design of the
system is fully distributed and event-driven, and its low overhead makes it suitable
for resource-constrained entities such as wireless motes. This project is however just
an initial approach. Research is needed to develop more advanced FGA tools able
to deal with mobile systems and heterogeneous communication technologies which
may require using different profiling parameters.

4.3 Application Security

Protecting applications is crucial for data security as attacks to steal data often use
application vulnerabilities as stepping stones. It is important to notice that even
though today we have several techniques for program analysis and hardening, such
techniques need substantial extensions tofit IoTdevices. The research in this direction
is still in its infancy. A first example of research projects in this area is represented by
techniques to protect programs against code injection attacks and code reuse attacks
[26]. A well-known approach to protect against those attacks is to instrument the
application binary code by inserting a static check statement before any instruction
that modifies the program counter. Such check verifies that the target address, to
which the program execution has to move, is the correct address, that is, that the next
instruction to be executed is the expected one and not an instruction to which the
attacker is trying to redirect the execution. Such techniques have been shown to be
quite efficient. As the run-time overhead ranges between 0.51 and 12.22%, based on
the benchmarked applications [26]. However, the instructions that can modify the
program counter are different for different platforms; such variations thus require
devising specific instrumentation techniques for specific platforms. Other relevant
attacks are those exploiting memory vulnerabilities. An approach for applications
written in a variant of the C language specific for TinyOS applications has been
proposed in [41]. Such an approach statically analyzes an application to identify
memory vulnerabilities. As in some cases it is not possible to statically determine
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if a certain piece of code will lead to a vulnerability at run-time, the approach adds
some code to check at run-time whether a vulnerability occurs. Also in this project
the main issue is to minimize the run-time overhead as this is critical for devices
with limited capabilities. Both those projects show that significant work is required
to modify existing application program security techniques for use in IoT systems.

4.4 Privacy and Access Control

IoT ismore andmore evolving into a loosely coupled, decentralized systemof cooper-
ating smart objects, where high-speed data processing, analytics and shorter response
times are becoming more necessary than ever. Such decentralization has a great
impact on the way personal and sensitive information generated and consumed by
smart objects should be protected, because, without a centralized data management
entity, it is more difficult to control how data generated by smart objects are com-
bined and used, even to infer new information. In this scenario, there is the need of
defining new enforcement mechanisms for both access control policies and privacy
preferences. In this respect, some proposals have recently emerged. For instance, [29]
proposed a distributed capability-based access control mechanism exploiting public
key cryptography to share information among smart objects. In [39], a two layered
architecture is proposed for protecting users’ privacy in smart city applications: a first
trusted layer, where information is stored and processed by the platform’s compo-
nents, and an open and untrusted second layer, where only generic and unidentifiable
information is made available to the external applications. [14] proposed a system
for specifying and enforcing privacy preferences in the IoT scenario. The framework
provides an expressive language to specify privacy preferences and a mechanism to
automatically generate preferences when new information is generated as a result of
the data processing. However, the proposal presented in [14] considered a centralized
architecture, that is, a scenariowhere IoT devices have only the capability to sense the
data and send them to a data center for being analyzed. In particular, in the framework
proposed in [14] sensed data are forwarded by a message broker to a Complex Event
Processing system (CEP) as append-only streams of tuples, where registered queries
analyze, combine and aggregate them generating new output data. The enforcement
monitor statically analyzes every data consumer query and decides if privacy poli-
cies of the consumer satisfies the privacy preferences specified by owners of devices
generating the data. A challenging issue to be addressed is thus that of designing
a fully decentralized privacy enforcement mechanism, where compliance check of
data owner privacy preferences is performed directly by smart objects. This has to
cope with non negligible overhead that may arise and with the reduced processing
capabilities of many smart objects (e.g., sensors). Also in a decentralized setting,
the enforcement mechanism should be robust against malicious and colluding smart
objects.
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5 OSNs Data Security and Privacy

OSNs are one of the most relevant phenomenon in the Big Data area, with billion
of users worldwide. OSNs have introduced substantial changes to the way people
communicate and socialize within and out of their communities. As a matter of
fact, they represent today the biggest available repository of personal information,
However, despite all their benefits they also create serious privacy and confidentiality
concerns given the nature of information users share over them on almost a daily
basis. Users publish their personal stories and updates, and they might also express
their opinion by interacting on information shared by others, but, in most cases, they
are not fully aware of the size of the audience that gets access to their information.
Current commercial OSNs provide very basic form of data protection [15]. In what
follows, we survey some of the main security and privacy issues in the realm of
OSNs, by covering related relevant projects.

6 Privacy-Aware Access Control

In OSNs, data protection has been mainly approached with Relationship-Based
Access Control (ReBAC). According to ReBAC access control decisions are taken
by tracking the interpersonal relationships established between users in the network
and allowing the formulation of access policies based on them [15]. Privacy settings
currently available in commercial OSNs operate under a limited form of ReBAC,
but remain both complicated to use, and not flexible enough to model all the privacy
preferences that users may require [38]. Most of the mechanisms and techniques that
have been suggested for achieving ReBAC in OSNs fall under one of two categories:
trust-based or encryption-based. The trust-based approach has mainly been explored
under the centralized design of OSNs, where a central entity has full knowledge of
the network graph including its nodes, edges, and data ownership, and it is in charge
of performing access control. On the other hand, the encryption-based approach has
been mostly investigated to address the access control problem under the emerging
Decentralized OSNs (DOSNs) scenario. A DOSN is a system that offers OSN ser-
vices in a peer to peer manner. The concept of DOSNs aims at bringing back control
to OSN users and freeing them from the observance of the central service providers.
Deploying data encryption to manage access control in DOSNs means that anyone
could retrieve the encrypted content but only those who have the corresponding keys
can interpret it. This implies that one of the requirements is to offer a mechanism for
the distribution, management, and revocation of the corresponding keys, which can
introduce a significant overhead due to the huge OSNs population (see e.g., [9, 32]).
Whilst such solutions might ensure high data security levels, they have scalability
problems and are not flexible enough to support the fine granularity and complex
access scenarios required for data dissemination in OSNs. Therefore, what is needed
is an investigation of alternative paradigms to perform access control in DOSNs, wrt
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the preventive one commonly adopted. A step in this direction is represented by [3],
where the authors propose an audit-based mechanism to perform a posteriori access
control in DOSNs.

7 Identity Validation

All the access control models and methods discussed thus far assume a mechanism
in the system by which subjects have been identified and authenticated. However,
identities in OSNs are very loose. To facilitate their adoption and encourage people
to join them, only a valid email address is required for a user to create an identity
in the OSN. The problem of fake accounts and identity related attacks in OSNs
has attracted considerable interest from the research body. An example of research
project in this area is SybilLimit [54], that leverages on the fast mixing principle,
by which honest nodes should converge to having high connectivity to the rest of
the network, to detect Sybil attacks. L. Jin et al. suggest in [34] a framework for the
detection of cloning attacks, based on attribute and friends’network similarities. All
such approaches, and others following the same approach, aim at detectingmalicious
nodes that follow identified and formalized attack trends. Another important issue is
how to validate identity across multiple social networks. Along this line is the work
in [28]. However, despite themanymethods so far proposed, real case OSN scenarios
demonstrate that malicious activities are still taking a huge share [42]. This is due to
the fact that almost all detection mechanisms could catch fake nodes only after they
have demonstrated some malicious activity or abnormal behavior [33]. Moreover,
this detection tends to fail when fake nodes succeed in establishing enough links with
good profiles and imitating normal features and behavior. Therefore, the development
of effective methods to detect fake accounts is still an open issue. A complementary
promising approach to increase the immunity of OSNs to such threats is to empower
their honest users with tools that provide them with guarantees or indications on
the trustworthiness of the other peers they want to start interacting with. Along this
direction, [2] proposes to exploit the OSN crowd to collaboratively estimate the
validity of OSN user identities based only on the information they provide on their
profiles.

8 Conclusion

While there is no doubt that the Big Data revolution has created substantial benefits
to businesses as well as end users, there are commensurate risks that go along with
using Big Data. The need to secure data, to protect private information, being at
the same time able to ensure data quality, exists whether data sets are big or small.
However, the specific properties of Big Data (volume, variety, velocity, veracity, and
value) create new types of risks that necessitate to be addressed. In this paper, we
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have highlighted some of them, by also focusing on two key Big Data scenarios,
namely Iot and Social Networks. As a final remark, we would like to point out that
addressing the today and tomorrow challenges in data security and privacy require
multidisciplinary research drawing from many different areas, including computer
science and engineering, information systems, statistics, economics, social sciences,
political sciences, psychology. We believe that all these perspectives are needed
to achieve effective solutions to the problem of security and privacy in the era of
Big Data and pervasive data acquisition and use, and especially, to the problem of
reconciling security with privacy.
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Abstract The title of this chapter describes the common denominator of the con-
tributions given by the research group of the University Mediterranea of Reggio
Calabria to the SEBD community. These contributions are mainly devoted to study
non-core problems of databases, by moving towards border line issues to look for
cross-fertilization coming from different related domains. This chapter offers a view
over these contributions given in three different domains: efficient structures for
approximate OLAP, social data and social networks, and the cybersecurity perspec-
tive.

Keywords Compression for OLAP · Histograms · Data streams · Social network
data · Data security.

1 Introduction

In this chapter, we try to depict the long story of work done by the research group
of the University Mediterranea of Reggio Calabria in the SEBD trace, how was
their view about database issues, in which way they contributed to the growth of the
conference and to enrich the discussion in the SEBD community. There was a com-
mon denominator in this research: to study non-classical problems of databases, by
moving from core problems towards border line ones (w.r.t. the database domain) to
establish a sort of bridge to different related domains and to favor cross-fertilization.
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This explains the title of this chapter, but maybe this is also coherent with a general
evolution of the database community as, since the birth of databases, the value and
the role of data in the information society is progressively changed.

Wemay identify threemain streams of research: (1) efficient structures for approx-
imate OLAP, (2) social data and social networks, and (3) the cybersecurity perspec-
tive.

In the first stream, the effort was to find efficient hierarchical structures to allow
fast online analytical processing, by paying a little price in terms of accuracy. In
[6], they studied the problem in the one-dimension case, by understanding how
to use a small additional storage space, in order to improve the estimation inside
histogram buckets. In [7], they applied the tree-like approach above to data streams,
by supporting efficiently sliding windows and range queries. Finally, in [15], they
proposed the use of an improved 64-bit index, called 5LT, which takes into account
the practical topic of 64-bit computer architectures.

Concerning the stream (2), they addressed two different problems, both falling
into the multiple-social-network perspective. As a matter of fact, this a truly data-
oriented view, because the attempt is to abstract concepts from single social networks
to a higher layer. Specifically, in [9], they defined a multi-social-network model
abstracting the main concepts occurring in social networks and a set of meta-API to
support multi-social-network programming. By means of this model, in [13], they
studied how to match different profiles of the same digital identity spread out over
different social networks.

From the cybersecurity perspective, whose role ismore andmore important also in
databases, they analyzed in [10] how to manage the problem of cloud query integrity
in case of range query and high-frequency append operations, and in [5], how to
exploit the information-sharing power of social networks to implement a lightweight
electronic signature protocol.

2 Efficient Structures for Approximate OLAP

The first main stream of research concerns efficient hierarchical structures to allow
fast online analytical processing by paying a little price in terms of accuracy. The next
section is devoted to this problem in the one-dimension case, by understanding how
to use a small additional storage space to improve the estimation inside histogram
buckets. In Sect. 2.2, a tree-like approach is defined to support sliding windows of
data streams and efficient querying.

2.1 Data Compression for OLAP

Inmany application contexts, such as datawarehouses, transaction recording systems,
OLAP applications, data mining activities, intrusion detection systems, scientific
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databases, there is the need to handle a huge number of detailed records. However,
useful knowledge can extracted by exploiting only condensed information and often
histograms are the structure used to summarize data: for example, histograms have
been used for approximating probability distributions in statistical databases [24],
for improving the join processing in temporal databases [28], and for approximating
query answering in order to reduce the query response time in on-line decision
support systems and OLAP [23].

For a given storage space reduction, the problem of determining the best his-
togram is crucial. Indeed, different partitions lead to dramatically different errors
in reconstructing the original data distribution. To better explain the problem, con-
sider a typical case of recovering original data from a histogram: the evaluation of
range queries. Think of a histogram defined on the attribute X of a relation R as a
set of non-overlapping intervals of X covering all values of X in R. To each of these
intervals, say B, the number of occurrences (called frequency) in R, having the value
of X belonging to the interval B, is associated (and included into a data structure
called bucket). A range query, defined on an intervalQ of X, evaluates the number of
occurrences in R with value of X in Q. Thus, buckets embed a set of pre-computed
disjoint range queries covering the whole active domain of X in R. As a consequence,
the histogram does not give, in general, the possibility of evaluating exactly a range
query not corresponding to one of the pre-computed embedded queries. It turns out
that it is convenient to define the boundaries of buckets in such a way that the esti-
mation error of the non-precomputed range queries is minimized. This issue is being
investigated since some decades, and a large number of techniques for arranging
histograms have been proposed [21, 22, 26].

In [6], the authors studied how to use a small additional storage space, in order to
improve the estimation inside histogram buckets. In particular, they proposed to use
an additional 32-bit memory word for each bucket, called 4LT because this 32-bit
memory word is organized as a 4-Level Tree, in order to store partial sums internal
to the bucket in a hierarchical fashion, using a tree-like index inducing a further
partition of the bucket into a number of equal-size sub-buckets (corresponding to the
leaves of the tree).

In Fig. 1, an example of 4LT built over a bucket containing 16 data is shown.
The root stores the exact value of the bucket sum, say c. The value of gray nodes
is stored, whereas that of white nodes is computed as difference between the parent
node and the left-sibling node. The value of the leaf nodes is encoded by 4 bits and
the approximate value of each of the 4 partial sums is denoted by δ1/8, δ3/8, δ5/8 and
δ7/8 — let Li/8, i = 1, 3, 5, 7, denote such 4-bit strings. The remaining 16 bits are
used as follows: the partial sums δ1/4 and δ3/4 are approximated by the 5-bit strings
L1/4 and L3/4, respectively, while the partial sum δ1/2 with a 6-bit string L1/2. As a
result, the larger the intervals, the higher is the number of bits used. The 8 L strings
are constructed as follows (〈x〉 stands for round(x)):
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Fig. 1 An example of 4-level tree

L1/2 = 〈 δ1/2
δ1/1

· (26 − 1)〉
Li/4 = 〈 δi/4

δj/2
· (25 − 1)〉 (i = 1 ∧ j = 1), (i = 3 ∧ j = 2)

Li/8 = 〈 δi/8
δj/4

· (24 − 1)〉 (i = 1 ∧ j = 1), (i = 3 ∧ j = 2),

(i = 5 ∧ j = 3), (i = 7 ∧ j = 4)

The approximate values for the partial sums are eventually computed as:

˜δ1/1 = δ1/1 = c ˜δ1/2 = L1/2
26−1 ×˜δ1/1 ˜δ2/2 = ˜δ1/1 −˜δ1/2

˜δi/4 = Li/4
25−1 ×˜δj/2 (i = 1 ∧ j = 1), (i = 3 ∧ j = 2)

˜δi/4 = ˜δj/2 −˜δi−1/4 (i = 2 ∧ j = 1), (i = 4 ∧ j = 2)

˜δi/8 = Li/8
24−1 ×˜δj/4 (i = 1 ∧ j = 1), (i = 3 ∧ j = 2)

(i = 5 ∧ j = 3), (i = 7 ∧ j = 4)
˜δi/8 = ˜δj/4 −˜δi−1/8 (i = 2 ∧ j = 1), (i = 4 ∧ j = 2)

(i = 6 ∧ j = 3), (i = 8 ∧ j = 4)

Example 1 Consider the 4-level tree in Fig. 1. The 32 bits store the following approx-
imate cumulative frequencies: L1/2 = 33, L1/4 = 18, L3/4 = 13, L1/8 = 6, L3/8 = 11,
L5/8 = 5, L7/8 = 7.

Once 4LT as been built, the authors of [6] studied if the use of 4LT, which has
the drawback of reducing the overall number of buckets, can improve estimation
accuracy. A rich experimental campaign to evaluate the effects of the combination
of the 4LT index with the existing methods for building histograms, showed that
4LT improves significantly the accuracy of the state-of-the-art histograms (see [16]
for details). Finally, the use of an improved index of 64 bits, called 5LT, has been
described in [15], which takes into account the practical topic of 64-bit computer
architectures.
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2.2 Data Streams

Data streams are indefinite sequences of data which continuously vary in time, often
veryquickly [3]. There aremanyapplication contexts characterizedby thepresenceof
data streams, such as sensor networks, financial applications, telecommunication data
management. Often, the analysis of the most recent part of a data stream is enough to
give meaningful information. From a semantic point of view, this means giving more
importance to recent knowledge w.r.t. past one, assuming that recent information,
called sliding window, is more reliable and significant than old information [18].

Also in the context of data streams, range queries are one of the most common
types of queries (for example, “Return the total amount of traffic crossing the router
in a given time interval”). The approach seen in Sect. 2.1 based on a tree index has
been suitably improved to be exploited also in this context: indeed, the 4-Level Tree
approach used for persistent data is not applicable to data streams because it does
not support the continuous updating of data. In [7], the index c-Tree is proposed:
this structure is based on a hierarchical structure, a tree, and its nodes contain, in
an aggregation hierarchy, pre-computed range-sum queries, stored by a bit-saving
encoding. For this reason, the structure directly supports the estimation of arbitrary
range queries (in particular, range queries of type sum). Indeed, range queries are
either embedded in the histogram or derivable by linear interpolation. Reduction
derives from both the aggregation implemented by leaves of the tree (discretization),
and the saving of bits obtained by representing range queries with less than 32 bits.
This structure is efficiently dynamic, because both updates and query answers can
be executed in logarithmic time (w.r.t. the window size).

In the initial configuration, c-Tree consists of:

1.A full binary tree with n levels, where 2 ≤ n ≤ log2 w is a parameter set according
to the amount of memory allowed for the synopsis and w is the sliding window size.
Each node N stores an integer value denoted by val(N). In the initial state, all nodes
contain the value 0.
2.A buffer B = 〈e, s〉, where e (number of elements) and s (sum) are non-negative
integer values. This buffer is used to accumulate d = w

2n−1 elements of the data stream.
In the initial state, e = 0 and s = 0.
3.A positive integer value P, with 1 ≤ P ≤ 2n−1, used as a pointer to a leaf node. In
the initial state, P is set to 1.

After the arrival of a new data D, c-Tree is updated as follows. First, D is stored
in the buffer. This is done by adding 1 to the number of elements in the buffer and
by updating their sum. Then, if the number of elements in the buffer is less than
d = w

2n−1 (i.e., the buffer is not full), then the procedure ends. Otherwise (i.e., when
the number of elements in B is equal to d), the value s of B, which is the sum of the
last d points, is moved to the binary tree as follows. Let N be the leaf node pointed
by P and δ the difference between s and val(N) (i.e., the current value of N). Then,
δ is added to all the nodes belonging to the path from N to the root of the binary tree.
Finally, the buffer is emptied and P is updated to point to the next leaf. By the use
of the modulus operator, leaf nodes are managed as a cyclic array. P points to the
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Fig. 2 Building of c-Tree

leaf node containing the least recent data, which will be replaced by the next data
coming from the buffer.

Observe that the value of each right-hand child node is not stored because it can
be derived as a difference between the value of the parent node and the value of
the sibling node. As a consequence, given a c-Tree with n levels, only 2n−1 nodes
(instead of 2n − 1) are saved.

Anexampleof c-Treebuilding is shown inFig. 2.Let 〈35, 51, 40, 118,132, 21, 15, 16, 18, 29, .
be a data streamordered by arrival time increasing and assume that the slidingwindow
size is 8. Initially, e = 0, s = 0, P = 1 and the value of all nodes is 0. The first data
coming from the stream is 35, thus e = 1 and s = 35. Since e < d = w/2n−1 = 2
no other operation has to be done at this step. The next data coming from the stream
is 51, thus e = 2 and s = 86. Since e = d, the leaf node pointed by P (that is, the
first one), is set to the value s, and the nodes belonging to the path from such a leaf
node to the root are increased by δ = 86. Finally, P = 2, and e and s are set to zero.
In Fig. 2a, the resulting c-Tree is reported. Therein (as well as in the other figures
of the example), they omit the values of the buffer since they are zero. Moreover, the
authors represent those nodes that are not stored (i.e., the right-hand child nodes) by
gray boxes, since they are derived from the other ones. For the first 8 data arrivals,
the updates proceed as before. In Fig. 2b and c, they report the snapshots after 4 and
8 updates, respectively. Then, the pointer P is updated to the value 1. Now, the value
coming from the data stream is 18. Therefore, e = 1 and s = 18. At the next arrival,
e = 2 and s = 47. Since e = 2, δ = 47 − 86 = −39 is added to the leaf node pointed
by P (that is, the first leaf) which takes the new value 47. Moreover, also the nodes
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belonging to the path from such a leaf node to the root are increased by δ. Finally, P
is updated to the value 2. The final c-Tree is shown in Fig. 2d.

In [8], the authors by an extensive experimental campaign showed that c-Tree
has better performances than the state of the art [20].

3 Social Network Data

The secondmain stream of research addresses two problems falling into themultiple-
social-network perspective. In the next section, amodel abstracting themain concepts
occurring in social networks is formalized to support multiple-social-network pro-
gramming. In Sect. 3.2, the problem of matching different profiles of the same digital
identity spread out over different social networks is dealt with.

3.1 A Model for Multiple Social Networks

Over the past years, online social networks have became part of people’s live. Nowa-
days, most people have a profile in one or more online social networks. This leads to
a new phenomenon known with the name ofmultiple social network. Figure3 shows
a graphical representation of a possible scenario involving three social networks,
namely Twitter, Facebook, and LinkedIn, to highlight similarities and dif-
ferences among social networks. In this example, nodes from 1 to 6 are Twitter
accounts, nodes from 7 to 12 are Facebook accounts and, finally, nodes from 13
to 18 are LinkedIn accounts. As for edges, they represent friendship relationships

Fig. 3 An example of a multiple social network scenario
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among users. However, while edges among Facebook and LinkedIn actors are
bidirectional, those among Twitter users are directed, according to the typology
of relationship allowed by the social network. Finally, edges (14, 3), (12, 15) and
(7, 6) connect accounts of the same user on different OSNs.

The authors of [9] focused their attention on this topic and observed that despite
the conceptual uniformity of the social-network universe in terms of structure, basic
mechanisms, main features, etc., each social network has in practice its own terms,
resources, actions. For instance, contacts are represented by friends in Facebook and
the relationship is symmetric, while they are represented by followers and followings
in Twitter and the corresponding relationship is not symmetric. Again, the concept
of appreciation becomes +1 in Google+ and endorsement in about.me. Importantly,
similar concepts can be mapped to each other but they have in general different
features. This heterogeneity is a strong handicap for the design and implementation of
applications enabling internetworking functions amongmultiple social networks. On
the other hand, the power of the social-network substrate can be fully exploited only
by moving from a single-social-network to a multiple-social-network perspective,
still keeping the user-centered vision [25, 29].

Consider, for example, the possibility of building the complete profile of users
by merging all the information they spread out over the joined social networks.
This could give a considerable added value to market analysis and job recruitment
strategies, as membership overlap among social networks is often an expression of
different traits of users personality (sometimes almost different identities). From the
aboveobservations, it clearly follows that even though each single social network is an
extraordinary source of knowledge, the information power of the social network can
be considerable increased if a huge global social network is considered, composed
of autonomous components with strong correlation and interaction. Thus, social-
network-based programming should work at this abstraction level.

In [9], a model aimed at generalizing concepts, actions and relationships of exist-
ing social networks has been proposed. Specifically, the following key concepts have
been identified. Profile, a form of individual (or group) homepage, which provides
a description of each registered user. Profiles are constructed by filling out forms on
the site. Links to external social networks, an important feature provided by all social
networks to add accounts in another social site or external website. By this concept,
it is possible to see different social sites as members of a multiple-social-network
environment. Friendship, by means of which a user may receive automatic notifi-
cations about the activity of another user. Resources, a Web asset such as a status
update, a photo, a Web link or a video created and loaded by a user in his profile.
Actions on resources, after a resource is published, several actions can be performed
on this resource: other users can appreciate it, or re-share it, or it can be associated
with a user through a mention on his profile.

Starting from these concepts, the authors have identified eleven technical entities,
ofwhich three concepts and eight relationships. The abstractmultiple-social-network
model is defined by a direct graphG = 〈N,E〉, in which nodes represent the concepts
and edges encode the relationships. The set of nodes is partitioned into three disjoint
sets P, R, and B, which correspond to the set of social profiles, the set of resources,
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and the set of bundles (which are resource containers), respectively. Further, the set
of edges is partitioned into eight disjoint sets F, M, Pu, S, T , Re, L, and Co, each
corresponding to one of the eight relationships identified above.

After defining the conceptual model, the authors showed in [11] how to practically
map real-life data from social networks to each component of the model, in such a
way to build a data structure that can be used at application level. Moreover, they
describedhow thismodel has beenprofitably applied to twoapplications very relevant
in the context of social network analysis. The first application regards the extraction
of information from a multiple-social-network scenario, the second one concerns a
particular analysis done on social network data.

3.2 Identity Matching

In a scenario of multiple social networks, two users can interact with each other
even though they joined two different OSNs and did not know each other: it is
sufficient that their communication passes through a bridge user, i.e. a user who
created an account in both the OSNs. As a consequence, bridge users represent a
key aspect of a multiple social network. The links connecting the different accounts
of the same bridge user in different OSNs are called me edges and, clearly, play
a key role in a multiple-social-network scenario. Several users explicitly specify
their different accounts in the different OSNs they joined, and, consequently, their
me edges. Even though OSNs facilitate this activity by providing users with suitable
support tools, many users, due to disparate reasons, do not perform this specification.
However, the knowledge of these undeclared edges could be extremely useful not
only to allow users of different OSNs to communicate with each other but also to
better construct the complete profile of a user. This feature could be very relevant in
various application fields: for instance, in e-commerce, it could help to better identify
users needs and desires and to perform personalized offers; in e-recruitment, it could
help to better know the complete profile of a candidate taking into account not only
the information officially declared in his curriculum vitae but also the information
he informally expressed in the joined OSNs.

The detection of me edges is related to several problems well studied in the
literature: identifying users on the Web, link prediction (i.e., the task of link min-
ing aimed to predict the even future existence of a link between two objects), and
re-identification of anonymized social network data. However, a solution for this spe-
cific problem has been proposed in [13]. Here, the approach used to discover a hidden
me edge between two accounts of two different OSNs examines both the similarity
of the account screen-name corresponding to the two nodes and the node neighbors.
Concerning the first element, several string similarity functions (e.g., Jaro-Winkler,
Levenshtein, QGrams, Monge-Elkan, Soundex [17]) have been experimentally used
and compared to verify which is the best one (i.e., the one leading our approach
to obtain the best performances). Concerning the second element, to determine the
neighborhood of a node, the information about the corresponding user has been
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used. It is declared by means of XFN (XHTML Friends Network) [30] and FOAF
(Friend-Of-A-Friend) [4], two standards specifically conceived for encoding human
relationships. As the number of node pairs to consider for the possible presence
of a me edge is enormous, a mechanism to consider only a reasonable number of
very promising pairs is mandatory. More specifically, from the examination of the
explicitly declared me edges, it results that with a high probability some of the nodes
belonging to the neighbors of two nodes linked by a me edge are, in their turn, linked
by a me edge. As a consequence, this approach starts from a set of already known
me edges and examines only the neighbors of the nodes involved in these edges.

A rich experiment campaign aimed at computing the correctness of the approach
has been carried out on a sample consisted of 93169 nodes and 146325 edges, 745 of
which were me edges. The adopted account name similarity function was QGrams
because it proved to assure the best precision. The response given by the technique
about the presence (yes or not) of a hidden me edge between two nodes has been
verified by a human expert, who really visited the pages corresponding to the nodes
of each edge. For each edge, possible answers of the expert were true, false and
unknown (given when he was not able to access the page associated with a node
or to give an answer with an absolute certainty). As for performance metrics, the
correctness has been used, computed as

corr = t′ + f ′

t′ + f ′ + t′′ + f ′′ ·
(

t′

t′ + f ′

)

+ t′′ + f ′′

t′ + f ′ + t′′ + f ′′ ·
(

t′′

t′′ + f ′′

)

where t′+f ′
t′+f ′+t′′+f ′′ and

t′′+f ′′
t′+f ′+t′′+f ′′ represent the weights to be associated with me and

not me edges, respectively (they depend on the number of edges evaluated as true or
false by the human expert with an absolute certainty), t′

t′+f ′ represents the correctness

for me edges and t′′
t′′+f ′′ denotes the correctness for not me edges. At the end of the

experiment, the measured correctness has been 0.85, showing that this technique has
good performances [14].

4 Data Security

This stream of research concerns the cybersecurity perspective, focusing on how to
guarantee integrity of range query in cloud (in the next section) and how to implement
a lightweight electronic signature protocol relying on the information-sharing power
of social networks (in Sect. 4.2).
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4.1 Integrity in Cloud

Cloud computing allows users tomove their computation and storage to servers trans-
parently distributed over the Internet. Among others, services supporting the storage
of huge quantity of data and the querying on them, is a very common application.
More and more often, both private and public organizations rely on cloud-based
services supplied by third parties. This happens in many cases, for those compa-
nies that do not choose to implement private clouds and for those governments in
which national clouds are not adopted. In these cases, the trustworthiness of the cloud
provider becomes a critical issue. Among other threats, the possibility that the cloud
does not return intact responses to queries has to be considered. Moreover, a user
may have the (legal) necessity of proving that query results are not compromised.

This research topic is well known in the literature, under the name of query
integrity, and the increasing attention towards the cloud has also renewed the interest
in this issue [27]). Solving this problem means to allow users to verify that query
results are complete (i.e., no qualifying tuples are omitted), fresh (i.e., the newest ver-
sion of the results are returned), and correct (i.e., the result values are not corrupted).

In this general framework, [10] identifies the specific and very up-to-date scenario
of data streams in which append operations and range queries are dominant, and the
efficiency is a critical factor. The considered scenario is about video surveillance
setting, even though the approach is more general since other possible application
settings could be identified (i.e., all the cases in which sensors produce time series,
in e-health, SCADA systems, the Internet of Things, smart environments, etc.). The
referred application context is composed of a number of (battery-powered) cameras
(such as, drones, micro-drones, insect spy drones, etc.) forming a network able to
monitor a high-size area and store images into the cloud.Beside allowingdata storage,
this server provides an interface to access data and to perform query processing on
behalf of the data owner, who administrates and analyzes query results in accordance
to specific application-related requirements.

In a similar scenario, classical general-purpose deterministic techniques for query
integrity appear little suitable, as the computation required to update the extra data
structures could become a bottleneck. To overcome this drawback, the authors of
[10] propose a new deterministic technique, which is proved to be more efficient on
insertions than the state-of-the-art techniques, and also efficiently supporting range
queries, which are the relevant queries in this setting (a user typically looks for video
temporal intervals).

The proposed approach works by organizing database tuples associated with Fi

in a chain. Given a tuple f itj = 〈a1, . . . , ap〉, an attribute encoding a link towards the
next tuple in the database is added, according to the timestamp value.

Therefore, it holds that: f̂ itj = 〈tj, attr2, . . . , attrp,MAC〉 where:
• MAC is a message authentication code and is computed by means of the function
HMAC(v,Ki) implementing the HMAC protocol with SHA-256 as cryptographic
hash function;

• v = (f itj ||e), Ki is a secret shared by the si camera and the data owner;
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Fig. 4 The structure of the chain, where dashed elements dTw . . . dTw+1 representmarkers, whereas
the grey ones are normal tuples

• e can be either the next tuple f itj+1
of si, or a special element, called marker defined

hereafter.

Indeed, the chain is completed with the insertion of dummy entries representing
markers that are used to both validate the head of the chain and to reduce the integrity
verification costs by splitting Fi in time buckets. These elements are pre-added to
the database and are known to all the actors involved in the scenario (i.e., they are
part of the public scheme of the protocol) (Fig. 4).

Concerning themarkers, they have the following basic structure: d̂Tw
= 〈Tw, IDb,

MAC1, . . . ,MACn〉 where:
• Tw is themarker pre-fixed time (chosen by the owner during the system initializa-
tion phase),

• IDb is the bucket identifier.
• MACi is a message authentication code associated with the device si and is com-
puted by means of the function HMAC(vi,Ki)

• vi = Tw||IDb||e, Ki is a secret shared by the si camera and the data owner;
• e can be either the next si tuple f itj+1

(the first tuple in the corresponding bucket) or
the next marker dTw+1 .

This flat structures support insertions in constant time (if a single-block hash
computation as unitary cost is considered) opposite to the logarithmic cost of the hash-
tree based solutions. This is a relevant aspect, if the devices responsible of insertions
(as in our application setting) could perform these operations autonomously, but
they could be strictly bound by power consumption and computational resource
constraints. All details on the algorithms for the insertion of a new tuple and the
verification of a query are described in [10]. Moreover, [12] provides a detailed
performance analysis showing the computational advantages of this solution w.r.t.
classical ones based on Merkle tree data structures, and a complete security analysis
proving the effectiveness of this solution.
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4.2 Security via Social Network

In this section, we discuss again about data integrity. Usually, it is obtained by means
of digital signature, which allows the user to be aware of the identity of the person
who created an electronic document (a text file, an image, a video, etc.) and to ensure
that this document has not been altered since its creation.

In [5], the authors propose an alternative to digital signature called social sig-
nature, consisting in a lightweight procedure to guarantee integrity and authenticity
of documents. Differently from digital signature, social signature does not rely on a
certification authority, asymmetric cryptography, or signature device such as smart
card or USB key. This solution is suitable for closed domains, in which according
to legislation [1, 2], electronic signatures are applied to document exchange, for
example, between municipal public offices and registered citizens, university and its
students, or private company and employees.

Social signature is based on the use of the famous social network Twitter, so that
each entity involved in the procedure of generating or verifying a social signature
has a Twitter profile.

There are two other entities involved in social signature: the first is called company
and overviews the whole signature procedure; the second entity is formed by the
signers, called employees (because it includes all the employees of the company),
who use social signature to provide integrity and authenticity of the documents
they create, and to verify integrity and authenticity of documents created by other
employees of the same domain.

To use social signature, all actors have to carry out the Registration procedure,
which works as follows.

First, the company creates an account on Twitter. Clearly, this is done by a person
who is authorized to act on behalf of the company. Let @Company be the username
chosen for the account on Twitter. Next, the signers also create an account on Twitter.
Suppose that an employee chooses @Company_Name _Surname as username.

Each time an employee completes his registration on Twitter, declares a follow-
ing relationship towards @Company and vice versa (i.e., @Company becomes a
follower of the employee account). In this phase, the company is responsible of
the verification of the employee identity. Moreover, @Company tweets the mes-
sage #X is Y, where X (which is hashtagged) is the username of the registered
employee and Y is an information identifying the employee. Y is typically the name
and surname of the employee; however, further information, such as the employee
id, is added to manage cases of homonymy. The employee completes this phase by
tweeting the message I am an employee of #Company (i.e., the username
of the company hashtagged). Finally, the employee receives the software that is used
to generate social signatures, which is installed on the computer and/or notebook
used by the employee. This software accesses public data contained in Twitter by
exploiting Twitter APIs.

Once an employee has completed the registration procedure, he is enabled to cre-
ate a social signature on a document with scope and validity relevant to the working
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domain. This is done by the procedure described below. First, the employee runs
the social signature software and selects the file to sign. Thereafter, the signer is
prompted to enter his Twitter username and password. The signature software com-
putes the hash of the file by the cryptographic hash function SHA-256. Let H be the
hexadecimal representation of the resulting digest. Now, the software allows the user
to post the tweet I have signed the document #H, which is shorter than
140 characters (i.e., the maximum tweet length). In this phase, @Company receives
the tweet and then tweets the message @X has signed the document #H.
This message is called confirmation tweet.

Any employee or the company itself can verify the social signature generated by
an employee through the procedure described below. First, the user selects the file
whose signature has to be validated. Then, the software computes the hexadecimal
representation H of the digest of the selected file by means of SHA-256 and search
for the tweets with hashtag #H. If no confirmation tweet from the company with
the message @X has signed the document #H is found, then the signature
verification fails. Otherwise, the signature is considered valid and the identity of the
employee who posted this tweet is returned. Observe that, more than one tweet (from
different accounts) with this message can be found, this means that more employees
have signed this document.

In [5], the authors prove also that social signature provides the basic features
typically required to an advanced electronic signature and discuss several attacks
that could be done and how they are disarmed.

5 Conclusion

In this chapter, we presented some important milestones of the route followed during
the SEBD story by the research group of the University Mediterranea of Reggio
Calabria. As depicted throughout the chapter, they studied non-core problems of
databases, by focusing their attention towards topics bridging different domains, like
social data and cybersecurity. This is a proof that the SEBD community has, since
its birth, a very open view of research in the field of databases, thus believing, as
the authors of this chapter, that weak ties can be beneficial for every community (as
Granovetter taught us [19]). This is the spirit that will drive the future work of the
research group of the University Mediterranea of Reggio Calabria during the long
and successful future story of SEBD.
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Confidentiality Protection in Large Databases

Sabrina De Capitani di Vimercati, Sara Foresti, Giovanni Livraga,
Stefano Paraboschi and Pierangela Samarati

Abstract A growing trend in today’s society is outsourcing large databases to the
cloud. This permits to move the management burden from the data owner to external
providers, which can make vast and scalable infrastructures available at competitive
prices. Since large databases can include sensitive information, effective protection
of data confidentiality is a key issue to fully enable data owners to enjoy the benefits of
cloud-based solutions. Data encryption and data fragmentation have been proposed
as two natural solutions for protecting data confidentiality. However, their adoption
does not permit to completely delegate query evaluation at the provider. In this
chapter, we illustrate some encryption-based and fragmentation-based solutions for
protecting data confidentiality, discussing also how they support query execution.

1 Introduction

Starting from the pioneering Database-as-a-Service (DaaS) paradigm [20], recent
years have seen an ever-growing trend towards the outsourcing of large data collec-
tions to external providers. By delegating data storage and management to external
third parties, data owners can enjoy the immediate benefits of a reduced overhead at
their side. The rapid advancements in cloud computing have accelerated this trend:
the availability of a rich cloud market allows data owners to store and maintain huge
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data collections in the cloud at competitive (and typically pay-as-you-go) prices. The
benefits of data outsourcing are multiple and not confined to economic factors, rang-
ing from high service availability, to improved scalability and elasticity. However,
no lunch comes for free, and one of the major issues arising when resorting to the
cloud for data storage and management is the inevitable loss of control by the owner
over her own data, and consequent risks to data protection in this context. Cloud
providers are typically considered honest-but-curious, that is, trustworthy for cor-
rectly managing data but not trusted for accessing their content. Besides the intuitive
need for protecting data confidentiality against external unauthorized subjects, it is
then essential to protect it also against the provider itself.

Encryption represents a natural means for providing data confidentiality: bywrap-
ping data with a layer of encryption, data are made unintelligible to unauthorized
parties (which do not know the encryption key). If data are encrypted by their owner
before being outsourced to the cloud, encryption also effectively provides data confi-
dentiality against the storage provider itself [26]. Encrypting an entire data collection
however can represent an overdo in many scenarios, where what is sensitive is the
association among data items, rather than the data themselves. For instance, while
knowing that a hospitalized patient is named Alice, and that a patient at the same
hospital has flumight not be sensitive, the fact that Alice suffers fromflu can be sensi-
tive. The sensitive association between patients’ names and diseases can be protected
by simply storing names and diseases in two unlinkable data chunks, reducing the
need for encryption. Following this intuition, the research community has proposed
to combine encryption with data fragmentation [15]. In a nutshell, fragmentation-
based techniques protect sensitive associations among data by splitting them into
different unlinkable fragments (e.g., [1, 5, 7]).

Both encryption and fragmentation, while proved effective for confidentiality
protection, cam impair query execution or make it more complex. Indeed, the cloud
provider neither knows the encryption keys used to protect sensitive data nor can join
fragments.Hence, it cannot evaluate user queries formulated on the original (plaintext
and non-fragmented) relation. A naive solution would require the provider to return
the entire encrypted or fragmented relation to the requesting user who (being autho-
rized to issue queries) can decrypt or recombine it, to evaluate the query locally. This
solution is however not viable, as it would nullify the benefits of resorting to the cloud.
We will see how the use of indexes (metadata) associated with the encrypted relation
or specific strategies allow the (partial) query evaluation directly at the provider,
without requiring to decrypt data or join fragments (e.g., [1, 5, 7, 13, 20]).

In this chapter, we illustrate encryption-based and fragmentation-based tech-
niques for protecting the confidentiality of large data collections outsourced at cloud
providers, discussing also their support for query execution. Clearly, data confiden-
tiality is only one aspect of the more general problem of ensuring proper protection
to data. Many other problems have been investigated (e.g., [16, 22, 23]) but they
are outside the scope of this chapter. The remainder of this chapter is organized
as follow. Section2 describes encryption-based solutions, while Sect. 3 presents
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fragmentation-based techniques, describing both the protection model and query
evaluation approaches. Section4 finally concludes the chapter.

2 Encryption-Based Approaches

A natural solution for protecting data confidentiality consists in wrapping data with
an encryption layer. Not knowing the encryption key, unauthorized subjects cannot
decrypt the data and access their plaintext content. In this section, we discuss the use
of encryption to protect the confidentiality of outsourced data, and illustrate different
techniques that can be used to (partially) delegate query evaluation on encrypted data
to the cloud provider.We first focus on the index-based approach (Sect. 2.1), and then
illustrate solutions that support the execution of queries directly over encrypted data
(Sect. 2.2). For simplicity, we focus on outsourced data organized as a relation r
defined over a relational schema R(a1, . . . , an), with the note that the discussed
protection techniques can also be applied to different (semi-)structured data models.
We further note that the encryption schemas supporting keyword-based searches over
generic encrypted data are outside the scope of this chapter and therefore we do not
discuss them.

2.1 Encryption and Indexes

Data can be encrypted with symmetric as well as asymmetric encryption algorithms
but, since symmetric encryption is typically cheaper, many proposals adopt symmet-
ric encryption [26]. The outsourced relation can be encrypted at different granularity
levels: cell level, attribute level, tuple level, or relation level. The chosen granularity
level impacts on the query evaluation process, with consequences on its performance.
For instance, relation-level encryption would require to return to the requesting user
the entire encrypted relation. In general, finer granularity levels enable users to be
more precise in downloading the encrypted content of interest but, on the other hand,
cause a high overhead due to encryption/decryption operations. Viceversa, coarser
granularity levels imply a lower overhead for encryption/decryption operations, but
require to download larger encrypted chunks than necessary for query evaluation.
Tuple-level encryption represents a good tradeoff between the overhead caused by
encryption/decryption operations and query execution efficiency [26].

With tuple-level encryption, a relation r definedover relation schemaR(a1, . . . , an)
is outsourced at the cloud provider as an encrypted relation re defined over schema
Re( tid , enc), with tid the primary key added to the encrypted relation and
enc the encrypted tuple. Each tuple t in r is represented as an encrypted tuple te in
re, where te[tid] is a random identifier and te[enc] = Ek(t) is the encrypted tuple
content, with E a symmetric encryption function with key k . To illustrate, consider
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FinancialData
SSN Name Race Job Salary Ins

123-45-6789 Alice white teacher 40K 160
234-56-7890 Bob while farmer 25K 100
345-67-8901 Carol asian nurse 20K 100
456-78-9012 David black lawyer 50K 200
567-89-0123 Eric black secretary 20K 100
678-90-1234 Fred asian lawyer 40K 180

c1={SSN}
c2={Name, Salary}
c3={Name, Ins}
c4={Salary, Ins}
c5={Race, Job, Ins}

(a) (b)

Fig. 1 An example of a relation (a) and of confidentiality constraints over it (b)

FinancialDatae

tid enc

1 4tBf
2 lkG7
3 wF4t
4 m;Oi
5 n:8u
6 xF-g

FinancialDatae
ι

tid enc Ir Ij Is Ii

1 4tBf α δ ζ ξ
2 lkG7 α δ η ν
3 wF4t β θ ν
4 m;Oi γ κ ξ
5 n:8u γ δ λ ν
6 xF-g β μ ξ

(a) (b)

Fig. 2 An example of encrypted (a) and encrypted and indexed (b) versions of relation Finan-
cialData in Fig. 1a

relation FinancialData in Fig. 1a, reporting financial information about a set of
individuals. Figure2a illustrates an example of an encrypted version of it.

Query evaluation. To enable query evaluation over encrypted data at the cloud
provider, without the need of decryption, index-based solutions complement the
encrypted relation with indexes. Indexes are metadata that preserve some of the
properties of the attributes on which they have been defined, and therefore can be
used for query evaluation. Indexes are represented as additional attributes in the
encrypted (and indexed) relation reι , which is then defined over schema Re

ι (tid, enc,
Ii1 , . . . , Ii j ), with Iil , l = 1, . . . , j the index defined over attribute ail in R. Note that
not all attributes must be associated with an index – on the contrary, only those that
are expected to be involved in conditions in query evaluation need to be indexed.
Figure2b illustrates an example of an encrypted and indexed version of relation
FinancialData in Fig. 1, with indexes over attributes Race, Job, Salary, and
Ins. For simplicity, indexes are represented in the figure with Greek letters.

Different indexing techniques have been proposed, depending on the mapping
between plaintext and index values and on the supported conditions [17, 18]. Equality
conditions of the form a = v, with v a value in the domain of a, are supported by
many indexing techniques, such as encryption-based [13], bucket-based [20], and
hash-based [13] indexes. Encryption-based indexes associate index value Ek(t[a])
with plaintext value t[a], where E is a symmetric encryption scheme and k is the
encryption key. Bucket-based indexes partition the domain of an attribute a in disjoint
subsets of contiguous values each of which is associated with a label. A plaintext
value t[a] is represented in the index with the label l of the partition to which t[a]
belongs. Hash-based indexes instead adopt a secure hash function h that generates
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collisions, and the index value associated with plaintext value t[a] is computed as
h(t[a]). For instance, consider the encrypted and indexed relation in Fig. 2: index
Ir is an encryption-based index over attribute Race of relation FinancialData in
Fig. 1a; index Ii is a partition-based index over attribute Ins, where the domain has
been partitioned in two intervals: [100, 150] with label ν, and [151,200] with label
ξ ; and index I j is a hash-based index over attribute Job, where the hash function
is defined as follows: h(teacher) = h(farmer) = h(secretary) = δ and h(nurse) =
h(lawyer) = ε.

Range conditions of the form a in [vi , v j ], with a an attribute and [vi , v j ] a range in
the domain of a are supported by bucket-based indexes, if the labels associated with
them are defined so to preserve the order among attribute values (leaking however the
order of attribute values to the provider). An indexing technique specifically designed
to support range queries is based on a B+-tree index defined over the plaintext
attribute to be indexed [13]. The B+-tree index is represented at the provider through
an additional encrypted relation. Alternative solutions to support range conditions
rely on Order Preserving Encryption Schemas (OPES [2, 28]).

Aggregate operators [19, 21] such as sum and avg are supported by indexes
defined using homomorphic encryption [4, 11, 12, 19, 25], which allows the eval-
uation of arithmetic operators directly on encrypted data. The downside of these
indexes is represented by the high computational overhead caused by homomorphic
encryption schemes.

Given an encrypted and indexed relation reι over schema Re( tid , enc), a query
q formulated by the user on the original relation schema R(a1, . . . , an) is translated
into two queries qp and qu , operating at the provider and at the user sides, respectively.
The original conditions in q are translated into equivalent conditions on the indexes
in Re to define the query qp operating at the provider. Query qu operates on the result
of qp to evaluate conditions that cannot be delegated to the provider (e.g., conditions
over attributes that are not associated with indexes), and to filter the spurious tuples.
For instance, with reference to the encrypted and indexed relation in Figs. 2b, 3
illustrates an example of query execution over the encrypted and indexed relation in
Fig. 2b.

qu: select Name
from Decrypt(Rp.enc,k)
where Job=‘teacher’

qp: select tid, enc
from FinancialDatae

where Ir=α and Ij=δ

Fig. 3 Execution of query “select Name from FinancialData where Race=‘white’ and
Job=‘teacher’” over the encrypted and indexed relation of Fig. 2b as subqueries at the provider
side (qp) and at the user side (qu)



462 S. De Capitani di Vimercati et al.

2.2 Encrypted Data Processing

An alternative to indexes to partially delegate query execution to the provider con-
sists in adopting encryption techniques that support the execution of operations or
the evaluation of conditions directly over encrypted data. For instance, deterministic
encryption supports the evaluation of equality conditions, Order Preserving Encryp-
tion (OPE) supports the evaluation of range conditions (e.g., [2, 28]), and fully homo-
morphic encryption supports the evaluation of any function (e.g., [19]). Taking these
encryption techniques as basic building blocks, some encrypted database systems
have been developed (e.g., CryptDB [24], Monomi [27], and Cipherbase [3]), which
support query processing over encrypted data. Among these systems, we describe
CryptDB since it specifically focuses on query processing. Monomi focuses more
on the physical design of the encrypted database with respect to a given workload
and Cipherbase, being based on a trusted hardware on the untrusted cloud provider
(which can perform arbitrary computation) focuses on how and where (client, server,
trusted hardware) execute a computation.

CryptDB chooses a different encryption schema (depending on the conditions to
be supported) for each attribute, and applies encryption at the cell level. To support
different operations/conditions on the same attribute, multiple encryption layers are
wrapped around a cell, forming an onion-like structure [24]. Note that the encryp-
tion layers are the same for all the cells in the same column, but they may vary
from an attribute to another (depending on the kinds of queries to be supported).
The outermost level features the strongest encryption (i.e., randomized encryption, a
probabilistic scheme where two equal values are mapped onto different ciphertexts
with non-negligible probability [24]), while the innermost level represents plaintext
data. Proceeding from the outermost to the innermost layers, the adopted encryp-
tion scheme provides weaker security guarantees but supports more computations
over encrypted data. For instance, attribute Salary in relation FinancialData in
Fig. 1 can be encrypted with randomized encryption (to maximize protection in stor-
age), deterministic encryption (to support equality conditions), and OPE (to support
aggregates and range conditions), as illustrated in Fig. 4.

Encryption is dynamically regulated depending on the operations to be evalu-
ated, by removing encryption layers. For instance, consider a query q : select
avg(Salary) from FinancialData, and assume that the encryption layers
are as in Fig. 4. To enable the cloud provider to compute the average salary, the
randomized and deterministic encryption layers are removed. Note that once a layer

Fig. 4 An example of
encryption layers adopted by
CryptDB [24]
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of encryption is removed from an attribute, it cannot be restored as data have been
exposed to the provider, which cannot be considered oblivious.

Query evaluation. Query execution with CryptDB assumes a trusted proxy mediat-
ing the communications between the users and the cloud provider. The proxy stores
a secret master key k , the database schema, and keeps track of the current encryption
layers protecting each attribute in the relation. Given a query q issued by a user,
the proxy rewrites it into an equivalent query q̂ operating over the encrypted rela-
tion choosing, for each attribute on which the query operates, the most appropriate
encryption layer in its onion structure. If one (or more) encryption layer(s) should be
removed from one (or more) attribute(s), the proxy issues an update query remov-
ing it (them). The proxy forwards q̂ to the cloud provider, which executes it. The
provider then returns the encrypted result of q̂ to the proxy, which finally decrypts it
and sends the plaintext result to the user.

3 Fragmentation-Based Approaches

Besides complicating query execution, encryption could also be an overdo since,
in many scenarios, what is sensitive is the association among data (e.g., the iden-
tity of a patient and her salary), rather than the data items singly taken. In these
cases, confidentiality of associations can be more conveniently protected by stor-
ing different portions of data in different, non-linkable fragments. In the context of
fragmentation, sensitive attributes and sensitive associations among attributes can be
formulated as confidentiality constraints, that is, sets of attributes whose joint vis-
ibility should be protected [1]. Singleton sets (singleton constraints) correspond to
sensitive attributes; non-singleton sets (association constraints) correspond to sen-
sitive associations. Figure1b illustrates a set C of confidentiality constraints over
relation FinancialData in Fig. 1a. In particular, c1 is a singleton constraint stating
that the SSN of the individuals is sensitive per se; c2, . . . , c5 are association con-
straints stating that: the salary and insurance of an individual are sensitive (c2 and
c3), the associations between a certain salary and the insurance (c4), and among the
race, job, and insurance of an individual (c5) are sensitive. In this section, we illus-
trate three solutions that rely on fragmentation for protecting data confidentiality. We
focus on solutions that assume attributes to be independent, while noting that frag-
mentation can also consider dependencies and correlations among attributes, which
could introduce inferences channels [14].

3.1 Two Can Keep a Secret

The first approach protecting data confidentiality through fragmentation guarantees
data protection splitting the original relation into two fragments that do not include
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sensitive attributes or associations. The two fragments are guaranteed to be unlinkable
as they are stored at two non-communicating providers [1].

Confidentiality constraints are satisfied by properly combining fragmentation and
encoding [1]. Encoding an attribute a consists in splitting it into two attributes ai

and a j , both necessary to reconstruct the values of a (i.e., a = ai � a j , with � a non-
invertible composition operator). Encryption represents a possible encoding tech-
nique, placing the ciphertext in ai and the encryption key in a j , with � the encryp-
tion algorithm. For simplicity, we will assume encryption as the adopted encoding
technique.

A relation r over a schema R fragmented according to the proposal in [1] pro-
duces a fragmentation F = {F1,F2,E}, with F1,F2,E ⊆ R. F1 and F2 are the sets
of attributes represented in plaintext in the two fragments, while E is the set of
encrypted attributes. Singleton confidentiality constraints are satisfied by encrypting
the sensitive attributes (i.e., by placing them into E). Association constraints are
typically satisfied by splitting the attributes they include between F1 and F2. Being
the number of fragments fixed to two, it might happen that an attribute cannot be
stored at any of the two fragments without violating some constraints. In such a
situation, the attribute is encrypted. To illustrate, consider constraints c2, c3, and c4
in Fig. 1b: it is not possible to split attributes Name, Salary, and Ins between
two fragments without violating a constraint. A fragmentation F = {F1,F2,E} is
correct iff the following two conditions hold: (i) ∀c ∈ C : c � F1, c � F2 (confi-
dentiality); and (ii) F1 ∪ F2 ∪ E = R (completeness). Condition (i) ensures that
neither F1 nor F2 store all the attributes in a confidentiality constraint in plaintext,
while condition (ii) ensures that all attributes of the original relation are included
in the fragmentation (i.e., no information is lost due to fragmentation). A correct
fragmentation guarantees that sensitive values and associations are not accessible
to non-authorized users (since they do not know the encryption key, and the two
providers do not communicate), and that the original relation r can be reconstructed
by authorized users from F . Considering the relation and the confidentiality con-
straints in Fig. 1, an example of a correct fragmentation is F = {F1,F2,E}, with
F1 = {Name,Race,Job},F2 = {Salary},E = {SSN,Ins}.

At the physical level, fragments F1 and F2 are represented by two physical frag-
ments Fe

1 andF
e
2, where each physical fragmentFe

i stores the attributes inFi in plain-
text, a tuple identifier tid, and the encrypted attribute values (or the corresponding
keys). The tuple identifier is needed for authorized users to recombine the content of
the fragments, to reconstruct the original relation. Each tuple t in r is represented by
a tuple te1 in Fe

1 and a tuple te2 in Fe
2 sharing the tuple identifier tid. Tuples te1 and

te2 include in plaintext the values of the attributes in F1 and F2, respectively. Also,
tuple te1 includes the encrypted values of the attributes in E, while te2 includes the
corresponding encryption keys (or viceversa). Figure5 illustrates the physical frag-
ments Fe

1 and Fe
2 representing a correct fragmentation of relation FinancialData

in Fig. 1.
Given a relation schema R and a set C of confidentiality constraints over it, there

might exist different correct fragmentations satisfying C. For instance, a fragmen-
tation where fragments F1 and F2 are empty, and E = R is clearly correct, but is
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Fe
1

tid Name Race Job SSN1 Ins1

1 Alice white teacher E(123-45-6789,kSSN1) E(150,kIns1)
2 Bob while farmer E(234-56-7890,kSSN2) E(100,kIns2)
3 Carol asian nurse E(345-67-8901,kSSN3) E(100,kIns3)
4 David black lawyer E(456-78-9012,kSSN4) E(200,kIns4)
5 Eric black secretary E(567-89-0123,kSSN5) E(100,kIns5)
6 Fred asian lawyer E(678-90-1234,kSSN6) E(180,kIns6)

Fe
2

tid Salary SSN2 Ins2

1 40K kSSN1 kIns1
2 25K kSSN2 kIns2
3 20K kSSN3 kIns3
4 50K kSSN4 kIns4
5 20K kSSN5 kIns5
6 40K kSSN6 kIns6

Fig. 5 Two can keep a secret: an example of a correct fragmentation of relation FinancialData
in Fig. 1a

typically undesirable since queries can be evaluated at the user side only. The authors
of [1] then propose a metric to evaluate the quality of a fragmentation (where an opti-
mal fragmentation minimizes the cost of evaluating a sample query workload on the
user-side), and a heuristic algorithm to solve the (NP-hard) problem of computing
such an optimal fragmentation.

Query evaluation. Since fragmentation should be transparent to final users, queries
are formulated over the original relation r , and then are translated into a set of
equivalent queries operating on the fragmentationF . The intuition behind such query
translation process is that all conditions operating on attributes stored plaintext at
Fe
1 (Fe

2, resp.) can be easily evaluated by the provider storing Fe
1 (Fe

2, resp.). All
conditions over attributes in E or over pairs of attributes split between F1 and F2

cannot be evaluated by the providers; these conditions are evaluated at the user-side.
Given a query q, it is then translated into three queries: q1, which can be evaluated
by the provider storing Fe

1; q2, which can be evaluated by the provider storing Fe
2;

and qu , which must be evaluated by the user on the results of q1 and q2. Naturally,
the translation must guarantee equivalence (i.e., the evaluation of q1, q2, and qu must
produce the same result as q), and it should push as much computation as possible to
the providers to limit the burden at the user side. The query evaluation can follow two
different strategies: the parallel strategy, where each provider evaluates its query and
returns the result to the user, who joins them and evaluates query qu to finally obtain
the query result; and the sequential strategy where one of the two providers goes first
and returns the result of its query to the user, who then passes the tuple identifiers in
the query result to the second provider, and the user finally combines the two results
of q1 and q2 and evaluates qu . Both the parallel and the sequential strategies permit
to correctly evaluate a query q on a fragmentation F = {F1,F2,E}. The parallel
strategy, while reducing response time (the providers execute their queries at the
same time), is likely to cause a higher communication costs. The sequential strategy
may instead cause a delay in obtaining the final query result since the results from a
provider are needed before a query is sent to the other provider.

Figure6 illustrates an example of query execution over the fragments in Fig. 5.
Here, condition tid in {4, 6} in q2 of the sequential strategy is needed to consider
in the execution of q2 only the tuples returned by q1.
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Parallel strategy

q1: select tid, Name, Ins1

from F e
1

where Job=‘lawyer’

q2: select tid, Ins2

from F e
2

where Salary=40K

qu: select Name
from R1 join R2 on R1.tid=R2.tid
where Decrypt(Ins1 , Ins2)=180

Sequential strategy

q1: select tid, Name, Ins1

from F e
1

where Job=‘lawyer’

q2: select tid, Ins2

from F e
2

where tid in {4,6} and Salary=40K

qu: select Name
from R1 join R2 on R1.tid=R2.tid
where Decrypt(Ins1 , Ins2)=180

Fig. 6 Execution of query “select Name from FinancialData where Job=‘lawyer’ and
Salary = 40K and Ins = 180” over the fragments of Fig. 5 as subqueries at the providers side
(q1 and q2) and at the user side (qu) with parallel and sequential strategies

3.2 Multiple Fragments

Two can keep a secret approach guarantees the unlinkability of fragments, needed
to ensure satisfaction of constraints, by assuming the two providers to neither com-
municate nor collude. However, this assumption is difficult to enforce in practice,
and thus reduces the applicability of this model in real world scenarios. Themultiple
fragments approach overcomes this assumption by defining an arbitrary number of
uninkable fragments [5].

Unlinkability among fragments is guaranteed by requiring that no plaintext
attribute is included in more than one fragment. If each fragment singly taken satis-
fies the constraints, then all fragments of a fragmentation can be stored at the same
provider without risks for confidentiality.

Confidentiality constraints are satisfied (like in the proposal in [1]) by properly
combining fragmentation and encryption. More precisely, singleton constraints are
satisfied by encrypting the attribute they involve. Association constraints can instead
be satisfied by either encrypting at least one of the attributes they include (satis-
faction through encryption), or storing these attributes in different fragments (sat-
isfaction through fragmentation). A fragmentation F = {F1, . . . ,Fm} is correct iff
the following two conditions hold: (i) ∀c ∈ C, ∀F ∈ F : c � F (confidentiality);
(ii) ∀Fi ,F j ∈ F , i �= j : Fi ∩ F j = ∅ (unlinkability). Condition (i) ensures that no
fragment in F can contain all the attributes included in a confidentiality constraint.
Condition (ii) ensures instead that all fragments in the fragmentation are disjoint. For
instance, F={{Name,Job}, {Salary}, {Race,Ins}} is a correct fragmentation
of relation FinancialData in Fig. 1a with respect to the constraints in Fig. 1b.

The multiple fragments approach has two immediate advantages over the solu-
tion in [1]. First, the entire fragmentation can be stored at a single cloud provider (as
fragments F1, . . . ,Fn ofF are disjoint), thus removing the need for having multiple
non-communicating providers. Second, being the fragmentation not limited to two
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Fe
1

salt enc Name Job

s11 xTb: Alice teacher
s12 o;!G Bob farmer
s13 Ap’L Carol nurse
s14 .u7t David lawyer
s15 y”e3 Eric secretary
s16 (l1! Fred lawyer

Fe
2

salt enc Salary

s21 hg5= 40K
s22 mB71 25K
s23 :k?2 20K
s24 Ql4, 50K
s25 -kGd 20K
s26 p[Mz 40K

Fe
3

salt enc Race Ins

s31 bP5 white 160
s32 *Cx white 100
s33 1Bny asian 100
s34 Oj)6 black 200
s35 vT7/ black 100
s36 l1fY asian 180

Fig. 7 Multiple fragments: an example of a correct fragmentation of relation FinancialData in
Fig. 1a

fragments, it is always possible to satisfy an association constraint through fragmen-
tation, hence limiting encryption to the satisfaction of singleton constraints only.
Such an approach increases the visibility over the data, improving the performance
in accessing data (e.g., for query evaluation): the plaintext inclusion of an attribute
a in a fragment F allows for the evaluation of conditions over a directly at the cloud
provider storing F . The multiple fragments approach aims therefore at computing
fragmentations that maximize plaintext visibility, that is, where each attribute not
included in a singleton constraint is plaintext represented in at least one fragment.
Note that, combining this requirement with the unlinkability condition, each attribute
not involved in a singleton constraint is plaintext included in exactly one fragment.
For instance, F={{Name,Job}, {Salary}, {Race,Ins}} is a correct fragmenta-
tion of relation FinancialData in Fig. 1 that maximizes visibility.

At the physical level, each fragment Fi is represented by a physical fragment Fe
i

storing: the attributes inFi in plaintext; the attributes inR \ Fi in encrypted form; and
a primary key salt containing random values. Each tuple t in r is represented by a
tuple tei in each physical fragment Fe

i , where t
e
i [a]=t[a] for all a ∈ Fi ; tei [salt] is a

random nonce; and tei [encr] = Ek(t[a j , . . . , ak] ⊕ te[salt]), with {a j , . . . , ak} =
R \ Fi . Since each physical fragment stores, either plaintext or encrypted, all the
attributes in R, every query can be evaluated on a single fragment. Figure7 illustrates
the physical fragments of a correct fragmentation of the relation inFig. 1awith respect
to the constraints in Fig. 1b.

Given a relation schema R and a set C of confidentiality constraints over it, there
might exist different correct fragmentations (i.e., satisfying C) that maximize vis-
ibility. For instance, a fragmentation where all attributes not involved in singleton
constraints are stored at a different fragment would be correct but likely undesirable,
complicating the execution of queries involving more than one attribute. Different
metrics have therefore been proposed to evaluate the quality of a fragmentation F ,
aimed at minimizing the number of fragments in F (e.g., [5, 10, 14]), or the cost
needed to execute a query workload (e.g. [6, 8]).

Query evaluation. Since all physical fragments of a fragmentation include, either
plaintext or encrypted, all the attributes of R, a query q can be executed over any
fragment. However, from a user’s point of view, it is clearly more convenient to
use the fragment that permits to delegate to the cloud provider most of the query
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qu: select Name
from Decrypt(Rp.enc⊕salt,k)
where Salary=40K

qp: select salt, enc, Name
from F e

1

where Job=‘teacher’

Fig. 8 Execution of query “select Name from FinancialDatawhere Salary = 40K and
Job=‘teacher’” over fragment Fe

1 of Fig. 7 as subqueries at the provider’s side (qp) and at the user’s
side (qu)

evaluation (i.e., the fragment storing in plaintext most of the attributes in which the
conditions of q operate). The original query is then translated into an equivalent pair
of queries qp and qu , operating at the provider and at the user sides, respectively.
Query qp, which can include conditions over the attributes plaintext represented
in the fragment, is sent to the provider, which returns the result to the user. The
user decrypts the encrypted attributes in the result of qp (if any), and evaluates qu ,
evaluating conditions over the attributes not plaintext included in the fragment. With
reference to the relation in Fig. 1a and the fragmentation in Figs. 7, 8 illustrates an
example of query execution, assuming to choose fragment Fe

1.

3.3 Keep a Few

While both the two can keep a secret and the multiple fragments approaches build
upon a combination of fragmentation and encryption, the keep a few approach [7,
9] completely departs from encryption. Such an approach can be adopted when the
data owner (or a trusted third party) is available for storing a limited portion of the
data. Confidentiality constraints are then satisfied by combining fragmentation with
owner-side storage. More precisely, singleton constraints are satisfied by storing
at the owner side the attribute they involve. Similarly, association constraints are
satisfied by storing at least one of the attributes they include at the owner side.
A fragmentation F of a relation r defined over relation schema R is then a pair
F = 〈Fo, Fp〉 of fragments, with Fo,F p ⊆ R, and where Fo is stored at the data
owner and F p is outsourced at a cloud provider. A fragmentation F = 〈Fo, Fp〉 is
correct iff the following two conditions hold: (i) ∀c ∈ C, c � F p (confidentiality);
(ii) Fo ∪ F p = R (losslessness). Condition (i) ensures that F p does not contain all
the attributes involved in a confidentiality constraint. Note that the confidentiality
condition is not needed to hold on Fo, since this fragment is stored at the owner
and hence is not accessible to non-authorized users. Condition (ii) ensures that the
fragmentation includes all the attributes in R, guaranteeing that no information is lost
due to fragmentation. Note that, since including the same attribute in both Fo and
Fp would be redundant, the two fragments are typically required to be disjoint (i.e.,
F p ∩ Fo = ∅). For instance, F = 〈Fo, Fp〉 with Fo = {SSN, Name, Ins} and F p =
{Race, Job, Salary} is an example of a correct and non-redundant fragmentation
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Fe
o

tid SSN Name Ins

1 123-45-6789 Alice 160
2 234-56-7890 Bob 100
3 345-67-8901 Carol 100
4 456-7 8-9012 David 200
5 567-89-0123 Eric 100
6 678-90-1234 Fred 180

Fe
p

tid Race Job Salary

1 white teacher 40K
2 while farmer 25K
3 asian nurse 20K
4 black lawyer 50K
5 black secretary 20K
6 asian lawyer 40K

Fig. 9 Keep a few: an example of a correct fragmentation of relation FinancialData in Fig. 1a

of relation FinancialData in Fig. 1a, with respect to the confidentiality constraints
in Fig. 1b.

At the physical level, fragments Fp and Fo are translated into two physical frag-
ments Fe

p and F
e
o, including all attributes (plaintext, as no encryption is adopted with

this approach) in F p and Fo, respectively. Both physical fragments are also enriched
with a common tuple identifier tid that authorized users can use to correctly recon-
struct the original relation. Figure9 illustrates the physical fragments of a correct
fragmentation of relation FinancialData in Fig. 1a.

Given a relation schema R and a set C of confidentiality constraints over it, there
can exist different correct and non-redundant fragmentations. For instance, a frag-
mentationF = 〈Fo, Fp〉whereF p = ∅ andFo = R is correct andnon-redundant, but
likely to be undesirable since no attribute is outsourced to the cloud. Several metrics
have been proposed to evaluate the quality of a fragmentation, aimed at minimizing
the burden for the data owner, which can be measured in terms of the number/size
of the attributes stored owner-side at Fo, or of the computational overhead left at the
data owner based on a query workload [7, 9].

Query evaluation. A query q formulated over the original relation schema R is
transformed into two equivalent queries qp and qo, operating at the provider and at the
owner sides, respectively: qp includes conditions operating only on attributes in F p;
qo includes conditions operating on attributes inFo (or comparing attributes in the two
fragments). The evaluation of q can follow two strategies, depending on the order in
which qp and qo are evaluated. In the provider-owner strategy, the provider evaluates
qp and returns the result to the owner, who joins it with its fragment and evaluates
qo to obtain the result of q. In the owner-provider strategy, the owner evaluates
conditions in q that involve only attributes in Fo, and sends then the identifier of the
tuples satisfying such conditions to the provider. The provider evaluates qp on these
tuples, and returns the result to the owner. The data owner joins her fragment with the
result computed by the provider and evaluates the conditions that involve attributes
in both fragments, obtaining the result of q. Figure10 illustrates an example of query
execution according to these two strategies.

While both the provider-owner strategy and the owner-provider strategy correctly
compute the result of a query q, the latter can leak sensitive information. In fact, if
the provider knows the original query q, it can learn which are the tuples in Fp that
satisfy the conditions evaluated by the data owner (the individuals with Ins equal
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Provider-Owner strategy
qp: select tid, Name

from F e
p

where Salary=20K

qo: select Name
from F e

p join Rp on F e
p.tid=Rp.tid

where Ins=100

Owner-Provider strategy
qo: select tid

from F e
o

where Ins=100

qp: select tid, Name
from F e

p

where (tid in {2,3,5}) and Salary=20K

qpo: select Name
from F e

o join Rp on F e
o.tid=Rp.tid

Fig. 10 Execution of query “select Name from FinancialData where Salary=20K and
Ins=180” over the fragments of Fig. 9 as subqueries at the provider side (qp) and at the owner side
(qo and qpo), with provider-owner and owner-provider strategies

to 100 in our example), even if the provider is not authorized to see the content of
the attributes in Fo.

4 Conclusions

We have illustrated encryption-based and fragmentation-based solutions for protect-
ing confidentiality in large databases when they are outsourced to the cloud. Since
both encryption and fragmentation complicate or even prevent query execution at
the provider, we have also illustrated some of the existing approaches that enable
(partial) query execution directly at the provider, without the need for decrypting
encrypted data, or of joining fragments.

Acknowledgements This work was supported in part by the EC within the H2020 under grant
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Database Community and Health Related
Data: Experiences Through the Last Decade

Pietro H. Guzzi, Giuseppe Tradigo and Pierangelo Veltri

Abstract Database community has been involved in topics related to improve data-
related techniques or to solve data access efficiency. Health domain has been attract-
ing the interest of database community as an application domain for many database
research topics, including: (i) health data heterogeneity (e.g., different health bioim-
ages protocols), (ii) data size (e.g., patient health related data), (iii) biomedical signals
(e.g., electrocardiography data, ECG), (iv) geographical data (e.g., epidemiological
one), and more recently (v) genomic and proteomic data as well as NGS data. In
this chapter we present experiences from the last decade, made in a medical school,
where we used database experiences to manage and analyse clinical, biological and
health related data. The methodology is problem oriented and shows how to start
from a problem defined in the medical domain and choose and apply techniques
often known by the database community. In this chapter interesting results, in terms
of applications to the clinical and medical domains, are reported.

1 Introduction

The recent evolutions of healthcare technology made available a large number of
data to healthcare community. Such data span a broad range in terms of format and
dimensions.Despite the large heterogeneity the correctmanagement of such datamay
improve considerably research and help clinicians and researcher as well as health-
care decision makers. More recently, medicine is moving to a data-science approach
in order to face the so-called precisionmedicine approach [10]. Technologies for data
productions enable the investigation of a large number of biological aspects consid-
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ering different points of view, from molecular aspects to the analysis of bio-signals
as well as the integration of geographically related data. Clinical and health related
fields are producing constantly growing datasets, containing data frommany different
actors, for instance: clinicians, biologists, biomedical engineers, bioinformaticians,
patients, citizens. Latter for instance are improved in terms of information coming
from health related applications (e.g., app devices for runners or bikers). Interactions
among these actors are based on the exchange of information such as disease proto-
cols, treatments and rules for early disease detection [22]. This huge quantity of data
can be extremely valuable not only for medical activity assessment or performance
verification, but also useful to researchers and social managers.

Recently, data is used for information prediction and not only for a posteriori
statistical analyses [5]. Health structures are indeed managed by calculating the
amount of money worth the clinical services provided by the health structure in
the previous quarter, but no prediction model is used to decide where and how to
intervene in the clinical process in order to optimize costs. Data is traditionally used
to create statistical models, while the new trend is to use data as a fundamental tool
for analysis, prediction and decision support for business intelligence (e.g., analytics,
OLAP).

Moreover the availability of health related knowledge derived from this data is an
important aim for many governments, that may decide their strategic politics on the
basis of updated reports. Similarly, open data protocols are increasing data sharing
and interchange among structure to allow the extraction of information useful to
study chronic diseases, as well as reducing costs [7].

Consequently, database community has found a large field of research in order to
design systems to help in managing huge quantity of information. Such systems are
designed to support researchers, physicians and healthcare operators whilemanaging
health-related information [6]. For instance, managing information flow regarding
patients in cardiology emergency intervention unit, is necessary to: (i) optimize
processes while scaling in terms of number of patients versus number of operators
and (ii) report data regarding research interesting topics.

In this chapter we report about experiences through last decade of applying data-
base knowledge at University of Catanzaro, by following clinical different divi-
sion cases and, for each one, presenting application scenarios. The chapter presents
examples of different cases in the fields of: cardiology and hemodynamic, electro-
physiology, magnetic resonance analysis, patient data sharing and computational
epidemiology, genome-wide association studies and proteomics, early detection and
remote data analysis.

2 Database Techniques for ‘Omics’ Data

Advances in genomic and proteomic researchmake possible to study newmethodolo-
gies and frameworks linking genomic information (i.e. origins of diseases or cellular
malfunctions) with clinical data. To enrich knowledge about diagnosis and therapies
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and treatments (to be included in EHR software tools), studies have been doing to
verify biological hypotheses by means of extracting information from large clinical
databases.

We studied many techniques for analysing proteomics data as well as genomic
data by starting from raw data. Starting from previous studies in 2004–2008 [9, 24],
passing through protein structure coordinates acquisition and prediction [16, 19],
arriving recently in studying genomics and information extraction from genes data
(both in NGS, next generating sequencing and microarray) [4, 13].

2.1 Managing Mass Spectrometry Data

Mass spectrometry (MS) is a well-known technique among physics researchers,
which has been attracting biologists. By using MS, a spectrum containing couples
of values [intensity, m/z] can be extracted by a biological sample. Biological sample
of a biomolecule with a certain mass to charge ratio (m/z) is represented. Specialists
may extract from spectra information on biological samples. MALDI-TOF data is
produced by a Matrix-Assisted Laser Desorption/Ionization (MALDI) mass spec-
trometer where [intensity, m/z] couples are identified by a time of flight (TOF)
detector. We developed a first experience by using MS data and by storing it in an
ad hoc defined database management system.

Mass spectrometer is able to detect and characterize biomolecules, such as
proteins/peptides, oligosaccharides and oligonucleotides, with molecular masses
between 400 and 350,000 Dalton (Da). Intensity values in an m/z range (also called
peaks), can be associated to peptide sequences contained in the original sample. Such
an association is performed by querying publicly available databases containing the-
oretical peaks values associated to known proteins/peptides.

Each spectrum is usually stored in a flat file managed by the file system such
that no meta information is associated to experiments thus limiting results sharing
and reusing. Indeed, each mass spectrometer experiment is associated to such meta
information: such as operator, spectrometer type, ionization technique, parameters,
and so on. Even if in some scenario it is possible to speed up spectra file manage-
ment operations (e.g., by using compression techniques), the main focus in using
spectrometers is to simplify information extraction from spectra data. Each spec-
trum stored as flat file, may be as large as hundreds of Kilobytes to some Gigabytes.
Large volume of data may occur while increasing the instruments resolution or by
using a more precise technique. Retrieving biological information from peaks con-
tained in each spectrum, adding annotations to it about biological intuition, and cross
validating experimental results require high performance platforms and ad hoc data
management strategies.

We experienced in defining a database system for managing spectra data, called
SpecDB. It allows to manage data coming from different nodes, each one associated
to a biological laboratory [24]. Spectra data produced in the laboratory are stored and
queried against nodes. Data mining techniques and preprocessing have been used for



476 P.H. Guzzi et al.

proteins identification. SpecDB was designed to work with grid environment, that
can be considered for the tome of publication (2005) could be considered pre-cloud
global environment.

2.2 Enhancing Information from Spectra Data

The result of an experiment is a MS/MS spectrum, i.e. a collection of spectra sig-
nals. Each spectra is a large collection of pairs (mass-to-charge ratio, intensity). In
such field we used database technology for improving the identification of peptides
(protein portions) in mass spectrometry analysis, such as in MS/MS ICAT analysis.
The target is to increase the number of peptides identified and quantified in input
samples.

Figure1 shows an example of a MS spectrum where [m/z, intensity] pairs are
related to the presence of a biomolecule in the input sample, with mass-to-charge
ratio m/z and abundance expressed by the intensity value [17]. Typically, these bio-
molecules are peptides. In fact they are more suitable for MS/MS sequencing than a
whole protein. The MS/MS process performs multiple MS analysis steps by gener-
ating a mass spectrum for fragments related to a subset of selected peaks identified
in a previous step.

Protein/peptide identification fromMS/MS spectra consists in the computation of
qualitative information and is performed by querying publicly available databases.
Proteomics literature presents a large number of highly specialized repositories and
tools for storing and handling large scale MS/MS proteomics datasets.

The protocol of the experiment marks two input protein mixtures (sample S1 and
sample S2) with H and L labels, having identical chemical properties but different
masses. Then, the labelled peptides are selectively captured by affinity chromatog-
raphy. Identical peptides belonging to the same protein, but originated from differ-
ent samples are detected at different m/z values because of the difference in mass,
which corresponds to different flight times. After a database search, peptide sequence
identification is performed to produce tables of proteins/peptides with their relative
expression levels.

Fig. 1 Mass spectrum of a
biological sample; X axis
contains mass/charge ratio,
Y axis indicates intensities at
the detector
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Fig. 2 The graphical user
interface of eipeptidi
showing the results of the
analysis of data stored into
the internal database

Database enrichment protocols have been used to implement a system, (see Fig. 2),
that is used to discover new peptides [2].

2.3 Managing Next Generation Data for Population
Wide Studies

Recently, possible applications of using PrecisionMedicine (PM) have been studied.
Personalized-based Medicine revisits current workflows in patients treatment and
healthcare [18]. The successful sequencing of the human genome [12], together with
subsequent studies about the discovery of single nucleotide polymorphism (SNP)
and genotyping efforts [8] showed that the human genome has a structure which is
much more complex than the sequence of its nucleotides (i.e., primary sequence).
One of the main discoveries is the linkage disequilibrium (LD) blocks which are
separated by points of recombination throughout the entire genome. It has also been
observed that it is possible to examine the DNA of an individual just by using a
fraction of the million SNPs existing in the population, which has given a huge
boost in genomics [20]. Genome-Wide Association Studies (GWAS) are a mature
tool towards to implement PM, being able to link genetic features (e.g., particular
gene variations and mutations) to phenotypical ones (e.g., diseases, analytes, life
expectancy, BMI index, sex, race, age).

A major goal is to support physicians in finding the right drug for the right patient
when they need it. This could also help patients affected by rare diseases for which it
has been economically impracticable to find a cure so far. GWAS can be considered
as the final step of a health workflow model in next generation clinical workflows.
GWAS studies often involve hundreds of thousands of genotypedmarkers for several
thousands individuals. Novel genetic data acquisition instruments can also acquire
entire genomes, allowing for genome-wide analyses, for groups of patients or even
populations, feasible. A GWAS tool, apart from the usual data management func-
tionalities, can perform: (i) summary statistics, (ii) population stratification, (iii)
association analyses, (iv) identity-by-descent estimation.
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GWAS data are stored in flat files and partially structured.We experienced inmap-
ping such data into partially structured databases to perform information extraction
and to relate clinical data with familiar data obtained by genomics data.

3 Database Techniques for DICOM Images

In this section we report about our experiences in applying database techniques in
acquiring, storing and managing radiological based images. Data is produced by
devices that respect the DICOM protocol [15] and stored in well defined informat-
ics systems called RIS PACS. Nevertheless, we treated problems related to manage
DICOM images due to physicians requirements which were not able to use such
sources of information adapted to their own protocols or to the department experi-
ences.

We report about an experiences (from 2006 until today) regarding acquiring and
managing biomedical images. We report about two experiences. The former regards
DICOMimages acquired during emodynamic surgery intervention. The latter regards
the acquisition of DICOM images and their fusion in a single environment for anno-
tation and statistical analysis.

3.1 Acquiring and Annotating Cardiovascular Images

Vessels in human are often subject to specific diseases that make difficult the flow
of blood inside them. Such pathologies are often lethal without surgical interven-
tion. The most used surgical intervention is known as angioplasty. Coronary stents
are placed during a percutaneous coronary intervention, also known as angioplasty.
We experiences in developing a system able to acquire and manage DICOM images
stored in a database and annotated. Currently, optimization techniques used by physi-
cians tomeasure coronary stenoses, are included in software tools comingwith angio-
graphic equipment. Cartesio [11] is an innovative software tool used by physicians
working in emodynamics surgery rooms. It helps in making a pre-implant analysis
for the estimation of the dimensions of the stent to be implanted. The tool interacts
with virtually any angiographic equipment by acquiring its high-resolution video
signal and offering a set of functions to play with images and to draw a virtual stent
over the acquired video frames. It allows the operator to calibrate the stent before
implanting it. Measurements help physicians to evaluate the exact dimension of the
stenosis and to define the physical parameters for the virtual stent in such a way that
it will be compatible with the vessel structure.

The tool interacts with any angiographic equipment by acquiring its high-
resolution video signal and offering a set of functions to zoom, pan, playback,
measure and draw a virtual stent over the acquired video frames. Each rendered
measurement or stent pre-implant analysis can be exported as a bitmap image on the
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(a) Acquiring video (b) Calibrated

(c) Measuring (d) Stent drawing

Fig. 3 Four interaction phases with the Cartesio tool

file system or saved in an experiment repository on a relational database for future
reference. The software uses a balloon catheter with radio-opaque iridium markers
positioned at 10mm from each other. A calibration tool supports such phases and
it automatizes all the steps of image acquisitions, the reconstruction of the stents,
and storing data acquired during analysis in the DICOM standard image format on a
local repository, data can be reused for case studies [14]. Figure3 reports screenshots
related to the Acquisition, Calibration, Measuring and Stent drawing and positioning
simulation phases are depicted.

The informatics system based on Cartesio allows to manage experiences and to
support students and clinical doctors while simulating cases by performing measure-
ments on real cases.

3.2 Annotating DICOM Images

Systems have been developed to manage medical data and information for clinical,
therapeutic and administrative purposes in the oncological domain. A Tag Man-
agement has been implemented to connect and correlate clinical data with DICOM
images. A module has been developed to integrate data provided by nuclear medi-
cine and radiology for oncology domain. A novel DICOM-CDA XML integration
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module has been designed to integrate DICOM images and CDA (Clinical Document
Architecture). Synthetically, a set of DICOM images are managed by a server PACS
and grouped related to acquisition mode and image orientation; then, information
are extracted by these images and converted in XML/HL7 format by using CDA
document. PACS system collects and manages DICOM images coming from differ-
ence diagnostic sources (e.g. PET - Positron Emission Tomography, CT - Computer
Tomography, or MR - Magnetic Resonance) that are saved into a DICOM database.
The images can be visualized by using a specific DICOM viewer tool. A conversion
of images in other format as jpeg can be performed; moreover, in order to interface
the two different HL7 and DICOM format, HL7 CDA has been used. By DICOM
images and their annotations, tags or relevant information can be extracted to support
diagnosis, to acquire general knowledge or to search into the database. In particu-
lar, a first set of tags are extracted automatically by header of DICOM file, while a
second set of tags are extracted manually respect to the tags used by physician to
study a single case. These tags and information are converted in standard format and
they are saved in a XML database. In this way, they can be used by other modules
and guarantee the interoperability between physician users, clinical departments and
health structures. To execute this module, libraries have been used and integrated
into the system. Moreover, import and export functions have been provided to man-
age CDA HL7 documents. Import function allows the physician to load oncology
DICOM images of a patient that represents the results of a diagnostic examination.

The system allows to annotate DICOM images using clinical heterogeneous data
used for diagnosis as: (i) personal data for patient, (ii) clinical and oncology data, (iii)
instrumental data from radiology or nuclear medicine departments, and (iv) data and
information related to acquisition methods, codify and communication protocol that
have been used. Users insert these annotations by using a graphical user interface.
Systemprovides the automatic translationof the inserteddata intoXML-CDAformat.

4 Databases For: Clinical Records, Audiological Signals
and Voice Signals

In this section we present our experiences on using databases to support clinicians
in screenings clinical signals for disease early detection. The idea is to use on-line
systems to acquire health related signals to support patients and clinicians while
monitoring health related parameters. Web based systems can be used to monitor
patients’ health status, e.g., as a follow-up of surgical procedures. Analysis results,
integrated with patients clinical information, can be used for early detection and
parameters monitoring.
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4.1 Sharing Electronic Patient Records

Sharing Electronic Patient Records (EPRs) among different hospitals is a key tech-
nology enabling both the improvement of document and information sharing as well
as the improvement of patient status. Peer-to-peer (P2P) infrastructures may be used
to exchange information about specific pathologies or treatments among different
health structures. The sharing of EPRs, as the one reported in the SIGMCC [3]
system, enable the easy collection and sharing of EPR data among different hospital.
The system is based on the use of an XML-based distributed EPR repository enables
nodes to share information among different health structures managing data by using
personalized databases and systems.AP2P networkmightmap the exchange for clin-
ical data processing in a network of health structures, where physicians may perform
queries and obtain results about patients or treatments. An XML repository can be
used to store metadata extracted from heterogeneous EPRs. Health structure oper-
ators formulate queries against the meta-EPR schema from one node of a network
(i.e., a health structure). Queries are distributed to the connected hospitals through a
P2P infrastructure hosting the meta-EPR instances [23].

By using our database experiences we implemented a system composed by four
modules: (i) a data wrapper, which is in charge of collecting data from distributed
EPR data sources in clinical structures; (ii) a module able to map information into an
metadata base (e.g., XML repository) storing subsets of EPRs; (iii) a query engine
able to compose and distribute queries among nodes of a peer-to-peer network; (iv) a
security and update management module able to guarantee privacy and data updates
(i.e., keeping updated information in the XML database).

AnXMLbasedMetadata has beendefinedandused to share data amonghealthcare
structures and manage updates.

4.2 Managing Audiology and Vestibular Data

The vestibular human apparatus is the inner part of the ear (also called labyrinth),
constituted by bones and soft tissues. It is the sensory system that allows to detect
the position and motion of the head, i.e., rotation and motion, allowing balance and
spatial orientation. While head is moving, the vestibular apparatus stabilizes the eyes
and adjusts neck and body muscle tone during movements 15 to send information
useful to balancemovements. The brain uses such information to analysemovements
and to guide muscles to dynamically balance body cinematic.

We present experiences while acquiring data obtained by the audiology clinical
unit, and stored in a EPR for audiology unit, which aims to support audiology physi-
cians for: (i) managing patients and (ii) extracting hidden information from diagnosis
as well as instruments data.

There usually are many instrumental tests carried out on the patients in audiol-
ogy. We used data obtained by one of the most important, i.e. the Vestibular Evoked



482 P.H. Guzzi et al.

Fig. 4 Vestibular data acquisition

Myogenic Potentials (VEMPs) instrument. TheVEMPs is a neurophysiological tech-
nique used to assess the function of the otolithic organs of the inner ear.When a test is
performed, the instrumentation gives to the operator a set of numerical data printed
in a graph which represents evoked potentials caused by stimulus. The operator
observes the trend of the peaks of the evoked potentials and to associates such a
trend to possible pathological conditions. This evaluation is typically carried out by
taking into account the delay time of formation of the first positive peak (P1) and the
first negative peak (N1) as well as the peak-to-peak value between P1 and P2.

The audiometric test is the measurement of hearing acuity at varying sound inten-
sities and frequencies. There are two main types of tests: (i) the vocal test, used to
measure the capability of hearing and understanding recorded speech signals and (ii)
the tonal test, used to estimate the capability of hearing pure tone recorded signals.
A system has been developed to acquire data and to perform experiments. Figure4
shows the web based system implemented and used for vestibular data acquisition
and analysis.

Algorithms (such as data mining, machine learning based ones, decision support
systems) have been used to support correct diagnosis of specific pathology related to a
patient. Tests have been performed for predictive purpose to find interesting patterns
in the data, as well as clusters and subgroups of data. The system has been used
to elaborate data regarding almost two thousands patients data. Relation between
patients and diagnosis has been analyzed to extract possible features in vestibular
data. It has been release and it is in use by the clinical unit at University Medical
School, audiology unit.

4.3 Voice Signal Analysis

Similarly, voice analysis has been realised for supporting patients in an on line analy-
sis for acquisition and monitoring of patient signals. Offline analysis is performed
to monitor patient status. Database management systems can be used to store voice
signals in order to give indication to medical doctors for tuning cures and strat-
egy. Patients record voice signals and give feedbacks acquired and measured by the
system. The main modules for a system for managing data related to the analysis are:
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1. Acquisition component, responsible for collecting clinical data from patients;
2. Screening component, implementing the hearing/voice health test;
3. Data analysis component;
4. Data management component;
5. Database component, which stores all the data and signals.

By using remote analysis it is possible to extract functional parameters from vocal
signals and to measure the voice quality, e.g., the frequency of fundamental tone or
the pitch, and to associate data features to the presence of anomalies.

Audio files have been used to check for anomalies. Among the others, the follow-
ing phases can be performed server-side: (i) pro-actively notify specialist physicians
with acquisitions requiring attention, (ii) analyse novel acquired voice signals by
extracting fundamental features from signal data (e.g., fundamental frequency or
pitch, jitter, shimmer, noise level), (iii) store finished analyses in the database. We
experienced the use of online and offline remote systems for signal analysis as the
possibility for the physicians to create statistics and applying data mining models
to perform population studies on vocal related pathologies. The developed systems
have been presented in [1].

5 Geographical Database Systems and Clinical Data

A common and frequent problem for a better understanding of clinical datasets
is associating clinical features (e.g., diseases) with geographical and environmen-
tal data. Geographical software modules are able to associate information about
disease diffusion with geographical layers containing land information. GIS tech-
nologies can be applied to analyze clinical data containing health information about
large populations. Often, clinical datasets already contain geographical data (i.e.,
zip codes, addresses) which can be used to geolocate clinical events (e.g., patients,
diseases). For instance, Geomedica [21] geocodes existing clinical data and extracts
geographical coordinates positions which can then be geographically mapped and
analyzed/queried using both SQL-like languages andweb-based graphical user inter-
faces.

5.1 GeoBlood: A System for Managing Biological Data

We designed and developed Geoblood, a system able to store and analyze biological
data. It is based on a web infrastructure and on the use of geographical information.
We tested the system in a collaboration with the university magna graecia hospital
that shared clinical data about patients. After the anonymization of data, we provided
geographical information as well as habits for each patient. We show that by using
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Fig. 5 Functional
architecture

geographic data as common layer among different data sources, it is possible to
extract and read useful information.

Figure5 reports the web based architecture of GeoBlood. Blood Panel is the
module deputed to the interface with the user. Blood Panel communicates with the
back end server through a secure socket. The back end is constituted by two cloud
databases storing clinical information (EMRs datasets), hospital information (DRGs
Datasets) and geographic information.

Thanks to a web interface, users can access and analyze biological analytes data,
navigate through them by using statistics and export relevant data. By using the
system biologists and physicians can have a more precise idea, for instance of: (i)
how analytes change over time in a single patient, and (ii) what are the statistics of
blood values by sex and age. We are using this system to monitor biological data
mapped on a geographic readable format.

5.2 Administrative Analysis by Using GIS

Database have been used to support a methodology which is able to extract and
integrate information related to: (i) biological analytes; (ii) diagnosis codes (DRGs);
(iii) geographical information; and (iv) quality of drinking waters. The methodology
has been implemented in a framework based on a multi-step process: (i) we cross
reference data by using a semantics-based clustering procedure, (ii) we extract infor-
mation from EMRs and then, (iii) we cluster them by looking for similar patterns of
diseases. Biological records in each disease cluster are analyzed to evaluate intra-
cluster similarity by selecting near analytes typologies and values. Finally, biological
data is related to diagnosis codes and mapped into geographical areas to visualize
outlier patients. The DRGs have been obtained from a hospital database containing
both medical and costs information. They also contain medical information orga-
nized in MDC. To enhance the geographical information extracted from EMRs, the
framework presents a geographical layer containing street and administrative fea-
tures. Administrative and geopolitical layers are loaded from open access available
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Fig. 6 Cartographic map
reporting result datapoints
from a spatial query

data sources and used to map patient information. The integration module is able
to import and merge additional information about environmental facts or geome-
tries which can be related to pathologies (e.g. water sources). Geographical data and
blood tests are extracted and used in the disease prediction models. Finally, a hydric
drinking water geographic network layer is included. The framework has been tested
proving it is possible to: (i) associate data information extracted from EMRs (health
and administrative) with geographical data and (ii) correlate diseases (as well as bio-
analytes outliers) with drinking water quality. The goal is to show that heterogeneous
information extracted from health data sources (e.g., EMRs and bio-analytes data
sets), as well as from administrative information, can be used to: (i) cluster patients
by looking at similar diseases, (ii) analyze bio-analytes (e.g. glycemia) in order to
identify subgroups (i.e., patients showing high intra-cluster similarities), outliers or
extreme values (i.e. patients showing high intra-cluster differences), (iii) generate
geographical heat-maps for the outliers patients, and (iv) relate chronic diseases with
drinking water and water sources.

The proposed methodology has been tested and validated in two case studies. For
the first case study, we performed experiments starting from the groups of MDC
and identified the outlier patients by considering the intracluster similarities among
analytes. We built a set of heat maps by spatially querying the number of outliers per
areas of interest (i.e. provinces and municipalities). For the second case study, we
performed experiments analyzing water quality and diseases in an integrated way.
Figure6 shows the graphical user interface of the realized system showing datapoints
from a spatial query performed on the clinical database. We evaluated the correlation
between levels of calcium and magnesium ions present in drinking water supplied
by municipalities of Calabria with large number of patients affected by heart-related
diseases.
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6 Summary and Future Perspectives

We are still making research in a medical and biological department making experi-
ences with colleagues that ask for new techniques for analysing and managing data.
Database techniques and research topics find interesting applications in health related
data. Analytic and prediction techniques may be currently considered the more inter-
esting areas for clinical and biological data. Future perspectives can be considered
the use of data for the purpose of predicting and supporting in planning investment
and intervention on health management and also to support studies related to cure
chronic diseases.

Acknowledgements We are grateful to all colleagues working with us during latter decades. Many
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brings to the development of tools.
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From Rome to Milan, from Appennines
to Alps, from Data to Big Data

Carlo Batini

Abstract In the last 25 years my life changed a lot. In the paper I describe the
evolution of my research activities, and to some extent the change in my favorite
hobby, that is climbing mountains, and in my life, from Rome to Milan. Moving
from Rome to Milan was initially a bit traumatic, but at end I made it. In the story,
I also mention the influence in my research activity of the ten years period I spent
at the Authority for Informatics in Public Administration, where the size of projects
I faced has been several orders of magnitude larger than toy examples conceived in
my previous papers. I also mention the wonderful scholars that joined me in these
25 years.

Keywords Conceptual database design · Data quality · Service science

1 Change of Life

In 1993 my professional life changed suddenly. My research activity was formerly in
the area of applications of the Entity Relationship model to data base design, schema
integration, visual query languages and data dictionaries; in those days I published
with Pino Di Battista and Giuseppe Santucci the paper [?], where we tried to solve
what we believed was a relevant methodological problem in the area of conceptual
design. Assume you have, say, one hundred conceptual schemes (see Fig. 1) and you
need to integrate them. A one-shot integration is unfeasible, since the resulting inte-
grated schema is too big to be reproduced on a screen or else on a paper sheet. So we
have to find some mechanism to reduce complexity, while achieving the integration
goal. The idea has been to adopt, besides integration, a new kind of transforma-
tion, the abstraction transformation, that, when applied to a schema, produces a
new schema more compact than the previous one, while representing the same real
world. In this way, using iteratively the integration and abstraction transformations
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Fig. 1 Big concerns in the
integration of big amount of
schemas

together, we may produce a pyramid of schemes that we call repository of schemes.
The advantages are:

• the whole conceptual content associated to the one hundred schemes is represented
in an integrated fashion;

• the comprehension of the conceptual content is much richer due to the possibility
of looking around among the abstraction levels of the pyramid.

In 1993 I decided to leave university to go to work in a new institution, the
Authority for Informatics in Public Administration (Autorità per l’Informatica nella
Pubblica Amministrazione, Aipa in the following). The main goal of Aipa was to
boost in Italian central public administration the use of information technologies to
improve services provided to citizens and companies.

The problems I faced in AIPA were immense; fortunately I survived, and as a
first activity I was the responsible of a survey on the adoption of ICT technologies
in Italian central public administration; part of the survey was focused on the most
relevant 400 databases managed in the Ministries. Suddenly, we were forced to
move from previous toy examples to a big project of adoption of the repository in
the abstraction-integration of 400 schemes, corresponding to about 5.000 entities
and as many relationships. In producing the repository I was aided by Guglielmo
Longobardi. The pyramid of schemes was seven layers deep; in Fig. 2 the fragment
of the repository representing the schemes of interest of the Land agency is shown.

During my period at Aipa I was almost overwhelmed, as I said, by the extent of
problems I had to face, and by the imperative of using my research achievements for
useful practical objectives. For instance: once produced the repository, howwe could
use it to improve the overall database architecture of Italian Public Administration?
More importantly: how could we use the repository to fit the original goal of Aipa,
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Fig. 2 The small dictionary of schemas of the land agency

Fig. 3 The small dictionary of schemas of the land agency

namely to improve services offered to citizens and businesses? We needed to com-
municate with administrations; better, we needed to convince the administrations to
share data among them. To enable a cooperative approach, we conceived at Aipa
a cooperative application architecture, shown in Fig. 3, where the evolution from
the traditional “stovepipe” interaction between users and administrations to the new
cooperative approach is highlighted.



492 C. Batini

Fig. 4 Three records representing the same company in different registries

In 1999 I was involved in a new project that leveraged the cooperative architec-
ture. The goal of the project “Services to businesses” was to drastically improve
services provided to businesses by agencies such as Social Security, Social Insur-
ance and Chambers of Commerce. The project focused initially on simplifying the
huge amount of transactions required for a business in order to register itself with
agencies, as well as to update their existing registry entry.

Complicating this project was the fact that similar data about one business was
likely to appear in multiple databases, each autonomously managed by different
agencies that were not able to share the company data. The problem was aggravated
by themany errors contained in those databases, that commonly result in mismatches
among different records that refer to the same business (see in Fig. 4 a figurative
example of the three records referring to the same business in the three registries
owned by Social Security, Social Insurance and Chambers of Commerce).

One major consequence of having multiple disconnected views representing the
same data, was that businesses experienced severe service degradation in their in-
teraction with the agencies. Because of these complications, the comprehensive ap-
proach chosen for the project followed two main strategies, aimed at improving the
state of existing business data and at maintaining correct record alignment for all
future data, respectively:

1. Extensive record matching and data cleaning was performed on the existing busi-
ness information, resulting in the reconciliation of a large amount of business
registry entries;

2. A “one stop shop” approach was followed to simplify the life of a business and
to ensure the correct propagation of its data. In this approach, one single agency
is selected as a front-end for all communications with businesses. Once the infor-
mation received by a business is certified, it is made available to other interested
agencies through a publish/subscribe mechanism. The enabling technology was
a new database that provided a thin layer of integration, consisting in the three
keys of each business in agency registries linked together.

Another project that exploited the cooperative architecture has been “Normein-
rete” (Laws in the network), see [17], where I was aided by Caterina Lupo.
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The two above mentioned projects (and others) unveiled me another crucial issue
in information systems of Public Administration, namely data quality. In a collabora-
tion with the Italian National Bureau of Census (Istat in the following) we conceived
a methodology characterized by a rich spectrum of strategies and techniques that al-
low for its adaptation to many contexts and domains. The principal reason for this is
the complexity of the structure of the public administration, which in most countries
is characterized by at least three tiers of agencies:

• central agencies, located close to each other, usually in the capital city of the
country;

• peripheral agencies, corresponding to organizational structures distributed thor-
ough the territory, hierarchically dependent on central agencies;

• local agencies, that are usually autonomous from central agencies, corresponding
to districts, regions, provinces, municipalities, and other smaller administrative
units.

The above is an example of the organizational structure of a public administration
sector, that has many variants in different countries. However some common aspects
include:

• its complexity, in terms of interrelations, processes, and services in which they
are involved, due to the fragmentation of competencies among agencies. This
frequently involves information flows exchanged between several agencies at the
central and local level;

• agencies’ autonomy, which makes it difficult to enforce common rules;
• the high heterogeneity ofmeanings and representations that characterize databases
and data flows, and the high overlapping of usually heterogeneous records and
objects.

Improving data quality in such a complex structure results usually in a broad and
costly project, needing an activity that may last several years. In order to solve the
most relevant issues related to data quality, in the Istat methodology (see in Fig. 5 its
organization in terms of phases) attention is primarily focused on the most common
type of data exchanged between agencies, namely, address data.

2 From Rome to Milan, from Apennines to Alps

When I left Rome and moved to Milan, in 2002, I joined my family but I left behind
me, besides my relatives and friends, a huge amount of hikes and climbings in the
Apennines. Let me mention my dear friend and companion of so many hikes and
climbings, Mario Lucertini, that knew and managed very well my idiosyncrasies in
climbings; Mario has passed in 2002.

In Milan I had to reorganize from scratch my research activity and to find new
collaborators. Furthermore, my aim was to preserve the legacy of Aipa; I had ded-
icated ten years of my life to Aipa, and, conversely, Aipa enriched me with great
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Fig. 5 The Istat methodology

experiences and challenging innovation projects. Let me say that I will be always
indebted with Guido Rey that offered me such opportunity.

In Milan I found excellent scholars: they have been in the course of years Andrea
Barone, Federico Cabitza, Marco Comerio, Angela Locoro, Andrea Maurino, Anisa
Rula, Matteo Palmonari, Gianluigi Viscusi. With their help, I focused my subsequent
research activity on (at least) five topics that I had experienced in practice in Aipa:
methodologies for the eGovernment life cycle, further applications of repositories
of conceptual schemes, data and information quality, service science, and social and
economic value of data. I will address such topics in the rest of the paper.

2.1 eGovernment

The main contributions in this area are [13] and the book [23]. The book aims to
describe a comprehensive methodology for service oriented information systems
planning. The concept of service is at the center of the book; the methodology is fo-
cused on quality of service as a key factor for eGovernment initiatives. Furthermore,
the methodology aims at encompassing the relationships existing between ICT tech-
nologies and social contexts of service provision, organizational issues, and juridical
framework, looking at ICT technologies more as a means than an end.

The available approaches to eGovernment usually provide only one perspective
to public managers and local authorities on the domain of intervention, either tech-
nological, organizational, legal, economic or social. Our aim has been to provide
a methodology which structurally supports the choice of the optimal eGovernment
development plans, considering all the above mentioned perspectives together. The
quality driven construction of the eGovernment plan is initially influenced by the
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social, legal, and organizational perspective, while it subsequently achieves its final
shape when considering the economic and technological perspectives.

Another contribution of the book is in the data centric approach to eGovernment.
Data, information and knowledge are the most relevant strategic resources used
by public administrations in eGovernment processes and services delivered. As a
consequence, the methodology pays specific attention to data and to the quality of
data managed in administrative processes and services, whose inner quality is strictly
related to the quality of the data they use.

2.2 Repositories of Conceptual Schemes

In [7, 8, 12] we describe the main results of the applied research activity in the
area of repositories of conceptual schemes. A first manual methodology is provided
for the production of the repository of schemas of central public administrations
in Italy. Then an heuristic semi-automated methodology is described that exploits
the central repository for the production of the repository of an Italian region. The
former exact methodology and the heuristic one are compared according to their
correctness, completeness, and efficiency. Finally, it is shown how such repositories
can be used in eGovernment initiatives for planning activities and in the identification
and ranking of projects.

The growth in the availability of data requests public administrations for an effec-
tive control over their information asset. Furthermore, having a global representation
of the core concepts of such an asset in a repository implies to manage large set of
conceptual schemas, and, consequently to adopt quality processes in their manage-
ment. In [6] several quality properties of repositories are investigated, analyzing them
within a real, large scale experience.

2.3 Data and Information Quality

In the investigation of issues related to data quality I was very lucky in encountering
Monica Scannapieco, initially as a student and subsequently as scholar.WithMonica
we have investigated a huge amount of issues in the area of data and information
quality.

Due to our common interest in cooperative architectures, shared also with
Massimo Mecella (I have been lucky with him too) we started to investigate cooper-
ative information systems, that as we have seen in the discussion on the cooperative
architecture, are based on services to be offered and broad casted, and on the oppor-
tunity of building coordinators and brokers on top of such services. The quality of
data exchanged and provided by different services hampers such approach, as data of
low quality can spread all over the cooperative system. In [18] a service-based frame-
work for managing data quality in cooperative information systems is presented. An
XML-based model for data and quality data is proposed, and the design of a broker,
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which selects the best available data from different services, is presented. Such a
broker also supports the improvement of data based on feedbacks to source services.

The experience in Aipa on data quality and an extensive literature review have
been distilled in the book [21], whose main contributions in the area of relational
data are:

• a detailed description of several data quality dimensions and metrics,
• a discussion on techniques and methodologies for data quality assessment and
improvement

• a focus on record linkage.

Inter-organization business processes involve the exchange of structured data
across information systems. In [1] we assume that data are exchanged under given
conditions of quality (offered or required) and prices. We describe a brokering al-
gorithm for obtaining data from peers, by minimizing the overall cost under quality
requirements constraints. The algorithm extends query processing techniques over
multiple database schemes to automatically derive an integer linear programming
problem that returns an optimal matching of data providers to data consumers under
realistic economic cost models.

The paper [3] is a first attempt to extend previous data quality methodologies for
relational data to other types of semi-structured or loosely structured data. Refer-
ence [4] is a systematic and comparative description of methodologies for the se-
lection, customization, and application of data quality assessment and improvement
techniques. Methodologies are compared along several dimensions, including the
methodological phases and steps, the strategies and techniques, the data quality di-
mensions, the types of data, and, finally, the types of information systems addressed
by each methodology.

The contribution in [2] is a conceptual framework for the automatic discovery of
dependencies between data quality dimensions. Dependency discovery consists in
recovering the dependency structure for a set of data quality dimensions measured on
attributes of a database. This task is accomplished through a data mining methodol-
ogy, by learning a Bayesian Network from a database. The bayesian network is used
to learn dependencies between data quality dimensions. The proposed framework is
instantiated on a real world database. The network model shows how data quality
can be improved while satisfying budget constraints.

The contribution in [9] identifies and discusses key topics characterizing recent
data quality research and their impact on future research perspectives in a context
where information is increasingly diverse. The investigation considers basic issues
related to data quality definitions, dimensions, and factors referring to information
systems, information representation, influence of the observer and of the task. The
paper, written by a computer science scholar and two scholars graduated in philos-
ophy, concludes by discussing how philosophical studies can contribute to a better
understanding of some key foundational problems that emerged in our analysis.

In the last years, the investigation has concerned the evolution from data to big
data, especially referring to the variety dimension. Reference [10] investigates the
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Fig. 6 Quality dimensions and their evolution for different phenomena

evolution of data quality issues from traditional structured data according to three
coordinates that are significant in the context of the big data phenomenon: the data
type considered, the source of data, and the application domain (see in Fig. 6 quality
dimensions, phenomena and evolutions considered in the paper). The framework
allows ascertaining the relevant changes in data quality emerging in big data, with
special focus on the analysis of intrinsic data characteristics that drive the change in
quality dimensions and metrics.

After ten years from the Data Quality book, in 2016 Monica Scannapieco and me
decided that it was time to extend our overall investigation on data quality issues to
new topics; our effort produced a new book [11], whose main contributions are:

• an extension of quality dimensions from relational data to linked open data, images,
maps, loosely structured texts, the domains of law texts, sensor networks and
official statistics.

• a thorough comparative description of the wide literature in the last ten years on
record linkage and object identification.

• an extension of assessment and improvement methodologies to heterogeneous
types of data in input to the process.

2.4 Service Science

I mention here my research activity in service science just to put in evidence how
previous research in data bases has deeply influenced the investigation on services.
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Since 2008we have proposed a semantic repository to represent in an integrated fash-
ion services offered by a public administration [20]. In the paper and in subsequent
papers such as [15] we adopt for a service repository the two basic generalization
and aggregation abstractions, and show how the integrated view provided by the
repository can positively influence the efficiency and effectiveness of the production
and delivery processes of a service provider. Finally in [19] we adapt similarity mea-
sures that are used in database schema integration methodologies to the integration
of service repositories.

2.5 Economic and Social Value of Data

Digital data transform markets and are a powerful driver for boosting business eco-
nomic value. At the same time, they can provide social utility, in terms of improve-
ment of quality of life. For instance, in 2011 the Economist published the results of
a research made by the University of Stockholm on open data available in Uganda
referring to the quality of care in hospitals; the availability of such indicators enabled
households to choose hospitals for children pathologies, resulting in a cut of the death
rate of under fives by a third.

In [5] we investigate economic value. The paper discusses two concepts that have
been associated with various approaches to data and information, namely capacity
and value, focusing on data base architectures, and on two types of technologies
diffusely used in integration projects, namely data integration, in the area of enter-
prise information integration, and publish and subscribe, in the area of enterprise
application integration. Furthermore, the paper proposes and discusses a unifying
model for information capacity and value, that considers also quality constraints and
run time costs of the data base architecture.

Social vaLue of data is investigated in [14, 22, 24]. In such papers an original
methodology is proposed by which to assess the construct of the situated social
value of open data; such methodology is applied to the health care domain in regard
to information by which hospitals can be ranked to compare service providers. Our
methodology encompasses a questionnaire-based user study and a method by which
to rank information items by their perceived social value in situated scenarios. While
the social component of the construct is addressed traditionally, the main assets of
our contribution are:

• to ground the assessment of information value on a multidimensional space of
potential situations where that information can be perceived as valuable

• to inquiry the respondents of the user study about their empathized perceptions in
daily life scenarios, which are defined to cover the dimensional space properly.

The findings of the user study are reported and the implications on the construct
assessment discussed in the aim to enable IS benchmarking and more focused inter-
ventions of data quality improvement.
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Fig. 7 Lake Antermoia, the most wonderful place in the world

Finally, in [16] we extend to info-graphics previously describedmethods to assess
information quality on different dimensions, to take into account both formal and
substantial aspects; interaction quality along dimensions like usability and ease of
use. The goal is to measure whether the quality of infographics affects the perception
of information and the users’ interaction. The overall results suggest that, although
interactive infographics are perceived as more complex, the experience with them
is better. From our observations, we derived a model to assess the overall quality
of static and interactive infographics, based on information, interaction and design
quality dimensions.

3 Conclusion

These 25 years have passed very fast. As I said, I consider myself a lucky person.
Let me conclude that one reason of my satisfaction has been to move in my hikes
from the bare while fascinating landscapes of the mountains in the Apennines to the
wonderful panoramas of the Alps (thank you Barbara for accompanying me!) and
Dolomites. Believe me, Lake Antermoia in the Dolomites (see Fig. 7) is the most
wonderful place in the world.
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