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## Preface

The emergence of topological quantum field theory has been one of the most important breakthroughs which have occurred in the context of mathematical physics in the last century, a century characterized by independent developments of the main ideas in both disciplines, physics and mathematics, which has concluded with two decades of strong interaction between them, where physics, as in previous centuries, has acted as a source of new mathematics. Topological quantum field theories constitute the core of these phenomena, although the main driving force behind it has been the enormous effort made in theoretical particle physics to understand string theory as a theory able to unify the four fundamental interactions observed in nature. These theories set up a new realm where both disciplines profit from each other. Although the most striking results have appeared on the mathematical side, theoretical physics has clearly also benefitted, since the corresponding developments have helped better to understand aspects of the fundamentals of field and string theory.

Topology has played an important role in the study of quantum mechanics since the late fifties, after discovering that global effects are important in physical phenomena. Many aspects of topology have become ordinary elements in studies in quantum mechanics as well as in quantum field theory and in string theory. The origin of topological quantum field theory can be traced back to 1982, although the term itself appeared for the first time in 1987. In 1982 E. Witten studied supersymmetric quantum mechanics and supersymmetric sigma models providing a framework that led to a generalization of Morse theory. This framework was later considered by A. Floer who constructed its mathematical setting and enlarged it to a more general context. This, in turn, was reconsidered by E. Witten who, influenced by M. Atiyah, proposed the first topological quantum field theory itself in 1987. His construction consisted of a quantum field theory representation of the theory of Donaldson invariants on four-manifolds proposed in 1982.

After the first formulation of a topological quantum field theory by E. Witten many others have been considered. A new area of active research has developed since then. In this book we will concentrate our attention on
aspects related to that first theory, nowadays known as Donaldson-Witten theory, which is the most relevant theory in four dimensions. Other important topological theories, such as Chern-Simons gauge theory in three dimensions or topological string theory, fall beyond the scope of this book. We will deal with many aspects of Donaldson-Witten theory, emphasizing how its formulation has allowed Donaldson invariants to be expressed in terms of a set of new simpler invariants known as Seiberg-Witten invariants.

Topological quantum field theory is responsible for the discovery of Seiberg-Witten invariants and their relation to Donaldson invariants. In general, quantum field theories can be studied by different methods providing several pictures of the same theory. The relation between Donaldson-Witten theory and Donaldson invariants was found using perturbative methods in the context of quantum field theory. The application of non-pertubative methods to the same theory waited several years but led to the discovery of the relevance of Seiberg-Witten invariants as building blocks of Donaldson invariants. This connection was possible owing to the progress achieved in 1994 by N. Seiberg and E. Witten in understanding non-perturbative properties of supersymmetric theories.

From the mathematical side the emergence of Seiberg-Witten invariants constitutes one of the most important results obtained in the nineties in the study of four-manifolds. These invariants turn out to be much simpler than Donaldson invariants and contain all the information provided by the latter. To understand the connection between these invariants one needs to regard Donaldson-Witten theory as a theory which originates after the twisting of certain supersymmetric quantum field theories. Other pictures of topological quantum field theory, such as the one in the framework of the Mathai-Quillen formalism, which is also described in this book, do not provide useful information in this respect. However, it is important to become acquainted with this picture since it provides an interesting geometrical setting.

The main goal of this book is to provide a unifying treatment of all the aspects of Donaldson-Witten theory as a stem theory for Donaldson and Seiberg-Witten invariants. An important effort has been made so that it can be read by theoretical physicists and mathematicians. The focus of the book is on the interplay of mathematical and physical aspects of the theory, and although we have included expositions of background material -such as the more mathematical aspects of Donaldson theory or the physics of the

Seiberg-Witten solution- we have not provided all the details, and we refer the reader to more specific references for an exhaustive treatment of some of the subjects.

The book starts with a chapter that collects basic mathematical results about the topology of four-manifolds which will be needed in the rest of the chapters. Chapters 2 and 3 contain reviews of the theories of Donaldson and Seiberg-Witten invariants, respectively. Chapter 4 presents supersymmetry in four dimensions and describes the supersymmetric theories which will be relevant for Donaldson-Witten theory. Chapter 5 deals with the twisting of supersymmetric theories and constructs all the topological quantum field theories which will be of interest in other chapters. There is shown, in particular, in sections 5.3 and 5.6, the connection between these theories and the Donaldson and Seiberg-Witten invariants introduced in Chapters 2 and 3. In Chapter 6 a different framework for dealing with topological quantum field theories, the Mathai-Quillen formalism, is introduced. This formalism provides an interesting geometrical framework for these theories which is worth being be considered. However, its content is not needed for the rest of the book. The chapter could be omitted in a first reading. Chapter 7 deals with non-perturbative aspects of supersymmetric theories. A detailed analysis of the resulting solution, the Seiberg-Witten solution, is presented. The structure of this solution is used in Donaldson-Witten theory in Chapter 8. It allows one to write the Donaldson-Witten invariants as an integral on the so called $u$-plane introduced by Moore and Witten. The $u$-plane integral is the most systematic physical framework in which to understand DonaldsonWitten theory, and it also leads to the connection between Donaldson invariants and Seiberg-Witten invariants. Chapter 9 deals with several applications of the $u$-plane integral, and Chapter 10 summarizes further developments of Donaldson-Witten theory. Finally, two appendices contain useful formulae about spinors in four dimensions, elliptic functions and modular forms.
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## Chapter 1

## Topological Aspects of Four-Manifolds

The purpose of this chapter is to collect a series of basic results about the topology of four-manifolds that will be used in the rest of the book. No attempt to be self-contained is made and the reader should consult some of the excellent books on the subject reviewed at the end of the chapter. The discussion will be restricted to four-manifolds which are closed, compact and orientable, which is the case considered in the rest of the book. We will also assume that all the four-manifolds under consideration are endowed with a Riemannian metric.

### 1.1. Homology and cohomology

The most basic classical topological invariants of a four-manifold are the homology and cohomology groups $H_{i}(X, \mathbf{Z}), H^{i}(X, \mathbf{Z})$. These homology groups are abelian groups, and the rank of $H_{i}(X, \mathbf{Z})$ is called the $i$-th Betti number of $X$, denoted by $b_{i}$. Remember that, for an $n$-dimensional manifold, by Poincaré duality, one has

$$
\begin{equation*}
H^{i}(X, \mathbf{Z}) \simeq H_{n-i}(X, \mathbf{Z}) \tag{1.1}
\end{equation*}
$$

and also $b_{i}=b_{n-i}$. We will also need the (co)homology groups with coefficients in other groups such as $\mathbf{Z}_{2}$. To obtain these groups one uses the universal coefficient theorem, which states that

$$
\begin{equation*}
H_{i}(X, G) \simeq H_{i}(X, \mathbf{Z}) \otimes_{\mathbf{Z}} G \oplus \operatorname{Tor}\left(H_{i-1}(X, \mathbf{Z}), G\right) \tag{1.2}
\end{equation*}
$$

Let us focus on the case $G=\mathbf{Z}_{p}$. Given an element $x$ in $H_{i}(X, \mathbf{Z})$, one can always find an element in $H_{i}\left(X, \mathbf{Z}_{p}\right)$ by sending $x \rightarrow x \otimes 1$. This in fact gives a map:

$$
\begin{equation*}
H_{i}(X, \mathbf{Z}) \rightarrow H_{i}\left(X, \mathbf{Z}_{p}\right) \tag{1.3}
\end{equation*}
$$

which is called the reduction mod $p$ of the class $x$. Notice that, by construction, the image of (1.3) is in $H_{i}(X, \mathbf{Z}) \otimes \mathbf{Z}_{p}$. Therefore, if the torsion part in (1.2) is not zero, the map (1.3) is clearly not surjective. When the torsion part is zero, any element in $H_{i}\left(X, \mathbf{Z}_{p}\right)$ comes from the reduction $\bmod p$ of an element in $H_{i}(X, \mathbf{Z})$. For the cohomology groups we have a similar result.

Physicists are more familiar with the de Rham cohomology groups, $H_{D R}^{*}(X)$ which are defined in terms of differential forms. These groups are defined over $\mathbf{R}$, and therefore they are insensitive to the torsion part of the singular cohomology. Formally, one has $H_{D R}^{i}(X) \simeq\left(H^{i}(X, \mathbf{Z}) / \operatorname{Tor}\left(H^{i}(X, \mathbf{Z})\right)\right) \otimes_{\mathbf{Z}}$ R.

Remember also that there is a non-degenerate pairing in cohomology, which in the de Rham case is the usual wedge product followed by integration. We will denote the pairing of the cohomology classes (or differential form representatives) $\alpha, \beta$ by $(\alpha, \beta)$.

Let us now focus on dimension four. Poincaré duality then gives an isomorphism between $H_{2}(X, \mathbf{Z})$ and $H^{2}(X, \mathbf{Z})$. It also follows that $b_{1}(X)=$ $b_{3}(X)$. Recall that the Euler characteristic $\chi(X)$ of an $n$-dimensional manifold is defined as

$$
\begin{equation*}
\chi(X)=\sum_{i=0}^{n}(-1)^{i} b_{i}(X) \tag{1.4}
\end{equation*}
$$

For a connected four-manifold $X$, we then have, using Poincaré duality, that

$$
\begin{equation*}
\chi(X)=2-2 b_{1}(X)+b_{2}(X) \tag{1.5}
\end{equation*}
$$

### 1.2. The intersection form

An important object in the geometry and topology of four-manifolds is the intersection form,

$$
\begin{equation*}
Q: H^{2}(X, \mathbf{Z}) \times H^{2}(X, \mathbf{Z}) \rightarrow \mathbf{Z} \tag{1.6}
\end{equation*}
$$

which is just the pairing restricted to the two-classes. By Poincare duality it can be defined on $H_{2}(X, \mathbf{Z}) \times H_{2}(X, \mathbf{Z})$ as well. Notice that $Q$ is zero if any of the arguments is a torsion element, therefore one can define $Q$ on the torsion-free parts of homology and cohomology.

Another useful way of looking at the intersection form is precisely in terms of the intersection of submanifolds in $X$. One fundamental result in
this respect is that we can represent any two-homology class in a four-manifold by a closed oriented surface $S$ : given an embedding

$$
\begin{equation*}
i: S \hookrightarrow X \tag{1.7}
\end{equation*}
$$

we have a two-homology class $i_{*}([S]) \in H_{2}(X, \mathbf{Z})$, where $[S]$ is the fundamental class of $S$. Conversely, any $a \in H_{2}(X, \mathbf{Z})$ can be represented in this way, and $a=\left[S_{a}\right]$. One can also prove that

$$
\begin{equation*}
Q(a, b)=S_{a} \cup S_{b}, \tag{1.8}
\end{equation*}
$$

where the right hand side is the number of points in the intersection of the two surfaces, counted with signs which depend on the relative orientation of the surfaces. If, moreover, $\eta_{S_{a}}, \eta_{S_{b}}$ denote the Poincaré duals of the submanifolds $S_{a}, S_{b}$ one has

$$
\begin{equation*}
Q(a, b)=\int_{X} \eta_{S_{a}} \wedge \eta_{S_{b}}=Q\left(\left[\eta_{S_{a}}\right],\left[\eta_{S_{b}}\right]\right) \tag{1.9}
\end{equation*}
$$

If we choose a basis $\left\{a_{i}\right\}_{i=1, \ldots, b_{2}(X)}$ for the torsion-free part of $H_{2}(X, \mathbf{Z})$ we can represent $Q$ by a matrix with integer entries that we will also denote by $Q$. Under a change of basis, we obtain another matrix $Q \rightarrow C^{\mathrm{T}} Q C$, where $C$ is the transformation matrix. The matrix $Q$ is obviously symmetric, and it follows by Poincaré duality that it is unimodular, i.e., it has $\operatorname{det}(Q)= \pm 1$. If we consider the intersection form on the real vector space $H_{2}(X, \mathbf{R})$ we see that it is a symmetric, bilinear, non-degenerate form, and therefore it is classified by its rank and its signature. The rank of $Q, \operatorname{rk}(Q)$, is clearly given by $b_{2}(X)$, the second Betti number. The number of positive and negative eigenvalues of $Q$ will be denoted by $b_{2}^{+}(X), b_{2}^{-}(X)$, respectively, and the signature of the manifold $X$ is then defined as

$$
\begin{equation*}
\sigma(X)=b_{2}^{+}(X)-b_{2}^{-}(X) \tag{1.10}
\end{equation*}
$$

We will say that the intersection form is even if $Q(a, a) \equiv 0 \bmod 2$. Otherwise it is odd. An element $x$ of $H_{2}(X, \mathbf{Z}) / \operatorname{Tor}\left(H_{2}(X, \mathbf{Z})\right)$ is called characteristic if

$$
\begin{equation*}
Q(x, a) \equiv Q(a, a) \bmod 2 \tag{1.11}
\end{equation*}
$$

for any $a \in H_{2}(X, \mathbf{Z}) / \operatorname{Tor}\left(H_{2}(X, \mathbf{Z})\right)$. An important property of characteristic elements is that

$$
\begin{equation*}
Q(x, x) \equiv \sigma(X) \bmod 8 \tag{1.12}
\end{equation*}
$$

In particular, if $Q$ is even then the signature of the manifold is divisible by 8 .
Examples:
(1) The simplest intersection form is:

$$
\begin{equation*}
n(1) \oplus m(-1)=\operatorname{diag}(1, \ldots, 1,-1, \ldots,-1) \tag{1.13}
\end{equation*}
$$

which is odd and has $b_{2}^{+}=n, b_{2}^{-}=m$.
(2) Another important form is the hyperbolic lattice,

$$
H=\left(\begin{array}{ll}
0 & 1  \tag{1.14}\\
1 & 0
\end{array}\right)
$$

which is even and has $b_{2}^{+}=b_{2}^{-}=1$.
(3) Finally, one has the even positive definite form of rank 8

$$
E_{8}=\left(\begin{array}{cccccccc}
2 & 1 & 0 & 0 & 0 & 0 & 0 & 0  \tag{1.15}\\
1 & 2 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 2 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 2 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 2 & 1 & 0 & 1 \\
0 & 0 & 0 & 0 & 1 & 2 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 2 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 2
\end{array}\right)
$$

which is the Dynkin diagram of the exceptional Lie algebra $E_{8}$.
Fortunately, unimodular lattices have been classified. The result depends on whether the intersection form is even or odd and whether it is definite (positive or negative) or not. Odd, indefinite lattices are equivalent to $p(1) \oplus$ $q(-1)$, whilst even indefinite lattices are equivalent to $p H \oplus q E_{8}$. Definite lattices are more complicated, since they involve 'exotic' cases.

The intersection form is clearly a homotopy invariant. It turns out that simply connected smooth four-manifolds are completely characterized topologically by the intersection form, i.e., two simply connected smooth fourmanifolds are homeomorphic if their intersection forms are equivalent. This is a result owed to Freedman. The classification of smooth four-manifolds up to diffeomorphism is another story, and this is the main reason for introducing new invariants which are sensitive to the differentiable structure. But before going into that we have to give some more details about classical topology.

### 1.3. Self-dual and anti-self-dual forms

The Riemannian structure on the manifold $X$ allows us to introduce the Hodge operator $*$ in de Rham cohomology, that can be used to define an
induced metric in the space of forms by

$$
\begin{equation*}
d \mu(\psi, \theta)=\psi \wedge * \theta \tag{1.16}
\end{equation*}
$$

where $d \mu$ is the Riemannian volume element. In four dimensions the Hodge operator maps $*: \Omega^{2}(X) \rightarrow \Omega^{2}(X)$, and since $*^{2}=1$ it has eigenvalues $\pm 1$. It then gives a splitting of the two-forms in $\Omega^{2}(X)$ in self-dual (SD) and anti-self-dual (ASD) forms, defined as the $\pm 1$ eigenspaces of $*$ and denoted by $\Omega^{2,+}(X)$ and $\Omega^{2,-}(X)$, respectively. Given a differential form $\psi$, its SD and ASD parts will be denoted by $\psi^{ \pm}$. Explicitly,

$$
\begin{equation*}
\psi^{ \pm}=\frac{1}{2}(\psi \pm * \psi) \tag{1.17}
\end{equation*}
$$

The Hodge operator lifts to cohomology and gives a map

$$
\begin{equation*}
*: H^{2}(X) \rightarrow H^{2}(X) \tag{1.18}
\end{equation*}
$$

The number of +1 eigenvalues in $H^{2}(X)$ is precisely $b_{2}^{+}(X)$, and the number of -1 eigenvalues is $b_{2}^{-}(X)$. We will denote the space of SD and ASD twocohomology classes as $H^{2, \pm}(X)$, respectively. It follows from this that we can interpret $b_{2}^{+}$as the number of self-dual harmonic forms on $X$, and this interpretation will be useful later.

### 1.4. Characteristic classes

An important set of topological invariants of $X$ is given by the characteristic classes of its real tangent bundle. The most elementary ones are the Pontrjagin class $p(X)$ and the Euler class $e(X)$, both in $H^{4}(X, \mathbf{Z}) \simeq \mathbf{Z}$. These classes are then completely determined by two integers once a generator of $H^{4}(X, \mathbf{Z})$ is chosen. These integers will be also denoted by $p(X)$, $e(X)$, and they give the Pontrjagin number and the Euler characteristic of the four-manifold $X$, so $e(X)=\chi$. The Pontrjagin number is related to the signature of the manifold through the Hirzebruch theorem, which states that:

$$
\begin{equation*}
p(X)=3 \sigma(X) \tag{1.19}
\end{equation*}
$$

If a manifold admits an almost complex structure one can define a holomorphic tangent bundle $T^{(1,0)}(X)$. This is a complex bundle of rank $r=\operatorname{dim}(X)$, therefore we can associate with it the Chern character $c\left(T^{(1,0)}(X)\right)$ which
is denoted by $c(X)$. For a four-dimensional manifold one has $c(X)=$ $1+c_{1}(X)+c_{2}(X)$. Since $c_{1}(X)$ is a two-form its square can be paired with the fundamental class of the four-manifold. The resulting number can be expressed in terms of the Euler characteristic and the signature as follows:

$$
\begin{equation*}
c_{1}^{2}(X)=2 \chi(X)+3 \sigma(X) \tag{1.20}
\end{equation*}
$$

Finally, the second Chern class of $X$ is just its Euler class: $c_{2}(X)=e(X)$. If the almost complex structure is integrable then the manifold $X$ is complex, and it is called a complex surface. Complex surfaces provide many examples in the theory of four-manifolds. Moreover, there is a very beautiful classification of complex surfaces owed to Kodaira, using techniques of algebraic geometry.

There is another set of characteristic classes which is perhaps less known in physics. These are the Stiefel-Whitney classes of real bundles $F$ over $X$, denoted by $w_{i}(F)$. They take values in $H^{i}\left(X, \mathbf{Z}_{2}\right)$. The Stiefel-Whitney classes of a four-manifold $X$ are defined as $w_{i}(X)=w_{i}(T X)$. The first StiefelWhitney class of a manifold measures its orientability, so we will always have $w_{1}(X)=0$. The second Stiefel-Whitney class plays an important role in what follows. This is a two-cohomology class with coefficients in $\mathbf{Z}_{2}$, and it has three important properties. If the manifold admits an almost complex structure then

$$
\begin{equation*}
c_{1}(X) \equiv w_{2}(X) \bmod 2, \tag{1.21}
\end{equation*}
$$

i.e., $w_{2}(X)$ is the reduction mod 2 of the first Chern class of the manifold. This is a general property of $w_{2}(X)$ for any almost complex manifold. In four dimensions $w_{2}(X)$ satisfies in addition two other properties: first, it always has an integer lift to an integer class (for example, if the manifold is almost complex then $c_{1}(X)$ is such a lift). The second property is the Wu formula, which states that

$$
\begin{equation*}
\left(w_{2}(X), \alpha\right)=(\alpha, \alpha) \bmod 2, \tag{1.22}
\end{equation*}
$$

for any $\alpha \in H^{2}(X, \mathbf{Z})$. The left hand side can be interpreted as the pairing of $\alpha$ with the integer lift of $w_{2}(X)$. A corollary of the Wu formula is that an integer two-cohomology class is characteristic if and only if it is an integer lift of $w_{2}(X)$.

### 1.5. Examples of four-manifolds. Complex surfaces

Let us first give some simple examples of four-manifolds:
(1) The simplest example is perhaps the four-sphere $\mathbf{S}^{4}$. It has $b_{1}=b_{2}=$ 0 , and therefore $\chi=2, \sigma=0, Q=0$.
(2) Next we have the complex projective space $\mathbb{P}^{2}$. Recall that this is the complex manifold obtained from $\mathbf{C}^{3}-\{(0,0,0)\}$ by identifying $z_{i} \simeq \lambda z_{i}$, $i=1,2,3$, with $\lambda \neq 0 . \mathbb{P}^{2}$ has $b_{1}=0$ and $b_{2}=1$. In fact, the basic twohomology class is the so called class of the hyperplane $h$, which is given in projective coordinates by $z_{1}=0$. It is not difficult to prove that $h^{2}=1$, so $Q_{\mathbb{P}^{2}}=(1)$. Notice that $h$ is, in fact, a $\mathbb{P}^{1}$, therefore it is an embedded sphere in $\mathbb{P}^{2}$. The projective plane with the opposite orientation will be denoted by $\overline{\mathbb{P}^{2}}$, and it has $Q=(-1)$.
(3) An easy way to obtain four-manifolds is by taking products of two Riemann surfaces. A simple example is the so called product ruled surfaces $\mathbf{S}^{2} \times \Sigma_{g}$, where $\Sigma_{g}$ is a Riemann surface of genus $g$. This manifold has $b_{1}=2 g$, $b_{2}=2$. The homology classes have the submanifold representatives $\mathbf{S}^{2}$ and $\Sigma_{g}$. They have self-intersection zero and they intersect in one point, therefore $Q=H$, the hyperbolic lattice, with $b_{2}^{+}=b_{2}^{-}=1$. One then has $\chi=4(1-g)$.
(4) A more complicated example is the hypersurface of degree $d$ in $\mathbb{P}^{3}$ described by a homogeneous polynomial $\sum_{i=1}^{4} z_{i}^{d}=0$. We will denote this surface by $S_{d}$. It is an algebraic surface, hence a complex manifold. Its first and second Chern numbers can be easily computed by using the adjunction formula, and one finds $c_{1}^{2}=(4-d)^{2} d, c_{2}=\chi=d\left(6-4 d+d^{2}\right)$. Using (1.20) one further deduces that $\sigma=\frac{1}{3}\left(4-d^{2}\right) d$. For $d=4$, one obtains the so called $K 3$ surface which has $\chi=24$ and $\sigma=-16$. This manifold possesses the following intersection form:

$$
\begin{equation*}
Q_{K 3}=3 H \oplus 2\left(-E_{8}\right), \tag{1.23}
\end{equation*}
$$

where $H$ and $E_{8}$ are given in (1.14) and (1.15), respectively.
(5) Given any four-manifold $X$ one can always form the connected sum $\widehat{X}=X \sharp \mathbb{P}^{2}$, also called the blow-up of $X$. The sphere $\mathbb{P}^{1}$ corresponding to the line in $\mathbb{P}^{2}$ is called the exceptional sphere of $\widehat{X}$, and its homology class $B$ satisfies $B^{2}=-1$. The two-homology of the blow-up is simply given by $H_{2}(\widehat{X}, \mathbf{Z})=H_{2}(X, \mathbf{Z}) \oplus\langle B\rangle$, and the class $B$ is orthogonal to all the classes inherited from $X$.

An important class of four-manifolds is given by complex surfaces, i.e., complex manifolds of complex dimension two. There is a beautiful classification of these manifolds owed to Kodaira, which we will briefly review in order to present more examples of four-manifolds.

Complex surfaces can be classified according to the Kodaira dimension $\kappa(S)$. This quantity measures the number of holomorphic $(2 n, 0)$ forms for large $n$ and can take the values $-\infty, 0,1$ and 2 . This classification is up to bi-rational equivalence, and since blowing-up is a bi-rational transformation it is convenient to focus on minimal surfaces, i.e. surfaces that do not contain holomorphically embedded spheres of square -1 (and therefore they are not the blow-up of another surface). The classification of minimal surfaces then goes as follows:

- The minimal surfaces with $\kappa(S)=-\infty$ are $\mathbb{P}^{2}$, ruled surfaces (i.e., a sphere bundle over a Riemann surface $\Sigma_{g}$ of genus $g$ ) or belong to the so called Kodaira class VII. All these surfaces have $b_{2}^{+}=0$ (for class VII) or 1 . For a geometrically ruled surface one has $c_{1}^{2}=8(1-g)$, where $g$ is the genus of the base, and they include the products considered in example (3) above. Geometrically ruled surfaces over $\mathbb{P}^{1}$ are called Hirzebruch surfaces, and they are labelled by a non-negative integer $n$. We will denote them by $\mathbf{F}_{n}$. One has $\mathbf{F}_{0}=\mathbb{P}^{1} \times \mathbb{P}^{1}$ and $\mathbf{F}_{1}$ is $\mathbb{P}^{2}$ blown up at one point (therefore it is not minimal).
- There are five types of minimal surfaces with $\kappa(S)=0$ : Enriques surfaces, bi-elliptic surfaces, Kodaira surfaces (primary and secondary), abelian surfaces (tori), and $K 3$ surfaces. Enriques, bi-elliptic, and secondary Kodaira surfaces have $b_{2}^{+} \leq 1$. Tori, $K 3$, and primary Kodaira surfaces are in fact elliptic fibrations, which we consider now.
- An elliptic fibration is a complex surface $S$ together with a holomorphic fibration $\pi: S \rightarrow \Sigma_{g}$ over a Riemann surface of genus $g$, where the generic fibers are elliptic curves. All the minimal surfaces with Kodaira dimension $\kappa(S)=1$ are elliptic fibrations, but the converse is not true, as the examples above show. Any minimal elliptic surface has $c_{1}^{2}=0$. A particularly interesting sub-family of elliptic surfaces is given by the simply connected four-manifolds $E(n)$, labelled by a non-negative integer $n$. These manifolds can be constructed starting with $E(1)=\mathbb{P}^{2} \sharp 9 \overline{\mathbb{P}^{2}}$, i.e., the blow-up of $\mathbb{P}^{2}$ at nine points. It can be shown that this rational surface is elliptic. One can now perform an operation called fiber sum in order to obtain more elliptic fibrations, and in this way one generates the full series $E(n)$. One has $\chi(E(n))=12 n$ and $\sigma(E(n))=-8 n$, and furthermore $b_{2}^{+}(E(n))=2 n-1$. $E(2)$ turns out to be a $K 3$ surface.
- Finally, we have surfaces with Kodaira dimension $\kappa(S)=2$, which are
called surfaces of general type. They have $c_{1}^{2}>0$.
Of course, complex surfaces are just a small set in the zoo of fourmanifolds, and in the latter years many 'exotic' manifolds have been constructed outside the complex realm. The reader is referred to the bibliography at the end of this chapter for a detailed treatment of these developments.


### 1.6. Spin and $\operatorname{Spin}_{c}$-structures on four-manifolds

The $\operatorname{Spin}_{n}$ group is a double covering of the orthogonal group $S O(n)$. If $E$ is an oriented $S O(n)$ bundle on a manifold $X$, a natural question is whether one can lift it to a $\operatorname{Spin}_{n}$-bundle $\operatorname{Sp}(E)$, producing a double covering $\operatorname{Sp}(E) \rightarrow E$. If this can be done we say that $E$ is endowed with a Spin structure. Locally, Spin structures can always be found, but globally there are topological obstructions which are encoded precisely in the second StiefelWhitney class of $E, w_{2}(E)$. We say that $X$ admits a Spin structure if $T X$ does, and $X$ is then called a Spin manifold. The necessary and sufficient condition for $X$ to be Spin is then $w_{2}(X)=0$. For example, one can see that the elliptic fibration $E(n)$ introduced in the previous section is Spin if and only if $n$ is even.

If a manifold is Spin then one can consistently construct the spinor bundle $S$, which is a vector bundle providing a representation of the Clifford algebra. A section of this bundle is nothing but a spinor field. In four dimensions $\operatorname{Spin}_{4}=S U(2)_{+} \times S U(2)_{-}$, and the spinor bundle decomposes in two irreducible representations $S=S^{+} \oplus S^{-}$, corresponding to positive and negative chirality spinors (our conventions for spinor algebra in Euclidean and Minkowskian signature are collected in Appendix A).

Most four-manifolds are not Spin. In such a situation one can still define something very similar to a spin structure: a $\operatorname{Spin}_{c}$ structure. One of the best ways to think about $\operatorname{Spin}_{c}$ structures is the following: as we said before, the second Stiefel-Whitney cohomology class of a manifold $X$, $w_{2}(X) \in H^{2}\left(X, \mathbf{Z}_{2}\right)$, is always the $\bmod 2$ reduction of an integral class $w$. Let $L$ be the line bundle corresponding to $w$, i.e, $c_{1}(L)=w$. The square root of the line bundle $L$ in principle does not exist, and the topological obstruction to define it globally is in this case $w_{2}(X)$, the reduction $\bmod 2$ of $c_{1}(L)$. In the same way, the spinor bundle $S$ of $X$ is not globally defined. However, a standard obstruction analysis in Čech cohomology shows that, although
neither $L^{1 / 2}$ nor $S$ are well defined separately, the product bundle

$$
\begin{equation*}
S_{L}=S \otimes L^{1 / 2} \tag{1.24}
\end{equation*}
$$

is well defined. This is easy to understand intuitively: to construct a Spin structure one has to choose a lifting of the rotation group to the spinor group in the different coordinate patches, and as it is well known this lifting involves $\pm 1$ ambiguities. When the choice of signs can not be made consistently for all patches, the Spin structure is obstructed globally. To define the square root of $L$ we have the same kind of ambiguity in signs, but when tensoring both bundles, as in (1.24), these ambiguities compensate each other and the resulting object is globally well defined.

We then see that, given an integer lifting of $w_{2}(X)$, we can construct a $\operatorname{Spin}_{c}$ structure and define a spinor bundle as in (1.24). Therefore the set of Spin ${ }_{c}$ structures on a four-manifold is in one-to-one correspondence with the set of characteristic elements. The complex line bundle $L$ is called the determinant line bundle of the $\operatorname{Spin}_{c}$ structure. Once we have found a $\operatorname{Spin}_{c}$ structure we can generate all the rest of them by tensoring with other line bundles: if $L_{\alpha}$ is the line bundle associated to an element $\alpha \in H^{2}(X, \mathbf{Z})$, we can construct from (1.24) another spinor bundle

$$
\begin{equation*}
S_{L \otimes L_{\alpha}^{2}}=S \otimes\left(L^{1 / 2} \otimes L_{\alpha}\right) \tag{1.25}
\end{equation*}
$$

Notice that if $c_{1}(L) \equiv w_{2}(X) \bmod 2$ the same is obviously true for $L \otimes L_{\alpha}^{2}$. This construction gives a map from $H^{2}(X, \mathbf{Z})$ to the set of $\operatorname{Spin}_{c}$ structures. If there is no two-torsion in $H^{2}(X, \mathbf{Z})$ then this map is a bijection, although a non-canonical one since it requires a choice of basepoint (the $\operatorname{Spin}_{c}$ structure $^{\text {sta }}$ associated to $L$ ).

In the case of an almost complex manifold $X$ there is, however, a canonical choice of the $\operatorname{Spin}_{c}$ structure: this is for $L=K^{-1}$, where $K$ denotes the canonical line bundle of $X$. One has, in fact, the isomorphism

$$
\begin{equation*}
S_{K^{-1}}=\Omega_{\mathbf{C}}^{*} T^{(1,0)}(X) \tag{1.26}
\end{equation*}
$$

where the right hand side denotes the complex exterior powers of the holomorphic tangent bundle of $X$. Positive chirality spinors correspond to the even powers, and negative chirality spinors to the odd powers.

Since a $\mathrm{Spin}_{c}$ structure can be simply understood as the tensor product (1.24), one can construct the Dirac operator $D_{L}$ for the $\operatorname{Spin}_{c}$-structure as
the usual Dirac operator coupled to a $U(1)$ connection whose connection and curvature are formally given by $1 / 2$ the connection and curvature of $L$. A consequence of (1.12) and the index theorem for the Dirac operator is that if $L$ is the determinant line bundle of a $\operatorname{Spin}_{c}$-structure then

$$
\begin{equation*}
c_{1}^{2}(L)=\sigma(X) \bmod 8 \tag{1.27}
\end{equation*}
$$

From this it follows that if $X$ is Spin, then $\sigma(X)$ is a multiple of eight. Actually, it turns out that in fact $\sigma(X)$ is a multiple of 16 for Spin manifolds (Rohlin's theorem).

## Bibliographical notes

- A complete survey of the topology of four-manifolds can be found in the excellent book [1]. A short but useful summary is contained in the first chapter of [2].
- The classification of complex surfaces is studied in detail in [3] and [4], as well as in Chapter 3 of [1].
- Hirzebruch surfaces are considered in detail in [3], Chapters III and IV, and the elliptic fibrations $E(n)$ are constructed in detail in [1], Chapter 3. Techniques for constructing 'exotic' four-manifolds are reviewed in [5].


## Chapter 2

## The Theory of Donaldson Invariants

Donaldson invariants can be mathematically motivated as follows: as we have mentioned, Freedman's results imply that two simply connected smooth manifolds are homeomorphic if and only if they have the same intersection form. However, the classification of four-manifolds up to diffeomorphism turns out to be much more subtle: most of the techniques which one uses in dimension $\geq 5$ to approach this problem (like cobordism theory) fail in four dimensions. For example, four dimensions is the only dimension in which a fixed homeomorphism type of closed four-manifolds is represented by infinitely many diffeomorphism types, and $n=4$ is the only dimension where there are 'exotic' $\mathbf{R}^{n} \mathrm{~s}$, i.e., manifolds which are homeomorphic to $\mathbf{R}^{n}$ but not diffeomorphic to it. One has to look then for a new class of invariants of differentiable manifolds in order to solve the classification problem, and this was the great achievement of Donaldson. Remarkably, the new invariants introduced by Donaldson are defined by looking at instanton configurations of non-abelian gauge theories on the four-manifold. We will give here a sketch of the mathematical procedure for defining Donaldson invariants, in a rather formal way and without entering into the most intricate parts of the theory.

### 2.1. Yang-Mills theory on a four-manifold

Donaldson theory defines differentiable invariants of smooth fourmanifolds starting from Yang-Mills fields on a vector bundle over the manifold. The basic framework is then gauge theory on a four-manifold, and the moduli space of ASD connections.

Let $G$ be a Lie group (usually we will take $G=S O(3)$ or $S U(2)$ ). Let $P \rightarrow X$ be a principal $G$-bundle over a manifold $X$ with a connection $A$ taking values in the Lie algebra of $G, \mathbf{g}$. Given a vector space $V$ and a representation $\rho$ of $G$ in $G L(V)$, we can form an associated vector bundle $E=P \times{ }_{G} V$ in the
standard way. $G$ acts on $V$ through the representation $\rho$. The connection $A$ on $P$ induces a connection on the vector bundle $E$ (which we will also denote by $A$ ) and a covariant derivative $\nabla_{A}$. Notice that, whilst the connection $A$ on the principal bundle is an element in $\Omega^{1}(P, \mathbf{g})$, the induced connection on the vector bundle $E$ is better understood in terms of a local trivialization $U_{\alpha}$. On each $U_{\alpha}$ the connection 1-form $A_{\alpha}$ is a $g l(V)$ valued one-form (where $g l(V)$ denotes the Lie algebra of $G L(V))$ and the transformation rule which glues together the different descriptions is given by:

$$
\begin{equation*}
A_{\beta}=g_{\alpha \beta}^{-1} A_{\alpha} g_{\alpha \beta}+i g_{\alpha \beta}^{-1} d g_{\alpha \beta}, \tag{2.1}
\end{equation*}
$$

where $g_{\alpha \beta}$ are the transition functions of $E$.
Recall that the representation $\rho$ induces a representation of Lie algebras $\rho_{*}: \mathbf{g} \rightarrow g l(V)$. We will identify $\rho_{*}(\mathbf{g})=\mathbf{g}$ and define the adjoint action of $G$ on $\rho_{*}(\mathbf{g})$ through the representation $\rho$. On $X$ one can consider the adjoint bundle $\mathbf{g}_{E}$, defined by:

$$
\begin{equation*}
\mathbf{g}_{E}=P \times_{G} \mathbf{g} \tag{2.2}
\end{equation*}
$$

which is a subbundle of $\operatorname{End}(E)$. For example, for $G=S U(2)$ and $V$ corresponding to the fundamental representation, $\mathbf{g}_{E}$ consists of Hermitian tracefree endomorphisms of $E$. If we look at (2.1) we see that the difference of two connections is an element in $\Omega^{1}\left(\mathbf{g}_{E}\right)$ (the one-forms on $X$ with values in the bundle $\mathbf{g}_{E}$ ). Therefore we can think about the space of all connections $\mathcal{A}$ as an affine space whose tangent space at $A$ is given by $T_{A} \mathcal{A}=\Omega^{1}\left(\mathbf{g}_{E}\right)$.

The curvature $F_{A}$ of the vector bundle $E$ associated with the connection $A$ can be also defined in terms of the local trivialization of $E$. On $U_{\alpha}$ the curvature $F_{\alpha}^{\prime}$ is a $g l(V)$-valued two-form that behaves under a change of trivialization as:

$$
\begin{equation*}
F_{\beta}=g_{\alpha \beta}^{-1} F_{\alpha} g_{\alpha \beta} \tag{2.3}
\end{equation*}
$$

and this shows that the curvature can be considered as an element in $\Omega^{2}\left(\mathbf{g}_{E}\right)$.
The next geometrical objects we must introduce are gauge transformations, which are automorphisms of the vector bundle $E, u: E \rightarrow E$ preserving the fiber structure (i.e., they map one fiber onto another) and descend to the identity on $X$. They can be described as sections of the bundle $\operatorname{Aut}(E)$. Gauge transformations form an infinite-dimensional Lie group $\mathcal{G}$, where the group structure is given by pointwise multiplication. The Lie algebra of $\mathcal{G}=\Gamma(\operatorname{Aut}(E))$ is given by $\operatorname{Lie}(\mathcal{G})=\Omega^{0}\left(\mathrm{~g}_{E}\right)$. This can be seen by looking
at the local description, since on an open set $U_{\alpha}$ the gauge transformation is given by a map $u_{\alpha}: U_{\alpha} \rightarrow G$, where $G$ acts through the representation $\rho$. As it is well known, the gauge transformations act on the connections according to

$$
\begin{equation*}
u^{*}\left(A_{\alpha}\right)=u_{\alpha} A_{\alpha} u_{\alpha}^{-1}+i d u_{\alpha} u_{\alpha}^{-1}=A_{\alpha}+i\left(\nabla_{A} u_{\alpha}\right) u_{\alpha}^{-1} \tag{2.4}
\end{equation*}
$$

where

$$
\begin{equation*}
\nabla_{A} u_{\alpha}=d u_{\alpha}+i\left[A_{\alpha}, u_{\alpha}\right] . \tag{2.5}
\end{equation*}
$$

Gauge transformations act on the curvature as:

$$
\begin{equation*}
u^{*}\left(F_{\alpha}^{\prime}\right)=u_{\alpha} F_{\alpha} u_{\alpha}^{-1} \tag{2.6}
\end{equation*}
$$

## 2.2. $S U(2)$ and $S O(3)$ bundles

In this book we will essentially restrict ourselves to the gauge groups $S U(2)$ and $S O(3)$, and the vector bundle will correspond to the fundamental representation of these groups. In the following, $S U(2)$ bundles will be denoted by $E$, and $S O(3)$ bundles will be denoted by $V$, so $E$ will be a twodimensional complex vector bundle and $V$ will be a three-dimensional real vector bundle.
$S U(2)$ bundles over a compact four-manifold are completely classified by the second Chern class $c_{2}(E)$. In the case of $S O(3)$ bundles, the isomorphism class is completely classified by the first Pontrjagin class

$$
\begin{equation*}
p_{1}(V)=-c_{2}(V \otimes \mathbf{C}) \tag{2.7}
\end{equation*}
$$

and the Stiefel-Whitney class $w_{2}(V) \in H_{2}\left(X, \mathbf{Z}_{2}\right)$. These characteristic classes are related by

$$
\begin{equation*}
w_{2}(V)^{2}=p_{1}(V) \bmod 4 \tag{2.8}
\end{equation*}
$$

$S U(2)$ bundles and $S O(3)$ bundles are, of course, related: given an $S U(2)$ bundle we can form an $S O(3)$ bundle by taking the bundle $\mathbf{g}_{E}$ in (2.2). However, although an $S O(3)$ bundle can be always regarded locally as an $S U(2)$ bundle, there are global obstructions to lift the $S O(3)$ group to an $S U(2)$ group. The obstruction is measured precisely by the second Stiefel-Whitney class $w_{2}(V)$. Therefore we can view $S U(2)$ bundles as a special case of $S O(3)$ bundles with zero Stiefel-Whitney class, and this is what we are going to do in this book. When the $S O(3)$ bundle can be lifted to an $S U(2)$ bundle one has the relation:

$$
\begin{equation*}
p_{1}(V)=-4 c_{2}(E) \tag{2.9}
\end{equation*}
$$

Chern-Weil theory gives a representative of the characteristic class $p_{1}(V) / 4$ in terms of the curvature of the connection:

$$
\begin{equation*}
\frac{1}{4} p_{1}(V)=\frac{1}{8 \pi^{2}} \operatorname{Tr} F_{A}^{2}, \tag{2.10}
\end{equation*}
$$

where $F_{A}$ is a Hermitian trace-free matrix valued two-form. Notice that Hermitian trace-free matrices have the form:

$$
\xi=\left(\begin{array}{cc}
a & -i b+c  \tag{2.11}\\
i b+c & -a
\end{array}\right), \quad a, b, c \in \mathbf{R}
$$

so the trace is a positive definite form:

$$
\begin{equation*}
\operatorname{Tr} \xi^{2}=2\left(a^{2}+b^{2}+c^{2}\right) \equiv 2|\xi|^{2}, \quad \xi \in s u(2) \tag{2.12}
\end{equation*}
$$

We define the instanton number $k$ as:

$$
\begin{equation*}
k=-\frac{1}{8 \pi^{2}} \int_{X} \operatorname{Tr} F_{A}^{2} \tag{2.13}
\end{equation*}
$$

If $V$ does not have a lifting to an $S U(2)$ bundle, the instanton number is not an integer in general, and satisfies instead

$$
\begin{equation*}
k=-\frac{w_{2}(V)^{2}}{4} \bmod 1 \tag{2.14}
\end{equation*}
$$

If $V$ lifts to $E$ then $k=c_{2}(E)$.
The topological invariant $w_{2}(V)$ for $S O(3)$ bundles may be less familiar, but it has been used when $X=\mathbf{T}^{4}$, the four-torus, to construct gauge configurations called torons. Consider $S U(N)$ gauge fields on a four-torus of lengths $a_{\mu}, \mu=1, \ldots, 4$. Torons are configurations which are topologically non-trivial, and are obtained by requiring the gauge fields to be periodic up to a gauge transformation in two directions:

$$
\begin{align*}
& A_{\mu}\left(a_{1}, x_{2}\right)=\Omega_{1}\left(x_{2}\right) A_{\mu}\left(0, x_{2}\right), \\
& A_{\mu}\left(x_{1}, a_{2}\right)=\Omega_{2}\left(x_{1}\right) A_{\mu}\left(x_{1}, 0\right), \tag{2.15}
\end{align*}
$$

where we have denoted by $\Omega A$ the action of the gauge transformation $\Omega$ on the connection $A$. Looking at the corners, we find the compatibility condition

$$
\begin{equation*}
\Omega_{1}\left(a_{2}\right) \Omega_{2}(0)=\Omega\left(a_{1}\right) \Omega_{1}(0) Z, \tag{2.16}
\end{equation*}
$$

where $Z \in C(S U(N))=\mathbf{Z}_{N}$ is a central element. We can allow a non-trivial $Z$ since a gauge transformation which is in the center of $S U(N)$ does not act on the $S U(N)$ gauge fields. This means that when we allow torons we are effectively dealing with an $S U(N) / \mathbf{Z}_{N}$ gauge theory. For $S U(2)$ this means that we are dealing with an $S O(3)$ theory, and the toron configurations are, in fact, topologically non-trivial $S O(3)$ gauge fields with non-zero StiefelWhitney class.

## 2.3. $A S D$ connections

The splitting (1.17) between SD and ASD parts of a two-form extends in a natural way to bundle-valued two-forms, and, in particular, to the curvature associated to the connection $A, F_{A} \in \Omega^{2}\left(\mathbf{g}_{E}\right)$. We say that a connection is ASD if

$$
\begin{equation*}
F_{A}^{+}=0 . \tag{2.17}
\end{equation*}
$$

It is instructive to consider this condition in the case of $X=\mathbf{R}^{4}$ with the Euclidean metric. If $\left\{e_{1}, e_{2}, e_{3}, e_{4}\right\}$ is an oriented orthonormal frame, a basis for SD (ASD) forms is given by:

$$
\begin{equation*}
\left\{e_{1} \wedge e_{2} \pm e_{3} \wedge e_{4}, e_{1} \wedge e_{4} \pm e_{2} \wedge e_{3}, e_{1} \wedge e_{3} \pm e_{4} \wedge e_{1}\right\} \tag{2.18}
\end{equation*}
$$

with $\pm$ for SD and ASD , respectively. If we write $F=\frac{1}{2} F_{\mu \nu} d x^{\mu} \wedge d x^{\nu}$ then the ASD condition reads:

$$
\begin{align*}
& F_{12}+F_{34}=0 \\
& F_{14}+F_{23}=0  \tag{2.19}\\
& F_{13}+F_{42}=0 .
\end{align*}
$$

Notice that the second Chern class density can be written as

$$
\begin{equation*}
\operatorname{Tr}\left(F_{A}^{2}\right)=\left\{\left|F_{A}^{+}\right|^{2}-\left|F_{A}^{-}\right|^{2}\right\} d \mu \tag{2.20}
\end{equation*}
$$

where the norm is defined as

$$
\begin{equation*}
|\psi|^{2}=\frac{1}{2} \operatorname{Tr}(\psi \wedge * \psi) . \tag{2.21}
\end{equation*}
$$

We then see that, with our conventions, if $A$ is an ASD connection the instanton number $k$ is positive. This gives a topological constraint on the existence of ASD connections.

One of the most important properties of ASD connections is that they minimize the Yang-Mills action

$$
\begin{equation*}
S_{\mathrm{YM}}=\frac{1}{2} \int_{X} F \wedge * F=\frac{1}{4} \int_{X} d^{4} x \sqrt{g} F_{\mu \nu} F^{\mu \nu} \tag{2.22}
\end{equation*}
$$

in a given topological sector. This is so because the integrand of (2.22) can be written as $\left|F_{A}^{+}\right|^{2}+\left|F_{A}^{-}\right|^{2}$, therefore

$$
S_{\mathrm{YM}}=\frac{1}{2} \int_{X}\left|F_{A}^{+}\right|^{2} d \mu+8 \pi^{2} k
$$

which is bounded from below by $8 \pi^{2} k$. The minima are attained precisely when (2.17) holds.

The ASD condition is a non-linear differential equation for non-abelian gauge connections, and it defines a subspace of the infinite-dimensional configuration space of connections $A$. This subspace can be regarded as the zero locus of the section

$$
\begin{equation*}
s: \mathcal{A} \longrightarrow \Omega^{2,+}\left(\mathbf{g}_{E}\right) \tag{2.23}
\end{equation*}
$$

given by

$$
\begin{equation*}
s(A)=F_{A}^{+} . \tag{2.24}
\end{equation*}
$$

Our main goal is to define a finite-dimensional moduli space starting from $s^{-1}(0)$. The key property to take into account is that section (2.24) is equivariant with respect to the action of the gauge group,

$$
\begin{equation*}
s\left(u^{*}(A)\right)=u^{*}(s(A)) \tag{2.25}
\end{equation*}
$$

Therefore if a gauge connection satisfies the ASD condition then any gaugetransformed connection $u^{*}(A)$ will be also ASD. By getting rid of this gauge redundancy one obtains a finite-dimensional moduli space, so we must 'divide by $\mathcal{G}^{\prime}$. In other words, we must quotient $s^{-1}(0)$ by the action of the gauge group. We are thus led to define the moduli space of ASD connections, $\mathcal{M}_{\mathrm{ASD}}$, as follows:

$$
\begin{equation*}
\mathcal{M}_{\mathrm{ASD}}=\{[A] \in \mathcal{A} / \mathcal{G} \mid s(A)=0\} \tag{2.26}
\end{equation*}
$$

where $[\mathcal{A}]$ denotes the gauge equivalence class of the connection $\mathcal{A}$. The above space is well defined since $s$ is $\mathcal{G}$-equivariant. In defining (2.26) it is usual to fix the topological class of the bundle, so one considers only gauge connections in that class. This means, for an $S O(3)$ bundle $V$, fixing the instanton number $k$ and the second Stiefel-Whitney class $w_{2}(V)$. When we want to emphasize this property we will write the moduli space as $\mathcal{M}_{\mathrm{ASD}}\left(w_{2}(V), k\right)$.

That the ASD connections form a moduli space is well known in field theory. For example, on $\mathbf{R}^{4} S U(2)$ instantons are parametrized by a finite number of data (which include, for example, the position of the instanton), giving $8 k-3$ parameters for instanton number $k$. The moduli space that we have just defined is the generalization of this to an arbitrary, compact four-manifold.

### 2.4. Reducible connections

In order to analyse $\mathcal{M}_{\mathrm{ASD}}$ we will first look at the map

$$
\begin{equation*}
\mathcal{G} \times \mathcal{A} \rightarrow \mathcal{A} \tag{2.27}
\end{equation*}
$$

and the associated quotient space $\mathcal{A} / \mathcal{G}$. The equivalence class of connections in this quotient space are denoted by $[A]$. However it is well known that if the action of the group is not free one has singularities in the quotient space. We then define the isotropy group of a connection $A, \Gamma_{A}$, as

$$
\begin{equation*}
\Gamma_{A}=\{u \in \mathcal{G} \mid u(A)=A\} \tag{2.28}
\end{equation*}
$$

which measures the extent at which the action of $\mathcal{G}$ on $A$ is not free. If the isotropy group is the center of the group $C(G)$ then the action is free and we say that the connection $A$ is irreducible. Otherwise we say that the connection $A$ is reducible. Reducible connections are well known in field theory, since they correspond to gauge configurations in which the gauge symmetry is broken to a smaller subgroup. For example, the $S U(2)$ connection

$$
A=\left(\begin{array}{cc}
a & 0  \tag{2.29}\\
0 & -a
\end{array}\right)
$$

should be regarded as a $U(1)$ connection in disguise. It is clear that a constant gauge transformation of the form $u \sigma_{3}$ (where $\sigma_{3}=\operatorname{diag}(1,-1)$ ) leaves (2.29) invariant, therefore the isotropy group of $A$ is bigger than the center of $S U(2)$. We will denote the space of irreducible connections by $\mathcal{A}^{*}$. It follows from the definition that the reduced group of gauge transformations $\widehat{\mathcal{G}}=\mathcal{G} / C(G)$ acts freely on $\mathcal{A}^{*}$.

By using the description of $u$ as a section of $\operatorname{Aut}(E)$ and the action on $A$ given in (2.4), we see that

$$
\begin{equation*}
\Gamma_{A}=\left\{u \in \Gamma(\operatorname{Aut}(E)) \mid \nabla_{A} u=0\right\} \tag{2.30}
\end{equation*}
$$

i.e., the isotropy group at $A$ is given by the covariantly constant sections of the bundle $\operatorname{Aut}(E)$. It follows that $\Gamma_{A}$ is a Lie group, and its Lie algebra is given by

$$
\begin{equation*}
\operatorname{Lie}\left(\Gamma_{A}\right)=\left\{f \in \Omega^{0}\left(\mathbf{g}_{E}\right) \mid \nabla_{A} f=0\right\} \tag{2.31}
\end{equation*}
$$

Therefore, a useful way of detecting whether $\Gamma_{A}$ is bigger than $C(G)$ (and has positive dimension) is to study the kernel of $\nabla_{A}$ in $\Omega^{0}\left(\mathbf{g}_{E}\right)$. Reducible connections then correspond to a non-zero kernel of

$$
\begin{equation*}
\nabla_{A}: \Omega^{0}\left(\mathbf{g}_{E}\right) \rightarrow \Omega^{1}\left(\mathbf{g}_{E}\right) \tag{2.32}
\end{equation*}
$$

In the case of $S U(2)$ and $S O(3)$ a reducible connection has precisely the form (2.29), with isotropy group $\Gamma_{A} / C(G)=U(1)$. This means, topologically, that the $S U(2)$ bundle $E$ splits as

$$
\begin{equation*}
E=L \oplus L^{-1}, \tag{2.33}
\end{equation*}
$$

with $L$ a complex line bundle, whilst a reducible $S O(3)$ bundle splits as

$$
\begin{equation*}
V=\mathbf{R} \oplus T \tag{2.34}
\end{equation*}
$$

where $\mathbf{R}$ denotes the trivial rank-one real bundle over $X$, and $T$ is a complex line bundle. The above structure for $V$ is easily derived by considering the real part of $\operatorname{Sym}^{2}(E)$. Notice that if $V$ admits a $S U(2)$ lifting $E$ then $T=$ $L^{2}$. There are topological constraints to have these splittings, because (2.33) implies that $c_{2}(E)=-c_{1}(L)^{2}$, and (2.34) that

$$
\begin{equation*}
p_{1}(V)=c_{1}(T)^{2} \tag{2.35}
\end{equation*}
$$

When $E$ exists the first Chern class $\lambda=c_{1}(L)$ is an integral cohomology class. However, when $w_{2}(V) \neq 0$ it then follows from (2.8) that $L$ does not exist as a line bundle, since its first Chern class is not an integral class but lives in the lattice

$$
\begin{equation*}
H^{2}(X, \mathbf{Z})+\frac{1}{2} w_{2}(V) \tag{2.36}
\end{equation*}
$$

In particular, one has that

$$
\begin{equation*}
c_{1}(T) \equiv w_{2}(V) \bmod 2 \tag{2.37}
\end{equation*}
$$

Therefore reductions of $V$ are in one-to-one correspondence with cohomology classes $\alpha \in H^{2}(X, \mathbf{Z})$ which are congruent to $w_{2}(V) \bmod 2$ and such that $\alpha^{2}=p_{1}(V)$. In the following, when we study the local model of $\mathcal{M}_{\text {ASD }}$ we will restrict ourselves to irreducible connections.

### 2.5. A local model for the moduli space

To construct a local model for the moduli space means essentially to give a characterization of its tangent space at a given point. The way to do that is to consider the tangent space at an ASD connection $A$ in $\mathcal{A}$, which is isomorphic to $\Omega^{1}\left(\mathbf{g}_{E}\right)$, and look for the directions in this vector space which preserve the ASD condition and which are not gauge orbits (since we are
quotienting by $\mathcal{G})$. The local model for $\mathcal{M}_{\text {ASD }}$ was first obtained by Atiyah, Hitchin, and Singer.

Let us first address the second condition. We want to find out which directions in the tangent space at a connection $A$ are pure gauge, i.e., we want to find slices of the action of the gauge group $\widehat{\mathcal{G}}$. The procedure is simply to consider the derivative of the map (2.27) in the $\mathcal{G}$ variable at a point $A \in \mathcal{A}^{*}$ to obtain

$$
\begin{equation*}
C: \operatorname{Lie}(\mathcal{G}) \longrightarrow T_{A} \mathcal{A}, \tag{2.38}
\end{equation*}
$$

which is nothing but (2.32). Since there is a natural metric in the space $\Omega^{*}\left(\mathbf{g}_{E}\right)$ we can define a formal adjoint operator:

$$
\begin{equation*}
C^{\dagger}: \Omega^{1}\left(\mathbf{g}_{E}\right) \longrightarrow \Omega^{0}\left(\mathbf{g}_{E}\right) \tag{2.39}
\end{equation*}
$$

We can then orthogonally decompose the tangent space at $A$ into the gauge orbit $\operatorname{Im} C$ and its complement:

$$
\begin{equation*}
\Omega^{1}\left(\mathbf{g}_{E}\right)=\operatorname{Im} C \oplus \operatorname{Ker} C^{\dagger} \tag{2.40}
\end{equation*}
$$

This is precisely the slice of the action we were looking for. Locally this means that the neighborhood of $[A]$ in $\mathcal{A}^{*} / \mathcal{G}$ can be modeled by the subspace of $T_{A} \mathcal{A}$ given by $\operatorname{Ker} \nabla_{A}^{\dagger}$. Furthermore, the isotropy group $\Gamma_{A}$ has a natural action on $\Omega^{1}\left(\mathbf{g}_{E}\right)$ given by the adjoint multiplication, as in (2.6). If the connection is reducible the moduli space is locally moded on $\left(\operatorname{Ker} \nabla_{A}^{\dagger}\right) / \Gamma_{A}$.

We have obtained a local model for the orbit space $\mathcal{A}^{*} / \mathcal{G}$, but we need to enforce the ASD condition in order to obtain a local model for the moduli space of ASD connections modulo gauge transformations. Let $A$ be an irreducible ASD connection, satisfying $F_{A}^{+}=0$, and let $A+a$ be another ASD connection, where $a \in \Omega^{1}\left(\mathbf{g}_{E}\right)$. The condition we obtain on $a$ starting from $F_{A+a}^{+}=0$ is $p^{+}\left(\nabla_{A} a+a \wedge a\right)=0$, where $p^{+}$is the projector on the SD part of a two-form. At linear order we find:

$$
\begin{equation*}
p^{+} \nabla_{A} a=0 \tag{2.41}
\end{equation*}
$$

Note that the $\operatorname{map} p^{+} \nabla_{A}$ is nothing but the linearization of the section $s, d s$ :

$$
\begin{equation*}
d s: T_{A} \mathcal{A} \longrightarrow \Omega^{2,+}\left(\mathbf{g}_{E}\right) \tag{2.42}
\end{equation*}
$$

The kernel of $d s$ corresponds to tangent vectors that satisfy the ASD condition at linear order (2.41). We can now give a precise description of the tangent
space of $\mathcal{M}_{\mathrm{ASD}}$ at $A$ : we want directions which are in $\operatorname{Ker} d s$ but which are not in $\operatorname{Im} C$. First notice that, since $s$ is gauge equivariant, $\operatorname{Im} C \subset \operatorname{Ker} d s$. This can be checked by a direct computation

$$
\begin{equation*}
p^{+} \nabla_{A} \nabla_{A} \phi=\left[F_{A}^{+}, \phi\right]=0, \quad \phi \in \Omega^{0}\left(\mathbf{g}_{E}\right) \tag{2.43}
\end{equation*}
$$

since $A$ is ASD. Now taking into account (2.40) we finally find

$$
\begin{equation*}
T_{[A]} \mathcal{M}_{\mathrm{ASD}} \simeq(\operatorname{Ker} d s) \cap\left(\operatorname{Ker} \nabla_{\mathrm{A}}^{\dagger}\right) \tag{2.44}
\end{equation*}
$$

This space can be regarded as the kernel of the operator

$$
\begin{equation*}
D: \Omega^{1}\left(\mathbf{g}_{E}\right) \longrightarrow \Omega^{0}\left(\mathbf{g}_{E}\right) \oplus \Omega^{2,+}\left(\mathbf{g}_{E}\right) \tag{2.45}
\end{equation*}
$$

given by $D=d s \oplus \nabla_{C}^{\dagger}$. Since $\operatorname{Im} C \subset \operatorname{Ker} d s$ there is a short exact sequence:

$$
\begin{equation*}
0 \longrightarrow \Omega^{0}\left(\mathbf{g}_{E}\right) \xrightarrow{C} \Omega^{1}\left(\mathbf{g}_{E}\right) \xrightarrow{d s} \Omega^{2,+}\left(\mathbf{g}_{E}\right) \longrightarrow 0 \tag{2.46}
\end{equation*}
$$

This complex is called the instanton deformation complex or Atiyah-HitchinSinger (AHS) complex and gives a very elegant local model for the moduli space of ASD connections. In particular one has that

$$
\begin{equation*}
T_{[A]} \mathcal{M}_{\mathrm{ASD}}=H_{A}^{1} \tag{2.47}
\end{equation*}
$$

, where $H_{A}^{1}$ is the middle cohomology group of the complex (2.46):

$$
\begin{equation*}
H_{A}^{1}=\frac{\operatorname{ker} d s}{\operatorname{Im} C} \tag{2.48}
\end{equation*}
$$

The index of the AHS complex is given by

$$
\begin{equation*}
\text { ind }=\operatorname{dim} H_{A}^{1}-\operatorname{dim} H_{A}^{0}-\operatorname{dim} H_{A}^{2}, \tag{2.49}
\end{equation*}
$$

where $H_{A}^{0}=\operatorname{Ker} C$ and $H_{A}^{2}=\operatorname{Coker} d s$. This index is usually called the virtual dimension of the moduli space. When $A$ is an irreducible connection (in particular, $\operatorname{Ker} \nabla_{A}=0$ ) and, in addition, it satisfies $H_{A}^{2}=0$ it is then called a regular connection. For these connections the dimension of the moduli space is given by the virtual dimension. The index of the AHS complex can be computed for any gauge group $G$ using the Atiyah-Singer index theorem. The result for the group $S O(3)$ is:

$$
\begin{equation*}
\operatorname{dim} \mathcal{M}_{\mathrm{ASD}}=-2 p_{1}(V)-\frac{3}{2}(\chi+\sigma) \tag{2.50}
\end{equation*}
$$

The conclusion of this analysis is that if $A$ is an irreducible ASD connection the moduli space in a neighborhood of this point is smooth and can be modeled by the cohomology (2.48). If the connection is also regular, the index of the instanton deformation complex gives the dimension of the moduli space. Of course, the most difficult part of Donaldson theory is to find the global structure of $\mathcal{M}_{\mathrm{ASD}}$. In particular, in order to define the invariants one has to compactify the moduli space. We are not going to deal with these subtle issues here, and refer the reader to the references mentioned at the end of this chapter.

### 2.6. Donaldson invariants

Donaldson invariants are roughly defined in terms of integrals of differential forms in the moduli space of irreducible ASD connections. These differential forms come from the rational cohomology ring of $\mathcal{A}^{*} / \mathcal{G}=\mathcal{B}^{*}$, and it is necessary to have an explicit description of this ring. The construction involves the universal bundle or universal instanton associated with this moduli problem, and proceeds as follows. For the group $S U(2)$ we will consider the $S O(3)$ bundle $\mathbf{g}_{E}$, and if the gauge group is $S O(3)$ we consider the vector bundle $V$. We will denote both of them by $\mathbf{g}_{E}$, since the construction is the same in both cases. We first consider the space $\mathcal{A}^{*} \times \mathbf{g}_{E}$. This space can be regarded as a bundle:

$$
\begin{equation*}
\mathcal{A}^{*} \times \mathbf{g}_{E} \rightarrow \mathcal{A}^{*} \times X \tag{2.51}
\end{equation*}
$$

which is the pullback from the bundle $\pi: \mathbf{g}_{E} \rightarrow X$. In this construction the space $\mathcal{A}^{*} \times \mathbf{g}_{E}$ is called a family of tautological connections since the natural connection on $\mathcal{A}^{*} \times \mathbf{g}_{E}$ is tautological in the $\mathbf{g}_{E}$ direction and trivial in the $\mathcal{A}^{*}$ direction: at the point $(A, p)$ the connection is given by $A_{\alpha}(\pi(p))$ (where we have chosen a trivialization $\left\{U_{\alpha}\right\}$, and $\pi(p) \in U_{\alpha}$ ). Since the group of reduced gauge transformations $\widehat{\mathcal{G}}$ acts on both factors, $\mathcal{A}^{*}$ and $\mathbf{g}_{E}$, the quotient

$$
\begin{equation*}
\mathbf{P}=\mathcal{A}^{*} \times_{\widehat{\mathcal{G}}} \mathbf{g}_{E} \tag{2.52}
\end{equation*}
$$

is a $G / C(G)$-bundle over $\mathcal{B}^{*} \times X$. This is the universal bundle associated with $E$ (or $V$ ). In the case of $G=S U(2)$ or $S O(3)$ the universal bundle is an $S O(3)$ bundle (since $S U(2) / \mathbf{Z}_{2}=S O(3)$ and $S O(3)$ has no center). Its Pontrjagin class $p_{1}(\mathbf{P})$ can be computed using Chern-Weil theory in terms of the curvature of a connection on $\mathbf{P}$. One can construct a natural connection
on $\mathbf{P}$, called the universal connection, by considering the quotient of the tautological connection. The curvature of the universal connection will be denoted by $K_{\mathbf{P}}$. It is a form in $\Omega^{2}\left(\mathcal{B}^{*} \times X, \mathbf{g}_{P}\right)$, and splits according to the bi-grading of $\Omega^{*}\left(\mathcal{B}^{*} \times X\right)$ into three pieces: a two-form with respect to $\mathcal{B}^{*}$, a two-form with respect to $X$, and a mixed form (one-form on $\mathcal{B}^{*}$ and one-form on $X$ ), all with values in $\mathbf{g}_{P}$. The Pontrjagin class is:

$$
\begin{equation*}
\frac{p_{1}(\mathbf{P})}{4}=\frac{1}{8 \pi^{2}} \operatorname{Tr}\left(K_{\mathbf{P}} \wedge K_{\mathbf{P}}\right) . \tag{2.53}
\end{equation*}
$$

By decomposing according to the bi-grading we obtain an element in $H^{*}\left(\mathcal{B}^{*}\right) \otimes$ $H^{*}(X)$. To obtain differential forms on $\mathcal{B}^{*}$ we just take the slant product with homology classes in $X$ (i.e., we simply pair the forms on $X$ with cycles on $X)$. In this way we obtain the Donaldson map:

$$
\begin{equation*}
\mu: H_{i}(X) \longrightarrow H^{4-i}\left(\mathcal{B}^{*}\right) \tag{2.54}
\end{equation*}
$$

One can prove that the differential forms obtained in this way actually generate the cohomology ring of $\mathcal{B}^{*}$. Finally, after restriction to $\mathcal{M}_{\text {ASD }}$ we obtain the following differential forms on the moduli space of ASD connections:

$$
\begin{align*}
x \in H_{0}(X) & \rightarrow \mathcal{O}(x) \in H^{4}\left(\mathcal{M}_{\mathrm{ASD}}\right) \\
\delta \in H_{1}(X) & \rightarrow I_{1}(\delta) \in H^{3}\left(\mathcal{M}_{\mathrm{ASD}}\right)  \tag{2.55}\\
S \in H_{2}(X) & \rightarrow I_{2}(S) \in H^{2}\left(\mathcal{M}_{\mathrm{ASD}}\right)
\end{align*}
$$

There are also cohomology classes associated with three-cycles in $X$, but we will not consider them in this book. In the next chapter we will see that the Donaldson map arises very naturally in the context of topological quantum field theory in what is called the descent procedure. In any case, we can now formally define the Donaldson invariants as follows. Consider the space

$$
\begin{equation*}
\mathbf{A}(X)=\operatorname{Sym}\left(H_{0}(X) \oplus H_{2}(X)\right) \otimes \wedge^{*} H_{1}(X) \tag{2.56}
\end{equation*}
$$

with a typical element written as $x^{\ell} S_{i_{1}} \cdots S_{i_{p}} \delta_{j_{1}} \cdots \delta_{j_{q}}$. We have to choose an integer lifting $w$ of the second Stiefel-Whitney class $w_{2}(V)$ of the gauge bundle. The Donaldson invariant corresponding to this element of $\mathbf{A}(X)$ is the following intersection number:

$$
\begin{align*}
& \mathcal{D}_{X}^{w, k}\left(x^{\ell} S_{i_{1}} \cdots S_{i_{p}} \delta_{j_{1}} \cdots \delta_{j_{q}}\right)= \\
& \quad \int_{\mathcal{M}_{\mathrm{ASD}}(w, k)} \mathcal{O}^{\ell} \wedge I_{2}\left(S_{i_{1}}\right) \wedge \cdots \wedge I_{2}\left(S_{i_{p}}\right) \wedge I_{1}\left(\delta_{j_{1}}\right) \wedge \cdots \wedge I_{1}\left(\delta_{j_{q}}\right), \tag{2.57}
\end{align*}
$$

where we denoted by $\mathcal{M}_{\mathrm{ASD}}(w, k)$ the moduli space of ASD connections with second Stiefel-Whitney class $w_{2}(V)$ with lifting $w \in H^{2}(X, \mathbf{Z})$ and instanton number $k$. The choice of lifting $w$ of $w_{2}(V)$ leads to a choice of orientation of the moduli space, and therefore the value of the invariant will depend on $w$, and not only on $w_{2}(V)$. However, this is a rather mild dependence: if $w, w^{\prime} \in H^{2}(X, \mathbf{Z})$ are different choices of integer lifting then the corresponding Donaldson invariants differ by a sign given by

$$
\begin{equation*}
(-1)^{\left(w-w^{\prime}\right) \cdot w_{2}(X) / 2} . \tag{2.58}
\end{equation*}
$$

Notice that since the integrals of differential forms are different from zero only when the dimension of the space equals the total degree of the form it is clear that the integral in (2.57) will be different from zero only if the degrees of the forms add up to $\operatorname{dim}\left(\mathcal{M}_{\mathrm{ASD}}(w, k)\right)$. It follows from (2.57) that Donaldson invariants can be understood as functionals:

$$
\begin{equation*}
\mathcal{D}_{X}^{w, k}: \mathbf{A}(X) \rightarrow \mathbf{Q} \tag{2.59}
\end{equation*}
$$

The reason that the values of the invariants are rational rather than integer is subtle and has to do with their being rigorously defined as intersection numbers only in certain situations (the so called stable range). Outside this range there is a natural way in which to extend the definition which involves dividing by 2 .

It is very convenient to pack all Donaldson invariants in a generating functional. Let $\left\{\delta_{i}\right\}_{i=1, \ldots, b_{1}}$ be a basis of one-cycles, and $\left\{S_{i}\right\}_{i=1, \ldots, b_{2}}$ a basis of two-cycles. We introduce the formal sums

$$
\begin{equation*}
\delta=\sum_{i=1}^{b_{1}} \zeta_{i} \delta_{i}, \quad S=\sum_{i=1}^{b_{2}} v_{i} S_{i} \tag{2.60}
\end{equation*}
$$

where $v_{i}$ are complex numbers, and $\zeta_{i}$ are Grassmann variables. We then define the Donaldson-Witten generating functional as:

$$
\begin{equation*}
Z_{\mathrm{DW}}^{w}\left(p, \zeta_{i}, v_{i}\right)=\sum_{k=0}^{\infty} \mathcal{D}_{X}^{w, k}\left(\mathrm{e}^{p x+\delta+S}\right), \tag{2.61}
\end{equation*}
$$

where in the right hand side we are summing over all instanton numbers, i.e., we are summing over all topological configurations of the $S O(3)$ gauge field with a fixed $w_{2}(V)$. This gives a formal power series in $p, \zeta_{i}$, and $v_{i}$. The

Donaldson invariants can be extracted from the coefficients of these formal series. If we assign degree 4 to $p, 2$ to $v_{i}$, and 3 to $\zeta_{i}$, and we fix the total degree, we obtain a finite polynomial which encodes all the Donaldson invariants for a fixed instanton number. Therefore Donaldson invariants at fixed instanton number can be also regarded as polynomials in the (dual of the) cohomology of the manifold. Sometimes we will also write (2.61) as a functional $Z_{\mathrm{DW}}^{w}(p, S, \delta)$.

The basic goal of Donaldson theory is the computation of the generating functional (2.61), and many results have been obtained over the years for different four-manifolds. More importantly, general structure results about the Donaldson-Witten generating functional are known, starting with the seminal work of Kronheimer and Mrowka. In order to explain these structure results we have to introduce some definitions. Let $w \in H^{2}(X, \mathbf{Z})$ be an integer lifting of the second Stiefel-Whitney class of $V$. A four-manifold $X$ is said to be of $w$-finite type if there is an $n \geq 0$ such that

$$
\begin{equation*}
\left(\frac{\partial^{2}}{\partial p^{2}}-4\right)^{n} Z_{\mathrm{DW}}^{w}(p, S, \delta)=0 \tag{2.62}
\end{equation*}
$$

The order of $w$-finite type is the minimum of such $n$. It has been proved that if $X$ is a four-manifold with $b_{2}^{+}>1$ and $w, w^{\prime}$ are elements in $H^{2}(X, \mathbf{Z})$, then the order of $w$-finite type and the order of $w^{\prime}$-finite type are equal. Therefore we can just talk about manifolds of finite type and of their order without having to specify the choice of Stiefel-Whitney class. Moreover, it is known that all four-manifolds with $b_{2}^{+}>1$ are of finite type. A manifold is said to be of Donaldson simple type when it is of finite type with $n=1$, i.e., its Donaldson-Witten generating functional satisfies

$$
\begin{equation*}
\left(\frac{\partial^{2}}{\partial p^{2}}-4\right) Z_{\mathrm{DW}}^{w}(p, S, \delta)=0 \tag{2.63}
\end{equation*}
$$

From what we have said, this condition does not depend on the choice of $w$ : if it is true for a particular choice it will be true for any other. Fourmanifolds of simple type play a very special role in Donaldson theory owing to the following property. Define the Donaldson series as

$$
\begin{equation*}
\mathbf{D}^{w}(S)=\left.Z_{\mathrm{DW}}^{w}(p, S)\right|_{p=0}+\left.\frac{1}{2} \frac{\partial}{\partial p} Z_{\mathrm{DW}}^{w}(p, S)\right|_{p=0}, \tag{2.64}
\end{equation*}
$$

where we have put $\delta=0$. Notice that the Donaldson series can be regarded as a map

$$
\begin{equation*}
\mathbf{D}^{w}: \operatorname{Sym}_{*}\left(H_{2}(X)\right) \rightarrow \mathbf{Q} . \tag{2.65}
\end{equation*}
$$

The most important structure result in Donaldson theory is that if a simply connected four-manifold $X$ with $b_{2}^{+}>1$ is of simple type then the Donaldson series has the following structure:

$$
\begin{equation*}
\mathbf{D}^{w}(S)=\exp \left(S^{2} / 2\right) \sum_{s=1}^{r}(-1)^{\left(w^{2}+\kappa_{s} \cdot w\right) / 2} a_{s} \mathrm{e}^{\left(\kappa_{s}, S\right)} \tag{2.66}
\end{equation*}
$$

where the sum is over finitely many homology classes $\kappa_{1}, \ldots, \kappa_{r} \in H_{2}(X, \mathbf{Z})$ and non-zero rational numbers $a_{1}, \ldots, a_{r}$ which do not depend on $w$. Furthermore, each of the classes $\kappa_{i}$ is characteristic. The classes $\kappa_{i}$ are called Donaldson basic classes. This result shows, in particular, that the dependence on $w$ is completely captured by the phase $(-1)^{\left(w^{2}+\kappa_{s} \cdot w\right) / 2}$, therefore we will sometimes write the Donaldson series for the manifold $X$ and $w=0$ as a map

$$
\begin{equation*}
\mathbf{D}_{X}=e^{Q / 2} \sum_{s=1}^{r} a_{s} e^{\kappa_{s}} \tag{2.67}
\end{equation*}
$$

where $Q$ is the intersection form and $\kappa_{s}$ acts on an arbitrary two-homology class by intersection. Notice that the $w$ dependence in (2.66) implies immediately that a change of lifting of $w_{2}(V)$ leads to the sign difference given by (2.58) (since $\kappa_{i}$ are characteristic).

Many simply connected four-manifolds of $b_{2}^{+}>1$ are known to be of Donaldson simple type, and their Donaldson series have been computed. For example, the elliptic fibrations $E(n)$ with $n \geq 2$ are of Donaldson simple type. If we denote by $f$ the homology class of the fiber (which is topologically a torus) one finds:

$$
\begin{equation*}
\mathbf{D}_{E(n)}=e^{Q / 2} \sinh ^{n-2}(f) \tag{2.68}
\end{equation*}
$$

This means in particular that the Donaldson basic classes are given by

$$
\begin{equation*}
\kappa_{s}=(n-2 s) f, \quad s=1, \ldots, n-1, \tag{2.69}
\end{equation*}
$$

and the coefficients $a_{s}$ in the Donaldson series (2.67) are

$$
\begin{equation*}
a_{s}=(-1)^{s+1} 2^{2-n}\binom{n-2}{s-1}, \quad s=1, \ldots, n-1 \tag{2.70}
\end{equation*}
$$

Notice that $K 3$ corresponds to $n=2$, whose only Donaldson basic class is the trivial one.

In the non-simply connected case it is useful to introduce the condition of strong simple type. A four-manifold $X$ is said to be of $w$-strong simple type
if it is of Donaldson simple type and, moreover, $Z_{\mathrm{DW}}^{w}(p, S, \delta)=0$ for $\delta \neq 0$. We will say that $X$ is of strong simple type if it is of $w$-strong simple type for any $w \in H^{2}(X, \mathbf{Z})$. Again, if $X$ is of $w$-strong simple type for some $w$, it is of strong simple type for all $w$, and its Donaldson series is again of the form (2.66). For example, the manifold $\Sigma_{h} \times \Sigma_{g}$ with $h, g \geq 1$ is of strong simple type. When $h=1$ the complex manifold $Y_{g}=\mathbf{T}^{2} \times \Sigma_{g}$ is an elliptic fibration, and its Donaldson series is given by

$$
\begin{equation*}
\mathbf{D}_{Y_{g}}=e^{Q / 2} 4^{g} \sinh ^{2 g-2}(f), \tag{2.71}
\end{equation*}
$$

where $f=\left[\mathbf{T}^{2}\right]$ is the class of the fiber. When $h, g \geq 2, Y_{g, h}=\Sigma_{g} \times \Sigma_{h}$ is an algebraic surface of general type, and its Donaldson series is given by

$$
\mathbf{D}_{Y_{g, h}}=2^{3+7(g-1)(h-1)} \begin{cases}\sinh K & g \text { and } h \text { even },  \tag{2.72}\\ \cosh K, & g \text { or } h \text { odd }\end{cases}
$$

where $K$ is the class corresponding to the canonical line bundle of $Y_{g, h}$.
It is known that there are manifolds with $b_{2}^{+}>1$ which are not of strong simple type, but there are no known simply connected manifolds of $b_{2}^{+}>1$ which are not of Donaldson simple type. The conjecture that all simply connected manifolds of $b_{2}^{+}>1$ are of Donaldson simple type is one of the major open problems in the field. We refer the reader to the bibliography at the end of this chapter for more examples of manifolds of Donaldson simple type and computations of their Donaldson series.

One of the basic goals of Donaldson theory is to give an expression for the Donaldson-Witten generating function (2.61) as explicit as possible. As will be shown in this book, it is possible to derive the structure theorem (2.66) from topological quantum field theory, and, moreover, one can determine $\kappa_{i}, a_{i}$ very precisely: as Witten discovered, these data involve some simpler invariants of four-manifolds, the Seiberg-Witten invariants, which will be the subject of the next chapter.

### 2.7. Metric dependence

Donaldson invariants turn out to be independent of the metric when $b_{2}^{+}>1$. This is closely related to the existence of reducible connections. Remember that a reducible connection gives a splitting of the $S U(2)$ bundle according to (2.33). In order for the reducible connection to solve the ASD equations, we have to solve the equation for an abelian instanton $F^{+}=0$.

This means, in particular, that $c_{1}(L)$ can be represented by an ASD harmonic two-form, and in particular it belongs to the intersection

$$
\begin{equation*}
H^{2,-}(X, \mathbf{R}) \cap H^{2}(X, \mathbf{Z}) \tag{2.73}
\end{equation*}
$$

For a generic metric, however, this intersection it just the zero element (unless $b_{2}^{+}=0$ ), since it is the intersection of an integer lattice in $H^{2}(X, \mathbf{R})$ with a proper subspace. Therefore for a generic metric there are no reducible ASD connections if $b_{2}^{+}>0$.

In order to test metric dependence, however, we have to see what happens to the moduli space of ASD connections as we move along a generic onedimensional family of metrics (more precisely, along a one-dimensional family of conformal classes of metrics, since the instanton equation is conformally invariant). If $b_{2}^{+}=1$ then on a generic one-dimensional family we can in fact find a reducible ASD connection. This will provoke a singularity in the moduli space, and as consequence the Donaldson invariants will 'jump'. If, on the contrary, $b_{2}^{+}>1$, then we do not find reducible connections along generic one-dimensional families, and the Donaldson invariants will be truly metric-independent.

For $b_{2}^{+}=1$ the metric dependence can be described in more detail as follows. Let $X$ be a four-manifold of $b_{2}^{+}=1$. The dependence on the metric is through the so called period point $\omega$. The period point is defined as the harmonic two-form satisfying

$$
\begin{equation*}
* \omega=\omega, \quad \omega^{2}=1 \tag{2.74}
\end{equation*}
$$

Clearly $\omega$ depends on the metric through the Hodge dual $*$. More precisely, it only depends on the conformal class of the metric (i.e., rescaled metrics $g \rightarrow t g$ give the same $\omega$ ). When we vary the conformal class of the metric we vary at the same time the period point $\omega$ in the space $H^{2}(X, \mathbf{R})$, and $\omega$ will describe a curve in the cone

$$
\begin{equation*}
V_{+}=\left\{\omega \in H^{2}(X, \mathbf{R}): \omega^{2}>0\right\} \tag{2.75}
\end{equation*}
$$

This cone can be described in a fairly concrete way. For example, if we take $X_{g}=\mathbf{S}^{2} \times \Sigma_{g}$ the general period point can be written as

$$
\begin{equation*}
\omega=\frac{1}{\sqrt{2}}\left(\mathrm{e}^{\theta}\left[\mathbf{S}^{2}\right]+\mathrm{e}^{-\theta}\left[\Sigma_{g}\right]\right) \tag{2.76}
\end{equation*}
$$

and $\omega$ describes a hyperbola in $H^{2}(X, \mathbf{R})$ parametrized by $-\infty<\theta<\infty$. Each point on this hyperbola corresponds to a choice of Kähler metric in $\mathbf{S}^{2} \times \Sigma_{g}$. The limits $\theta \rightarrow \pm \infty$ correspond to limiting metrics which give a very small volume to $\mathbf{S}^{2}$ and $\Sigma_{g}$, respectively.

Imagine now that on a manifold of $b_{2}^{+}=1$ we start varying the period point $\omega$ in such a way that at a certain value there exists a cohomology class $\zeta \in H^{2}(X)$ which satisfies

$$
\begin{equation*}
\zeta \equiv w_{2}(V) \bmod 2, \quad \zeta^{2}<0, \quad(\zeta, \omega)=0 \tag{2.77}
\end{equation*}
$$

We then say that the element $\zeta$ defines a wall in $V_{+}$:

$$
\begin{equation*}
W_{\zeta}=\{\omega:(\zeta, \omega)=0\} . \tag{2.78}
\end{equation*}
$$

The complements of these walls are called chambers, and the cone $V_{+}$is then divided in chambers separated by walls.

What is the meaning of these walls? If $\zeta \in H^{2}(X, \mathbf{Z})$ satisfies (2.77) then it is the first Chern class of a line bundle $T$ which admits an ASD connection, since $\zeta^{+}=(\zeta, \omega) \omega=0$. The condition that $\zeta$ is congruent to $w_{2}(V) \bmod 2$ is precisely the condition (2.37). Therefore $\zeta$ is the first Chern class associated with a reducible solution of the ASD equations, and it causes a singularity in moduli space: the Donaldson invariants jump when we pass through such a wall.

In summary, when $b_{2}^{+}=1$ the Donaldson invariants depend on the metric because they jump at walls, but they are metric independent in each chamber. We will represent by $Z_{ \pm}^{\zeta}(p, S, \delta)$ the Donaldson-Witten generating function after and before passing the wall defined by $\zeta$, respectively. One of the basic problems in Donaldson theory for manifolds of $b_{2}^{+}=1$ is to determine the jump in the generating function,

$$
\begin{equation*}
Z_{+}^{\zeta}(p, S, \delta)-Z_{-}^{\zeta}(p, S, \delta)=\mathrm{WC}_{\zeta}(p, S, \delta) \tag{2.79}
\end{equation*}
$$

which is usually called the wall crossing term. It was conjectured by Kotschick and Morgan that the wall crossing term only depends on the classical homology ring of the four-manifold. Assuming the validity of this conjecture Göttsche was able to find a universal formula for $\mathrm{WC}(\zeta)$ in the simply connected case. As we will describe in Chapter 8, the $u$-plane integral allows an explicit evaluation of the wall crossing term that confirms the KotschickMorgan conjecture and reproduces Göttsche's formula. In the non-simply
connected case only partial results are known mathematically. It will be also shown in Chapter 8 how by using the $u$-plane integral one can find a universal formula in the non-simply connected case as well.

## Bibliographical notes

- The most complete survey of the theory of Donaldson invariants is the excellent book by Donaldson and Kronheimer [2]. Other useful resources include $[6][7][8]$. A nice and useful physicist's account can be found in [9]. Many of the results of Donaldson theory stated in this chapter are proved in detail in these references, which also provide a comprehensive bibliography.
- Torons were first considered by 't Hooft in [10].
- The Atiyah, Hitchin and Singer model for $\mathcal{M}_{\text {ASD }}$, together with the instanton deformation complex, is presented in [11].
- More details of the finite and simple type of conditions of the Donaldson series and of the structure theorem of Kronheimer and Mrowka can be found in [12] and [13], where the formula for the Donaldson series of the elliptic fibration $E(n)$ is also proved. A very nice review of computation of Donaldson invariants can be found in [14]. The finite type and strong simple type of conditions are discussed in [15], which also obtains the formula for the Donaldson series of $\Sigma_{g} \times \Sigma_{h}$ with $g, h>1$ and proves that all four-manifolds with $b_{2}^{+}>1$ are of finite type. Donaldson invariants for manifolds which are not of simple type are explored in [16], [17] and [18]
- The conjecture by Kotschick and Morgan on the wall crossing term was presented in [19]. The universal formula for $\mathrm{WC}(\zeta)$ in the simply connected case was found by Göttsche in [20]. Some partial results in the non-simply connected case are obtained in [21].


## Chapter 3

## The Theory of Seiberg-Witten Invariants

One of the major breakthroughs in the study of four-manifolds came in 1994, when Witten showed that the mathematical problem that motivated the introduction of Donaldson invariants - the classification of four-manifolds up to diffeomorphism - can be studied successfully by looking at a much simpler set of equations, the so called Seiberg-Witten equations. Witten also showed, basing on physical arguments, that Seiberg-Witten invariants contain all the information of Donaldson invariants, and that they provide the missing ingredient in the structure theorem of Kronheimer and Mrowka. In this section we will give a brief review of Seiberg-Witten invariants and their basic properties.

### 3.1. The Seiberg-Witten equations

Let $X$ be an oriented closed Riemannian four-manifold, and let $L$ be the determinant line bundle of a $\operatorname{Spin}_{c}$ structure. Positive chirality spinors, i.e., sections of $S^{+} \otimes L^{1 / 2}$, will be denoted by $M$. The Seiberg-Witten equations (also known as Seiberg-Witten monopole equations) are moduli equations for a pair $(A, M)$ given by a $U(1)$ connection on $L$ and a spinor $M$. Moduli equations for pairs consisting of a gauge connection and a section of some bundle have been considered many times (such as for example the Hitchin equations and vortex equations on Riemann surfaces). Although the rationale for introducing the Seiberg-Witten equations for pairs $(A, M)$ comes from the analysis of a twisted $\mathcal{N}=2$ supersymmetric theory, one can just write down the equations and explore their properties and the invariants which they define. This is what we are going to do in this chapter.

A section of the spinor bundle $M_{\dot{\alpha}}$ transforms in the 2 of $S U(2)_{+}$. On the other hand, $F^{+}$is a SD form and it transforms in the $\mathbf{3}$. In order to
couple them we form a symmetric tensor in the $\mathbf{3}$ out of $M_{\alpha}$ by considering

$$
\bar{M}_{(\dot{\alpha}} M_{\dot{\beta})}=\left(\begin{array}{cc}
-M_{1} M_{2}^{*} & \frac{1}{2}\left(\left|M_{1}\right|^{2}-\left|M_{2}\right|^{2}\right)  \tag{3.1}\\
\frac{1}{2}\left(\left|M_{1}\right|^{2}-\left|M_{2}\right|^{2}\right) & M_{1}^{*} M_{2}
\end{array}\right) .
$$

The Seiberg-Witten equations are:

$$
\begin{align*}
F_{\dot{\alpha} \dot{\beta}}^{+}+4 i \bar{M}_{(\dot{\alpha}} M_{\dot{\beta})} & =0,  \tag{3.2}\\
D_{L}^{\alpha \dot{\alpha}} M_{\dot{\alpha}} & =0,
\end{align*}
$$

where $F_{\dot{\alpha} \dot{\beta}}^{+}=\bar{\sigma}_{\dot{\alpha} \dot{\beta}}^{\mu \nu} F_{\mu \nu}^{+}, F$ is the curvature of the $U(1)$ connection on $L$, and $D_{L}$ is the Dirac operator for the bundle $S^{+} \otimes L^{1 / 2}$. Using (3.1) and the explicit form of $\bar{\sigma}_{\dot{\alpha} \dot{\beta}}^{\mu \nu}$ given in Appendix A, we can write the first equation as:

$$
\begin{align*}
& \frac{1}{2}\left(F_{12}+F_{34}\right)=\left|M_{1}\right|^{2}-\left|M_{2}\right|^{2} \\
& \frac{1}{2}\left(F_{13}+F_{42}\right)=i\left(M_{1} M_{2}^{*}-M_{1}^{*} M_{2}\right)  \tag{3.3}\\
& \frac{1}{2}\left(F_{14}+F_{23}\right)=M_{1} M_{2}^{*}+M_{1}^{*} M_{2}
\end{align*}
$$

### 3.2. The Seiberg-Witten invariants

The procedure for defining the Seiberg-Witten invariants is very similar to the procedure followed in Donaldson theory. First, one has to construct the moduli space of solutions of the equations (3.2). We will just present a local analysis, as we did in the case of $\mathcal{M}_{\text {ASD }}$.

In the case of the Seiberg-Witten equations the configuration space is $\mathcal{C}=\mathcal{A} \times \Gamma\left(X, S^{+} \otimes L^{1 / 2}\right)$, where $\mathcal{A}$ is the moduli space of $U(1)$-connections on $L$. The group $\mathcal{G}$ of gauge transformations of the bundle $L$ acts on this configuration space according to (2.4):

$$
\begin{align*}
g^{*}\left(A_{\mu}\right) & =A_{\mu}+i \partial_{\mu} \log g  \tag{3.4}\\
g^{*}(M) & =g M
\end{align*}
$$

where $M \in \Gamma\left(X, S^{+} \otimes L^{1 / 2}\right)$ and $g$ takes values in $U(1)$. The infinitesimal form of these transformations becomes, after putting $g=\exp (i \phi)$ :

$$
\begin{align*}
\delta A & =-d \phi, \\
\delta M & =i \phi M . \tag{3.5}
\end{align*}
$$

The moduli space of solutions of the Seiberg-Witten equations, modulo gauge transformations, will be denoted by $\mathcal{M}_{\mathrm{SW}}$. The tangent space of the configuration space at the point $(A, M)$ is just $T_{(A, M)} \mathcal{C}=T_{A} \mathcal{A} \oplus T_{M} \Gamma\left(X, S^{+} \otimes\right.$ $\left.L^{1 / 2}\right)=\Omega^{1}(X) \oplus \Gamma\left(X, S^{+} \otimes L^{1 / 2}\right)$, since $\Gamma\left(X, S^{+} \otimes L^{1 / 2}\right)$ is a vector space.

A first step towards understanding the structure of the moduli space of solutions of the Seiberg-Witten equations modulo gauge transformations is to construct a slice of the gauge action, as we did in Donaldson theory. For this we need an explicit construction of the gauge orbits, given by the map $\mathcal{G} \times \mathcal{C} \rightarrow \mathcal{C}$. The space tangent to these orbits is the map

$$
\begin{equation*}
C: \operatorname{Lie}(\mathcal{G}) \longrightarrow T \mathcal{C} \tag{3.6}
\end{equation*}
$$

whose explicit expression in local coordinates can be obtained from (3.5):

$$
\begin{equation*}
C(\phi)=(-d \phi, i \phi M) \in \Omega^{1}(X) \oplus \Gamma\left(X, S^{+} \otimes L^{1 / 2}\right), \quad \phi \in \Omega^{0}(X) \tag{3.7}
\end{equation*}
$$

The local model of the moduli space is then given by the zero locus in $\operatorname{ker} C^{\dagger}$ of the following map $s: \mathcal{C} \rightarrow \mathcal{F}$, where $\mathcal{F}=\Omega^{2,+}(X) \oplus \Gamma\left(X, S^{-} \otimes L^{1 / 2}\right)$ :

$$
\begin{equation*}
s(A, M)=\left(F_{\dot{\alpha} \dot{\beta}}^{+}+4 i \bar{M}_{(\dot{\alpha}} M_{\dot{\beta})}, D_{L}^{\alpha \dot{\alpha}} M_{\dot{\alpha}}\right) \tag{3.8}
\end{equation*}
$$

As in Donaldson theory, we study the linearization of this map, $d s$ : $T_{(A, M)} \mathcal{C} \rightarrow \mathcal{F}$. The explicit expression is:

$$
\begin{equation*}
d s(\psi, \mu)=\left(\left(p^{+}(d \psi)\right)_{\dot{\alpha} \dot{\beta}}+4 i\left(\bar{M}_{(\dot{\alpha}} \mu_{\dot{\beta})}+\bar{\mu}_{(\dot{\alpha}} M_{\dot{\beta})}\right), D_{L}^{\alpha \dot{\alpha}} \mu_{\dot{\alpha}}+\frac{i}{2} \psi^{\alpha \dot{\alpha}} M_{\dot{\alpha}}\right), \tag{3.9}
\end{equation*}
$$

where $p^{+}$is the projector on SD forms, and we have written the connection and spinor as $A+\psi, M+\mu$. Instead of studying the restriction of this map to $\operatorname{ker} C^{\dagger}$ we can consider the instanton deformation complex:
$0 \rightarrow \Omega^{0}(X) \xrightarrow{C} \Omega^{1}(X) \oplus \Gamma\left(X, S^{+} \otimes L^{1 / 2}\right) \xrightarrow{d s} \Omega^{2,+}(X) \oplus \Gamma\left(X, S^{-} \otimes L^{1 / 2}\right) \rightarrow 0$.
which encodes the local model of the Seiberg-Witten moduli space and its virtual dimension. One can easily verify that (3.10) is, in fact, a complex, and after using the index theorem prove that the virtual dimension of SeibergWitten moduli space is

$$
\begin{equation*}
\operatorname{dim} \mathcal{M}_{\mathrm{SW}}=\frac{1}{4}\left(c_{1}(L)^{2}-2 \chi-3 \sigma\right) . \tag{3.11}
\end{equation*}
$$

It is convenient to denote

$$
\begin{equation*}
\lambda=\frac{1}{2} c_{1}(L), \tag{3.12}
\end{equation*}
$$

which in general is not an integer class. Since $c_{1}(L) \equiv w_{2}(X) \bmod 2$ (it is characteristic), $\lambda$ is an element in the lattice

$$
\begin{equation*}
H^{2}(X, \mathbf{Z})+\frac{1}{2} w_{2}(X) \tag{3.13}
\end{equation*}
$$

From now on we will use $\lambda$ to specify the topological class of the determinant line bundle involved in the Seiberg-Witten equations. In particular, the dimension of the moduli space (3.11) will be denoted by

$$
\begin{equation*}
d_{\lambda}=\lambda^{2}-\frac{2 \chi+3 \sigma}{4} \tag{3.14}
\end{equation*}
$$

We then have a local model for the moduli space of solutions to the SeibergWitten moduli equations, which has virtual dimension (3.11). A more detailed analysis shows that this moduli space, in contrast to the ASD moduli space, is compact, and this makes life much easier!

The second step in defining the invariants is to construct a universal bundle, as in Donaldson theory. The procedure is very similar. Let $P_{U(1)}$ be the principal $U(1)$ bundle associated with the determinant line bundle $L \rightarrow X$ of a $\operatorname{Spin}_{c}$-structure on $X$. We will denote by $\mathcal{M}^{*} \subset \mathcal{M}=\mathcal{A} \times \Gamma\left(X, S^{+} \otimes L^{1 / 2}\right)$ the subspace of irreducible pairs in the configuration space. On the space

$$
\begin{equation*}
\mathcal{M}^{*} \times P_{U(1)} \tag{3.15}
\end{equation*}
$$

there is an action of the gauge group $\mathcal{G}=\operatorname{Map}(X, U(1))$. The quotient

$$
\begin{equation*}
\mathbf{P}_{U(1)}=\mathcal{M}^{*} \times_{\mathcal{G}} P_{U(1)} \tag{3.16}
\end{equation*}
$$

is a $U(1)$-bundle over $\left(\mathcal{M}^{*} / \mathcal{G}\right) \times X$. This is the universal bundle associated with $P_{U(1)}$ for the Seiberg-Witten moduli problem. The first Chern class of this bundle is a closed two-form on the base $\left(\mathcal{M}^{*} / \mathcal{G}\right) \times X$,

$$
\begin{equation*}
c_{1}\left(\mathbf{P}_{U(1)}\right)=\frac{1}{2 \pi} \mathcal{F} \tag{3.17}
\end{equation*}
$$

and therefore gives an element in $H^{*}\left(\mathcal{M}^{*} / \mathcal{G}\right) \otimes H^{*}(X)$. The analog of the Donaldson map is now

$$
\begin{equation*}
\mu: H_{i}(X) \longrightarrow H^{2-i}\left(\mathcal{M}^{*} / \mathcal{G}\right) \tag{3.18}
\end{equation*}
$$

The image of a point in $X$ gives, after restriction to $\mathcal{M}_{\mathrm{SW}}$,

$$
\begin{equation*}
\phi \in H^{2}\left(\mathcal{M}_{\mathrm{SW}}\right) \tag{3.19}
\end{equation*}
$$

Given a basis of one-cycles $\delta_{1}, \ldots, \delta_{r} \in H_{1}(X, \mathbf{Z})$ with duals $\beta_{1}, \ldots, \beta_{r} \in$ $H^{1}(X, \mathbf{Z})$, we define the following one-forms:

$$
\begin{equation*}
\nu_{i}=\mu\left(\delta_{i}\right), \quad i=1, \ldots, b_{1}, \tag{3.20}
\end{equation*}
$$

again restricted to $\mathcal{M}_{\text {SW }}$. We can now define the Seiberg-Witten invariant associated to a $\operatorname{Spin}_{c}$-structure specified by $\lambda \in H^{2}(X, \mathbf{Z})+\frac{1}{2} w_{2}(X)$ as a map

$$
\begin{equation*}
\mathrm{SW}_{\lambda}: \wedge^{*} H^{1}(X, \mathbf{Z}) \rightarrow \mathbf{Z} \tag{3.21}
\end{equation*}
$$

defined by

$$
\begin{equation*}
\operatorname{SW}_{\lambda}\left(\beta_{i_{1}} \wedge \cdots \wedge \beta_{i_{r}}\right)=\int_{\mathcal{M}_{\lambda}} \nu_{i_{1}} \wedge \cdots \wedge \nu_{i_{r}} \wedge \phi^{\frac{1}{2}\left(d_{\lambda}-r\right)} \tag{3.22}
\end{equation*}
$$

Clearly $d_{\lambda}-r$ has to be even, otherwise the invariant is zero. We will denote

$$
\begin{equation*}
\operatorname{SW}(\lambda)=\int_{\mathcal{M}_{\lambda}} \phi^{d_{\lambda} / 2} \tag{3.23}
\end{equation*}
$$

as the Seiberg-Witten invariant in the case $r=0$. This is the only relevant invariant in the simply connected case, and we can also regard it as a map from the characteristic elements in $H^{2}(X, \mathbf{Z})$ to $\mathbf{Z}$. We will say that $\lambda$ is a SeibergWitten basic class if the map $\mathrm{SW}_{\lambda}$ is not identically zero. Of course, if $\lambda$ is a basic class then $2 \lambda$ is characteristic. In the simply connected case, a SeibergWitten basic class is just a class $\lambda$ such that $\operatorname{SW}(\lambda) \neq 0$. A fundamental result of the theory of Seiberg-Witten invariants is that the number of basic classes on a four-manifold is finite.

We will say that a manifold $X$ with $b_{2}^{+}>1$ is of Seiberg-Witten simple type if all basic classes have $d_{\lambda}=0$. This means, in particular, that $\mathrm{SW}_{\lambda}\left(\beta_{1} \wedge\right.$ $\left.\cdots \wedge \beta_{r}\right)=0$ for $r>0$, and the Seiberg-Witten invariants reduce to (3.23). All known simply connected manifolds with $b_{2}^{+}>1$ are of Seiberg-Witten simple type. It is easy to see by using (1.27) that if a manifold is of Seiberg-Witten simple type then

$$
\begin{equation*}
\chi_{h}=\frac{\chi+\sigma}{4} \tag{3.24}
\end{equation*}
$$

is an integer number. There are many classes of manifolds for which $\chi_{h}$ is always an integer. For example, on complex manifolds one has:

$$
\begin{equation*}
\chi_{h}=1-h^{1,0}+h^{2,0} \tag{3.25}
\end{equation*}
$$

where $h^{p, q}$ is the dimension of $H^{p, q}(X)$, and $\chi_{h}$ is known as the holomorphic Euler characteristic. It is possible to show that if $\lambda$ is a Seiberg-Witten basic class then $-\lambda$ is a Seiberg-Witten basic class as well, and, furthermore, in the simple type case their Seiberg-Witten invariants are related as follows:

$$
\begin{equation*}
\operatorname{SW}(-\lambda)=(-1)^{\chi_{h}} \operatorname{SW}(\lambda) \tag{3.26}
\end{equation*}
$$

Another important property of Seiberg-Witten invariants is the following vanishing result: if $X$ is a four-manifold of $b_{2}^{+}>0$ which admits a Riemannian metric of positive curvature, then the Seiberg-Witten invariants necessarily vanish. This follows from the Weitzenböck formula for the Dirac operator.

One of the basic advantages of Seiberg-Witten invariants is that they are relatively easy to compute. To end this section we will give some examples of Seiberg-Witten invariants of four-manifolds. The elliptic fibrations $E(n)$ with $n>1$ turn out to be of Seiberg-Witten simple type, and the basic classes are

$$
\begin{equation*}
2 \lambda_{s}=(n-2 s) f, \quad s=1, \ldots, n-1 \tag{3.27}
\end{equation*}
$$

and their Seiberg-Witten invariants are given by

$$
\begin{equation*}
\mathrm{SW}\left(\lambda_{s}\right)=(-1)^{s+1}\binom{n-2}{s-1}, \quad s=1, \ldots, n-1 \tag{3.28}
\end{equation*}
$$

Notice that the Seiberg-Witten basic classes agree with the Donaldson basic classes shown in (2.69).

Another class of four-manifolds of Seiberg-Witten simple type are minimal surfaces of general type with $b_{2}^{+}>1$. In that case the only Seiberg-Witten basic classes turn out to be $2 \lambda= \pm K$, where $K$ is the canonical line bundle, and their Seiberg-Witten invariants are given respectively $(-1)^{\chi_{h}}$ (with $\chi_{h}$ given by (3.24)) and 1 .

### 3.3. Metric dependence

Like Donaldson invariants, Seiberg-Witten invariants exhibit metric dependence when $b_{2}^{+}=1$. The reason is also very similar. If we look at (3.4) we
see that reducible pairs (i.e., pairs $(A, M)$ with a non-trivial isotropy group) must have $M=0$. Therefore, reducible pairs that satisfy the Seiberg-Witten equations are just abelian instantons $F^{+}=0$. This means that if $b_{2}^{+}=1$, as we move along a one-dimensional family we will find a reducible solution of the Seiberg-Witten equations, and therefore the value of the Seiberg-Witten invariants will change. As in Donaldson theory, the metric dependence has a structure of chambers and walls in the cone $V_{+}$. However, the walls are defined in this case by the conditions:

$$
\begin{equation*}
2 \lambda \equiv w_{2}(X) \bmod 2, \quad \lambda^{2}<0, \quad(\lambda, \omega)=0, \quad d_{\lambda} \geq 0 \tag{3.29}
\end{equation*}
$$

where $2 \lambda$ is the first Chern class of the determinant line bundle of a $\operatorname{Spin}_{c}$ structure. The third condition in (3.29) tells us that this line bundle provides a reducible solution of the Seiberg-Witten equations: $M=0, F^{+}=0$, and this causes a jump in the value of the Seiberg-Witten invariant, so we have a wall crossing term:

$$
\begin{equation*}
\mathrm{SW}_{\lambda}^{+}\left(\beta_{1} \wedge \cdots \beta_{r}\right)-\mathrm{SW}_{\lambda}^{-}\left(\beta_{1} \wedge \cdots \beta_{r}\right)=\mathrm{WC}_{\lambda}\left(\beta_{1} \wedge \cdots \beta_{r}\right) \tag{3.30}
\end{equation*}
$$

In this case, life is much simpler than in Donaldson theory. It is not very difficult to show that, when $X$ is simply connected

$$
\begin{equation*}
\mathrm{SW}_{+}(\lambda)-\mathrm{SW}_{-}(\lambda)= \pm 1 \tag{3.31}
\end{equation*}
$$

The case in which $X$ is not simply connected has also been worked out. We will discuss the general formula for wall crossing of Seiberg-Witten invariants when we discuss the $u$-plane integral.

## Bibliographical notes

- Seiberg-Witten invariants were introduced by Witten in [22], motivated by the work of Seiberg and Witten [23][24] on $\mathcal{N}=2, S U(2)$ Yang-Mills theory. A more detailed mathematical treatment can be found in [25][1][26][27]. A beautiful review of the implications of Seiberg-Witten invariants on four-manifold topology can be found in [28]. Seiberg-Witten invariants are reviewed from the physical point of view in [29][30][31]. The relation between Seiberg-Witten equations and vortex equations is discussed in [32].
- The extension of Seiberg-Witten invariants to the non-simply connected case (and in particular the definition of the general invariant defined in (3.22)) is considered, for example, in [33].
- The Seiberg-Witten invariants of algebraic surfaces are computed in [34], [35] and [36]. Seiberg-Witten invariants turn out to be particularly useful in the study of symplectic manifolds thanks to the work of Taubes [37], see [1], Chapter 9, for a detailed overview.
- The wall crossing formula for Seiberg-Witten invariants in the simply connected case is obtained in [22] and [38]. The general wall crossing formula in the non-simply connected case is obtained in [39] and [33].


## Chapter 4

## Supersymmetry in Four Dimensions

This chapter deals with supersymmetry in four dimensions. It contains a description of all the supersymmetric theories which will be used in future chapters. The scope of this description is to provide the elements of these theories which are needed for constructing topological quantum field theories. After a brief introduction to the supersymmetry algebra and to the notions of superspace and superfield, all the relevant models for the scope of this book involving supersymmetric Yang-Mills theory in four dimensions are considered and formulated. In this chapter we will work in Minkowski space with the metric $\eta_{\mu \nu}=\operatorname{diag}(-1,1,1,1)$. A summary of our conventions is contained in Appendix A.

### 4.1. The supersymmetry algebra

Supersymmetry is the only non-trivial extension of Poincaré symmetry that is compatible with the general principles of relativistic quantum field theory. Besides the ordinary generators of the Poincaré group the supersymmetric algebra possesses $\mathcal{N}$ fermionic generators,

$$
\begin{equation*}
Q_{\alpha u}, \quad \bar{Q}_{\dot{\alpha}}^{u}, \quad u=1, \ldots, \mathcal{N} \tag{4.1}
\end{equation*}
$$

which transform in the spinorial representations $S$ and $\bar{S}$, respectively, under the Lorentz group (see Appendix A for conventions regarding spinors). The resulting super-Poincaré algebra extends the usual Poincaré algebra introducing anticommutators for these fermionic generators.

The part of the algebra involving the fermionic generators has the form:

$$
\begin{array}{ll}
\left\{Q_{\alpha u}, \bar{Q}_{\dot{\beta}}^{v}\right\}=2 \delta_{u}^{v} \sigma_{\alpha \dot{\beta}}^{\mu} P_{\mu}, & \left\{Q_{\alpha u}, Q_{\beta v}\right\}=2 \sqrt{2} \epsilon_{\alpha \beta} Z_{u v} \\
{\left[P_{\mu}, Q_{\alpha v}\right]=0,} & {\left[P_{\mu}, \bar{Q}_{\dot{\alpha}}^{u}\right]=0}  \tag{4.2}\\
{\left[M^{\mu \nu}, Q_{\alpha u}\right]=-\left(\sigma^{\mu \nu}\right)_{\alpha}{ }^{\beta} Q_{\beta u},} & {\left[M^{\mu \nu}, \bar{Q}^{\dot{\alpha} u}\right]=-\left(\bar{\sigma}^{\mu \nu}\right)^{\dot{\alpha}}{ }_{\dot{\beta}} \bar{Q}^{\dot{\beta} u}}
\end{array}
$$

where $u, v=1, \ldots, \mathcal{N}$. The quantities $\sigma_{\alpha \dot{\alpha}}^{\mu},\left(\sigma^{\mu \nu}\right)_{\alpha}{ }^{\beta}$ and $\left(\bar{\sigma}^{\mu \nu}\right)^{\dot{\alpha}}{ }_{\dot{\beta}}$ which appear on the right hand side of these equations are defined in Appendix A. The terms $Z_{u v}$ are the so called central charges. They satisfy

$$
\begin{equation*}
Z_{u v}=-Z_{v u} \tag{4.3}
\end{equation*}
$$

and they commute with all the generators of the algebra that appear in (4.2). Property (4.3) implies that $\mathcal{N} \geq 2$ in order to have central charges.

When the central charges vanish, the theory has an internal $U(\mathcal{N})_{R}$ symmetry:

$$
\begin{equation*}
Q_{\alpha v} \rightarrow U_{v}^{w} Q_{\alpha w}, \quad \bar{Q}_{\dot{\alpha}}^{v} \rightarrow \bar{U}_{w}^{v} \bar{Q}_{\dot{\alpha}}^{w} \tag{4.4}
\end{equation*}
$$

where $U \in U(\mathcal{N})_{R}$, and $\bar{U}$ is the complex conjugate of $U$. The generators of this symmetry will be denoted by $B_{a}$. Their commutation relations with the fermionic generators are:

$$
\begin{equation*}
\left[Q_{\alpha v}, B^{a}\right]=\left(b^{a}\right)_{v}^{w} Q_{\alpha w}, \quad\left[\bar{Q}_{\dot{\alpha}}^{w}, B^{a}\right]=-\bar{Q}_{\dot{\alpha}}^{v}\left(b^{a}\right)_{v}^{w} \tag{4.5}
\end{equation*}
$$

where $b^{a}=b^{a \dagger}$. The central charges are linear combinations of the $U(\mathcal{N})_{R}$ generators,

$$
\begin{equation*}
Z_{u v}=d_{u v}{ }^{a} B^{a} . \tag{4.6}
\end{equation*}
$$

If the central charges are not zero the internal symmetry becomes reduced to $\operatorname{USp}(\mathcal{N})$, formed by the unitary transformations that leave invariant the 2-form (4.6) in $\mathcal{N}$ dimensions. The $U(1)_{R}$ of the internal symmetry (4.4), with generator $R$, leads to the following chiral symmetry,

$$
\begin{equation*}
\left[Q_{\alpha v}, R\right]=Q_{\alpha v}, \quad\left[\bar{Q}_{\dot{\alpha}}^{w}, R\right]=-\bar{Q}_{\dot{\alpha}}^{v} \tag{4.7}
\end{equation*}
$$

This symmetry is typically anomalous quantum mechanically, and quantum effects break it down to a discrete subgroup. Explicit realizations of this symmetry will appear when considering supersymmetric Yang-Mills theories with extended supersymmetry.

## 4.2. $\mathcal{N}=1$ superspace and superfields

In order to find a local realization of supersymmetry one has to extend the usual Minkowski space to the so called superspace. In this section we are going to develop the basics of $\mathcal{N}=1$ superspace, a framework which is extremely useful for formulating supersymmetric field theories. The first task
is to construct a local realization of the supersymmetry algebra (4.2) for the case in which there are only two fermionic generators $Q_{\alpha}, \bar{Q}^{\dot{\alpha}}$.

Superspace is obtained by adding four spinor coordinates, $\theta^{\alpha}, \bar{\theta}_{\dot{\alpha}}$, to the four space-time coordinates $x^{\mu}$. The generator of supersymmetric transformations in superspace is

$$
\begin{equation*}
i \xi^{\alpha} Q_{\alpha}+i \bar{\xi}_{\dot{\alpha}} \bar{Q}^{\dot{\alpha}}=i(\xi Q-\bar{\xi} Q) \tag{4.8}
\end{equation*}
$$

where, $\xi^{\alpha}, \bar{\xi}_{\dot{\alpha}}$, are (fermionic) transformation parameters, and $Q_{\alpha}, \bar{Q}_{\dot{\alpha}}$ furnish a representation of the algebra (4.2). A standard choice in terms of derivatives on superspace is provided by,

$$
\begin{equation*}
Q_{\alpha}=-i\left(\frac{\partial}{\partial \theta^{\alpha}}-i \sigma_{\alpha \dot{\alpha}}^{\mu} \bar{\theta}^{\dot{\alpha}} \partial_{\mu}\right), \quad \bar{Q}_{\dot{\alpha}}=i\left(\frac{\partial}{\partial \bar{\theta}^{\dot{\alpha}}}-i \theta^{\alpha} \sigma_{\alpha \dot{\alpha}}^{\mu} \partial_{\mu}\right) . \tag{4.9}
\end{equation*}
$$

They satisfy the anticommutation relations,

$$
\begin{equation*}
\left\{Q_{\alpha}, \bar{Q}_{\dot{\alpha}}\right\}=-2 i \sigma_{\alpha \dot{\alpha}}^{\mu} \dot{\partial}_{\mu} \tag{4.10}
\end{equation*}
$$

and therefore since $P_{\mu}=-i \partial_{\mu}$ they generate a representation of the supersymmetry algebra (4.2) for $\mathcal{N}=1$. Under these generators superspace coordinates transform as,

$$
\begin{align*}
x^{\mu} & \rightarrow x^{\prime \mu}=x^{\mu}+i \theta \sigma^{\mu} \bar{\xi}-i \xi \sigma^{\mu} \bar{\theta} \\
\theta & \rightarrow \theta^{\prime}=\theta+\xi  \tag{4.11}\\
\bar{\theta} & \rightarrow \bar{\theta}^{\prime}=\bar{\theta}+\bar{\xi} .
\end{align*}
$$

A superfield is just a function $H(x, \theta, \bar{\theta})$ on superspace. Since the $\theta$ coordinates are anti-commuting the Taylor expansion in the fermionic coordinates truncates after a finite number of terms. Therefore, the most general $\mathcal{N}=1$ superfield can always be expanded as

$$
\begin{align*}
H(x, \theta, \bar{\theta})= & f(x)+\theta \phi(x)+\bar{\theta} \bar{\chi}(x)+\theta \theta m(x)+\overline{\theta \theta} n(x)+\theta \sigma^{\mu} \bar{\theta} v_{\mu}(x)  \tag{4.12}\\
& +\theta \theta \overline{\theta \lambda}(x)+\overline{\theta \theta} \theta \psi(x)+\theta \theta \overline{\theta \theta} d(x) .
\end{align*}
$$

In this expression $f(x), \phi(x)$, etc., are ordinary fields and are called component fields of the superfield $H$. They are grouped into multiplets which correspond to irreducible representations of supersymmetry. Under the supersymmetry transformations (4.8), superfields transform as

$$
\begin{equation*}
\delta H=i(\xi Q-\overline{\xi Q}) H \tag{4.13}
\end{equation*}
$$

and from this expression one can obtain the transformation of the component fields.

In order to define constraints on superfields it is useful to define supercovariant derivatives. A standard choice is the following:

$$
\begin{equation*}
D_{\alpha}=\frac{\partial}{\partial \theta^{\alpha}}+i \sigma_{\alpha \dot{\alpha}}^{\mu} \bar{\theta}^{\dot{\alpha}} \partial_{\mu}, \quad \bar{D}_{\dot{\alpha}}=-\frac{\partial}{\partial \bar{\theta}^{\dot{\alpha}}}-i \sigma_{\alpha \dot{\alpha}}^{\mu} \theta^{\alpha} \partial_{\mu} \tag{4.14}
\end{equation*}
$$

which satisfy

$$
\begin{equation*}
\left\{D_{\alpha}, \bar{D}_{\dot{\alpha}}\right\}=-2 i \sigma_{\alpha \dot{\alpha}}^{\mu} \partial_{\mu}, \quad\left\{D_{\alpha}, \bar{Q}_{\dot{\alpha}}\right\}=\left\{Q_{\alpha}, \bar{D}_{\dot{\alpha}}\right\}=0 \tag{4.15}
\end{equation*}
$$

The generic superfield gives a reducible representation of the supersymmetry algebra. In order to obtain irreducible representations one must impose constraints. This can be done with the help of the super-covariant derivatives (4.14). There are two different $\mathcal{N}=1$ irreducible multiplets: the chiral multiplet and the vector multiplet. We will consider the first one in this section. The other one leads to $\mathcal{N}=1$ supersymmetric Yang-Mills theory, which is the subject of the next section.

The chiral multiplet is represented by a superfield $\Phi$ which satisfies the following constraint:

$$
\begin{equation*}
\bar{D}_{\dot{\alpha}} \Phi=0 \tag{4.16}
\end{equation*}
$$

Superfields satisfying this constraint are also called chiral superfields. The constraint can be easily solved by noting that if $y^{\mu}=x^{\mu}+i \theta \sigma^{\mu} \bar{\theta}$, then

$$
\begin{equation*}
\bar{D}_{\dot{\alpha}} y^{\mu}=0, \quad \bar{D}_{\dot{\alpha}} \theta^{\beta}=0 \tag{4.17}
\end{equation*}
$$

Therefore, any function of $(y, \theta)$ is a chiral superfield. We can then write

$$
\begin{equation*}
\Phi(y, \theta)=\phi(y)+\sqrt{2} \theta^{\alpha} \psi_{\alpha}(y)+\theta^{2} F(y) \tag{4.18}
\end{equation*}
$$

and conclude that a chiral superfield contains two complex scalar fields, $\phi$ and $F$, and a spinor $\psi_{\alpha}$. These are called component fields. In a similar way we can define an anti-chiral superfield by $D_{\alpha} \Phi^{\dagger}=0$, which can be expanded as

$$
\begin{equation*}
\Phi^{\dagger}\left(y^{\dagger}, \bar{\theta}\right)=\phi^{\dagger}\left(y^{\dagger}\right)+\sqrt{2} \overline{\theta \psi}\left(y^{\dagger}\right)+\bar{\theta}^{2} F^{\dagger}\left(y^{\dagger}\right) \tag{4.19}
\end{equation*}
$$

where, $y^{\mu \dagger}=x^{\mu}-i \theta \sigma^{\mu} \bar{\theta}$. Again, its field content is a spinor and two complex scalars.

Supersymmetric transformations are computed using the generator (4.8), which acts on superfields in the manner stated in (4.13). Defining the supersymmetric transformations of the components fields by the relation:

$$
\begin{equation*}
\delta \Phi(y, \theta)=\delta \phi(y)+\sqrt{2} \theta^{\alpha} \delta \psi_{\alpha}(y)+\theta^{2} \delta F(y) \tag{4.20}
\end{equation*}
$$

one finds

$$
\begin{align*}
\delta \phi & =\sqrt{2} \xi^{\alpha} \psi_{\alpha} \\
\delta \psi_{\alpha} & =\sqrt{2} \xi_{\alpha} F+i \sqrt{2} \bar{\xi}^{\dot{\alpha}} \sigma_{\alpha \dot{\alpha}}^{\mu} \partial \phi  \tag{4.21}\\
\delta F & =i \sqrt{2} \bar{\xi}^{\dot{\alpha}} \sigma_{\alpha \dot{\alpha}}^{\mu} \partial_{\mu} \psi^{\alpha}
\end{align*}
$$

In terms of the original variables, the chiral superfields $\Phi$ and $\Phi^{\dagger}$ take the form

$$
\begin{align*}
\Phi(x, \theta, \bar{\theta})= & \phi(x)+i \theta \sigma^{\mu} \bar{\theta} \partial_{\mu} \phi-\frac{1}{4} \theta^{2} \bar{\theta}^{2} \nabla^{2} \phi \\
& +\sqrt{2} \theta \psi(x)-\frac{i}{\sqrt{2}} \theta \theta \partial_{\mu} \psi \sigma^{\mu} \bar{\theta}+\theta \theta F(x) \\
\Phi^{\dagger}(x, \theta, \bar{\theta})= & \phi^{\dagger}(x)-i \theta \sigma^{\mu} \bar{\theta} \partial_{\mu} \phi^{\dagger}-\frac{1}{4} \theta^{2} \bar{\theta}^{2} \nabla^{2} \phi^{\dagger}  \tag{4.22}\\
& +\sqrt{2} \overline{\theta \psi}(x)+\frac{i}{\sqrt{2}} \overline{\theta \theta} \theta \sigma^{\mu} \partial_{\mu} \bar{\psi}+\overline{\theta \theta} F^{\dagger}(x) .
\end{align*}
$$

Actions in superspace are constructed using the Berezin integral. For each anticommuting coordinate $\theta$ this integral is defined as a linear operation on superfields such that

$$
\begin{equation*}
\int d \theta=0, \quad \int d \theta \theta=1 . \tag{4.23}
\end{equation*}
$$

We use conventions such that for more than one $\theta$ one has $\int d^{2} \theta \theta^{2}=1$ and $\int d^{2} \bar{\theta} \bar{\theta}^{2}=1$. Notice that $\theta$-integrals pick up the highest component of the superfield. The Berezin integral of a superfield is invariant under supersymmetric transformations when one integrates over the full measure $d^{2} \theta d^{2} \bar{\theta}$. One can also obtain invariant actions integrating over the chiral (anti-chiral) measure, $d^{2} \theta\left(d^{2} \bar{\theta}\right)$, when the integrand is a chiral (anti-chiral) superfield. The action for the kinetic part of the chiral multiplet takes the form:

$$
\begin{equation*}
\frac{1}{4} \int d^{4} x d^{2} \theta d^{2} \bar{\theta} \Phi^{\dagger} \Phi=\int d^{4} x\left(\phi^{\dagger} \nabla^{2} \phi-\frac{i}{2} \bar{\psi}^{\dot{\alpha}} \sigma_{\alpha \dot{\alpha}}^{\mu} \partial_{\mu} \psi^{\alpha}-F^{\dagger} F\right) \tag{4.24}
\end{equation*}
$$

which leads to the standard kinetic terms for a complex scalar $\phi$ and a spinor $\psi_{\alpha}$. The field $F$ turns out to be an auxiliary field.

Among the possible terms that could be added to the previous action it is worth to describe the one that leads to mass terms. It has the form:

$$
\begin{align*}
& \frac{m}{2} \int d^{4} x d^{2} \theta \Phi^{2}+\frac{m}{2} \int d^{4} x d^{2} \bar{\theta} \bar{\Phi}^{2}= \\
& m \int d^{4} x\left(\phi F+\phi^{\dagger} F^{\dagger}+\frac{1}{2}\left(\psi^{\alpha} \psi_{\alpha}+\bar{\psi}_{\dot{\alpha}} \bar{\psi}^{\dot{\alpha}}\right)\right) \tag{4.25}
\end{align*}
$$

Considering the sum of the actions (4.24) and (4.25), and integrating out the auxiliary field $F$, one obtains the standard action of a massive complex scalar field $\phi$ and a massive spinor $\psi_{\alpha}$ :

$$
\begin{equation*}
\int d^{4} x\left(\phi^{\dagger} \nabla^{2} \phi-\frac{i}{2} \bar{\psi}^{\dot{\alpha}} \sigma_{\alpha \dot{\alpha}}^{\mu} \partial_{\mu} \psi^{\alpha}-m \phi^{\dagger} \phi-\frac{m}{2}\left(\psi^{\alpha} \psi_{\alpha}+\bar{\psi}_{\dot{\alpha}} \bar{\psi}^{\dot{\alpha}}\right)\right) \tag{4.26}
\end{equation*}
$$

Now the supersymmetry transformations (4.21) simplify to

$$
\begin{align*}
\delta \phi & =\sqrt{2} \xi^{\alpha} \psi_{\alpha} \\
\delta \psi_{\alpha} & =i \sqrt{2} \bar{\xi}^{\dot{\alpha}} \sigma_{\alpha \dot{\alpha}}^{\mu} \partial \phi, \tag{4.27}
\end{align*}
$$

but they close only on-shell, i.e., one needs to use the field equations to recover the supersymmetric algebra.

The superspace formalism allows to obtain very easily the most general action involving several chiral superfields. Let us denote by $\Phi$ a set of $n$ chiral superfields, $\Phi=\left(\Phi_{1}, \ldots, \Phi_{n}\right)$. The most general $\mathcal{N}=1$ supersymmetric Lagrangian for the scalar multiplet (including the interaction terms) is given by

$$
\begin{equation*}
\mathcal{L}=\int d^{4} \theta K\left(\Phi, \Phi^{\dagger}\right)+\int d^{2} \theta \mathcal{W}(\Phi)+\int d^{2} \overline{\theta \mathcal{W}}\left(\Phi^{\dagger}\right), \tag{4.28}
\end{equation*}
$$

where $K$ and $\mathcal{W}$ are arbitrary functions. The kinetic term for the scalar field $\phi_{i}$ (the $\theta$ - independent component of $\Phi_{i}$ ) takes the form,

$$
\begin{equation*}
g^{i j} \partial_{\mu} \phi_{i} \partial^{\mu} \phi_{j}^{\dagger}, \tag{4.29}
\end{equation*}
$$

where

$$
\begin{equation*}
g^{i j}=\frac{\partial^{2} K}{\partial \Phi_{i} \partial \Phi_{j}^{\dagger}}, \tag{4.30}
\end{equation*}
$$

is in general a non-trivial metric for the space of fields $\Phi$. This has the form of a Kähler metric derived from a Kähler potential $K\left(\Phi_{i}, \Phi_{j}^{\dagger}\right)$. For this reason, the function $K\left(\Phi, \Phi^{\dagger}\right)$ is referred to as the Kähler potential. The simplest Kähler potential, corresponding to the flat metric, is

$$
K\left(\Phi, \Phi^{\dagger}\right)=\sum_{i=1}^{n} \Phi_{i}^{\dagger} \Phi_{i}
$$

which leads to the free action (4.24) for a set of $n$ massless scalars and $n$ massless spinors.

The function $\mathcal{W}(\Phi)$ in (4.28) is an arbitrary holomorphic function of chiral superfields, and it is called the superpotential. It can be expanded as,

$$
\begin{align*}
\mathcal{W}\left(\Phi_{i}\right) & =\mathcal{W}\left(A_{i}+\sqrt{2} \theta \psi_{i}+\theta \theta F_{i}\right) \\
& =\mathcal{W}\left(A_{i}\right)+\frac{\partial \mathcal{W}}{\partial A_{i}} \sqrt{2} \theta \psi_{i}+\theta \theta\left(\frac{\partial \mathcal{W}}{\partial A_{i}} F_{i}-\frac{1}{2} \frac{\partial^{2} \mathcal{W}}{\partial A_{i} A_{j}} \psi_{i} \psi_{j}\right) . \tag{4.31}
\end{align*}
$$

Supersymmetric interaction terms can be constructed in terms of the superpotential and its conjugate. Finally, we have to mention that there is $U(1)_{R}$ symmetry that acts as follows:

$$
\begin{align*}
R \Phi(x, \theta) & =e^{2 i n \alpha} \Phi\left(x, e^{-i \alpha} \theta\right) \\
R \Phi^{\dagger}(x, \bar{\theta}) & =e^{-2 i n \alpha} \Phi^{\dagger}\left(x, e^{i \alpha} \bar{\theta}\right) \tag{4.32}
\end{align*}
$$

Under this the component fields transform as

$$
\begin{align*}
& A \rightarrow e^{2 i n \alpha} A \\
& \psi \rightarrow e^{2 i(n-1 / 2) \alpha} \psi  \tag{4.33}\\
& F \rightarrow e^{2 i(n-1) \alpha} F
\end{align*}
$$

## 4.3. $\mathcal{N}=1$ supersymmetric Yang-Mills theories

The other basic $\mathcal{N}=1$ multiplet is the vector multiplet. It is the main ingredient in $\mathcal{N}=1$ supersymmetric Yang-Mills theories. We will discuss first the abelian version of this multiplet. Then we will deal with the non-abelian case and its coupling to chiral multiplets.

The $\mathcal{N}=1$ vector multiplet is represented by a real superfield satisfying $V=V^{\dagger}$. In components, it has the following expansion:

$$
\begin{align*}
V(x, \theta, \bar{\theta})= & C+i \theta \chi-i \bar{\theta} \bar{\chi}+\frac{1}{2} \theta^{2}(M+i N)+\frac{1}{2} \bar{\theta}^{2}(M-i N)-\theta \sigma^{\mu} \bar{\theta} A_{\mu} \\
& +i \theta^{2} \bar{\theta}\left(\bar{\lambda}+\frac{i}{2} \bar{\sigma}^{\mu} \partial_{\mu} \chi\right)-i \bar{\theta}^{2} \theta\left(\lambda+\frac{i}{2} \sigma^{\mu} \partial_{\mu} \bar{\chi}\right)+\frac{1}{2} \theta^{2} \bar{\theta}^{2}\left(D-\frac{1}{2} \nabla^{2} C\right) . \tag{4.34}
\end{align*}
$$

By performing an abelian gauge transformation

$$
\begin{equation*}
V \rightarrow V+i\left(\Lambda-\Lambda^{\dagger}\right) \tag{4.35}
\end{equation*}
$$

where $\Lambda\left(\Lambda^{\dagger}\right)$ are chiral (anti-chiral) superfields, one can set $C=M=N=$ $\chi=0$. This is the so called Wess-Zumino gauge. In this gauge the superfield $V$ takes the form,

$$
\begin{equation*}
V=-\theta \sigma^{\mu} \bar{\theta} A_{\mu}+i \theta^{2} \overline{\theta \lambda}-i \bar{\theta}^{2} \theta \lambda+\frac{1}{2} \theta^{2} \bar{\theta}^{2} D \tag{4.36}
\end{equation*}
$$

and it turns out that $V^{2}=\frac{1}{2} A_{\mu} A^{\mu} \theta^{2} \bar{\theta}^{2}$ and $V^{3}=0$. The Wess-Zumino gauge breaks all the component gauge symmetries in (4.35) except the one of the abelian gauge field $A_{\mu}$. The abelian superfield strength is defined by,

$$
\begin{equation*}
W_{\alpha}=-\frac{1}{4} \bar{D}^{2} D_{\alpha} V, \quad \bar{W}_{\dot{\alpha}}=-\frac{1}{4} D^{2} \bar{D}_{\dot{\alpha}} V \tag{4.37}
\end{equation*}
$$

It is gauge invariant, and $W_{\alpha \alpha}\left(\bar{W}_{\dot{\alpha}}\right)$ is a chiral (anti-chiral) spinorial superfield. In the Wess-Zumino gauge $W_{\alpha \alpha}$ takes the form

$$
\begin{equation*}
W_{\alpha}=-i \lambda_{\alpha}(y)+\theta_{\alpha} D-\frac{i}{2}\left(\sigma^{\mu} \bar{\sigma}^{\nu} \theta\right)_{\alpha} F_{\mu \nu}+\theta^{2}\left(\sigma^{\mu} \partial_{\mu} \bar{\lambda}\right)_{\alpha} . \tag{4.38}
\end{equation*}
$$

In order to obtain the supersymmetric transformations of the component fields one needs to take into account restoring gauge transformations to remain in the Wess-Zumino gauge. This task is carried out considering the full (supersymmetric (4.13) + gauge (4.35)) transformation of the real superfield V,

$$
\begin{equation*}
\delta V=i(\xi Q-\bar{\xi} \bar{Q}) V+i\left(\Lambda-\Lambda^{\dagger}\right) \tag{4.39}
\end{equation*}
$$

and solving for the components of $\Lambda$ imposed by $C=M=N=\chi=0$. To carry this out one uses all the components of $\Lambda$ (which has an expansion as the chiral superfield (4.18)) except the real part of its $\theta$-independent component. Denoting this real part by $v / 2$, the supersymmetric and gauge transformations of the component fields which remain in the Wess-Zumino gauge (see (4.36)) are:

$$
\begin{align*}
\delta A^{\mu} & =\partial^{\mu} v-i \sigma_{\alpha \dot{\alpha}}^{\mu}\left(\xi^{\alpha} \bar{\lambda}^{\dot{\alpha}}-\bar{\xi}^{\dot{\alpha}} \lambda^{\alpha}\right) \\
\delta \lambda_{\alpha} & =i \xi_{\alpha} D-i \sigma_{\alpha}^{\mu \nu \beta} \xi_{\beta} F_{\mu \nu}  \tag{4.40}\\
\delta D & =-\sigma_{\alpha \dot{\alpha}}^{\mu}\left(\xi^{\alpha} \partial_{\mu} \bar{\lambda}^{\dot{\alpha}}-\bar{\xi}^{\dot{\alpha}} \partial_{\mu} \lambda^{\alpha}\right)
\end{align*}
$$

where, $F_{\mu \nu}=\partial_{\mu} A_{\nu}-\partial_{\nu} A_{\mu}$, is the ordinary Yang-Mills field strength. These supersymmetric transformations close up to gauge transformations, as expected from the fact that one works in the Wess-Zumino gauge.

The action of the theory is obtained using the gauge invariant spinorial superfield $W_{\alpha}$. Since it is chiral and one needs a scalar, the only quadratic choices are the real and imaginary parts of

$$
\begin{equation*}
\int d^{4} x d^{2} \theta W^{\alpha} W_{\alpha} \tag{4.41}
\end{equation*}
$$

A convenient way to parametrize the most general quadratic action is achieved introducing the complex parameter:

$$
\begin{equation*}
\tau=\frac{\Theta}{2 \pi}+i \frac{4 \pi}{g^{2}}, \tag{4.42}
\end{equation*}
$$

where $g$ and $\Theta$ are real parameters. We have used in (4.42) $\Theta$ instead of the usual parameter, $\theta$, to avoid confusion with the superspace coordinates. The action in superspace takes the form

$$
\begin{equation*}
\frac{1}{4 \pi} \operatorname{Im}\left(\tau \int d^{4} x d^{2} \theta W^{\alpha} W_{\alpha}\right) \tag{4.43}
\end{equation*}
$$

This leads to the free action of $\mathcal{N}=1$ supersymmetric Yang-Mills theory in the abelian case:

$$
\begin{equation*}
\frac{1}{g^{2}} \int d^{4} x\left(-\frac{1}{4} F^{\mu \nu} F_{\mu \nu}-i \lambda^{\alpha} \sigma_{\alpha \dot{\alpha}}^{\mu} \partial_{\mu} \bar{\lambda}^{\dot{\alpha}}+\frac{1}{2} D^{2}\right)-\frac{\Theta}{64 \pi^{2}} \epsilon^{\mu \nu \rho \sigma} F_{\mu \nu} F_{\rho \sigma}, \tag{4.44}
\end{equation*}
$$

where $\epsilon^{\mu \nu \rho \sigma}$ is the totally antisymmetric tensor associated to the volume form with $\epsilon^{1234}=1$.

We will now study the non-abelian case. Let $G$ be a gauge group and let us consider a set of real vector superfields $V^{a}, a=1, \ldots, \operatorname{dim} G$. If $T^{a}, a=$ $1, \ldots, \operatorname{dim} G$, are group generators one constructs the group-valued superfield $V=V^{a} T^{a}$. The non-abelian generalization of the gauge transformation (4.35) is:

$$
\begin{equation*}
e^{2 V} \rightarrow e^{-i \Lambda^{\dagger}} e^{2 V} e^{i \Lambda} \tag{4.45}
\end{equation*}
$$

where $\Lambda=\Lambda^{a} T^{a}$, and $\Lambda^{a}, a=1, \ldots, \operatorname{dim} G$, are chiral superfields. The factor 2 in $\mathrm{e}^{2 V}$ is introduced for convenience. With this choice covariant derivatives with the standard normalizations will appear naturally. Notice that to first order the transformation (4.45) matches (4.35). This transformation can be also used to set the components $C^{a}=M^{a}=N^{a}=\chi^{a}=0, a=1, \ldots, \operatorname{dim} G$, and thus one can also work in this case in the Wess-Zumino gauge. In this gauge the superfields $V^{a}$ acquire the same form as their abelian counterpart in (4.36), and $V^{n}=0$ for $n>2$. Thus $\mathrm{e}^{2 V}$, the basic object of the theory, has the simple expansion,

$$
\begin{equation*}
\mathrm{e}^{2 V}=1+2 V+2 V^{2} \tag{4.46}
\end{equation*}
$$

The non-abelian gauge field strengths are defined by

$$
\begin{equation*}
W_{\alpha}=-\frac{1}{8} \bar{D}^{2} e^{-2 V} D_{\alpha} e^{2 V}, \quad \bar{W}_{\dot{\alpha}}=-\frac{1}{8} D^{2} e^{2 V} \bar{D}_{\dot{\alpha} \dot{e}} e^{-2 V} \tag{4.47}
\end{equation*}
$$

which, to first order, reduce to the abelian definition (4.37). Under gauge transformations they transform covariantly,

$$
\begin{equation*}
W_{\alpha} \rightarrow W_{\alpha}^{\prime}=e^{-i \Lambda} W_{\alpha} e^{i \Lambda}, \quad \bar{W}_{\dot{\alpha}} \rightarrow \bar{W}_{\dot{\alpha}}^{\prime}=e^{-i \Lambda^{\dagger}} W_{\dot{\alpha}} e^{i \Lambda^{\dagger}} \tag{4.48}
\end{equation*}
$$

The component expansion of $W_{\alpha}^{a}$ in the Wess-Zumino gauge takes the form,

$$
\begin{equation*}
W_{\alpha}^{a}=-i \lambda_{\alpha}^{a}+\theta_{\alpha} D^{a}-\frac{i}{2}\left(\sigma^{\mu} \bar{\sigma}^{\nu} \theta\right)_{\alpha} F_{\mu \nu}^{a}+\theta^{2} \sigma^{\mu} \nabla_{\mu} \bar{\lambda}^{a}, \tag{4.49}
\end{equation*}
$$

where

$$
\begin{equation*}
F_{\mu \nu}^{a}=\partial_{\mu} A_{\nu}^{a}-\partial_{\nu} A_{\mu}^{a}+f^{a b c} A_{\mu}^{b} A_{\nu}^{c}, \quad \nabla_{\mu} \bar{\lambda}^{a}=\partial_{\mu} \bar{\lambda}^{a}+f^{a b c} A_{\mu}^{b} \bar{\lambda}^{c} \tag{4.50}
\end{equation*}
$$

and $f^{a b c}$ are the structure constants of the gauge group, $\left[T^{a}, T^{b}\right]=i f^{a b c} T^{c}$. In the adjoint representation the generators $T^{a}$ take the form: $\left(T^{a}\right)_{b c}=-i f^{a b c}$.

The supersymmetric transformations in the non-abelian case are obtained following the same strategy as in the abelian case. Gauge restoring transformations have to be performed to remain in the Wess-Zumino gauge. The starting point is to consider the full transformation, the analog of (4.39) in the previous case. Owing to the exponential form of the gauge transformation (4.45) its form linearized in $\Lambda$ is an infinite series in powers of $V$. However, in the Wess-Zumino gauge it becomes truncated at second order. The full transformation which one must take into consideration is,

$$
\begin{align*}
\delta V^{a}= & i(\xi Q-\overline{\xi Q}) V^{a}+\frac{i}{2}\left(\Lambda-\Lambda^{\dagger}\right)^{a}-\frac{1}{2} f^{a b c} V^{b}\left(\Lambda+\Lambda^{\dagger}\right)^{c}  \tag{4.51}\\
& -\frac{i}{6} f^{a b c} f^{c d e} V^{b} V^{d}\left(\Lambda-\Lambda^{\dagger}\right)^{e} .
\end{align*}
$$

To maintain the conditions imposed on the Wess-Zumino gauge, $C^{a}=M^{a}=$ $N^{a}=\chi^{a}=0$, one needs to use all the component fields of $\Lambda$ except the real part of its lower component. Denoting it by $v^{a} / 2$ one finds the following set of transformations for the component fields that do not vanish in the Wess-Zumino gauge:

$$
\begin{align*}
\delta A_{\mu}^{a} & =\nabla_{\mu} v^{a}-i \sigma_{\alpha \dot{\alpha}}^{\mu}\left(\xi^{\alpha} \bar{\lambda}^{\dot{\alpha} a}+\bar{\xi}^{\dot{\alpha}} \lambda^{\alpha a}\right) \\
\delta \lambda_{\alpha}^{a} & =f^{a b c} v^{b} \lambda_{\alpha}^{c}+i \xi_{\alpha} D^{a}-i \xi_{\beta}\left(\sigma^{\mu \nu}\right)_{\alpha}^{\beta} F_{\mu \nu}^{a}  \tag{4.52}\\
\delta D^{a} & =f^{a b c} v^{b} D^{c}-\sigma_{\alpha \dot{\alpha}}^{\mu}\left(\xi^{\alpha} \nabla_{\mu} \bar{\lambda}^{\dot{\alpha} a}-\bar{\xi}^{\dot{\alpha}} \nabla_{\mu} \lambda^{\alpha a}\right),
\end{align*}
$$

being $\nabla_{\mu} v^{a}=\partial_{\mu} v^{a}+f^{a b c} A_{\mu}^{b} v^{c}$.
The action is obtained in the same way as its abelian counterpart (4.44). As was pointed out there, it is convenient to introduce the complex parameter $\tau$ in (4.42). The action takes the form:

$$
\begin{align*}
& \frac{1}{4 \pi} \operatorname{Im}\left(\tau \int d^{4} x d^{2} \theta\left(W^{a \alpha} W_{\alpha}^{a}\right)\right)= \\
& \quad \frac{1}{g^{2}} \int d^{4} x\left(-\frac{1}{4} F^{a \mu \nu} F_{\mu \nu}^{a}-i \lambda^{a \alpha} \sigma_{\alpha \dot{\alpha}}^{\mu} \nabla_{\mu} \bar{\lambda}^{a \dot{\alpha}}+\frac{1}{2} D^{a} D^{a}\right)  \tag{4.53}\\
& \quad-\frac{\Theta}{64 \pi^{2}} \int d^{4} x \epsilon^{\mu \nu \rho \sigma} F_{\mu \nu}^{a} F_{\rho \sigma}^{a}
\end{align*}
$$

We will now describe the couplings between the two $\mathcal{N}=1$ multiplets studied in this section. To carry this out one must first assign a group representation to the chiral superfield, which will play the role of a matter field. Let us then assume that $\Phi=\left(\Phi_{1}, \ldots, \Phi_{n}\right)$ is a set of chiral superfields transforming in the following way under a gauge transformation,

$$
\begin{equation*}
\Phi \rightarrow \mathrm{e}^{i \Lambda} \Phi, \quad \Phi^{\dagger} \rightarrow \Phi^{\dagger} \mathrm{e}^{-i \Lambda^{\dagger}} \tag{4.54}
\end{equation*}
$$

where $\Lambda=\Lambda^{a} T^{a}$ and $T^{a}$ are chosen in the group representation $R$ of dimension $n$ carried by $\Phi$. The superfield leading to the gauge invariant kinetic term takes the simple form,

$$
\begin{equation*}
\Phi^{\dagger} \mathrm{e}^{2 V} \Phi \tag{4.55}
\end{equation*}
$$

The most general action can now be written taking (4.28) as the starting point. First one must find out how to couple the vector multiplet keeping gauge invariance. The crucial observation is that if $K\left(\Phi, \Phi^{\dagger}\right)$ is a $G$-invariant function then it also remains invariant after replacing $\Phi^{\dagger}$ by $\Phi^{\dagger} \mathrm{e}^{2 V}$. Thus, taking into account (4.28) the most general action for a set of chiral superfields transforming in a representation $R$ of the gauge group, coupled to a vector multiplet is:

$$
\begin{align*}
\frac{1}{4 \pi} \operatorname{Im}\left(\tau \int d^{2} \theta W^{a \alpha} W_{\alpha}^{a}\right)+\int d^{2} \theta d^{2} \bar{\theta} & K\left(\Phi, \Phi^{\dagger} \mathrm{e}^{2 V}\right) \\
& +\int d^{2} \theta \mathcal{W}(\Phi)+\int d^{2} \bar{\theta} \overline{\mathcal{W}}\left(\Phi^{\dagger}\right) \tag{4.56}
\end{align*}
$$

where $K\left(\Phi, \Phi^{\dagger}\right)$ and $\mathcal{W}(\Phi)$ are $G$-invariant functions. For the simple case in which the $G$-invariant function $K$ takes the form $K\left(\Phi, \Phi^{\dagger}\right)=\Phi^{\dagger} \Phi$, after expanding this action in component fields one finds

$$
\begin{align*}
& \frac{1}{g^{2}} \int d^{4} x\left(-\frac{1}{4} F^{a \mu \nu} F_{\mu \nu}^{a}-i \lambda^{a \alpha} \sigma_{\alpha \dot{\alpha}}^{\mu} \nabla_{\mu} \bar{\lambda}^{a \dot{\alpha}}+\frac{1}{2} D^{a} D^{a}\right) \\
& -\frac{\Theta}{64 \pi^{2}} \int d^{4} x \epsilon^{\mu \nu \rho \sigma} F_{\mu \nu}^{a} F_{\rho \sigma}^{a} \\
& +\int d^{4} x\left(\left(\nabla_{\mu} \phi\right)^{i \dagger} \nabla^{\mu} \phi^{i}-i \psi^{i} \sigma^{\mu} \nabla_{\mu} \bar{\psi}^{i}+F^{i \dagger} F^{i}+D^{a} \phi^{i \dagger}\left(T^{a}\right)_{i j} \phi^{j}\right. \\
& \quad+i \sqrt{2} \phi^{i \dagger}\left(T^{a}\right)_{i j} \lambda^{a} \psi^{j}-i \sqrt{2} \bar{\psi}^{i}\left(T^{a}\right)_{i j} \phi^{j} \bar{\lambda}^{a} \\
& \left.\quad+\frac{\partial \mathcal{W}}{\partial \phi_{i}} F_{i}+\frac{\partial \overline{\mathcal{W}}}{\partial \phi_{i}^{\dagger}} F_{i}^{\dagger}-\frac{1}{2} \frac{\partial^{2} \mathcal{W}}{\partial \phi_{i} \partial \phi_{j}} \psi_{i} \psi_{j}-\frac{1}{2} \frac{\partial^{2} \overline{\mathcal{W}}}{\partial \phi_{i}^{\dagger} \partial \phi_{j}^{\dagger}} \bar{\psi}_{i} \bar{\psi}_{j}\right), \tag{4.57}
\end{align*}
$$

where $\mathcal{W}$ denotes the scalar component of the superpotential. In (4.57) the auxiliary fields $F$ and $D^{a}$ can be eliminated by using their field equations. The terms involving these fields thus give rise to the scalar potential

$$
\begin{equation*}
V=\sum_{i}\left|\frac{\partial \mathcal{W}}{\partial \phi_{i}}\right|^{2}-\frac{1}{2} g^{2}\left(\phi^{\dagger} T^{a} \phi\right)^{2} \tag{4.58}
\end{equation*}
$$

The action (4.57) is invariant under supersymmetry and gauge transformations. These transformations are provided in (4.52) for the Yang-Mills fields. For the fields of the chiral superfields they turn out to be:

$$
\begin{align*}
\delta \phi^{i} & =\sqrt{2} \xi^{\alpha} \psi_{\alpha}^{i}-i v^{a}\left(T^{a}\right)_{i j} \phi^{j} \\
\delta \psi_{\alpha}^{i} & =\sqrt{2} \xi_{\alpha} F^{i}+i \sqrt{2} \bar{\xi}^{\dot{\alpha}} \sigma_{\alpha \dot{\alpha}}^{\mu} \nabla \phi^{i}-i v^{a}\left(T^{a}\right)_{i j} \psi_{\alpha}^{j}  \tag{4.59}\\
\delta F^{i} & =i \sqrt{2} \bar{\xi}^{\dot{\alpha}} \sigma_{\alpha \dot{\alpha}}^{\mu} \nabla_{\mu} \psi^{\alpha i}+2 i \bar{\xi}_{\dot{\alpha}} \bar{\lambda}^{a \dot{\alpha}}\left(T^{a}\right)_{i j} \phi^{j}-i v^{a}\left(T^{a}\right)_{i j} F^{j}
\end{align*}
$$

## 4.4. $\mathcal{N}=2$ supersymmetric Yang-Mills theories

Theories with at least $\mathcal{N}=2$ are of fundamental importance in the construction of topological quantum field theories. The twisting procedure that leads to these theories involves as its starting point a theory with at least two supersymmetries. In this section we will present the basic building block of this type of construction: the $\mathcal{N}=2$ supersymmetric vector multiplet which leads to $\mathcal{N}=2$ supersymmetric Yang-Mills theory. The formulation will be carried out in $\mathcal{N}=1$ superspace, obtaining its simplest action. The construction of the most general model involving only this multiplet will then be carried out with the help of $\mathcal{N}=2$ superspace. In the next section we will deal with the other $\mathcal{N}=2$ supersymmetric multiplet, the hypermultiplet, and its coupling to the $\mathcal{N}=2$ supersymmetric vector multiplet.

Let us consider a gauge group $G$ and a series of real superfields, $V^{a}$, and chiral superfields, $\Phi^{a}, a=1, \ldots, \operatorname{dim} G$. To construct the action for this model we will start considering the action (4.56) for the simplest case in which $K\left(\Phi, \Phi^{\dagger}\right)=\Phi^{\dagger a} \Phi^{a}$ and $\mathcal{W}=0:$

$$
\begin{equation*}
\frac{1}{4 \pi} \operatorname{Im}\left(\tau \int d^{2} \theta W^{a \alpha} W_{\alpha}^{a}\right)+\int d^{2} \theta d^{2} \bar{\theta} \Phi^{\dagger a}\left(\mathrm{e}^{2 V}\right)_{a b} \Phi^{b} \tag{4.60}
\end{equation*}
$$

In this action the superfields $W_{\alpha}^{a}$ are the field strengths (4.47) corresponding to the non-abelian vector multiplet, and in $\left(\mathrm{e}^{2 V}\right)_{a b}, V$ has the form $V=$ $V^{a} T^{a}$ where $T^{a}, a=1, \ldots, \operatorname{dim} G$, are in the adjoint representation, $\left(T^{a}\right)_{b c}=$ $-i f_{a b c}$.

To study further the theory we will consider it in the Wess-Zumino gauge. In this gauge the vector superfield $V$ takes the group-valued form (4.36):

$$
\begin{equation*}
V=-\theta \sigma^{\mu} \bar{\theta} A_{\mu}-i \bar{\theta}^{2} \theta \lambda_{2}+i \theta^{2} \overline{\theta \lambda}^{2}+\frac{1}{2} \theta^{2} \bar{\theta}^{2} D \tag{4.61}
\end{equation*}
$$

where we have made, for future convenience, the notational assignments $\lambda \rightarrow$ $\lambda_{2}$ and $\bar{\lambda} \rightarrow \bar{\lambda}^{2}$. The chiral superfields $\Phi^{a}, a=1, \ldots, \operatorname{dim} G$, are assumed to have components $\phi^{a},-\lambda_{1 \alpha}^{a}$ and $F^{a}$, and take the form (in the $y, \theta$ variables of (4.18)):

$$
\begin{align*}
\Phi^{a} & =\phi^{a}-\sqrt{2} \theta \lambda_{1}^{a}+\theta^{2} F^{a} \\
\Phi^{\dagger a} & =\phi^{\dagger a}-\sqrt{2} \overline{\theta \lambda}^{1 a}+\bar{\theta}^{2} \bar{F}^{a} . \tag{4.62}
\end{align*}
$$

We can now write the action (4.60) in terms of components. In doing this we will first rescale the superfield $\Phi$ as $\Phi \rightarrow \Phi / g$, and we will redefine the auxiliary field $D$ as $D \rightarrow D+\left[\phi, \phi^{\dagger}\right]$. The component action then reads:

$$
\begin{align*}
& \frac{1}{g^{2}} \int d^{4} x \operatorname{Tr}\left(\nabla_{\mu} \phi^{\dagger} \nabla^{\mu} \phi-i \lambda_{1} \sigma^{\mu} \nabla_{\mu} \bar{\lambda}^{1}-i \lambda_{2} \sigma^{\mu} \nabla_{\mu} \bar{\lambda}^{2}-\frac{1}{4} F_{\mu \nu} F^{\mu \nu}\right. \\
&\left.\quad+\frac{1}{2} D^{2}+|F|^{2}-\frac{1}{2}\left[\phi, \phi^{\dagger}\right]^{2}-i \sqrt{2} \lambda_{1}^{\alpha}\left[\phi^{\dagger}, \lambda_{2 \alpha}\right]+i \sqrt{2} \bar{\lambda}^{1} \dot{\alpha}\left[\bar{\lambda}^{2 \dot{\alpha}}, \phi\right]\right) \tag{4.63}
\end{align*}
$$

plus the theta term in (4.57), which is topological. In obtaining (4.63) we have made the following choice for the normalization of the group generators in the adjoint representation: $\operatorname{Tr}\left(T^{a} T^{b}\right)=\delta^{a b}$. The action (4.63) is not manifestly $\mathcal{N}=2$ supersymmetric. As described in section 5.1 , the $\mathcal{N}=2$ supersymmetric algebra has an internal $S U(2)_{R}$ symmetry. One would like to obtain a construction for the model under consideration in which this internal symmetry becomes manifest. Doing so we will easily find the full $\mathcal{N}=2$ supersymmetric transformation of the component fields. The internal $S U(2)_{R}$ invariance is easily achieved after performing the following identification: the scalars $\phi^{a}$ and the gluons $A^{a}{ }_{\mu}$ as $S U(2)_{R}$ singlets, the spinors $\lambda_{v}, v=1,2$, as elements of a $S U(2)_{R}$ doublet and, finally, the auxiliary fields as elements of a real $S U(2)_{R}$ triplet:

$$
D^{v w}=\left(\begin{array}{cc}
\sqrt{2} F & i D  \tag{4.64}\\
i D & \sqrt{2 \bar{F}}
\end{array}\right) .
$$

In doublets and triplets the $S U(2)_{R}$ indices are raised and lowered with the antisymmetric matrices $\epsilon_{v w}$ and $\epsilon^{v w}\left(\epsilon_{12}=1, \epsilon_{v u} \epsilon^{u w}=\delta_{v}^{w}\right)$. Notice that $D^{v w}=D_{v w}^{*}$. The full $\mathcal{N}=2$ supersymmetric transformations are obtained
by making covariant the $\mathcal{N}=1$ transformations (4.52) and (4.59) after labelling as $\xi_{1}$ the supersymmetry parameter $\xi$ and introducing an additional parameter $\xi_{2}$. These are elements of a $S U(2)_{R}$ doublet. The final form of the $\mathcal{N}=2$ supersymmetric transformations is:

$$
\begin{align*}
\delta \phi= & \sqrt{2} \epsilon^{v w} \xi_{v} \lambda_{w}, \\
\delta A_{\mu}= & i \xi_{v} \sigma_{\mu} \bar{\lambda}^{v}-i \lambda_{v} \sigma_{\mu} \bar{\xi}^{v}, \\
\delta \lambda_{v \alpha}= & D_{v}{ }^{w} \xi_{w \alpha}-i \xi_{v \alpha}\left[\phi, \phi^{\dagger}\right]-i \sigma^{\mu \nu}{ }_{\alpha}{ }^{\beta} \xi_{v \beta} F_{\mu \nu} \\
& +i \sqrt{2} \epsilon_{v w} \sigma_{\alpha \dot{\alpha}}^{\mu} \bar{\xi}^{w \dot{\alpha}} \nabla_{\mu} \phi,  \tag{4.65}\\
\delta D^{v w}= & 2 i \bar{\xi}^{(v} \bar{\sigma}^{\mu} \nabla_{\mu} \lambda^{w)}+2 i \nabla_{\mu} \bar{\lambda}^{(v} \bar{\sigma}^{\mu} \xi^{w)} \\
& +2 i \sqrt{2} \xi^{(v}\left[\lambda^{w)}, \phi^{\dagger}\right]+2 i \sqrt{2} \bar{\xi}^{(v}\left[\bar{\lambda}^{w)}, \phi\right] .
\end{align*}
$$

In these equations $\xi_{v}{ }^{\alpha}$ and $\bar{\xi}^{v} \dot{\alpha}$ are fermionic parameters, and the $\delta$ transformation is generated by the charge

$$
\begin{equation*}
i \epsilon^{v w} \xi_{v}^{\alpha} Q_{\alpha w}+i \epsilon_{v w} \bar{\xi}_{\dot{\alpha}}^{v} \bar{Q}^{\dot{\alpha} w} \tag{4.66}
\end{equation*}
$$

The action (4.63) now reads

$$
\begin{align*}
\frac{1}{g^{2}} \int d^{4} x \operatorname{Tr} & \left(\nabla_{\mu} \phi^{\dagger} \nabla^{\mu} \phi-i \lambda_{v} \sigma^{\mu} \nabla_{\mu} \bar{\lambda}^{v}-\frac{1}{4} F_{\mu \nu} F^{\mu \nu}+\frac{1}{4} D_{v w} D^{v w}\right. \\
& \left.-\frac{1}{2}\left[\phi, \phi^{\dagger}\right]^{2}-\frac{i}{\sqrt{2}} \epsilon^{v w} \lambda_{v}{ }^{\alpha}\left[\phi^{\dagger}, \lambda_{w \alpha}\right]-\frac{i}{\sqrt{2}} \epsilon_{v w} \bar{\lambda}^{v}{ }_{\dot{\alpha}}\left[\bar{\lambda}^{w \dot{\alpha}}, \phi\right]\right) \tag{4.67}
\end{align*}
$$

In (4.65) and (4.67) the internal symmetry $S U(2)_{R}$ is manifest. The above action also has a classical $U(1)_{R}$ symmetry. Introducing $\varphi$ as a parameter for this symmetry the component fields have the following transformations and $U(1)_{R}$ charges $q_{R}$ :

$$
\begin{array}{llrl}
A_{\mu} & \rightarrow A_{\mu}, & q_{R}=0 ; & D_{v w} \rightarrow D_{v w}, \\
\lambda_{v \alpha} \rightarrow \mathrm{e}^{i \varphi} \lambda_{v \alpha}, & q_{R}=1 ; & \phi & q_{R}=0 ; \\
\bar{\lambda}^{v i \varphi} \phi, & q_{R}=2 ;  \tag{4.68}\\
\mathrm{e}^{-i \varphi} \bar{\lambda}^{v}{ }_{\dot{\alpha}}, & q_{R}=-1 ; & \phi^{\dagger} \rightarrow \mathrm{e}^{-2 i \varphi} \phi^{\dagger}, & \\
q_{R}=-2 .
\end{array}
$$

These transformations can also be defined at the level of the $\mathcal{N}=1$ superfields:

$$
\begin{equation*}
W_{\alpha} \rightarrow \mathrm{e}^{-i \varphi} W_{\alpha}\left(\mathrm{e}^{i \varphi} \theta\right), \quad \Phi \rightarrow \mathrm{e}^{-2 i \varphi} \Phi\left(\mathrm{e}^{i \varphi} \theta\right) \tag{4.69}
\end{equation*}
$$

In general, extended superfields are not very useful for defining supersymmetric theories with extended supersymmetries. Extended superfields involve
too many component fields, and it is difficult to define simple constraints for dealing with irreducible representations. An exception to this general property is starred by the $\mathcal{N}=2$ vector multiplet. In fact, making use of the $\mathcal{N}=2$ superspace formalism one derives very easily the most general form of the action for this multiplet. We will not introduce here the basic notions of extended superspace in order to derive this result. We will simply state it and refer the reader to standard references where this is explained in detail. It turns out that the most general $\mathcal{N}=2$ supersymmetric action involving only the $\mathcal{N}=2$ vector multiplet can be written in terms of a single gauge-invariant holomorphic function $\mathcal{F}(\Phi)$ called the prepotential. For the case of an abelian gauge group, which is the situation of interest in this book, this action takes the following form in $\mathcal{N}=1$ superspace:

$$
\begin{equation*}
\frac{1}{4 \pi} \operatorname{Im}\left(\int d^{4} \theta \frac{\partial \mathcal{F}(\Phi)}{\partial \Phi} \bar{\Phi}+\int d^{2} \theta \frac{1}{2} \frac{\partial^{2} \mathcal{F}}{\partial \Phi^{2}} W^{\alpha} W_{\alpha}\right) \tag{4.70}
\end{equation*}
$$

Notice that this reduces to (4.60) for the abelian case after considering $\mathcal{F}(\Phi)=$ $\frac{\tau}{2} \Phi^{2}$.

## 4.5. $\mathcal{N}=2$ supersymmetric hypermultiplets

The $\mathcal{N}=2$ supersymmetry generalization of the chiral multiplet is the hypermultiplet. In terms of $N=1$ superfields it consists of two chiral multiplets. Adequate choices of the component fields of these chiral multiplets leads us to discover the internal $S U(2)_{R}$ symmetry. It turns out that these build a $S U(2)_{R}$ doublet of complex scalar fields, two singlet spinors, and a $S U(2)_{R}$ doublet of auxiliary fields. The components of the two chiral multiplets, $Q$ and $\widetilde{Q}$, are defined as (in the $y, \theta$ variables of (4.18)):

$$
\begin{align*}
& Q=q_{2}+\sqrt{2} \theta \psi+\theta^{2} F_{1} \\
& \widetilde{Q}=i\left(q^{\dagger 1}+\sqrt{2} \theta \chi+\theta^{2} F^{\dagger 2}\right) \tag{4.71}
\end{align*}
$$

and the action is

$$
\begin{equation*}
\int d^{4} x d^{2} \theta d^{2} \bar{\theta}\left(Q^{\dagger} Q+\widetilde{Q}^{\dagger} \widetilde{Q}\right)-i m \int d^{4} x d^{2} \theta Q \widetilde{Q}+i m \int d^{4} x d^{2} \bar{\theta} Q^{\dagger} \widetilde{Q}^{\dagger} \tag{4.72}
\end{equation*}
$$

The free action in terms of the component fields of the hypermultiplet takes the form:

$$
\begin{align*}
& \int d^{4} x\left(\partial_{\mu} q^{\dagger 1} \partial^{\mu} q_{1}+\partial_{\mu} q^{\dagger 2} \partial^{\mu} q_{2}-i \psi \sigma^{\mu} \partial_{\mu} \bar{\psi}-i \chi \sigma^{\mu} \partial_{\mu} \bar{\chi}\right. \\
& \quad+F^{\dagger 1} F_{1}+F^{\dagger 2} F_{2}+m F^{\dagger 1} q_{1}+m F^{\dagger 2} q_{2}+m F_{1} q^{\dagger 1}+m F_{2} q^{\dagger 2} \\
& \quad-m \bar{\psi} \bar{\chi}-m \psi \chi) . \tag{4.73}
\end{align*}
$$

This action has a manifest $S U(2)_{R}$ invariance, with two doublets $q_{w}$ and $F_{w}$, and can be written as

$$
\begin{align*}
\int d^{4} x\left(\partial_{\mu} q^{\dagger w} \partial^{\mu} q_{w}-i \psi \sigma^{\mu} \partial_{\mu} \bar{\psi}-i \chi \sigma^{\mu} \partial_{\mu} \bar{\chi}-m \bar{\psi} \bar{\chi}-m \psi \chi\right.  \tag{4.74}\\
\left.+F^{\dagger w} F_{w}+m F^{\dagger w} q_{w}+m F_{w} q^{\dagger w}\right)
\end{align*}
$$

The usual $\mathcal{N}=1$ supersymmetric transformations (4.21) can be extended to $\mathcal{N}=2$ supersymmetry carrying out the corresponding covariantizations and introducing an additional parameter $\xi_{2}$ as in (4.65):

$$
\begin{align*}
\delta q_{v} & =\sqrt{2} \xi_{v} \psi+\sqrt{2} \epsilon_{v w} \bar{\xi}^{w} \bar{\chi} \\
\delta \psi & =\sqrt{2} \epsilon^{v w} \xi_{v} F_{w}+i \sqrt{2} \sigma^{\mu} \bar{\xi}^{w} \partial_{\mu} q_{w} \\
\delta \chi & =\sqrt{2} \xi_{w} F^{\dagger w}-i \sqrt{2} \epsilon_{v w} \sigma^{\mu} \bar{\xi}^{v} \partial_{\mu} q^{\dagger w}  \tag{4.75}\\
\delta F_{v} & =-i \sqrt{2} \partial_{\mu} \psi \sigma^{\mu} \epsilon_{v w} \bar{\xi}^{w}+i \sqrt{2} \xi_{v} \sigma^{\mu} \partial_{\mu} \bar{\chi}
\end{align*}
$$

An analysis of the algebra of these transformations shows that it possesses a central charge as the one contained in the general form of the supersymmetry algebra (4.2). The action of the central charge on the component fields turns out to be:

$$
\begin{align*}
\delta_{Z} q_{v} & \sim F_{v}, \\
\delta_{Z} \psi_{\alpha} & \sim \sigma_{\alpha \dot{\alpha}}^{\mu} \partial_{\mu} \bar{\psi}^{\dot{\alpha}},  \tag{4.76}\\
\delta_{Z} \chi_{\alpha} & \sim \sigma_{\alpha \dot{\alpha}}^{\mu} \partial_{\mu} \bar{\chi}^{\dot{\alpha}} \\
\delta_{Z} F_{v} & \sim \partial^{\mu} \partial_{\mu} \bar{q}_{v}
\end{align*}
$$

These transformations show that the value of the central charge is proportional to the mass hypermultiplet $m$ when taking into account the field equations of the component fields emerging from the action (4.74). Thus there are no central charges in the massless case. Notice, however, that even with central charges present the model possesses the internal symmetry $S U(2)_{R}$. This because in $\mathcal{N}=2$ the reduction $U(N) \rightarrow U S p(N)$ in the presence of central charges is just $U(2) \rightarrow S U(2)$ since any $S U(2)$ transformation leaves invariant any two-form $Z_{u v} \propto \epsilon_{u v}$. On the other hand, the theory does not have a $U(1)_{R}$ symmetry when central charges are present. The part of the algebra (4.2), $\left\{Q_{u \alpha}, Q_{v \beta}\right\}=C_{\alpha \beta} Z_{u v}$, implies that the $U(1)_{R}$ charge of the fermionic generators $Q_{u \alpha}$ vanishes. One finds easily that a charge assignment at the level of superfield as in (4.69) is not possible.

In the massless case the theory possesses a $U(1)_{R}$ symmetry with the following charge assignment for the fields:

$$
\begin{array}{ll}
\psi \rightarrow \mathrm{e}^{i \varphi} \psi, & q_{v} \rightarrow q_{v} \\
\chi \rightarrow \mathrm{e}^{i \varphi} \chi, & F_{v} \rightarrow \mathrm{e}^{i q_{F} \varphi} F_{v}^{\prime} \tag{4.77}
\end{array}
$$

The $U(1)_{R}$ charge for the field $q$ has been selected to match the choice made for the $\mathcal{N}=2$ vector multiplet. The charge $q_{F}$ of $F_{v}$ is arbitrary.
4.6. $\mathcal{N}=2$ supersymmetric Yang-Mills theories with matter

In this section we study the coupling of the $\mathcal{N}=2$ supersymmetric matter hypermultiplet to the $\mathcal{N}=2$ supersymmetric vector multiplet. From the point of view of $\mathcal{N}=1$ superspace the theory consists of two chiral superfields $Q$ and $\widetilde{Q}$ in conjugate representations $R$ and $\widetilde{R}$ of the gauge group and a real superfield $V$ together with a chiral superfield $\Phi$ in the adjoint representation. The action is a particular case of (4.56), after taking the following Kähler potential and superpotential:

$$
\begin{equation*}
K=\Phi^{\dagger} \Phi+Q^{\dagger} Q+\widetilde{Q} \widetilde{Q}^{\dagger}, \quad \mathcal{W}=\sqrt{2} \widetilde{Q} \Phi Q-i m \widetilde{Q} Q \tag{4.78}
\end{equation*}
$$

The full action then reads

$$
\begin{align*}
& \frac{1}{4 \pi} \operatorname{Im}\left(\tau \int d^{2} \theta W^{a \alpha} W_{\alpha}^{a}\right)+\int d^{4} x d^{2} \theta d^{2} \bar{\theta} \Phi^{\dagger} \mathrm{e}^{2 V} \Phi \\
& +\int d^{4} x d^{2} \theta d^{2} \bar{\theta}\left(Q^{\dagger} \mathrm{e}^{2 V} Q+\widetilde{Q} \mathrm{e}^{-2 V} \widetilde{Q}^{\dagger}\right)+\sqrt{2} \int d^{4} x d^{2} \theta \widetilde{Q} \Phi Q  \tag{4.79}\\
& +\sqrt{2} \int d^{4} x d^{2} \bar{\theta} Q^{\dagger} \Phi^{\dagger} \widetilde{Q}^{\dagger}-i m \int d^{4} x d^{2} \theta \widetilde{Q} Q+i m \int d^{4} x d^{2} \bar{\theta} Q^{\dagger} \widetilde{Q}^{\dagger}
\end{align*}
$$

This action can be written in terms of component fields using the expansions (4.61), (4.62) and (4.71). In order to find a manifest $S U(2)_{R}$ invariant expression, it is convenient to redefine the auxiliary fields involved in those expansions in the following way:

$$
\begin{align*}
& \widehat{F}_{1}=F_{1}+m q_{1}+i \sqrt{2} \phi^{\dagger} q_{1}, \\
& \widehat{F}_{2}=F_{2}+m q_{2}-i \sqrt{2} \phi q_{2}, \\
& \widehat{D}^{a}=D^{a}+\left[\phi, \phi^{\dagger}\right]^{a}-q^{\dagger 1} T^{a} q_{1}+q^{\dagger 2} T^{a} q_{2},  \tag{4.80}\\
& \widehat{F}^{a}=F^{a}-i \sqrt{2} q^{\dagger 2} T^{a} q_{1}, \\
& \widehat{\bar{F}}^{a}=\bar{F}^{a}+i \sqrt{2} q^{\dagger 1} T^{a} q_{2} .
\end{align*}
$$

The resulting action in terms of component fields turns out to be:

$$
\begin{align*}
\int d^{4} x \operatorname{Tr} & \left(\nabla_{\mu} \phi^{\dagger} \nabla^{\mu} \phi-i \lambda_{w} \sigma^{\mu} \nabla_{\mu} \bar{\lambda}^{w}-\frac{1}{4} F_{\mu \nu} F^{\mu \nu}+\frac{1}{4} D_{v w} D^{v w}\right. \\
& \left.-\frac{1}{2}\left[\phi, \phi^{\dagger}\right]^{2}-\frac{i}{\sqrt{2}} \epsilon^{v w} \lambda_{v}^{\alpha}\left[\phi^{\dagger}, \lambda_{w \alpha}\right]-\frac{i}{\sqrt{2}} \epsilon_{v w} \bar{\lambda}^{v}{ }_{\dot{\alpha}}\left[\bar{\lambda}^{w \dot{\alpha}}, \phi\right]\right) \\
+\int d^{4} x & \left(\nabla_{\mu} q^{\dagger w} \nabla^{\mu} q_{w}-i \psi \sigma^{\mu} \partial_{\mu} \bar{\psi}-i \chi \sigma^{\mu} \partial_{\mu} \bar{\chi}-m \bar{\psi} \bar{\chi}-m \psi \chi+m^{2} q^{\dagger w} q_{w}\right. \\
& +F^{\dagger v} F_{v}+i \sqrt{2} q^{\dagger v} \lambda_{v} \psi+i \sqrt{2} \epsilon_{v w} q^{\dagger v} \bar{\lambda}^{w} \bar{\chi}-i \sqrt{2} \epsilon^{v w} \chi \lambda_{v} q_{w} \\
& -i \sqrt{2} \overline{\psi \lambda}^{v} q_{v}+i \sqrt{2} \chi^{\alpha} \phi \psi_{\alpha}-i \sqrt{2} \bar{\psi}_{\dot{\alpha}} \phi^{\dagger} \bar{\chi}^{\dot{\alpha}}-q^{\dagger w}\left\{\phi, \phi^{\dagger}\right\} q_{w} \\
& +i m \sqrt{2} q^{\dagger w} \phi^{\dagger} q_{w}-i m \sqrt{2} q^{\dagger w} \phi q_{w}+q^{\dagger v} T^{a} q^{w)} q^{\dagger}\left({ }_{v} T^{a} q_{w)}\right) \tag{4.81}
\end{align*}
$$

where we have suppressed the hats over the auxiliary fields.
The $\mathcal{N}=2$ supersymmetric transformations take the following form. For the gauge fields,

$$
\begin{align*}
\delta \phi= & \sqrt{2} \epsilon^{v w} \xi_{v} \lambda_{w}, \\
\delta A_{\mu}= & i \xi_{v} \sigma_{\mu} \bar{\lambda}^{v}-i \lambda_{v} \sigma_{\mu} \bar{\xi}^{v}, \\
\delta \lambda^{a}{ }_{v \alpha}= & D^{a}{ }_{v}{ }^{w} \xi_{w \alpha}-i \xi_{v \alpha}\left[\phi, \phi^{\dagger}\right]^{a}-i \sigma^{\mu \nu}{ }_{\alpha}{ }^{\beta} \xi_{v \beta} F_{\mu \nu}^{a} \\
& +i \sqrt{2} \epsilon_{v w} \sigma_{\alpha \dot{\alpha}}^{\mu} \bar{\xi}^{w \dot{\alpha}} \nabla_{\mu} \phi^{a}+2 i q^{\dagger}{ }_{(v} T^{a} q_{w)} \xi^{w}{ }_{\alpha},  \tag{4.82}\\
\delta D^{a}{ }^{v w}= & 2 i \bar{\xi}^{(v} \bar{\sigma}^{\mu} \nabla_{\mu} \bar{\lambda}^{a w)}+2 i \nabla_{\mu} \bar{\lambda}^{a(v} \bar{\sigma}^{\mu} \xi^{w)}+2 \sqrt{2} i \xi^{(v}\left[\lambda^{w)}, \phi^{\dagger}\right]^{a} \\
& +2 \sqrt{2} i \bar{\xi}^{(v}\left[\bar{\lambda}^{w)}, \phi\right]^{a}+2 q^{\dagger(v} T^{a} \psi \xi^{w)}+2 \sqrt{2} i \bar{\xi}^{(v} \bar{\psi} T^{a} q^{w)} \\
& +2 \sqrt{2} i q^{\dagger(v} T^{a} \bar{\chi}_{\bar{\xi}}{ }^{w)}-2 \sqrt{2} i \xi^{v} \chi T^{a} q^{w)},
\end{align*}
$$

and for the matter fields,

$$
\begin{align*}
\delta q_{v}= & \sqrt{2} \xi_{v} \psi+\sqrt{2} \epsilon_{v w} \bar{\xi}^{w} \bar{\chi} \\
\delta \psi= & \sqrt{2} \epsilon^{v w} \xi_{v} F_{w}+i \sqrt{2} \sigma^{\mu} \bar{\xi}^{w} \nabla_{\mu} q_{w}-\sqrt{2} m \epsilon^{v w} \xi_{v} q_{w}-2 i \epsilon^{v w} \xi_{v} \phi^{\dagger} q_{w} \\
\delta \chi= & \sqrt{2} \xi_{w} F^{\dagger w}-i \sqrt{2} \epsilon_{v w} \sigma^{\mu} \bar{\xi}^{v} \nabla_{\mu} q^{\dagger w}-\sqrt{2} m q^{\dagger v} \xi_{v}-2 i \xi_{v} q^{\dagger v} \phi^{\dagger}  \tag{4.83}\\
\delta F_{v}= & -i \sqrt{2} \nabla_{\mu} \psi \sigma^{\mu} \epsilon_{v w} \bar{\xi}^{w}+i \sqrt{2} \xi_{v} \sigma^{\mu} \nabla_{\mu} \bar{\chi}+\sqrt{2} m \xi_{v} \psi-2 i \xi_{v} \phi \psi \\
& +2 i \xi_{v} \epsilon^{w z} \lambda_{w} q_{z}+\sqrt{2} m \epsilon_{v w} \bar{\xi}^{w} \bar{\chi}+2 i \epsilon_{v w} \bar{\xi}^{w} \phi^{\dagger} \bar{\chi}+2 i \epsilon_{v w} \bar{\xi}^{w} \bar{\lambda}^{z} q_{z} .
\end{align*}
$$

Finally, in the massless theory, $m=0$, there is a $U(1)_{R}$ symmetry once the
auxiliary fields $F_{v}$ have been integrated out:

$$
\begin{align*}
& A_{\mu} \rightarrow A_{\mu}, \\
& q_{R}=0, \\
& \lambda_{v \alpha} \rightarrow \mathrm{e}^{i \varphi} \lambda_{v \alpha}, \quad q_{R}=1, \\
& \bar{\lambda}^{v}{ }_{\dot{\alpha}} \rightarrow \mathrm{e}^{-i \varphi} \bar{\lambda}^{v}{ }_{\dot{\alpha}}, \quad q_{R}=1, \\
& \psi \rightarrow \mathrm{e}^{-i \varphi} \psi, \quad q_{R}=-1, \\
& \chi \rightarrow \mathrm{e}^{-i \varphi} \chi, \quad q_{R}=-1 .  \tag{4.84}\\
& D_{v w} \rightarrow D_{v w}, \\
& q_{R}=0, \\
& \phi \rightarrow \mathrm{e}^{2 i \varphi} \phi, \\
& q_{R}=2, \\
& \phi^{\dagger} \rightarrow \mathrm{e}^{-2 i \varphi} \phi^{\dagger} \text {, } \\
& q_{R}=-2, \\
& q_{v} \rightarrow q_{v}, \\
& q_{R}=0,
\end{align*}
$$

It is not possible to build an off-shell formulation of the massless theory in which the $U(1)_{R}$ symmetry is present. This fact will have important consequences in the study of the twisted versions of this theory. In twisted theories the symmetry which is equivalent to the $U(1)_{R}$ symmetry in the untwisted theories plays an important role off-shell and should be maintained. As will be described in Chapter 5, this will be achieved by modifying the auxiliary field content in the twisted theory.

## Bibliographical notes

- Two standard references on supersymmetry and $\mathcal{N}=1$ supersymmetric field theories are [40] and [41].
- A useful summary for the purpose of this book can be found in [42].


## Chapter 5

## Topological Quantum Field Theories in Four Dimensions

In this chapter we introduce topological quantum field theories (TQFTs) and we give a brief general overview of their properties, focusing on the so called theories of the Witten or cohomological type. We then explain the twisting procedure, which produces topological quantum field theories from $\mathcal{N}=2$ supersymmetric theories, and put it into practice with the examples of the previous chapter. In this way we shall be able to construct a topological quantum field theory in four-dimensions which gives a physical realization of Donaldson theory, the so called Donaldson-Witten theory.

### 5.1. Basic properties of topological quantum field theories

Let $X$ be a manifold with the Riemannian metric $g_{\mu \nu}$, and let us consider a quantum field theory defined on $X$. In general the partition function and correlation functions of this theory will depend on the background metric. We will say that a quantum field theory is topological if there exists a set of operators in the theory (that we shall call topological observables) such that their correlation functions do not depend on the metric. If we denote these operators by $\mathcal{O}_{i}$ (where $i$ is a label) then

$$
\begin{equation*}
\frac{\delta}{\delta g_{\mu \nu}}\left\langle\mathcal{O}_{i_{1}} \cdots \mathcal{O}_{i_{n}}\right\rangle=0 \tag{5.1}
\end{equation*}
$$

There are two different types of TQFTs. In the TQFTs of the Schwarz type one defines the relevant ingredients in the theory (the action and the observables) without using the metric of the manifold. This guarantees topological invariance as a classical symmetry of the theory, and in some cases the quantization procedure can be seen to preserve this classical symmetry
so that one has (5.1). The most important example of a TQFT of Schwarz type is Chern-Simons gauge theory, introduced by Witten in 1988.

In the TQFTs of the Witten type (also called cohomological TQFTs) the action and the operators may depend on the metric, but the theory has an underlying scalar symmetry $\delta$ acting on the fields $\phi_{i}$ in such a way that the correlation functions of the theory do not depend on the background metric. This is achieved as follows. Since $\delta$ is a symmetry the action of the theory satisfies $\delta S\left(\phi_{i}\right)=0$. If the energy-momentum tensor of the theory $T_{\mu \nu}=\left(\delta / \delta g^{\mu \nu}\right) S\left(\phi_{i}\right)$ can be written as

$$
\begin{equation*}
T_{\mu \nu}=-i \delta G_{\mu \nu} \tag{5.2}
\end{equation*}
$$

where $G_{\mu \nu}$ is some tensor, then (5.1) holds for any operator $\mathcal{O}$ which is $\delta$ invariant. This is because

$$
\begin{align*}
& \frac{\delta}{\delta g^{\mu \nu}}\left\langle\mathcal{O}_{i_{1}} \mathcal{O}_{i_{2}} \cdots \mathcal{O}_{i_{n}}\right\rangle=\left\langle\mathcal{O}_{i_{1}} \mathcal{O}_{i_{2}} \cdots \mathcal{O}_{i_{n}} T_{\mu \nu}\right\rangle \\
& \quad=-i\left\langle\mathcal{O}_{i_{1}} \mathcal{O}_{i_{2}} \cdots \mathcal{O}_{i_{n}} \delta G_{\mu \nu}\right\rangle= \pm i\left\langle\delta\left(\mathcal{O}_{i_{1}} \mathcal{O}_{i_{2}} \cdots \mathcal{O}_{i_{n}} G_{\mu \nu}\right)\right\rangle=0 \tag{5.3}
\end{align*}
$$

The symmetry $\delta$ is usually called a topological symmetry. In (5.3) we have assumed that the symmetry $\delta$ is not anomalous, so that it is a full symmetry of the quantum theory. Moreover, we have 'integrated by parts' in field space, therefore we have assumed that there are no contributions coming from boundary terms. In some situations these assumptions do not hold, and the theory is then not strictly topological. However, in most of the interesting cases the resulting dependence on the metric is mild and under control. We will see a very explicit example of this in Donaldson theory on manifolds with $b_{2}^{+}=1$.

In a cohomological theory the observables are the $\delta$-invariant operators. On the other hand, operators which are $\delta$-exact decouple from the theory, since their correlation functions vanish. We will then restrict the set of observables to the cohomology of $\delta$ :

$$
\begin{equation*}
\mathcal{O} \in \frac{\operatorname{Ker} \delta}{\operatorname{Im} \delta} \tag{5.4}
\end{equation*}
$$

In all known examples of cohomological TQFTs, $\delta$ is a Grasmannian symmetry. Since, on the other hand, $\delta$ is a scalar symmetry we see that topological quantum field theories of Witten type violate the spin-statistics theorem. In general $\delta$ is is not nilpotent, and one has

$$
\begin{equation*}
\delta^{2}=Z, \tag{5.5}
\end{equation*}
$$

where $Z$ is a certain transformation in the theory. It can be a local transformation (a gauge transformation) or a global transformation (for example, a global $U(1)$ symmetry). The appropriate framework for analysing the observables is then equivariant cohomology, and for consistency one has to consider only operators that are invariant under the transformation generated by $Z$ (for example, gauge invariant operators). Equivariant cohomology turns out to be a very natural language to describe TQFTs with local and global symmetries, and we shall present it in some detail when we consider the geometric formulation of cohomological field theories in Chapter 6.

The structure of topological quantum field theories of the Witten type leads immediately to a general version of the Donaldson map. Remember that, starting with the curvature of the universal bundle, this map associates cohomology classes in the instanton moduli space to homology classes in the four-manifold. Let us now assume that we have found an operator $\phi^{(0)}$ which is in the cohomology of $\delta$, as well as a series of operators $\phi^{(n)}$, $n=1, \ldots, \operatorname{dim} X$, which are differential forms of degree $n$ on $X$ such that

$$
\begin{equation*}
d \phi^{(n)}=\delta \phi^{(n+1)}, \quad n \geq 0 \tag{5.6}
\end{equation*}
$$

In this equation $d$ denotes the exterior derivative on $X$. The operators $\phi^{(n)}$ are called the topological descendants of $\phi^{(0)}$. It is easy to see that the operator

$$
\begin{equation*}
W_{\phi^{(0)}}^{\left(\gamma_{n}\right)}=\int_{\gamma_{n}} \phi^{(n)} \tag{5.7}
\end{equation*}
$$

where $\gamma_{n} \in H_{n}(X)$, is a topological observable:

$$
\begin{equation*}
\delta W_{\phi^{(0)}}^{\left(\gamma_{n}\right)}=\int_{\gamma_{n}} \delta \phi^{(n)}=\int_{\gamma_{n}} d \phi^{(n-1)}=\int_{\partial \gamma_{n}} \phi^{(n-1)}=0 \tag{5.8}
\end{equation*}
$$

since $\partial \gamma_{n}=0$. Similarly, it is easy to show that if $\gamma_{n}$ is trivial in homology (i.e., if it is $\partial$-exact) then $W_{\phi^{(0)}}^{\left(\gamma_{n}\right)}$ is $\delta$-exact. The equations (5.6) are called topological descent equations. The conclusion of this analysis is that, given a (scalar) topological observable $\phi^{(0)}$ and a solution to the descent equations (5.6), one can construct a family of topological observables

$$
\begin{equation*}
W_{\phi^{(0)}}^{\left(\gamma_{i_{n}}\right)}, \quad i_{n}=1, \ldots, b_{n} ; \quad n=1, \ldots, \operatorname{dim} X \tag{5.9}
\end{equation*}
$$

in one-to-one correspondence with homology classes of space-time. This descent procedure is the analog of the Donaldson map in Donaldson-Witten and Seiberg-Witten theory.

It is easy to see that in any theory in which (5.2) is satisfied there is a simple procedure for constructing a solution to (5.6) given a scalar observable $\phi^{(0)}$. If (5.2) holds then one has

$$
\begin{equation*}
P_{\mu}=T_{0 \mu}=-i \delta G_{\mu} \tag{5.10}
\end{equation*}
$$

where

$$
\begin{equation*}
G_{\mu} \equiv G_{0 \mu} \tag{5.11}
\end{equation*}
$$

Since $\delta$ is a Grassmannian symmetry, $G_{\mu}$ is an anticommuting operator and a one-form in space-time. If we are given a $\delta$-invariant operator $\phi^{(0)}(x)$ we can use (5.11) to construct the topological descendants

$$
\begin{equation*}
\phi_{\mu_{1} \mu_{2} \ldots \mu_{n}}^{(n)}(x)=G_{\mu_{1}} G_{\mu_{2}} \cdots G_{\mu_{n}} \phi^{(0)}(x), \quad n=1, \ldots, \operatorname{dim} X \tag{5.12}
\end{equation*}
$$

On the other hand, since the $G_{\mu_{i}}$ anticommute

$$
\begin{equation*}
\phi^{(n)}=\frac{1}{n!} \phi_{\mu_{1} \mu_{2} \ldots \mu_{n}}^{(n)} d x^{\mu_{1}} \wedge \cdots \wedge d x^{\mu_{n}} \tag{5.13}
\end{equation*}
$$

is an $n$-form on $X$. By using (5.10) the $\delta$-invariance of $\phi^{(0)}$, as well as $P_{\mu}=$ $-i \partial_{\mu}$, one can easily check that these forms satisfy the descent equations (5.6). This solution to (5.6) is usually called the canonical solution of the descent equations.

### 5.2. Twist of $\mathcal{N}=2$ supersymmetry

In the early eighties Witten noticed that supersymmetry has a deep relation to topology. The simplest example of such a relation is supersymmetric quantum mechanics, which provides a physical reformulation (and, in fact, a refinement) of Morse theory. Another examples are $\mathcal{N}=2$ supersymmetric theories in two and four dimensions. In 1988 Witten discovered that, by changing the coupling to gravity of the fields in an $\mathcal{N}=2$ supersymmetric theory in two or four dimensions, a TQFT theory of cohomological type was obtained. This redefinition of the theory is called twisting. We are now going to explain in some detail how this works in the four-dimensional case.

Our starting point is the Euclidean version of the $\mathcal{N}=2$ supersymmetry algebra (with no central charges) which is easily obtained from (4.2), (4.5)
and (4.7):

$$
\begin{array}{ll}
\left\{Q_{\alpha v}, \bar{Q}_{\dot{\beta} w}\right\}=2 \epsilon_{v w} \sigma_{\alpha \dot{\beta}}^{\mu} P_{\mu}, & \left\{Q_{\alpha v}, Q_{\beta w}\right\}=0, \\
{\left[P_{\mu}, Q_{\alpha v}\right]=0,} & {\left[P_{\mu}, \bar{Q}_{\dot{\alpha} v}\right]=0,} \\
{\left[M_{\mu \nu}, Q_{\alpha v}\right]=-\left(\sigma_{\mu \nu}\right)_{\alpha}{ }^{\beta} Q_{\beta v},} & {\left[M_{\mu \nu}, \bar{Q}^{\dot{\alpha} v}\right]=-\left(\bar{\sigma}_{\mu \nu}\right)^{\dot{\alpha}} \overline{\dot{Q}}^{\dot{\beta} v},}  \tag{5.14}\\
{\left[Q_{\alpha v}, B^{a}\right]=-\frac{1}{2}\left(\tau^{a}\right)_{v}{ }^{w} Q_{\alpha w},} & {\left[\bar{Q}_{\dot{\alpha}}^{v}, B^{a}\right]=\frac{1}{2} \bar{Q}_{\dot{\alpha}}{ }^{w}\left(\tau^{a}\right)_{w},} \\
{\left[Q_{\alpha v}, R\right]=Q_{\alpha v},} & {\left[\bar{Q}_{\dot{\alpha} v}, R\right]=-\bar{Q}_{\dot{\alpha} v} .}
\end{array}
$$

Here $v, w \in\{1,2\}$ are $S U(2)_{R}$ indices and $-\frac{1}{2}\left(\tau^{a}\right)_{v}{ }^{w}, a=1,2,3$, are the matrices $\left(b^{a}\right)_{v}{ }^{w}$ in (4.5), i.e., the generators of this internal group, $\left(b^{a}\right)_{v}^{w}=$ $-\frac{1}{2}\left(\tau^{a}\right)_{v}{ }^{w}$. The matrices $\tau^{a}$ are the Pauli matrices,

$$
\tau^{1}=\left(\begin{array}{cc}
0 & 1  \tag{5.15}\\
1 & 0
\end{array}\right), \quad \tau^{2}=\left(\begin{array}{cc}
0 & -i \\
i & 0
\end{array}\right), \quad \tau^{3}=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right)
$$

In these relations we have performed the replacement $p^{0}=-i p^{4}$ and all the matrices $\sigma^{\mu}, \sigma^{\mu \nu}$ and $\bar{\sigma}^{\mu \nu}$ correspond to the Euclidean counterparts, as defined in Appendix A. The total symmetry group of the theory is

$$
\begin{equation*}
\mathcal{H}=S U(2)_{+} \times S U(2)_{-} \times S U(2)_{R} \times U(1)_{R}, \tag{5.16}
\end{equation*}
$$

being $\mathcal{K}=S U(2)_{+} \times S U(2)_{-}$the rotation group, and $S U(2)_{R} \times U(1)_{R}$ the internal group. Under this group the supersymmetry generators $Q_{\alpha v}$ and $\bar{Q}_{\dot{\alpha} v}$ transform as $(\mathbf{0}, \mathbf{2}, \mathbf{2})^{1}$ and $(\mathbf{2}, \mathbf{0}, \mathbf{2})^{-1}$, respectively. The generator of the rotation group, $M_{\mu \nu}$, can be decomposed in terms of bispinors as described in Appendix A:

$$
\begin{equation*}
M_{\mu \nu} \rightarrow M_{\alpha \dot{\alpha}, \beta \dot{\beta}}=\epsilon_{\alpha \beta} \bar{M}_{\dot{\alpha} \dot{\beta}}+\epsilon_{\dot{\alpha} \dot{\beta}} M_{\alpha \beta}, \tag{5.17}
\end{equation*}
$$

so that $\bar{M}_{\dot{\alpha} \dot{\beta}}$ are the generators of $S U(2)_{+}$and $M_{\alpha \beta}$ the generators of $S U(2)_{-}$. Their action on the supersymmetry generators $Q_{\alpha v}$ and $\bar{Q}_{\dot{\alpha} v}$ turns out to be:

$$
\begin{array}{ll}
{\left[M_{\alpha \beta}, Q_{\delta v}\right]=\epsilon_{\delta(\alpha} Q_{\beta) v},} & {\left[M_{\alpha \beta}, \bar{Q}_{\dot{\alpha} v}\right]=0,} \\
{\left[\bar{M}_{\dot{\alpha} \dot{\beta}}, Q_{\delta v}\right]=0,} & {\left[M_{\dot{\alpha} \dot{\beta}}, \bar{Q}_{\dot{\delta} v}\right]=\epsilon_{\dot{\delta}(\dot{\alpha}} \bar{Q}_{\dot{\beta}) v} .} \tag{5.18}
\end{array}
$$

The action of the generators $B^{a}$ of the internal group $S U(2)_{R}$ can be rewritten using their form in terms of the symmetric bispinor $B^{v w}$,

$$
\begin{equation*}
\left[B^{v w}, Q_{\alpha}^{u}\right]=\epsilon^{u(v} Q_{\alpha}^{w)}, \quad\left[B^{v w}, \bar{Q}_{\dot{\alpha}}^{u}\right]=-\epsilon^{u(v} \bar{Q}_{\dot{\alpha}}^{w)} . \tag{5.19}
\end{equation*}
$$

The twisting procedure consists of redefining the coupling of the theory to gravity, which is carried out by redefining the spins of the fields. To do this we couple the fields to the $S U(2)_{+}$spin connection according to their isospin, i.e., according to the way they transform under the internal group $S U(2)_{R}$. This means that we identify the isospin $S U(2)_{R}$ indices $v, w$ with the $S U(2)_{+}$indices $\dot{\alpha}, \dot{\beta}$. Therefore we define a generator $M_{\dot{\alpha} \dot{\beta}}^{\prime}$ as follows:

$$
\begin{equation*}
M_{\dot{\alpha} \dot{\beta}}^{\prime}=M_{\dot{\alpha} \dot{\beta}}-B_{\dot{\alpha} \dot{\beta}} . \tag{5.20}
\end{equation*}
$$

We then identify a new rotation group $\mathcal{K}^{\prime}=S U^{\prime}(2)_{+} \otimes S U(2)_{-}$, where $S U^{\prime}(2)_{+}$is generated by $M^{\prime}$. Under the twisting the isospin index $v$ becomes a spinorial index, $\bar{Q}_{\dot{\alpha} v} \rightarrow \bar{Q}_{\dot{\alpha} \dot{\beta}}$ and $Q_{\alpha v} \rightarrow Q_{\alpha \dot{\beta}}$. With respect to the new rotation group the topological supercharge,

$$
\begin{equation*}
\overline{\mathcal{Q}} \equiv \epsilon^{\dot{\alpha} \dot{\beta}} \bar{Q}_{\dot{\alpha} \dot{\beta}}=\bar{Q}_{\dot{i} \dot{2}}-\bar{Q}_{\dot{2} \dot{i}} \tag{5.21}
\end{equation*}
$$

is a scalar with respect to $\mathcal{K}^{\prime}$ :

$$
\begin{equation*}
\left[M_{\alpha \beta}, \overline{\mathcal{Q}}\right]=0, \quad\left[M_{\dot{\alpha} \dot{\beta}}^{\prime}, \overline{\mathcal{Q}}\right]=0 \tag{5.22}
\end{equation*}
$$

The topological supercharge $\overline{\mathcal{Q}}$ will provide the topological symmetry $\delta$ that we need for the theory to be topological. The $\mathcal{N}=2$ supersymmetric algebra also gives a natural way to construct the operator $G_{\mu}$ defined in (5.11). In fact, define

$$
\begin{equation*}
G_{\mu}=\frac{i}{4}\left(\bar{\sigma}_{\mu}\right)^{\dot{\alpha} \gamma} Q_{\gamma \dot{\alpha}} \tag{5.23}
\end{equation*}
$$

Using now the $\{Q, \bar{Q}\}$ anticommutator in (5.14) it is easy to show that

$$
\begin{equation*}
\left\{\overline{\mathcal{Q}}, G_{\mu}\right\}=\partial_{\mu} . \tag{5.24}
\end{equation*}
$$

This means that the supersymmetry algebra by itself almost guarantees (5.2). In the models that we will consider (5.2) is true (at least on-shell). Finally, notice that from the anticommutator $\{\bar{Q}, \bar{Q}\}$ in (5.14) follows that the topological supercharge is nilpotent (in the absence of central charge):

$$
\begin{equation*}
\overline{\mathcal{Q}}^{2}=0 . \tag{5.25}
\end{equation*}
$$

The main conclusion of this section is that by twisting $\mathcal{N}=2$ supersymmetry one can construct a quantum field theory which satisfies (almost) all the requirements of a topological quantum field theory of the Witten type. In the rest of this chapter we are going to analyse in detail the twisting of the $\mathcal{N}=2$ supersymmetric theories that we described in previous chapters.

### 5.3. Donaldson-Witten theory

Donaldson-Witten theory (also known as topological Yang-Mills theory) is the topological quantum field theory that results from twisting $\mathcal{N}=2$ supersymmetric Yang-Mills theory in four dimensions. Historically it was the first TQFT of the Witten type, and, as we will see, it provides a realization of Donaldson theory.

As described in section $4.4 \mathcal{N}=2$ supersymmetric Yang-Mills theory contains a gauge field $A_{\mu}$, two spinors $\lambda_{v \alpha}$, and a complex scalar $\phi$, all of them in the adjoint representation of the gauge group $\mathcal{G}$. In the off-shell formulation we also have auxiliary fields $D_{v w}$ in the $\mathbf{3}$ of the internal $\operatorname{SU}(2)_{R}$. Under the twisting the fields in the $\mathcal{N}=2$ supersymmetric multiplet change their spin content as follows:

$$
\begin{align*}
A_{\mu}(\mathbf{2}, \mathbf{2}, \mathbf{0})^{0} & \rightarrow A_{\mu}(\mathbf{2}, \mathbf{2})^{0} \\
\lambda_{\alpha v}(\mathbf{2}, \mathbf{0}, \mathbf{2})^{-1} & \rightarrow \psi_{\alpha \dot{\beta}}(\mathbf{2}, \mathbf{2})^{1} \\
\bar{\lambda}_{\dot{\alpha} v}(\mathbf{0}, \mathbf{2}, \mathbf{2})^{1} & \rightarrow \eta(\mathbf{0}, \mathbf{0})^{-1}, \quad \chi_{\dot{\alpha} \dot{\beta}}(\mathbf{1}, \mathbf{0})^{-1}  \tag{5.26}\\
\phi(\mathbf{0}, \mathbf{0}, \mathbf{0})^{-2} & \rightarrow \phi(\mathbf{0}, \mathbf{0})^{-2} \\
\phi^{\dagger}(\mathbf{0}, \mathbf{0}, \mathbf{0})^{2} & \rightarrow \phi^{\dagger}(\mathbf{0}, \mathbf{0})^{2} \\
D_{v w}(\mathbf{0}, \mathbf{0}, \mathbf{1})^{0} & \rightarrow D_{\dot{\alpha} \dot{\beta}}(\mathbf{0}, \mathbf{0})^{0}
\end{align*}
$$

where we have written the quantum numbers with respect to the total symmetry group $\mathcal{H}$ (5.16) before the twisting, and with respect to the group $\mathcal{H}^{\prime}=S U(2)_{+}^{\prime} \otimes S U(2)_{-} \otimes U(1)_{R}$ after the twisting. In the topological theory the $U(1)_{R}$ charge is usually called the ghost number. The $\eta$ and $\chi$ fields are given by the antisymmetric and symmetric pieces of $\bar{\lambda}_{\dot{\alpha} \dot{\beta}}$, respectively. More precisely

$$
\begin{equation*}
\chi_{\dot{\alpha} \dot{\beta}}=\bar{\lambda}_{(\dot{\alpha} \dot{\beta})}, \quad \eta=\frac{1}{2} \epsilon^{\dot{\alpha} \dot{\beta}} \bar{\lambda}_{\dot{\alpha} \dot{\beta}} . \tag{5.27}
\end{equation*}
$$

From the $\mathcal{N}=2$ supersymmetric action (4.63) it is straightforward to find (after continuation to Euclidean space) the twisted action on an arbitrary Riemmanian four-manifold endowed with a metric $g_{\mu \nu}$ :

$$
\begin{align*}
S=\frac{1}{g^{2}} \int d^{4} x \sqrt{g} \operatorname{Tr}( & \nabla_{\mu} \phi \nabla^{\mu} \phi^{\dagger}-i \psi^{\dot{\beta}}{ }_{\alpha} \bar{\sigma}^{\mu \dot{\alpha} \alpha} \nabla_{\mu} \chi_{\dot{\alpha} \dot{\beta}}-i \psi_{\alpha \dot{\alpha}} \nabla^{\dot{\alpha} \alpha} \eta-\frac{1}{4} F_{\mu \nu} F^{\mu \nu} \\
& +\frac{1}{4} D_{\dot{\alpha} \dot{\beta}} D^{\dot{\alpha} \dot{\beta}}-\frac{1}{2}\left[\phi, \phi^{\dagger}\right]^{2}-\frac{i}{\sqrt{2}} \chi^{\dot{\alpha} \dot{\beta}}\left[\phi, \chi_{\dot{\alpha} \dot{\beta}}\right] \\
& \left.+i \sqrt{2} \eta[\phi, \eta]-\frac{i}{\sqrt{2}} \psi_{\alpha \dot{\alpha}}\left[\psi^{\alpha \dot{\alpha}}, \phi^{\dagger}\right]\right) \tag{5.28}
\end{align*}
$$

The reader should not be confused between the coupling constant $g$ and the square root of the determinant of the metric, $\sqrt{g}=\left(\operatorname{det}\left(g_{\mu \nu}\right)\right)^{1 / 2}$. The $\overline{\mathcal{Q}}-$ transformations are easily obtained from (5.21) and the $\mathcal{N}=2$ supersymmetric transformations (5.14):

$$
\begin{align*}
{[\overline{\mathcal{Q}}, \phi] } & =0, & {\left[\overline{\mathcal{Q}}, \phi^{\dagger}\right] } & =2 \sqrt{2} i \eta, \\
{\left[\overline{\mathcal{Q}}, A_{\mu}\right] } & =\psi_{\mu}, & \left\{\overline{\mathcal{Q}}, \chi_{\dot{\alpha} \dot{\beta}}\right\} & =i\left(F_{\alpha \beta}^{+}-D_{\dot{\alpha} \dot{\beta}}\right), \\
\{\overline{\mathcal{Q}}, \eta\} & =\left[\phi, \phi^{\dagger}\right], & {[\overline{\mathcal{Q}}, D] } & =(2 \nabla \psi)_{+}+2 \sqrt{2}[\phi, \chi] .
\end{align*}
$$

In (5.29) $\psi_{\mu}=\sigma_{\mu \alpha \dot{\beta}} \psi^{\alpha \beta}$ and $F_{\dot{\alpha} \dot{\beta}}^{+}=\sigma_{\dot{\alpha} \dot{\beta}}^{\mu \nu} F_{\mu \nu}$ is the self-dual part of $F_{\mu \nu}$ (see Appendix A for more details). Notice that $\overline{\mathcal{Q}}^{2}$ is a gauge transformation, in accordance with (5.5). The origin of this property comes from the twisting having been made from a supersymmetric theory in the Wess-Zumino gauge in which supersymmetric transformations close up to gauge transformations. It is not difficult to show that the action of Donaldson-Witten theory (5.28) is $\overline{\mathcal{Q}}$-exact up to a topological term, i.e.,

$$
\begin{equation*}
S=\{\overline{\mathcal{Q}}, V\}-\frac{1}{2} \int F \wedge F \tag{5.30}
\end{equation*}
$$

where

$$
\begin{equation*}
V=\int d^{4} x \sqrt{g} \operatorname{Tr}\left(\frac{i}{4} \chi_{\alpha \beta}\left(F^{\alpha \beta}+D^{\alpha \beta}\right)-\frac{1}{2} \eta\left[\phi, \phi^{\dagger}\right]+\frac{1}{2 \sqrt{2}} \psi_{\alpha \dot{\alpha}} \nabla^{\dot{\alpha} \alpha} \phi^{\dagger}\right) . \tag{5.31}
\end{equation*}
$$

As we will see in a moment, this has important implications for the quantum behavior of the theory.

One of the most interesting aspects of the twisting procedure is the following: if we set the original $\mathcal{N}=2$ supersymmetric Yang-Mills theory on an arbitrary Riemannian four-manifold, using the well known prescription of minimal coupling to gravity, we find global obstructions to have a well defined theory. The reason is very simple: not every four-manifold is Spin, and therefore the fermionic fields $\lambda_{\alpha v}$ are not well defined unless $w_{2}(X)=0$. However all fields are differential forms on $X$ after the twisting, therefore the twisted theory makes sense globally on an arbitrary Riemannian four-manifold.

The observables of Donaldson-Witten theory can be constructed by using the topological descent equations. As we have emphasized, these equations have a canonical solution given by the operator $G_{\mu}$ in (5.23). Using again the
$\mathcal{N}=2$ supersymmetry transformations (5.14) one can work out the action of $G_{\mu}$ on the different fields of the theory. The result is:

$$
\begin{align*}
{\left[G_{\mu}, \phi\right] } & =\frac{1}{2 \sqrt{2}} \psi_{\mu}, & {[G, \bar{\phi}] } & =0, \\
{\left[G_{\nu}, A_{\mu}\right] } & =\frac{i}{2} g_{\mu \nu} \eta-i \chi_{\mu \nu}, & {\left[G, F^{+}\right] } & =i \nabla \chi+\frac{3 i}{2} * \nabla \eta \\
{[G, \eta] } & =-\frac{i \sqrt{2}}{4} \nabla \bar{\phi}, & \{G, \chi\} & =-\frac{3 i \sqrt{2}}{8} * \nabla \bar{\phi},  \tag{5.32}\\
\left\{G_{\mu}, \psi_{\nu}\right\} & =-\left(F_{\mu \nu}^{-}+D_{\mu \nu}^{+}\right), & {[G, D] } & =-\frac{3 i}{4} * \nabla \eta+\frac{3 i}{2} \nabla \chi
\end{align*}
$$

We can now construct the topological observables of the theory by using the descent equations. The starting point must be a set of gauge-invariant, $\overline{\mathcal{Q}}-$ closed operators which are not $\overline{\mathcal{Q}}$-trivial. Since $[\overline{\mathcal{Q}}, \phi]=0$ these operators are the gauge-invariant polynomials in the field $\phi$. For a simple gauge group of rank $r$ the algebra of these polynomials is generated by $r$ elements, and we shall denote this basis by $\mathcal{O}_{n}, n=1, \ldots, r$. For $S U(N)$ one can take for example

$$
\begin{equation*}
\mathcal{O}_{n}=\operatorname{Tr}\left(\phi^{n+1}\right), \quad n=1, \ldots, N \tag{5.33}
\end{equation*}
$$

Starting from these operators the descent procedure produces a set of operators $\mathcal{O}_{n}^{(i)}, i=1, \ldots, 4$. In most of this book we shall restrict ourselves to the gauge group $S U(2)$, therefore the starting point for the descent procedure will be the operator

$$
\begin{equation*}
\mathcal{O}=\operatorname{Tr}\left(\phi^{2}\right) \tag{5.34}
\end{equation*}
$$

Using now (5.32) we can obtain the canonical solution to the descent equations. The first two topological descendants obtained in this way are

$$
\begin{align*}
\mathcal{O}^{(1)} & =\operatorname{Tr}\left(\frac{1}{\sqrt{2}} \phi \psi_{\mu}\right) d x^{\mu}, \\
\mathcal{O}^{(2)} & =-\frac{1}{2} \operatorname{Tr}\left(\frac{1}{\sqrt{2}} \phi\left(F_{\mu \nu}^{-}+D_{\mu \nu}\right)-\frac{1}{4} \psi_{\mu} \psi_{\nu}\right) d x^{\mu} \wedge d x^{\nu} . \tag{5.35}
\end{align*}
$$

As we shall see, supersymmetric configurations have $D=F^{+}$, and in that subspace one can write $F^{-}+D=F$. In this book we will restrict ourselves to the observables:

$$
\begin{equation*}
I_{1}(\delta)=\int_{\delta} \mathcal{O}^{(1)}, \quad I_{2}(S)=\int_{S} \mathcal{O}^{(2)} \tag{5.36}
\end{equation*}
$$

where $\delta \in H_{1}(X), S \in H_{2}(X)$. They correspond to the differential forms on the moduli space of ASD connections which were introduced in (2.55) through
the use of the Donaldson map (2.54) (and this is why we have used the same notation for both). Notice that the ghost number of the operators in (5.35) is, in fact, their degree as differential forms in moduli space. The operators (5.35) are naturally interpreted as the decomposition of the Pontrjagin class of the universal bundle (3.17) with respect to the bi-grading of $\Omega^{*}\left(\mathcal{B}^{*} \times X\right)$. For example, the Grassmannian field $\psi_{\mu}$ can be interpreted as a $(1,1)$ form: a one-form in space-time and also a one-form in the space of connections $\mathcal{A}$. The operator $\overline{\mathcal{Q}}$ is then interpreted as the equivariant differential in $\mathcal{A}$ with respect to gauge transformations. This leads to a beautiful geometric interpretation of topological Yang-Mills theory in terms of equivariant cohomology. There is also a beautiful geometrical interpretation of this theory in terms of the Mathai-Quillen formalism, which will be considered in the next chapter.

Now that we have formulated the model and constructed its observables, let us consider the computation of correlation functions. Since the action of the twisted theory is $\overline{\mathcal{Q}}$-exact up to a topological term, we will consider the topological theory defined by the Donaldson-Witten action $S_{\text {DW }}=\{\overline{\mathcal{Q}}, V\}$, where $V$ is defined in (5.31). The functional integral of the theory defined by the Donaldson-Witten action can be drastically simplified by taking into account the following fact. The (un-normalized) correlation functions of the theory are defined by

$$
\begin{equation*}
\left\langle\phi_{1} \cdots \phi_{n}\right\rangle=\int \mathcal{D} \phi \phi_{1} \cdots \phi_{n} \mathrm{e}^{-\frac{1}{g^{2}} S_{\mathrm{DW}}} \tag{5.37}
\end{equation*}
$$

where $\phi_{1}, \ldots, \phi_{n}$ are generic fields which are invariant under $\overline{\mathcal{Q}}$ transformations. Since $S_{\text {DW }}$ is $\overline{\mathcal{Q}}$-exact one has:

$$
\begin{equation*}
\frac{\partial}{\partial g}\left\langle\phi_{1} \cdots \phi_{n}\right\rangle=\frac{2}{g^{3}}\left\langle\phi_{1} \cdots \phi_{n} S_{\mathrm{DW}}\right\rangle=\frac{2}{g^{3}}\left\langle\left\{\overline{\mathcal{Q}}, \phi_{1} \cdots \phi_{n} V\right\}\right\rangle=0 \tag{5.38}
\end{equation*}
$$

where we have used that $\overline{\mathcal{Q}}$ is a symmetry of the theory, and therefore the insertion of a $\overline{\mathcal{Q}}$-exact operator in the functional integral gives zero. The above result is remarkable: it says that in a topological quantum field theory in which the action is $\overline{\mathcal{Q}}$-exact the computation of correlation functions of products of $\overline{\mathcal{Q}}$-invariant operators does not depend on the value of the coupling constant. In particular, the semi-classical approximation is exact! We can then evaluate the functional integral in the saddle-point approximation as follows: first, we look at zero-modes, i.e., classical configurations that minimize the action. Then we look at non zero-modes, i.e., we consider quantum
fluctuations around these configurations. Since the saddle point approximation is exact it is enough to consider the quadratic fluctuations. The integral over the zero-modes gives a finite integral over the space of bosonic collective coordinates, and a finite Grassmannian integral over the zero-modes of the fermionic fields. The integral over the quadratic fluctuations involves the determinants of the kinetic operators in $S_{\text {DW }}$. Since the theory has a BoseFermi $\overline{\mathcal{Q}}$ symmetry it turns out that the determinants cancel (up to a sign), as in supersymmetric theories.

Let us then analyse the bosonic and fermionic zero-modes. A quick way to find the bosonic zero-modes is to look for supersymmetric configurations. These are classical configurations such that $\{\overline{\mathcal{Q}}$, Fermi $\}=0$ for all Fermi fields in the theory, and they give minima of the Lagrangian. Indeed, it is known that in topological quantum field theories with a fermionic symmetry $\overline{\mathcal{Q}}$ one can compute by localization on the fixed points of this symmetry. In this case, by looking at $\{\overline{\mathcal{Q}}, \chi\}=0$ one finds

$$
\begin{equation*}
F^{+}=D^{+} \tag{5.39}
\end{equation*}
$$

But on-shell $D^{+}=0$, and therefore (5.39) reduces to the usual ASD equations. The zero-modes of the gauge field are then instanton configurations. In addition, by looking at $\{\overline{\mathcal{Q}}, \psi\}=0$ we find the equation of motion for the $\phi$ field,

$$
\begin{equation*}
\nabla \phi=0 \tag{5.40}
\end{equation*}
$$

This equation is also familiar: as we saw in Chapter 1, its non-trivial solutions correspond to reducible connections. Let us assume for simplicity that we are in a situation in which no reducible solutions occur, so that the only solution to (5.40) is $\phi=0$. In that case (5.39) tells us that the integral over the collective coordinates reduces to an integral over the instanton moduli space $\mathcal{M}_{\text {ASD }}$.

Let us now look at the fermionic zero-modes in the background of an instanton. The kinetic terms for the $\psi, \chi$ and $\eta$ fermions fit precisely into the instanton deformation complex (2.46). Therefore using the index theorem we can compute

$$
\begin{equation*}
N_{\psi}-N_{\chi}=\operatorname{dim} \mathcal{M}_{\mathrm{ASD}} \tag{5.41}
\end{equation*}
$$

where $N_{\psi, \chi}$ denotes the number of zero-modes of the corresponding fields, and we have used that the connection $A$ is irreducible, so that $\eta$ (which is
a scalar) has no zero-modes (in other words, $\nabla \eta=0$ only has the trivial solution). Finally, if we assume that the connection is regular then one has that $\operatorname{Coker}\left(p^{+} \nabla\right)=0$, and there are not $\chi$ zero-modes. In this situation the number of $\psi$ zero-modes is simply the dimension of the moduli space of ASD instantons. If we denote the bosonic and the fermionic zero-modes by $d a_{i}, d \psi_{i}$, respectively, where $i=1, \ldots, D$ and $D=\operatorname{dim} \mathcal{M}_{\mathrm{ASD}}$, then the zero-mode measure becomes:

$$
\begin{equation*}
\prod_{i=1}^{D} d a_{i} d \psi_{i} \tag{5.42}
\end{equation*}
$$

This is, in fact, the natural measure for integration of differential forms on $\mathcal{M}_{\text {ASD }}$, and the Grassmannian variables $\psi_{i}$ are then interpreted as a basis of one-forms on $\mathcal{M}_{\text {ASD }}$.

We can already discuss how to compute correlation functions of the operators $\mathcal{O}, I_{2}(S)$, and $I_{1}(\delta)$. These operators contain the fields $\psi, A_{\mu}$ and $\phi$. In evaluating the functional integral it is enough to replace $\psi$ and $A_{\mu}$ by their zero-modes, and the field $\phi$ (with no zero-modes) by its quantum fluctuations, which we then integrate out at quadratic order. Further corrections which are higher order in the coupling constant do not contribute to the saddle point approximation, which in this case is exact. We then have to compute the one-point correlation function $\left\langle\phi^{a}\right\rangle$. The relevant terms in the action are

$$
\begin{equation*}
S\left(\phi, \phi^{\dagger}\right)=\int d^{4} x \operatorname{Tr}\left(\nabla_{\mu} \phi \nabla^{\mu} \phi^{\dagger}-\frac{i}{\sqrt{2}} \phi^{\dagger}\left[\psi_{\mu}, \psi^{\mu}\right]\right) \tag{5.43}
\end{equation*}
$$

since we are only considering quadratic terms. We then have to compute

$$
\begin{equation*}
\left\langle\phi^{a}(x)\right\rangle=\int \mathcal{D} \phi \mathcal{D} \phi^{\dagger} \phi^{a}(x) \exp \left(-S\left(\phi, \phi^{\dagger}\right)\right) \tag{5.44}
\end{equation*}
$$

If we take into account that

$$
\begin{equation*}
\left\langle\phi^{a}(x) \phi^{b \dagger}(y)\right\rangle=G^{a b}(x-y), \tag{5.45}
\end{equation*}
$$

where $G^{a b}(x-y)$ is the Green's function of the Laplacian $\nabla_{\mu} \nabla^{\mu}$, we find

$$
\begin{equation*}
\left\langle\phi^{a}(x)\right\rangle=-\frac{i}{\sqrt{2}} \int d^{4} y \sqrt{g} G^{a b}(x, y)\left[\psi(x)_{\mu}, \psi(y)^{\mu}\right]_{b} . \tag{5.46}
\end{equation*}
$$

This expresses $\phi$ in terms of zero-modes. It turns out that this is precisely (up to a constant) the component along $\mathcal{B}^{*}$ of the curvature $K_{\mathbf{P}}$ of the universal
bundle. This is in perfect agreement with the correspondence between the observables (5.35) and the differential forms on moduli space (2.55) constructed in Donaldson theory.

The main conclusion of this analysis is that, up to normalizations,

$$
\begin{align*}
& \left\langle\mathcal{O}^{\ell} I_{2}\left(S_{i_{1}}\right) \cdots I_{2}\left(S_{i_{p}}\right) I_{1}\left(\delta_{j_{1}}\right) \cdots I_{1}\left(\delta_{j_{q}}\right)\right\rangle \\
& \quad=\int_{\mathcal{M}_{\mathrm{ASD}}} \mathcal{O}^{\ell} \wedge I_{2}\left(S_{i_{1}}\right) \wedge \cdots \wedge I_{2}\left(S_{i_{p}}\right) \wedge I_{1}\left(\delta_{j_{1}}\right) \wedge \cdots \wedge I_{1}\left(\delta_{j_{q}}\right) \tag{5.47}
\end{align*}
$$

i.e., the correlation function of the observables of twisted $\mathcal{N}=2$ supersymmetric Yang-Mills theory is precisely the corresponding Donaldson invariant (2.57). The requirement that the differential form in the right hand side has top degree (otherwise the invariant is zero) corresponds, in the field theory side, to the requirement that the correlation function has its ghost number equal to $\operatorname{dim} \mathcal{M}_{\mathrm{ASD}}$, i.e., that the operator in the correlation function soaks up all the fermionic zero-modes, which is the well known 't Hooft rule.

Equation (5.47) establishes the equivalence between twisted $\mathcal{N}=2$ supersymmetric Yang-Mills theory and Donaldson theory. In terms of the generating functional (2.61) we have that

$$
\begin{equation*}
Z_{\mathrm{DW}}^{w}(p, S, \delta)=\left\langle\exp \left(p \mathcal{O}+I_{1}(\delta)+I_{2}(S)\right)\right\rangle_{w} \tag{5.48}
\end{equation*}
$$

where the subscript $w$ means that we are computing the correlation functions at fixed Stiefel-Whitney class $w$, and as in (2.61) we are summing over all instanton numbers.

This equivalence between Donaldson theory and twisted $\mathcal{N}=2$ supersymmetric theory opens a completely different approach to studying Donaldson invariants by means of topological quantum field theory. As will be shown in the following chapters, topological quantum field theory provides a recipe to compute the correlation functions (5.48). This result opens an entirely new way to understanding Donaldson invariants, establishing a connection between these invariants and Seiberg-Witten invariants.

As a final remark we would like to note that many features of the evaluation of the functional integral of Donaldson-Witten theory developed in this section - such as the exactness of the semi-classical approximationhave simple analogs in the evaluation of finite-dimensional integrals, and are common to most topological field theories of the cohomological type. Also typical from cohomological theories is the reduction of functional integrals
to finite-dimensional integrals involving only the zero-modes. These features will become clearer in the next chapter when we develop the Mathai-Quillen formalism.

### 5.4. Twisted $\mathcal{N}=2$ supersymmetric hypermultiplet

In this section we are going to analyse the twisting of the free $\mathcal{N}=2$ supersymmetric hypermultiplet considered in section 5.5. The field content of the hypermultiplet (4.71) is given by a doublet of complex scalar fields, $q_{v}$, two Weyl fermions $\psi$ y $\chi$, and a doublet of complex auxiliaries $F_{v}$. After the twisting the fields in the theory become:

$$
\begin{array}{ll}
q_{v}(\mathbf{0}, \mathbf{0}, \mathbf{2}) \longrightarrow M_{\dot{\alpha}}(\mathbf{2}, \mathbf{0}), & q^{\dagger v}(\mathbf{0}, \mathbf{0}, \mathbf{2}) \longrightarrow \bar{M}^{\dot{\alpha}}(\mathbf{2}, \mathbf{0}), \\
\psi_{\alpha}(\mathbf{2}, \mathbf{0}, \mathbf{0}) \longrightarrow \nu_{\alpha}(\mathbf{2}, \mathbf{0}), & \bar{\psi}_{\dot{\alpha}}(\mathbf{0}, \mathbf{2}, \mathbf{0}) \longrightarrow \bar{\mu}_{\dot{\alpha}}(\mathbf{0}, \mathbf{2}),  \tag{5.49}\\
\bar{\chi}_{\dot{\alpha}}(\mathbf{0}, \mathbf{2}, \mathbf{0}) \longrightarrow \mu_{\dot{\alpha}}(\mathbf{0}, \mathbf{2}), & \chi_{\alpha}(\mathbf{2}, \mathbf{0}, \mathbf{0}) \longrightarrow \bar{\nu}_{\alpha}(\mathbf{2}, \mathbf{0}), \\
F_{v}(\mathbf{0}, \mathbf{0}, \mathbf{2}) \longrightarrow K_{\dot{\alpha}}(\mathbf{2}, \mathbf{0}), & F^{\dagger v}(\mathbf{0}, \mathbf{0}, \mathbf{2}) \longrightarrow \bar{K}^{\dot{\alpha}}(\mathbf{2}, \mathbf{0}),
\end{array}
$$

where we have written the quantum numbers with respect to $\mathcal{H}$ and $\mathcal{H}^{\prime}$. After the twisting the free action (4.73) becomes:

$$
\begin{array}{r}
S=\int d^{4} x\left(\partial_{\mu} \bar{M}^{\dot{\alpha}} \partial^{\mu} M_{\dot{\alpha}}+m \bar{M}^{\dot{\alpha}} K_{\dot{\alpha}}+m \bar{K}^{\dot{\alpha}} M_{\dot{\alpha}}+\bar{K}^{\dot{\alpha}} K_{\dot{\alpha}}\right.  \tag{5.50}\\
\left.-i \bar{\nu}_{\alpha} \partial^{\dot{\alpha} \alpha} \mu_{\dot{\alpha}}-i \bar{\mu}^{\dot{\alpha}} \partial_{\alpha \dot{\alpha}} \nu^{\alpha}-m \bar{\mu}^{\dot{\alpha}} \mu_{\dot{\alpha}}-m \bar{\nu}_{\alpha} \nu^{\alpha}\right),
\end{array}
$$

whilst the topological transformations, after using (4.75), turn out to be:

$$
\begin{align*}
\delta M_{\dot{\alpha}} & =-\sqrt{2} \epsilon \mu_{\dot{\alpha}}, & \delta \bar{M}_{\dot{\alpha}} & =\sqrt{2} \epsilon \bar{\mu}_{\dot{\alpha}}, \\
\delta \mu_{\dot{\alpha}} & =-\sqrt{2} \epsilon K_{\dot{\alpha}}, & \delta \bar{\mu}_{\dot{\alpha}} & =-\sqrt{2} \epsilon \bar{K}_{\dot{\alpha}}, \\
\delta \nu_{\alpha} & =i \sqrt{2} \epsilon \partial_{\alpha \dot{\alpha}} M^{\dot{\alpha}}, & \delta \bar{\nu}_{\alpha} & =i \sqrt{2} \epsilon \partial_{\alpha \dot{\alpha}} \bar{M}^{\dot{\alpha}}, \\
\delta K_{\dot{\alpha}} & =-i \sqrt{2} \epsilon \partial_{\alpha \dot{\alpha}} \nu^{\alpha}, & \delta \bar{K}_{\dot{\alpha}} & =i \sqrt{2} \epsilon \partial_{\alpha \dot{\alpha}} \bar{\nu}^{\alpha} .
\end{align*}
$$

This off-shell formulation of the theory is not particularly suitable since the action turns out not to be $\delta$-exact. However, there exists another off-shell formulation which cures this problem, it requires the introduction of new auxiliary fields $h$ y $\bar{h}$. We introduce as well new $\delta^{\prime}$ transformations:

$$
\begin{align*}
\delta^{\prime} M_{\dot{\alpha}} & =-\sqrt{2} \epsilon \mu_{\dot{\alpha}}, & \delta^{\prime} \bar{M}_{\dot{\alpha}} & =\sqrt{2} \epsilon \bar{\mu}_{\dot{\alpha}}, \\
\delta^{\prime} \mu_{\dot{\alpha}} & =-\sqrt{2} \epsilon m M_{\dot{\alpha}}, & \delta^{\prime} \bar{\mu}_{\dot{\alpha}} & =-\sqrt{2} \epsilon m \bar{M}_{\dot{\alpha}}, \\
\delta^{\prime} \nu_{\alpha} & =\sqrt{2} \epsilon h_{\alpha}, & \delta^{\prime} \bar{\nu}_{\alpha} & =\sqrt{2} \epsilon \bar{h}_{\alpha}, \\
\delta^{\prime} h_{\alpha} & =\sqrt{2} \epsilon m \nu_{\alpha}, & \delta^{\prime} \bar{h}_{\alpha} & =-\sqrt{2} \epsilon m \bar{\nu}_{\alpha} . \tag{5.52}
\end{align*}
$$

In this formulation the central charge is realized off-shell as a global $U(1)$ symmetry with parameter $m$, and the action can be written as $\epsilon \delta^{\prime} \Lambda$, where,

$$
\begin{align*}
\Lambda=\int d^{4} x \frac{1}{\sqrt{2}}( & -i \bar{\nu}_{\alpha} \partial^{\dot{\alpha} \alpha} M_{\dot{\alpha}}-i \bar{M}^{\dot{\alpha}} \partial_{\alpha \dot{\alpha}} \nu^{\dot{\alpha}}-\frac{1}{2} m \bar{\mu}^{\dot{\alpha}} M_{\dot{\alpha}}  \tag{5.53}\\
& \left.-\frac{1}{2} \bar{\nu}_{\alpha} h^{\alpha}-\frac{1}{2} m \bar{M}^{\dot{\alpha}} \mu_{\dot{\alpha}}-\frac{1}{2} \bar{h}_{\alpha} \nu^{\alpha}\right),
\end{align*}
$$

and reads,

$$
\begin{align*}
S=\int d^{4} x( & -i \bar{h}_{\alpha} \partial^{\alpha \alpha} M_{\dot{\alpha}}-i \bar{M}^{\dot{\alpha}} \partial_{\alpha \dot{\alpha}} h^{\alpha}-i \bar{\nu}_{\alpha} \partial^{\dot{\alpha} \alpha} \mu_{\dot{\alpha}}-i \bar{\mu}^{\dot{\alpha}} \partial_{\alpha \dot{\alpha}} \nu^{\alpha}  \tag{5.54}\\
& \left.-m^{2} \bar{M}^{\dot{\alpha}} M_{\dot{\alpha}}-m \bar{\nu}_{\alpha} \nu^{\alpha}-m \bar{\mu}^{\dot{\alpha}} \mu_{\dot{\alpha}}-\bar{h}_{\alpha} h^{\alpha}\right) .
\end{align*}
$$

After integrating the new auxiliary fields in this action, and the ones in (5.50), one finds both actions are equivalent on-shell.

Notice that, in contrast to $\mathcal{N}=2$ supersymmetric Yang-Mills, where the twisting procedure made the theory well defined on any four-manifold, the twisted free hypermultiplet theory contains spinors. In fact, the twisting has converted the two scalar fields $q_{v}$ into a new spinor field $M_{\dot{\alpha}}$. Strictly speaking, the twisted free hypermultiplet only makes sense globally on Spin manifolds. We will see later that under certain circumstances the coupling to gauge fields can solve this problem.

### 5.5. Extensions of Donaldson-Witten theory

We can now put together the results obtained for the twisted $\mathcal{N}=2$ supersymmetric Yang-Mills theory and for the free hypermultiplet and consider the coupled theory. Again, it is convenient to redefine the auxiliary fields for the hypermultiplet in the way that we have just described. The results are easily derived following the same procedure as in the previous sections. For
the action we find:

$$
\begin{align*}
S=\int d^{4} x \operatorname{Tr}( & \nabla_{\mu} \phi \nabla^{\mu} \phi^{\dagger}+i \psi^{\dot{\beta}}{ }_{\alpha} \nabla^{\dot{\alpha} \alpha} \chi_{\dot{\alpha} \dot{\beta}}+i \psi_{\alpha \dot{\alpha}} \nabla^{\dot{\alpha} \alpha} \eta+\frac{1}{4} F_{\mu \nu} F^{\mu \nu} \\
& -\frac{1}{4} D_{\dot{\alpha} \dot{\beta}} D^{\dot{\alpha} \dot{\beta}}+\frac{1}{2}\left[\phi, \phi^{\dagger}\right]^{2}-\frac{i}{\sqrt{2}} \chi^{\dot{\alpha} \dot{\beta}}\left[\phi, \chi_{\dot{\alpha} \dot{\beta}}\right]-i \sqrt{2} \eta[\phi, \eta] \\
& \left.-\frac{i}{\sqrt{2}} \psi_{\alpha \dot{\alpha}}\left[\psi^{\alpha \dot{\alpha}}, \phi^{\dagger}\right]\right) \\
+\int d^{4} x( & -i \bar{h}_{\alpha} \nabla^{\alpha \alpha} M_{\dot{\alpha}}-i \bar{M}^{\dot{\alpha}} \nabla_{\alpha \dot{\alpha}} h^{\alpha}-i \bar{\nu}_{\alpha} \nabla^{\dot{\alpha} \alpha} \mu_{\dot{\alpha}}-i \bar{\mu}^{\dot{\alpha}} \nabla_{\alpha \dot{\alpha}} \nu^{\alpha} \\
& \left.-m^{2} \bar{M}^{\dot{\alpha}} M_{\dot{\alpha}}-m \bar{\nu}_{\alpha} \nu^{\alpha}-m \bar{\mu}^{\dot{\alpha}} \mu_{\dot{\alpha}}-\bar{h}_{\alpha} h^{\alpha}-\bar{M}^{\dot{\alpha}} F_{\dot{\alpha} \dot{\beta}}^{+} M^{\dot{\beta}}\right) \\
+\int d^{4} x( & i \sqrt{2}\left(\bar{M}^{\dot{\alpha}} \chi_{\dot{\alpha}}^{\dot{\beta}} \mu_{\dot{\beta}}+\bar{\mu}^{\dot{\alpha}} \chi_{\dot{\alpha}}^{\dot{\beta}} M_{\dot{\beta}}\right)+i \sqrt{2}\left(\bar{M}^{\dot{\alpha}} \psi_{\alpha \dot{\alpha}} \nu^{\alpha}-\bar{\nu}_{\alpha} \psi^{\dot{\alpha} \alpha} M_{\dot{\alpha}}\right) \\
& +\bar{M}^{\dot{\alpha}}\left\{\phi, \phi^{\dagger}\right\} M_{\dot{\alpha}}+i \sqrt{2}\left(\bar{M}^{\alpha} \eta \mu_{\alpha}-\bar{\mu}^{\alpha} \eta M_{\dot{\alpha}}\right)-i \sqrt{2} \bar{\nu}_{\alpha} \phi \nu^{\alpha} \\
& +i \sqrt{2} \bar{\mu}^{\dot{\alpha}} \phi^{\dagger} \mu_{\dot{\alpha}}+\left(\bar{M}^{(\dot{\alpha}} T^{a} M^{\dot{\beta})}\right)\left(\bar{M}_{(\dot{\alpha}} T^{a} M_{\dot{\beta})}\right)-i \sqrt{2} m \bar{M}^{\dot{\alpha}} \phi M_{\dot{\alpha}} \\
& \left.+i \sqrt{2} m \bar{M}^{\dot{\alpha}} \phi^{\dagger} M_{\dot{\alpha}}\right), \tag{5.55}
\end{align*}
$$

and the $\delta^{\prime}$ transformations become:

$$
\begin{align*}
\delta^{\prime} \phi & =0, \quad \delta^{\prime} \phi^{\dagger}=2 \sqrt{2} i \epsilon \eta, \quad \delta^{\prime} \eta=i \epsilon\left[\phi, \phi^{\dagger}\right], \\
\delta^{\prime} A_{\mu} & =\epsilon \psi_{\mu}, \quad \delta^{\prime} \psi_{\mu}=2 \sqrt{2} \epsilon \nabla_{\mu} \phi, \\
\delta^{\prime} \chi^{a}{ }_{\alpha \beta} & =i \epsilon\left(F_{\dot{\alpha} \dot{\beta}}^{+a}-D_{\dot{\alpha} \dot{\beta}}^{a}+2 i \bar{M}_{(\dot{\alpha}} T^{a} M_{\dot{\beta})}\right), \\
\delta^{\prime} D_{\dot{\alpha} \dot{\beta}}^{a} & =\epsilon\left(d_{A} \psi\right)_{\dot{\alpha} \dot{\beta}}^{a}+2 \sqrt{2} i \epsilon\left[\chi^{\dot{\alpha} \dot{\beta}}, \phi\right]^{a}+2 \sqrt{2} \epsilon\left(\bar{M}^{(\dot{\alpha}} T^{a} \mu^{\dot{\beta})}+\bar{\mu}^{(\dot{\alpha}} T^{a} M^{\dot{\beta})}\right), \\
\delta^{\prime} M_{\dot{\alpha}} & =-\sqrt{2} \epsilon \mu_{\dot{\alpha}}, \quad \delta^{\prime} \bar{M}_{\dot{\alpha}}=\sqrt{2} \epsilon \bar{\mu}_{\dot{\alpha}}, \\
\delta^{\prime} \mu^{j}{ }_{\dot{\alpha}} & =\sqrt{2} \epsilon m M^{j}{ }_{\dot{\alpha}}+2 i \epsilon \phi^{j k} M^{k}{ }_{\dot{\alpha}}, \quad \delta^{\prime} \bar{\mu}^{j}{ }_{\dot{\alpha}}=\sqrt{2} \epsilon m^{\prime} \bar{M}^{j}{ }_{\dot{\alpha}}+2 i \epsilon \bar{M}^{k}{ }_{\dot{\alpha}} \phi^{k j}, \\
\delta^{\prime} \nu_{\alpha} & =\sqrt{2} \epsilon h_{\alpha}, \quad \delta^{\prime} \bar{\nu}_{\alpha}=\sqrt{2} \epsilon \bar{h}_{\alpha}, \\
\delta^{\prime} h^{j}{ }_{\alpha} & =-\sqrt{2} \epsilon m \nu^{j}{ }_{\alpha}-2 i \epsilon \phi^{j k} \nu^{k}{ }_{\alpha}, \quad \delta^{\prime} \bar{h}^{j}{ }_{\alpha}=\sqrt{2} \epsilon m \bar{\nu}^{j}{ }_{\alpha}+2 i \epsilon \bar{\nu}^{k}{ }_{\alpha} \phi^{k j} . \tag{5.56}
\end{align*}
$$

Under these transformations (5.55) is $\delta^{\prime}$-exact,

$$
\begin{align*}
& \epsilon S=\delta^{\prime} \int d^{4} x \operatorname{Tr}\left(\frac{i}{4} \chi_{\dot{\alpha} \dot{\beta}} F^{\dot{\alpha} \dot{\beta}}+\frac{1}{4} \chi_{\dot{\alpha} \dot{\beta}} D^{\dot{\alpha} \dot{\beta}}-i \eta\left[\phi, \phi^{\dagger}\right]+\frac{i}{\sqrt{2}} \psi_{\alpha \dot{\alpha}} \nabla^{\dot{\alpha} \alpha} \eta\right) \\
&+\int d^{4} x \frac{1}{\sqrt{2}}( -i \bar{\nu}_{\alpha} \nabla^{\dot{\alpha} \alpha} M_{\dot{\alpha} \dot{ }}-i \bar{M}^{\dot{\alpha}} \nabla_{\alpha \dot{\alpha}} \nu^{\alpha}-\frac{1}{2} m \bar{\mu}^{\dot{\alpha}} M_{\dot{\alpha}}-\frac{1}{2} \bar{\nu}_{\alpha} h^{\alpha} \\
&-\frac{1}{2} m \bar{M}^{\alpha} \mu_{\dot{\alpha}}-\frac{1}{2} \bar{h}_{\alpha} \nu^{\alpha}+\frac{i}{\sqrt{2}}\left(\bar{\mu}^{\dot{\alpha}} \phi^{\dagger} M_{\dot{\alpha}}+\bar{M}^{\dot{\alpha}} \phi^{\dagger} \mu_{\dot{\alpha}}\right) \\
&\left.-\frac{i}{\sqrt{2}} \bar{M}_{\dot{\alpha}} \chi^{\dot{\alpha} \dot{\beta}} M_{\dot{\beta}}\right) \tag{5.57}
\end{align*}
$$

up to a topological term $\sim \int F \wedge F$. The observables of this theory are the same as in Donaldson-Witten theory, in other words there are no new observables associated with the hypermultiplet fields.

### 5.6. Monopole equations

Let us consider the twisted $\mathcal{N}=2$ supersymmetric theory coupled to a hypermultiplet that we have just analysed, but in the simple case of an abelian group $U(1)$ and with zero mass, $m=0$. Since the action is $\overline{\mathcal{Q}}$-exact the theory can be analysed very much like Donaldson-Witten theory. In order to compute correlation functions we can restrict ourselves to supersymmetric configurations. The auxiliary fields $D$ and $h$ satisfy the algebraic equations of motion $D_{\dot{\alpha} \dot{\beta}}=0$ and $h_{\alpha}=\nabla_{\alpha \dot{\alpha}} M^{\dot{\alpha}}$. Therefore $\{\bar{Q}, \chi\}=0$ gives

$$
\begin{equation*}
F_{\dot{\alpha} \dot{\beta}}^{+}+2 i \bar{M}_{(\dot{\alpha}} M_{\dot{\beta})}=0 \tag{5.58}
\end{equation*}
$$

whilst $\left\{\bar{Q}, \nu_{\alpha}\right\}=0$ gives

$$
\begin{equation*}
\nabla_{\alpha \dot{\alpha}} M^{\dot{\alpha}}=0 . \tag{5.59}
\end{equation*}
$$

These are precisely the Seiberg-Witten equations (3.2). The only subtlety is, of course, that in the original equations (3.2) $M$ is a section of $S^{+} \otimes L^{1 / 2}$, where $L$ is the determinant line bundle of a $\operatorname{Spin}_{c}$ structure, whilst here $M$ is a section of $S^{+} \otimes U$, where $U$ is in principle a conventional $U(1)$ bundle. In fact, as we remarked before, the twisted hypermultiplet is not globally well defined on an arbitrary four-manifold, unless $w_{2}(X)=0$. As we shall see, in the relevant physical realization of the $U(1)$ theory a subtle topological effect will make $U$ the square root of the determinant line bundle $L$ associated with a $\operatorname{Spin}_{c}$ connection, in such a way that the twisted abelian theory will be well defined. In any case, if we assume that the $U(1)$ connection is really a $\mathrm{Spin}_{c}$ connection, we see that supersymmetric configurations are given by solutions of the Seiberg-Witten equations, and the space of bosonic zeromodes is precisely the Seiberg-Witten moduli space. We have assumed here, as in our discussion of Donaldson-Witten theory, that there are no reducible pairs, and therefore $\phi=0$. The analysis of the fermionic coordinates is also very similar to the analysis of Donaldson theory. The fermionic zero-modes fit into the deformation complex (3.10), and in a generic situation their number equals the dimension of the Seiberg-Witten moduli space.

Let us now analyse the observables of the abelian theory. The starting operator for the descent procedure is

$$
\begin{equation*}
\mathcal{O}=\phi, \tag{5.60}
\end{equation*}
$$

and after using (5.23) one finds that the only non-trivial observables are $\phi$ itself and

$$
\begin{equation*}
\nu_{i}=\int_{\delta_{i}} \mathcal{O}^{(1)}, \quad i=1, \ldots, b_{1} \tag{5.61}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{O}^{(1)}=\frac{1}{2 \sqrt{2}} \psi . \tag{5.62}
\end{equation*}
$$

The observables $\phi$ and $\nu_{i}, i=1, \ldots, b_{1}$, are precisely the differential forms on moduli space (3.19) and (3.20), respectively. As in Donaldson-Witten theory, it is straightforward to show that correlation functions in this topological quantum field theory are precisely the Seiberg-Witten invariants (3.22) (assuming, of course, that the $U(1)$ connection is really a $\operatorname{Spin}_{c}$ connection). More precisely, one has

$$
\begin{equation*}
\left\langle\phi^{\ell} \nu_{i_{1}} \ldots \nu_{i_{r}}\right\rangle=\int_{\mathcal{M}_{\mathrm{SW}}} \phi^{\ell} \wedge \nu_{i_{1}} \wedge \cdots \wedge \nu_{i_{r}} . \tag{5.63}
\end{equation*}
$$

It is understood here that $\phi$ is obtained by integrating out, as in (5.46) for Donaldson-Witten theory, and is therefore expressed in terms of fermionic zero-modes.

One can also consider the moduli problem associated with a twisted Yang-Mills theory with a non-abelian gauge group $G$ and $N_{f}$ hypermultiplets in different representations of the gauge group $R_{1}, \ldots, R_{N_{f}}$. The kind of moduli equations which one obtains for these models are non-abelian monopole equations. For example, in the case in which one has just one hypermultiplet these are equations for a non-abelian gauge connection $A$ and for a spinor $M_{\dot{\alpha}}^{i}$ taking values in a twisted spinor bundle $S^{+} \otimes E$, where $E$ is a vector bundle associated to a principal $G$-bundle via a representation $R$ of the gauge group. The equations for the moduli problem can be read as before from (5.56), and turn out to be,

$$
\begin{align*}
& F_{\dot{\alpha} \dot{\beta}}^{+a}+4 i \bar{M}_{(\dot{\alpha}}\left(T^{a}\right) M_{\dot{\beta})}=0,  \tag{5.64}\\
& \left(\nabla_{E}^{\alpha \dot{\alpha}} \bar{M}_{\dot{\alpha}}\right)=0,
\end{align*}
$$

where $T^{a}$ are the generators of the Lie algebra in the representation $R, F_{\dot{\alpha} \dot{\beta}}=$ $F_{\dot{\alpha} \dot{\beta}}^{+a}\left(T^{a}\right)^{i j}$ and $\bar{M}_{(\dot{\alpha}}\left(T^{a}\right) M_{\dot{\beta})}$ is a shortened form for $\bar{M}_{(\dot{\alpha}}^{i}\left(T^{a}\right)^{i j} M_{\dot{\beta})}^{j}$, In (5.64) $\nabla_{E}^{\alpha \dot{\alpha}}$ is the Dirac operator for the twisted spinor bundle $S^{+} \otimes E$.

The above equations only make sense in principle for a Spin manifold, since they involve spinors. There are two ways to define the theory on a general four-manifold. The most obvious one is to introduce a background Spin $_{c}$ connection through an extended twisting, in such a way that the spinors $M_{\alpha}$ become sections of a bundle $S^{+} \otimes L^{\frac{1}{2}} \otimes E$, where $L$ is the determinant line bundle of the $\mathrm{Spin}_{c}$ structure. When the gauge group $G$ is $S O(3)$ and the hypermultiplets are in the fundamental representation of the $S O(3)$ bundle $V$ there is another possibility for defining the theory on any four-manifold $X$. If $w_{2}(V) \neq 0$ we can not lift $V$ to an $S U(2)$ bundle $E$. This bundle exists locally, but there is an obstruction to defining it globally measured by $w_{2}(V)$. In the same way, the spinor bundle $S^{+}$does exist locally, but globally there is an obstruction to define it measured by $w_{2}(X)$. However, if $w_{2}(V)=w_{2}(X)$ the bundle $S^{+} \otimes E$ does exist, since the obstructions cancel each other. We saw a similar phenomenon in the construction of $\operatorname{Spin}_{c}$ structures, where $S^{+}$ and $L^{\frac{1}{2}}$ do not exist separately but $S^{+} \otimes L^{\frac{1}{2}}$ does exist. In the split case (2.33) it is easy to check that $S^{+} \otimes E$ is a well defined bundle: if $E=T^{\frac{1}{2}} \oplus T^{-\frac{1}{2}}$ it follows from (2.37) that $c_{1}\left(T^{ \pm 1}\right) \simeq w_{2}(X)$, and $S^{+} \otimes E$ is the sum of two $\mathrm{Spin}_{c}$ bundles.

The moduli problem for non-abelian monopoles can be analysed following the same ideas that we used for the Donaldson and Seiberg-Witten moduli problems, and we shall not repeat this analysis here, referring the reader to the references at the end of this chapter for further information.

## Bibliographical notes

- Topological quantum field theories were first introduced by Witten in [43]. In that paper Donaldson-Witten theory is constructed from the twisting of $\mathcal{N}=2$ supersymmetric Yang-Mills theory. Reviews of topological quantum field theory include for example [44][31] and [9]. In this book we shall only deal with topological quantum field theories of Witten type. Theories of Schwarz type were first considered in [45], and the most important example, Chern-Simons theory was introduced by Witten in [46]. Topological sigma models as twisted $\mathcal{N}=2$ supersymmetric sigma models in two dimensions are introduced in [47].
- The deep relation between supersymmetry and topology was first noticed by Witten in [48] and [49], and in this last paper he formulated (and refined) Morse theory in the language of supersymmetric quantum mechanics.
- Some useful observations about topological Yang-Mills theory can be found in [50]. The uses of equivariant cohomology in this theory were first pointed out in [51], and for a detailed presentation we refer to [9].
- Twisted hypermultiplets in four dimensions (and their coupling to topological Yang-Mills fields) were considered in [52], [53], and [54] before the introduction of the Seiberg-Witten equations. After Witten recognized in [22] the importance of twisted $U(1)$ hypermultiplets for the study of four-manifold invariants, there was a renewed interest in twisted theories with hypermultiplets, which were further studied in $[55][56][57][58][59]$.
- To make sense of non-abelian monopole equations on any fourmanifold, [57] and [60] advocated the introduction of Spin $_{c}$ structures, whilst [61] pointed out that in the $S O(3)$ case the choice $w_{2}(V)=w_{2}(X)$ in the $S O(3)$ leads to a consistent model. Mathematically, non-abelian monopole equations have been studied in [62] and [63], as well as in [64].


## Chapter 6

## The Mathai-Quillen Formalism

In this chapter we shall present an alternative way of constructing the topological quantum field theories of the previous chapter based on the Mathai-Quillen formalism. This formalism applies to other cohomological theories, and we will present it in some generality, applying it to lowdimensional situations as well. This chapter can be omitted in a first reading of the book since its content can be considered as complementary. The formulation of topological quantum field theories in the Mathai-Quillen formalism is important because it provides a useful geometrical framework, but the true breakthroughs in the understanding of these theories have been provided by their formulation as twisted $\mathcal{N}=2$ supersymmetric theories.

In general terms, topological quantum field theories of cohomological type are associated with a moduli problem characterized by three basic data: fields, symmetries, and equations. The starting point is a configuration space $\mathcal{X}$, whose elements are fields $\phi_{i}$ defined on some Riemannian manifold $X$. These fields are generally acted on by some group $\mathcal{G}$ of local transformations (gauge symmetries, or a diffeomorphism group, amongst others), so that one is naturally led to consider the quotient space $\mathcal{X} / \mathcal{G}$. Within this quotient space a certain subset or moduli space, $\mathcal{M}$, is singled out by a set of equations $s\left(\phi_{i}\right)=0:$

$$
\begin{equation*}
\mathcal{M}=\left\{\phi_{i} \in \mathcal{X} \mid s\left(\phi_{i}\right)=0\right\} / \mathcal{G} \tag{6.1}
\end{equation*}
$$

Within this framework the topological symmetry $\delta$ which we introduced in the previous chapter furnishes a representation of the $\mathcal{G}$-equivariant cohomology on the field space. When $\mathcal{G}$ is the trivial group $\delta$ is nothing but the de Rham operator on the field space. The equations $s\left(\phi_{i}\right)$ have to be regarded as sections of a certain vector bundle $\mathcal{E}$ over $\mathcal{X} / \mathcal{G}$. For example, in the case of Donaldson-Witten theory the configuration space $\mathcal{X}$ is the space of $G$ connections $\mathcal{A}$ on a bundle $E$ over a four-manifold $X$, the group $\mathcal{G}$ is the group
of gauge transformations associated with $G$, and the self-duality equations can be regarded as sections of a $\mathcal{G}$-bundle $\mathcal{E}=\mathcal{A} \times{ }_{\mathcal{G}} \Omega^{2,+}\left(X, \mathbf{g}_{E}\right)$.

In ordinary finite-dimensional situations one can write the Euler class of a bundle in terms of a section and an explicit differential form representative constructed by Mathai and Quillen. In general the moduli problem of a topological quantum field theory involves an infinite-dimensional bundle $\mathcal{E}$ and a particular section $s$. However, it was noticed by Atiyah and Jeffrey that if one constructs the Euler class of $\mathcal{E}$ by using the section $s$ and a natural extension of the Mathai-Quillen representative to the infinite-dimensional setting, one recovers the action principle of the theory. In particular, they showed that the partition function of the theory can be regarded as a regularized version of the Euler characteristic of $\mathcal{E}$. Conversely, the Mathai-Quillen formalism makes possible to construct a cohomological field theory starting from a moduli problem, and provides a precise geometric interpretation of all the ingredients involved in the theory.

In this chapter we first set up the Mathai-Quillen formalism in the finitedimensional case, we illustrate it with a simple example, and then we extend it to the infinite-dimensional case. Finally, we focus on the theories of interest in this book: Donaldson-Witten theory and its extensions.

### 6.1. Equivariant cohomology

The Mathai-Quillen formalism is better formulated in the context of equivariant cohomology, which we briefly review here. Detailed expositions can be found in the references at the end of the chapter.

Equivariant cohomology appears when one studies a topological space $X$ with the action of a group $G$. It can be realized in many different ways, but the most useful ones for us involve appropriate extensions of the de Rham cohomology. From a more general point of view, equivariant cohomology is defined as the ordinary cohomology of the space

$$
\begin{equation*}
X_{G}=E G \times_{G} X \tag{6.2}
\end{equation*}
$$

where $E G$ is, as usual, the universal $G$-bundle. We will instead work with algebraic models, the Weil and the Cartan model. Although they are equivalent, the Cartan model is simpler and more natural in topological field theories with a gauge symmetry. However, when dealing with group actions associated with principal bundles the Cartan model must be supplemented with
a horizontal projection. In these cases it is important to keep in mind the underlying Weil model.

We first formulate the Weil model of equivariant cohomology. Let $G$ be a Lie group with Lie algebra $\mathbf{g}$. The Weil algebra $\mathcal{W}(\mathbf{g})$ is defined as

$$
\begin{equation*}
\mathcal{W}(\mathbf{g})=\Lambda \mathbf{g}^{*} \otimes S \mathbf{g}^{*} \tag{6.3}
\end{equation*}
$$

given by the tensor product of the exterior algebra and the symmetric algebra of the dual $\mathbf{g}^{*}$. We take generators of $\Lambda \mathbf{g}^{*},\left\{\theta^{A}\right\}_{A=1, \ldots, \operatorname{dim}(G)}$ with degree 1 , and of $S \mathbf{g}^{*},\left\{u^{A}\right\}_{A=1, \ldots, \operatorname{dim}(G)}$ with degree 2 . In this way $\mathcal{W}(\mathbf{g})$ becomes a graded algebra. Let $c_{B C}^{A}$ be the structure constants of $\mathbf{g}$ associated to the generators $\theta^{A}$. We define a differential operator $d_{\mathcal{W}}$ from their action on the generators:

$$
\begin{align*}
& d_{\mathcal{W}} \theta^{A}=-\frac{1}{2} c_{B C}^{A} \theta^{B} \theta^{C}+u^{A}  \tag{6.4}\\
& d_{\mathcal{W}} u^{A}=c_{B C}^{A} u^{B} \theta^{C}
\end{align*}
$$

We also define an inner product operator $i_{A}$ as follows:

$$
\begin{equation*}
i_{A} \theta^{B}=\delta_{A B}, \quad i_{A} u^{B}=0 \tag{6.5}
\end{equation*}
$$

We can also define a Lie derivative operator using the basic identity $\mathcal{L}_{A}=$ $i_{A} d_{\mathcal{W}}+d_{\mathcal{W}} i_{A}$. The motivation to define such a complex comes from the following: if $P$ is a principal $G$-bundle with connection $\theta \in \Omega^{1}(P, \mathbf{g})$ and curvature $K \in \Omega^{2}(P, \mathbf{g})$, we can expand $\theta$ and $K$ as follows:

$$
\begin{equation*}
\theta=\theta^{A} T_{A}, \quad K=u^{A} T_{A} \tag{6.6}
\end{equation*}
$$

where $\left\{T_{A}\right\}_{A=1, \ldots, \operatorname{dim}(G)}$ is a basis of $\mathbf{g}$, and $\theta^{A} \in \Omega^{1}(P), u^{A} \in \Omega^{2}(P)$. Consider the inner product $\iota\left(C\left(T_{A}\right)\right)$, where $C\left(T_{A}\right)$ is the fundamental vector field on $P$ associated to the generator of the Lie algebra $\mathbf{g}$. The components defined in (6.6) verify precisely the equations (6.4) and (6.5), where the inner product $i_{A}$ is understood as the geometric inner product $\iota\left(C\left(T_{A}\right)\right)$ and the differential operator $d_{\mathcal{W}}$ is the usual de Rham operator on $P$. We then see that the Weil model is essentially an algebraic or universal realization of the basic relations defining connections and curvatures on principal bundles.

Consider now a $G$-manifold $X$ and the complex

$$
\begin{equation*}
\mathcal{W}(\mathbf{g}) \otimes \Omega^{*}(X) \tag{6.7}
\end{equation*}
$$

where $\Omega^{*}(X)$ is the complex of differential forms on $X$. On the complex (6.7) we can define a differential operator, an inner product and a Lie derivative operator by taking the tensor product of the corresponding operators in the two complexes. An element of this complex is called basic if it is in the kernel of the inner product operators (it is horizontal) and in the kernel of the Lie derivative operators (it is invariant). The subalgebra consisting of these elements is denoted by $\Omega_{G}(X)$, and its cohomology is called the algebraic equivariant cohomology of $X$ in the Weil model:

$$
\begin{equation*}
H_{G}^{*}(X)=H^{*}\left(\Omega_{G}(X)\right) \tag{6.8}
\end{equation*}
$$

As we shall see, the Weil model is specially useful for studying the cohomology of associated vector bundles and for this reason has an important role in the Mathai-Quillen formalism.

Let us now consider the Cartan model of equivariant cohomology. The fact that the construction of the Weil model involves only a subcomplex of $\mathcal{W}(\mathbf{g}) \otimes \Omega^{*}(X)$ suggests that a smaller complex can be chosen from the very beginning. In the Cartan model one starts with

$$
\begin{equation*}
S \mathbf{g}^{*} \otimes \Omega^{*}(X) \tag{6.9}
\end{equation*}
$$

and defines an operator

$$
\begin{equation*}
d_{\mathcal{C}} u^{A}=0, \quad d_{\mathcal{C}} \omega=d \omega-u^{A} \iota\left(C\left(T_{A}\right)\right) \omega, \tag{6.10}
\end{equation*}
$$

where $\omega \in \Omega^{*}(X)$ and summation over $A$ is understood. In general $d_{\mathcal{C}}$ is not nilpotent. Rather we have

$$
\begin{equation*}
d_{\mathcal{C}}^{2}=-u^{A} \mathcal{L}\left(C\left(T_{A}\right)\right), \tag{6.11}
\end{equation*}
$$

but we can restrict ourselves to the invariant subcomplex

$$
\begin{equation*}
\Omega_{G}(X)=\left(S \mathbf{g}^{*} \otimes \Omega^{*}(X)\right)^{G} \tag{6.12}
\end{equation*}
$$

where $d_{\mathcal{C}}^{2}=0$. The elements in this complex are called equivariant differential forms. We used the same notation for the basic subcomplex in the Weil model, because in fact they are isomorphic. As $d_{\mathcal{C}}^{2}=0$ on $\Omega_{G}(X)$, we can define the cohomology of $d_{\mathcal{C}}$, which is precisely the algebraic equivariant cohomology of $X$ in the Cartan model:

$$
\begin{equation*}
H_{G}^{*}(X)=H^{*}\left(\left(S \mathbf{g}^{*} \otimes \Omega^{*}(X)\right)^{G}\right) \tag{6.13}
\end{equation*}
$$

Of course, the Weil and the Cartan models give isomorphic cohomology theories.

### 6.2. The finite-dimensional case

Let $X$ be an orientable compact $n$-dimensional manifold without boundary, and let us consider an oriented vector bundle $\mathcal{E} \rightarrow X$ of $\operatorname{rank} \operatorname{rk}(\mathcal{E})=$ $2 m \leq n$ over $X$.

There are two complementary approaches to introducing the Euler class of $\mathcal{E}, e(\mathcal{E}) \in H^{2 m}(X)$. The first one is in terms of a generic section, $s: X \rightarrow \mathcal{E}$. In that case $e(\mathcal{E})$ is constructed as the Poincaré dual in $X$ of the homology class of $X_{s}=s^{-1}(0)$, the zero locus of $s$. When $\operatorname{rk}(\mathcal{E})=2 m=n=\operatorname{dim}(X)$, $X_{s}$ is zero-dimensional (a set of points) and one can integrate $e(\mathcal{E})$ over $X$ to obtain the Euler number of $\mathcal{E}$ as

$$
\begin{equation*}
\chi(\mathcal{E})=\sum_{x_{k}: s\left(x_{k}\right)=0}( \pm 1) \tag{6.14}
\end{equation*}
$$

i.e., one counts signs at the zeroes of a generic section $s$. When $2 m<n, X_{s}$ is generically $(n-2 m)$-dimensional, and one can evaluate $e(\mathcal{E})$ on $2 m$-cycles or equivalently take the product with elements of $H^{n-2 m}(X)$ and evaluate it on $X$. That $e(\mathcal{E})$ is the Poincaré dual to $X_{s}$ means that

$$
\begin{equation*}
\int_{X} e(\mathcal{E}) \wedge \mathcal{O}=\int_{X_{s}} i^{*} \mathcal{O} \tag{6.15}
\end{equation*}
$$

where $i: X_{s} \hookrightarrow X$ is the inclusion map, and $\mathcal{O}$ is a differential form representing a class in $H^{n-2 m}(X)$. This result can be interpreted as a localization result, since it says that integrals on $X$ involving $e(\mathcal{E})$ can be reduced to integrals over a submanifold $X_{s}$. Of course, as a cohomology class $e(\mathcal{E})$ does not depend on the choice of section, as long as it is generic. In the case in which the section is not generic the equality (6.15) is no longer true and has to be modified appropriately. When the bundle $\mathcal{E}$ is endowed with a connection $\nabla$ the result can be stated as follows. Since $\nabla s \in \Omega^{1}(X, \mathcal{E})$ one can regard $\nabla s$ as a map:

$$
\begin{equation*}
\nabla s: T_{p} X \rightarrow \mathcal{E}_{p} \tag{6.16}
\end{equation*}
$$

where $p \in X$. If $s$ is not generic, this map will have a non-trivial cokernel coker $\nabla s$, and one can construct a bundle $\mathcal{E}^{\prime}$ over $X_{s}$ whose fiber at $p$ is $\operatorname{coker}(\nabla s)_{p}$. One then has:

$$
\begin{equation*}
\int_{X} e(\mathcal{E}) \wedge \mathcal{O}=\int_{X_{s}} e\left(\mathcal{E}^{\prime}\right) \wedge i^{*} \mathcal{O} \tag{6.17}
\end{equation*}
$$

This will be useful when discussing the extension of the Mathai-Quillen formalism to the infinite-dimensional case.

The second approach to the construction of the Euler class of $\mathcal{E}$ makes use of Chern-Weil theory, and gives a representative $e_{\nabla}(\mathcal{E})$ of $e(\mathcal{E})$ associated with a connection $\nabla$ in $\mathcal{E}$ :

$$
\begin{equation*}
e_{\nabla}(\mathcal{E})=(2 \pi)^{-m} \operatorname{Pf}(K), \tag{6.18}
\end{equation*}
$$

where $\operatorname{Pf}(K)$ stands for the Pfaffian of the curvature $K$ associated to the connection $\nabla$. The representative $e_{\nabla}(\mathcal{E})$ can also be written as:

$$
\begin{equation*}
e_{\nabla}(\mathcal{E})=(2 \pi)^{-m} \int d \chi \mathrm{e}^{\frac{1}{2} \chi_{a} K_{a b} \chi_{b}} \tag{6.19}
\end{equation*}
$$

by means of a set of real Grassmann-odd variables $\chi_{a}, a=1, \ldots, 2 m$, satisfying the Berezin rules of integration:

$$
\begin{equation*}
\int d \chi_{a} \chi_{b}=\delta_{a b} . \tag{6.20}
\end{equation*}
$$

In this approach, when $\operatorname{rk}(\mathcal{E})=2 m=n=\operatorname{dim}(X)$ the Euler number of $\mathcal{E}$ is computed by

$$
\begin{equation*}
\chi(\mathcal{E})=\int_{X} e_{\nabla}(\mathcal{E}) . \tag{6.21}
\end{equation*}
$$

Again, $e_{\nabla}(\mathcal{E})$ is independent of the choice of connection $\nabla$.
A third way to construct the Euler class of a vector bundle $\mathcal{E}$ is through its Thom class. The Thom class is characterized as follows. Let $\mathcal{E} \rightarrow X$ be a vector bundle of rank $2 m$ with fiber $V=\mathbf{R}^{2 m}$, and let us consider the cohomology of forms on $\mathcal{E}$ with compact support along the fiber. By integrating the form along the fiber one has an explicit isomorphism (the Thom isomorphism) between $k$ forms over $\mathcal{E}$ and $k-2 m$ forms over $X$. This isomorphism can be made explicit with the aid of the Thom class, whose representative $\Phi(\mathcal{E})$ is a closed $2 m$-form over $\mathcal{E}$ with compact support along the fiber such that its integral over the fiber is unity. If $\omega$ is an arbitrary $p$-form over $X$, its image under the Thom isomorphism is the $p+2 m$ form $\pi^{*}(\omega) \wedge \Phi(\mathcal{E})$, which by construction has compact support along the fiber. $\pi^{*}(\omega)$ is the pullback of $\omega$ by the projection $\pi: \mathcal{E} \rightarrow X$. If $s$ is any section of $\mathcal{E}$, the pullback of the Thom form under $s, s^{*} \Phi(\mathcal{E})$, is a closed form in the same cohomology class as the Euler class $e(\mathcal{E})$. If $s$ is a generic section then $s^{*} \Phi(\mathcal{E})$ is the Poincaré dual of the zero locus of $s$.

The Mathai-Quillen formalism provides an explicit representative of the Thom class $\Phi(\mathcal{E})$. The construction goes as follows: first, we assume that $\mathcal{E}$ is equipped with an inner product $g$ compatible with the connection $\nabla$, consequently

$$
\begin{equation*}
d(g(s, t))=g(\nabla s, t)+g(s, \nabla t), \quad s, t \in \Gamma(\mathcal{E}) \tag{6.22}
\end{equation*}
$$

As our vector bundle is oriented and has an inner product, we can reduce the structure group to $G=S O(2 m)$. Let $P$ be the principal $G$-bundle over $X$ such that $\mathcal{E}$ is an associated vector bundle:

$$
\begin{equation*}
\mathcal{E}=P \times_{G} V \tag{6.23}
\end{equation*}
$$

In particular, $P \times V$ can be considered as a principal $G$-bundle over $\mathcal{E}$. Recall that when given a principal $G$-bundle $\pi: P \rightarrow X$, a differential form $\phi$ on $P$ descends to a form on $X$ if the following two conditions are satisfied: first, given vector fields $V_{i}, \phi\left(V_{1}, \ldots, V_{q}\right)=0$ whenever one of the $V_{i}$ is vertical (and in this case $\phi$ is said to be horizontal). Second, $\phi$ is invariant under the $G$ action. The forms that satisfy both conditions (i.e., they are horizontal and invariant) are called basic. In particular, if we consider the principal bundle $P \times V \rightarrow P \times_{G} V$ we have an isomorphism:

$$
\begin{equation*}
\Omega^{*}\left(P \times_{G} V\right) \simeq \Omega^{*}(P \times V)_{\text {basic }} . \tag{6.24}
\end{equation*}
$$

Suppose now that $P$ is endowed with a connection $\theta \in \Omega^{1}(P, \mathbf{g})$ and associated curvature $K$, and consider the Weil algebra of $G, \mathcal{W}(\mathbf{g})$. As $\mathbf{g}=$ $s o(2 m)$ the generators are antisymmetric matrices $\theta_{a b}$ (of degree 1) and $K_{a b}$ (of degree 2) (notice that we use the same notation for the connection and curvature of $P$ and the generators of $\mathcal{W}(\mathbf{g}))$. The property that $\mathcal{W}(\mathbf{g})$ provides a universal realization of the relations defining the curvature and connection on $P$ gives the Chern-Weil homomorphism:

$$
\begin{equation*}
w: \mathcal{W}(\mathbf{g}) \longrightarrow \Omega^{*}(P) \tag{6.25}
\end{equation*}
$$

defined in a natural way through the expansion of $\theta$ and $K$ in (6.6) (for $G=S O(2 m)$, the map $w$ is just the correspondence between the generators of $\mathcal{W}(\mathbf{g})$ and the entries of the antisymmetric matrices for the curvature and connection in $P$ ). The Chern-Weil homomorphism maps the universal connection and curvature in the Weil algebra to the actual connection and
curvature in $P$. Combined with the lifting of forms from $V$ to $P \times V$, we obtain another homomorphism:

$$
\begin{equation*}
w \otimes \pi_{2}^{*}: \mathcal{W}(\mathbf{g}) \otimes \Omega^{*}(V) \longrightarrow \Omega^{*}(P \times V) \tag{6.26}
\end{equation*}
$$

where $\pi_{2}: P \times V \rightarrow V$ is the projection on the second factor. It is easy to see that the basic subalgebra $\Omega_{G}(V)$ maps to the basic differential forms on $P \times V$, and therefore to the differential forms of the associated vector bundle $\mathcal{E}$. This is the geometric context of the Mathai-Quillen construction.

The universal Thom form $U(\mathcal{E})$ of Mathai and Quillen is an element in $\mathcal{W}(\mathbf{g}) \otimes \Omega^{*}(V)$ given by:

$$
\begin{equation*}
U(\mathcal{E})=(2 \pi)^{-m} \operatorname{Pf}(K) \exp \left(-\frac{1}{2}|v|^{2}-\frac{1}{2} \nabla v_{a}\left(K^{-1}\right)_{a b} \nabla v_{b}\right) . \tag{6.27}
\end{equation*}
$$

In this expression the $v_{a}$ are orthonormal coordinate functions on $V, d v_{a}$ are their corresponding differentials, and $\nabla v_{a}=d v_{a}+\theta_{a b} v_{b} . K$ and $\theta$ are the antisymmetric matrices of generators in $\mathcal{W}(\mathbf{g})$, and $|v|^{2}=\sum_{a} v_{a}^{2}$. It is easy to write (6.27) as a Grassmann integral as in (6.19):

$$
\begin{equation*}
U(\mathcal{E})=\int d \chi e^{-\frac{1}{2}|v|^{2}+\frac{1}{2} \chi_{a} K_{a b} \chi_{b}+i \chi_{a} \nabla v_{a}} . \tag{6.28}
\end{equation*}
$$

One can check that $U(\mathcal{E})$ is a basic form, and so it belongs to $\Omega_{G}(V)$, and also that it is equivariantly closed. The image of $U(\mathcal{E})$ under the map (6.26)

$$
\begin{equation*}
\Phi(\mathcal{E})=\left(w \otimes \pi_{2}^{*}\right)(U(\mathcal{E})) \tag{6.29}
\end{equation*}
$$

is then a basic closed differential form in $\Omega(P \times V)$ and it descends to a form in $\Omega^{2 m}(\mathcal{E})$. Notice that $\Phi(\mathcal{E})$ has no compact support along the fibre, but rather a Gaussian decay. Nevertheless, one can define a cohomology of rapidly decreasing forms $H_{r d}^{*}(\mathcal{E})$ on the fibre $V$ analogous to the cohomology of forms with compact support on $V$, and the usual results about the Thom class also hold in this slightly generalized setting. In particular, the Thom class can be uniquely characterized as a cohomology class in $H_{r d}^{2 m}(\mathcal{E})$ such that its integration along the fibre is 1 . This can be easily checked for the universal representative given in (6.27), therefore the image of $\Phi(\mathcal{E})$ in $H_{r d}^{2 m}(\mathcal{E})$ is the Thom class of $\mathcal{E}$.

Let $s: X \rightarrow \mathcal{E}$ be a section of $\mathcal{E}$. Every section of $\mathcal{E}$ is associated with a $G$-equivariant map

$$
\begin{equation*}
\widehat{s}: P \rightarrow V, \quad \widehat{s}(p g)=g^{-1} \widehat{s}(p) . \tag{6.30}
\end{equation*}
$$

Consider now the map $\tilde{s}: P \rightarrow P \times V$ given by $\tilde{s}(p)=(p, \widehat{s}(p))$. It follows that $\tilde{s}^{*} \Phi(P \times V)$ is a closed differential form on $P$ which is also basic, therefore descends to a form on $X$ which is precisely $e_{s, \nabla}(\mathcal{E})$. This form gives a representative of the Euler class of $\mathcal{E}$, and by using (6.28) we can also represent it as a Grassmann integral:

$$
\begin{equation*}
e_{s, \nabla}(\mathcal{E})=(2 \pi)^{-m} \int d \chi \mathrm{e}^{-\frac{1}{2}|s|^{2}+\frac{1}{2} \chi_{a} K_{a b} \chi_{b}+i \chi_{a} \nabla s_{a}} . \tag{6.31}
\end{equation*}
$$

As a consistency check, note that, as follows from (6.19), $e_{s=0, \nabla}(\mathcal{E})=e_{\nabla}(\mathcal{E})$, i.e., the pullback of the Mathai-Quillen form by the zero section gives back the Euler class of $\mathcal{E}$.

Let us denote by $x^{\mu}, \mu=1, \ldots, n$, a set of local coordinates on the base manifold $X$. The form $e_{s, \nabla}(\mathcal{E})$ can be rewritten in a compact way with the help of Grassmann odd real variables $\psi^{\mu}$ through the correspondence:

$$
\begin{gather*}
d x^{\mu} \leftrightarrow \psi^{\mu} \\
\omega=\frac{1}{p!} \omega_{\mu_{1}, \ldots, \mu_{p}} d x^{\mu_{1}} \wedge \cdots \wedge d x^{\mu_{p}} \leftrightarrow \omega(\psi)=\frac{1}{p!} \omega_{\mu_{1}, \ldots, \mu_{p}} \psi^{\mu_{1}} \cdots \psi^{\mu_{p}} \tag{6.32}
\end{gather*}
$$

The integral over $X$ of a top-form $\omega^{(n)}$ is therefore given by a simultaneous conventional integration over $X$ and a Berezin integration over the $\psi$ s:

$$
\begin{equation*}
\int_{X} \omega^{(n)}=\int_{X} d x \int d \psi \omega^{(n)}(\psi) . \tag{6.33}
\end{equation*}
$$

In this language the Mathai-Quillen representative (6.31) can be rewritten as:

$$
\begin{equation*}
e_{s, \nabla}(\mathcal{E})(\psi)=(2 \pi)^{-m} \int d \chi \mathrm{e}^{-\frac{1}{2}|s|^{2}+\frac{1}{2} \chi_{a} K_{a b}(\psi) \chi_{b}+i \chi_{a} \nabla s_{a}(\psi)}, \tag{6.34}
\end{equation*}
$$

and, for example, in the case $n=2 m$ one has the following expression for the Euler number of $\mathcal{E}$ :

$$
\begin{equation*}
\chi(\mathcal{E})=(2 \pi)^{-m} \int_{X} d x d \psi d \chi \mathrm{e}^{-\frac{1}{2}|s|^{2}+\frac{1}{2} \chi_{a} K_{a b}(\psi) \chi_{b}+i \chi_{a} \nabla s_{a}(\psi)} \tag{6.35}
\end{equation*}
$$

It is worthwhile remarking that (6.35) looks like the partition function of a field theory whose 'action' is:

$$
\begin{equation*}
S(x, \psi, \chi)=\frac{1}{2}|s|^{2}-\frac{1}{2} \chi_{a} K_{a b}(\psi) \chi_{b}-i \chi_{a} \nabla s_{a}(\psi) \tag{6.36}
\end{equation*}
$$

This action is invariant under the transformations:

$$
\begin{equation*}
\delta x^{\mu}=\psi^{\mu}, \quad \delta \psi^{\mu}=0, \quad \delta \chi_{a}=i s_{a} \tag{6.37}
\end{equation*}
$$

This suggests that the Mathai-Quillen formalism can be recast in a more conventional physical language through the use of the BRST formalism, which was created originally to quantize Yang-Mills theories. To do that we first introduce an auxiliary bosonic field $B_{a}$, which has the meaning of a basis of differential forms for the fiber. In this way we obtain two pairs of fields $(x, \psi)$ and $(\chi, B)$, where the first pair is associated with the base manifold $X$, whilst the second pair is associated to the fiber $V$. Notice that these pairs have opposite Grassmannian character. We also extend the transformation $\delta$ in (6.37) to the new set of fields as follows:

$$
\begin{array}{ll}
\delta x^{\mu}=\psi^{\mu}, & \delta \psi^{\mu}=0 \\
\delta \chi_{a}=B_{a}, & \delta B_{a}=0 . \tag{6.38}
\end{array}
$$

Notice that $\delta^{2}=0$. Indeed, $\delta$ is simply the de Rham differential for the base manifold and for the fiber. One can then verify, by integrating out the auxiliary field $B$, that the Euler class can be written as the integral

$$
\begin{equation*}
e_{s, \nabla}(\mathcal{E})=\frac{1}{(2 \pi)^{2 m}} \int d \chi d B e^{-\delta \Psi_{\mathrm{loc}}} \tag{6.39}
\end{equation*}
$$

where the so called localizing gauge fermion $\Psi_{\text {loc }}$ is given by

$$
\begin{equation*}
\Psi_{\mathrm{loc}}=\chi_{a}\left(i s_{a}+\frac{1}{2} \theta_{a b}(\psi) \chi_{b}+\frac{1}{2} B_{a}\right) . \tag{6.40}
\end{equation*}
$$

The Mathai-Quillen representative interpolates between the two different approaches to the Euler class of a vector bundle which we explained at the beginning of this section. This statement can be made more precise as follows. The construction of $e_{s, \nabla}(\mathcal{E})$ is such that it is cohomologous to $e_{\nabla}(\mathcal{E})$ for any choice of a generic section $s$. Take, for example, the case $n=2 m$ and rescale $s \rightarrow \gamma s$. Nothing should change, so in particular:

$$
\begin{equation*}
\chi(\mathcal{E})=\int_{X} e_{\gamma s, \nabla}(\mathcal{E}) \tag{6.41}
\end{equation*}
$$

We can now study (6.41) in two different limits. In the first limit, $\gamma \rightarrow 0$, after using (6.19) $\chi(\mathcal{E})=(2 \pi)^{-m} \int \operatorname{Pf}\left(\Omega_{\nabla}\right)$. In the second limit, $\gamma \rightarrow \infty$, the curvature term in (6.35) can be neglected, leading to $\chi(\mathcal{E})=\sum_{x_{k}: s\left(x_{k}\right)=0}( \pm 1)$.

These signs are generated by the ratio of the determinants of $\nabla s$ and its modulus, which results from the Gaussian integrations after expanding around each zero $x_{k}$. Hence we recover from this unified point of view the two complementary ways of defining the Euler class described at the beginning of the section.

We should point out that from the point of view of the BRST formalism which we introduced above, the independence of the integral with respect to $\gamma$ is a consequence of the $\delta$-exactness of the action (6.36). In particular, that the integral can be evaluated at $\gamma \rightarrow \infty$ means that the semi-classical approximation is exact, and that the integral localizes to the minima of the action $S(x, \psi, \chi)$, which in this case are the zeroes of the section, $s=0$. This is then a finite-dimensional version of the functional integral computation that we did in the previous chapter, in the context of Donaldson-Witten theory.

### 6.3. A detailed example

To further clarify the formalism let us work out an explicit example. To be definite we will consider $\mathcal{E}=T X$. The section $s$ is taken as a vector field $V$ on $X$, which we assume to be generic. After rescaling $V \rightarrow \gamma V$ the action (6.36) takes the form:

$$
\begin{equation*}
S(x, \psi, \chi)=\frac{1}{2} \gamma^{2} g_{\mu \nu} V^{\mu} V^{\nu}-\frac{1}{4} \chi_{a} R_{\mu \nu}^{a b} \psi^{\mu} \psi^{\nu} \chi_{b}-i \gamma \nabla_{\mu} V^{\nu} \psi^{\mu} e_{\nu}^{a} \chi_{a} \tag{6.42}
\end{equation*}
$$

As we explained in the previous section, it is possible to introduce auxiliary fields in the formulation. In the example under consideration we use

$$
\begin{equation*}
\mathrm{e}^{-\frac{1}{2} \gamma^{2} g_{\mu \nu} V^{\mu} V^{\nu}}=\frac{\gamma^{2 m} \sqrt{g}}{(2 \pi)^{m}} \int d B \mathrm{e}^{-\frac{1}{2} \gamma^{2}\left(g_{\mu \nu} B^{\mu} B^{\nu}+2 i B_{\nu} V^{\nu}\right)} \tag{6.43}
\end{equation*}
$$

where $B^{\mu}$ is an auxiliary field. The Euler number resulting from (6.42) can be rewritten as:

$$
\begin{align*}
\chi(X)= & \int_{X} d x d \psi d \chi d B \\
& \frac{\gamma^{2 m} \sqrt{g}}{(2 \pi)^{2 m}} \mathrm{e}^{-\frac{1}{2} \gamma^{2}\left(g_{\mu \nu} B^{\mu} B^{\nu}+2 i B_{\nu} V^{\nu}\right)+\frac{1}{4} \chi_{a} R^{a b}{ }_{\mu \nu} \psi^{\mu} \psi^{\nu} \chi_{b}+i \gamma \nabla_{\mu} V^{\nu} \psi^{\mu} e_{\nu}^{a} \chi_{a} .} \tag{6.44}
\end{align*}
$$

Making the redefinitions:

$$
\begin{array}{ll}
\psi^{\mu} \rightarrow \gamma^{\frac{1}{2}} \psi^{\mu}, & \chi_{a} \rightarrow \gamma^{\frac{1}{2}} e_{a \mu} \bar{\psi}^{\mu} \\
d \psi \rightarrow\left(\gamma^{-\frac{1}{2}}\right)^{2 m} d \psi, & d \chi \rightarrow\left(\gamma^{-\frac{1}{2}}\right)^{2 m} \frac{1}{\sqrt{g}} d \bar{\psi} \tag{6.45}
\end{array}
$$

we obtain:

$$
\begin{align*}
\chi(X)= & \int_{X} d x d \psi d \bar{\psi} d B \\
& \frac{1}{(2 \pi)^{2 m}} \mathrm{e}^{-\gamma^{2}\left(\frac{1}{2} g_{\mu \nu}\left(B^{\mu} B^{\nu}+2 i B^{\mu} V^{\nu}\right)-\frac{1}{4} R^{\rho \sigma}{ }_{\mu \nu} \bar{\psi}_{\rho} \bar{\psi}_{\sigma} \psi^{\mu} \psi^{\nu}-i \nabla_{\mu} V^{\nu} \psi^{\mu} \bar{\psi}_{\nu}\right) .} . \tag{6.46}
\end{align*}
$$

As we pointed out above, this looks like the partition function of a topological quantum field theory in which $g=1 / \gamma$ plays the role of the coupling constant. Furthermore, the exponent of (6.46) is invariant under the symmetry:

$$
\begin{array}{ll}
\delta x^{\mu}=\psi^{\mu}, &  \tag{6.47}\\
\delta \bar{\psi}_{\mu}=B_{\mu} \\
\delta \psi^{\mu}=0, & \\
\delta B_{\mu}=0 .
\end{array}
$$

This symmetry agrees with the general structure presented in (6.38), and $\left(\bar{\psi}_{\mu}, B_{\mu}\right)$ is the doublet associated with the fiber, which in this case has the same dimension as the base manifold $X$. One easily finds that the exponent of (6.47) is indeed $\delta$-exact:

$$
\begin{equation*}
\chi=\int_{X} d x d \psi d \bar{\psi} d B \frac{1}{(2 \pi)^{2 m}} \mathrm{e}^{-\gamma^{2} \delta\left(\frac{1}{2} \bar{\psi}_{\mu}\left(B^{\mu}+2 i V^{\mu}+\Gamma_{\tau \nu}^{\sigma} \bar{\psi}_{\sigma} \psi^{\nu} g^{\mu \tau}\right)\right)} . \tag{6.48}
\end{equation*}
$$

Notice that the action in (6.48) has the general structure $\delta \Psi_{\text {loc }}$, where the localizing gauge fermion is indeed of the form (6.40).

The fact that the action is $\delta$-exact makes it possible to use field-theoretic arguments similar to those explained in the previous chapter to conclude that $\chi$ is independent of the coupling $\gamma$ and of the metric $g_{\mu \nu}$. We can for example compute (6.35) in the semi-classical limit $\gamma \rightarrow \infty$, which in this case is exact. First, we expand around the zeroes, $x_{k}$, of $V\left(V^{\mu}\left(x_{k}\right)=0\right)$ :

$$
\begin{array}{rl}
\chi(X)=\sum_{x_{k}} \int_{X} & d x d \psi d \chi \\
& (2 \pi)^{-m} \mathrm{e}^{-\frac{1}{2} \gamma^{2} g_{\mu \nu} \partial_{\sigma} V^{\mu} \partial_{\rho} V^{\nu} x^{\sigma} x^{\rho}+\frac{1}{4} \chi_{a} R^{a b}{ }_{\mu \nu} \psi^{\mu} \psi^{\nu} \chi_{b}+i \gamma \partial_{\mu} V^{\nu} \psi^{\mu} e_{\nu}^{a} \chi_{a} .} \tag{6.49}
\end{array}
$$

Next, we rescale the variables in the following way:

$$
\begin{align*}
x & \rightarrow \gamma^{-1} x, & d \psi & \rightarrow \gamma^{\frac{1}{2}} d \psi, \\
d x & \rightarrow \gamma^{-1} d x, & \chi & \rightarrow \gamma^{-\frac{1}{2}} \chi,  \tag{6.50}\\
\psi & \rightarrow \gamma^{-\frac{1}{2}} \psi, & d \chi & \rightarrow \gamma^{\frac{1}{2}} d \chi
\end{align*}
$$

The measure is invariant under this rescaling. Using the shorthand notation for the Hessian $H_{\sigma}^{(k) \mu}=\left.\partial_{\sigma} V^{\mu}\right|_{x_{k}}$, one finds after taking the limit $\gamma \rightarrow \infty$ :

$$
\begin{align*}
\chi(X) & =\sum_{x_{k}} \int_{X} d x d \psi d \chi(2 \pi)^{-m} \mathrm{e}^{-\frac{1}{2} g_{\mu \nu} H_{\sigma}^{(k) \mu} H_{\rho}^{(k) \nu} x^{\sigma} x^{\rho}+i H_{\mu}^{(k) \nu} \psi^{\mu} e_{\nu}^{a} \chi_{a}} \\
& =\sum_{x_{k}}(2 \pi)^{-m} \frac{(\sqrt{2 \pi})^{2 m}}{\sqrt{g}\left|\operatorname{det} H^{(k)}\right|} \frac{e}{(2 m)!}(2 m)!\operatorname{det} H^{(k)}=\sum_{x_{k}} \frac{\operatorname{det} H^{(k)}}{\mid \operatorname{det} H^{(k) \mid}}, \tag{6.51}
\end{align*}
$$

which indeed corresponds to the Euler number of $X$ by virtue of the PoincaréHopf theorem. Notice that the computation in the semi-classical limit gives a quotient of determinants which is $\pm 1$. This is because there is a hidden supersymmetry in the action, as it is manifest in the BRST formulation, and we have a cancellation of fermionic and bosonic determinants. The same cancellation appeared in the analysis of the functional integral in DonaldsonWitten theory.

Let us further illustrate the example (6.42). Consider the two-sphere $\mathbf{S}^{2}$ with the standard parametrization:

$$
\begin{align*}
\alpha:(0, \pi) \times(0,2 \pi) & \longrightarrow \mathbf{R}^{3} \\
(\theta, \varphi) & \longrightarrow(\sin \theta \cos \varphi, \sin \theta \sin \varphi, \cos \theta) \tag{6.52}
\end{align*}
$$

In terms of these coordinates we have the relations:

$$
d s^{2}=d \theta^{2}+\sin ^{2} \theta d \varphi^{2}, \quad g_{\mu \nu}=\left(\begin{array}{cc}
1 & 0  \tag{6.53}\\
0 & \sin ^{2} \theta
\end{array}\right)
$$

and the following values for the Christoffel symbol $\left(\Gamma_{\mu \nu}^{\lambda}=\frac{1}{2} g^{\lambda \sigma}\left(\partial_{(\mu} g_{\nu) \sigma}-\right.\right.$ $\left.\partial_{\sigma} g_{\mu \nu}\right)$ ),

$$
\begin{gather*}
\Gamma_{\theta \theta}^{\theta}=\Gamma_{\varphi \varphi}^{\varphi}=\Gamma_{\theta \theta}^{\varphi}=\Gamma_{\theta \varphi}^{\theta}=0 \\
\Gamma_{\varphi \varphi}^{\theta}=-\sin \theta \cos \theta, \quad \Gamma_{\theta \varphi}^{\varphi}=\frac{\cos \theta}{\sin \theta} \tag{6.54}
\end{gather*}
$$

Let us pick an orthonormal frame:

$$
e_{a}^{\mu}=\left(\begin{array}{cc}
1 & 0  \tag{6.55}\\
0 & \frac{1}{\sin \theta}
\end{array}\right), \quad e_{\mu}^{a}=\left(\begin{array}{cc}
1 & 0 \\
0 & \sin \theta
\end{array}\right)
$$

where the vierbeins satisfy the standard relations: $e_{a}^{\mu} e_{b}^{\nu} g_{\mu \nu}=\delta_{a b}, e_{\mu}^{a} e_{\nu}^{b} \delta_{a b}=$ $g_{\mu \nu}$. The Riemann curvature tensor $\left(R^{\lambda}{ }_{\mu \nu \kappa}=\partial_{[\kappa} \Gamma_{\nu] \mu}^{\lambda}+\Gamma_{\mu[\nu}^{\tau} \Gamma_{\kappa] \tau}^{\lambda}\right)$ in $(\theta, \varphi)$ coordinates is given by:

$$
\begin{equation*}
R_{\varphi \varphi \theta}^{\theta}=\sin ^{2} \theta \tag{6.56}
\end{equation*}
$$

while the curvature two-form $\Omega^{a b}$ takes the form:

$$
\begin{equation*}
\Omega^{12}=R^{12}{ }_{\varphi \theta} d \varphi \wedge d \theta=e_{\theta}^{1} e_{\varphi}^{2} g^{\varphi \varphi} R_{\varphi \varphi \theta}^{\theta} d \varphi \wedge d \theta=\sin \theta d \varphi \wedge d \theta \tag{6.57}
\end{equation*}
$$

Next let us consider the vector field:

$$
\begin{equation*}
V^{a}=(\sin \varphi, \cos \varphi \cos \theta) \rightarrow V^{\mu}=(\sin \varphi, \cos \varphi \cot \theta) \tag{6.58}
\end{equation*}
$$

This vector field has zeros at $\varphi=0, \theta=\pi / 2$ and $\varphi=\pi, \theta=\pi / 2$. The components of the form $\nabla V^{a}$ are:

$$
\begin{equation*}
\nabla_{\theta} V^{\varphi}=-\cos \varphi, \quad \nabla_{\varphi} V^{\theta}=\sin ^{2} \theta \cos \varphi, \quad \nabla_{\theta} V^{\theta}=\nabla_{\varphi} V^{\varphi}=0 \tag{6.59}
\end{equation*}
$$

or, alternatively,
$\nabla_{\theta} V^{a}=e_{\mu}^{a} \nabla_{\theta} V^{\mu}=(0,-\cos \varphi \sin \theta), \quad \nabla_{\varphi} V^{a}=e_{\mu}^{a} \nabla_{\varphi} V^{\mu}=(\cos \varphi \sin \theta, 0)$,
and therefore

$$
\begin{equation*}
\nabla V^{a}=\left(\sin ^{2} \theta \cos \varphi d \varphi,-\cos \varphi \sin \theta d \theta\right) \tag{6.61}
\end{equation*}
$$

The Euler class representative

$$
\begin{equation*}
e_{V, \nabla}\left(T \mathbf{S}^{2}\right)=\frac{1}{2 \pi} \int d \chi_{1} d \chi_{2} \mathrm{e}^{-\frac{1}{2} V^{a} V^{a}+\frac{1}{2} \chi_{a} \Omega_{\nabla}^{a b} \chi_{b}+i \nabla V^{a} \chi_{a}} \tag{6.62}
\end{equation*}
$$

after performing the rescaling $V^{a} \rightarrow \gamma V^{a}$,

$$
\begin{align*}
&-\frac{1}{2} V^{a} V^{a}+ \frac{1}{2} \chi_{a} \Omega_{\nabla}^{a b} \chi_{b}+i \nabla V^{a} \chi_{a} \\
& \longrightarrow-\frac{\gamma^{2}}{2}\left(\sin ^{2} \theta+\cos ^{2} \varphi \cos ^{2} \theta\right)-\chi_{1} \chi_{2} \sin \theta d \theta \wedge d \varphi  \tag{6.63}\\
& \quad+i \gamma\left(\sin ^{2} \theta \cos \varphi d \varphi \chi_{1}-\cos \varphi \sin \theta d \theta \chi_{2}\right)
\end{align*}
$$

becomes:

$$
\begin{equation*}
e_{V, \nabla}\left(T \mathbf{S}^{2}\right)=\frac{1}{2 \pi} \mathrm{e}^{-\frac{\gamma^{2}}{2}\left(\sin ^{2} \theta+\cos ^{2} \varphi \cos ^{2} \theta\right)} \sin \theta\left(1+\gamma^{2} \cos ^{2} \varphi \sin ^{2} \theta\right) d \theta \wedge d \varphi \tag{6.64}
\end{equation*}
$$

The Euler number of $\mathbf{S}^{2}$ is given by the integral:

$$
\begin{equation*}
\chi\left(\mathbf{S}^{2}\right)=\frac{1}{2 \pi} \int_{0}^{2 \pi} d \varphi \int_{0}^{\pi} d \theta \sin \theta \mathrm{e}^{-\frac{\gamma^{2}}{2}\left(\sin ^{2} \theta+\cos ^{2} \varphi \cos ^{2} \theta\right)}\left(1+\gamma^{2} \cos ^{2} \varphi \sin ^{2} \theta\right) \tag{6.65}
\end{equation*}
$$

Although $\gamma$ appears explicitly in this expression, the result of the integration should be independent of $\gamma$. The reader is urged to prove it. Here we will perform two independent checks. On the one hand, in the limit $\gamma \rightarrow 0$ (6.65) gives trivially the correct result, $\chi\left(\mathbf{S}^{2}\right)=2$. On the other hand, one can explore the opposite limit $\gamma \rightarrow \infty$, where the integral

$$
\begin{equation*}
\chi\left(\mathbf{S}^{2}\right)=\int_{S^{2}} d x \int d \psi^{1} d \psi^{2} \int d \chi_{1} d \chi_{2} \frac{1}{2 \pi} \mathrm{e}^{-A(x, \psi, \chi)} \tag{6.66}
\end{equation*}
$$

with $S(x, \psi, \chi)=\frac{1}{2} V^{a} V^{a}-\frac{1}{2} \chi_{a} \Omega_{\nabla}^{a b} \chi_{b}-i \nabla V^{a} \chi_{a}$, is dominated by the zeros of $V^{a}:(\theta, \phi)=(\pi / 2,0)$ and $(\theta, \phi)=(\pi / 2, \pi)$. This is the semi-classical approximation to the evaluation of the integral, which in this case is exact. The zeroes of the vector field are minima of the action, and we expand about them:
(a) $\theta=\pi / 2+x, \varphi=0+y$.

$$
\begin{align*}
V^{a} V^{a} & =\sin ^{2} \varphi+\cos ^{2} \varphi \cos ^{2} \theta=x^{2}+y^{2}+\cdots \\
\frac{1}{4} \chi_{a} R^{a b}{ }_{\mu \nu} \psi^{\mu} \psi^{\nu} \chi_{b} & =\chi_{1} \chi_{2} \psi^{\theta} \psi^{\varphi} R^{12}{ }_{\theta \varphi}=\sin \theta \chi_{1} \chi_{2} \psi^{\theta} \psi^{\varphi} \\
& =\left(1-\frac{x^{2}}{2}+\cdots\right) \chi_{1} \chi_{2} \psi^{\theta} \psi^{\varphi}  \tag{6.67}\\
\nabla_{\mu} V^{\nu} \psi^{\mu} e_{\nu}^{a} \chi_{a} & =-\cos \varphi \sin \theta \psi^{\theta} \chi_{2}+\cos \varphi \sin ^{2} \theta \psi^{\varphi} \chi_{1} \\
& =-\psi^{\theta} \chi_{2}+\psi^{\varphi} \chi_{1}+\cdots
\end{align*}
$$

and after performing the rescaling

$$
\begin{align*}
x, y & \rightarrow \gamma^{-1} x, \gamma^{-1} y \\
\psi^{\mu} & \rightarrow \gamma^{-\frac{1}{2}} \psi^{\mu}  \tag{6.68}\\
\chi_{a} & \rightarrow \gamma^{-\frac{1}{2}} \chi_{a}
\end{align*}
$$

one obtains:

$$
\begin{equation*}
\frac{1}{2 \pi} \int d x d y \mathrm{e}^{-\frac{1}{2}\left(x^{2}+y^{2}\right)} \int d \chi_{1} d \chi_{2} d \psi^{\theta} d \psi^{\varphi} \mathrm{e}^{i\left(-\psi^{\theta} \chi_{2}+\psi^{\varphi} \chi_{1}\right)}=1 \tag{6.69}
\end{equation*}
$$

(b) $\theta=\pi / 2+x, \varphi=\pi+y$.

$$
\begin{equation*}
\frac{1}{2 \pi} \int d x d y \mathrm{e}^{-\frac{1}{2}\left(x^{2}+y^{2}\right)} \int d \chi_{1} d \chi_{2} d \psi^{\theta} d \psi^{\varphi} \mathrm{e}^{i\left(\psi^{\theta} \chi_{2}-\psi^{\varphi} \chi_{1}\right)}=1 \tag{6.70}
\end{equation*}
$$

Notice that in the limit $\gamma \rightarrow \infty$ we have reproduced the pattern described in (6.51):

$$
\chi\left(\mathbf{S}^{2}\right)=\left(\frac{\operatorname{det}\left(\begin{array}{cc}
0 & -1  \tag{6.71}\\
1 & 0
\end{array}\right)}{\left\lvert\, \operatorname{det}\left(\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right)\right.}+\frac{\operatorname{det}\left(\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right)}{\left\lvert\, \operatorname{det}\left(\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right)\right.}\right)=2 .
$$

### 6.4. Mathai-Quillen formalism: Infinite-dimensional case

In this section we consider the extension of the Mathai-Quillen formalism to the infinite-dimensional case, i.e., to infinite-dimensional vector bundles over infinite-dimensional configuration spaces. Of course, in these cases $e(\mathcal{E})$ is not defined as a geometric object. However, one can do the following: let us consider a section $s: \mathcal{X} / \mathcal{G} \rightarrow \mathcal{E}$ which has a finite-dimensional zero locus $\mathcal{M}$, and let us use the Mathai-Quillen formalism to give a formal construction of $e_{s, \nabla}(\mathcal{E})$. We can now take into account (6.15) to define integrals over the configuration space $\mathcal{X} / \mathcal{G}$ as follows:

$$
\begin{equation*}
\int_{\mathcal{X} / \mathcal{G}} e_{s, \nabla}(\mathcal{E}) \wedge \mathcal{O}=\int_{\mathcal{M}} i^{*} \mathcal{O} \tag{6.72}
\end{equation*}
$$

where $\mathcal{O} \in H^{d}(\mathcal{X} / \mathcal{G})$ and $d=\operatorname{dim} \mathcal{M}$. If the section $s$ is not generic one has to use (6.17) instead of (6.15) in order to define the left hand side of (6.72), and we have

$$
\begin{equation*}
\int_{\mathcal{X} / \mathcal{G}} e_{s, \nabla}(\mathcal{E}) \wedge \mathcal{O}=\int_{\mathcal{M}} e\left(\mathcal{E}^{\prime}\right) \wedge i^{*} \mathcal{O} \tag{6.73}
\end{equation*}
$$

where $\mathcal{E}^{\prime}$ is the bundle over $\mathcal{M}$ whose fiber is coker $\nabla s$. Since we are defining the integrals over the configuration space by using (6.72) and (6.73), they depend a priori on the particular section chosen. However, one expects that this is still a way of obtaining interesting topological invariants, and the known examples -such us Donaldson-Witten theory-show that this is indeed the case. As we will see, in the infinite-dimensional case the left hand side of (6.72) or (6.73) becomes a correlation function of a topological quantum field theory, and the definition of these correlation functions as finite-dimensional integrals agrees with the quantum field theory analysis. For example, we saw in the previous chapter that the functional integral of Donaldson-Witten theory reduces to a finite-dimensional integral over zero-modes. The MathaiQuillen formalism provides a geometric explanation of why this should be the
case, and shows that for TQFTs of cohomological type, functional integrals can be given a precise meaning in terms of finite-dimensional integrals over a moduli space.

Another observation which will be useful is the following: the tangent space of $\mathcal{M}$ is given by $\operatorname{ker} \nabla s$, and $\operatorname{dim}(\mathcal{M})=\operatorname{dim} \operatorname{ker} \nabla s$. Therefore the integral in the right hand side of (6.73) will only be different from zero if the degree of $\mathcal{O}$ is equal to ind $\nabla s=\operatorname{dim} \operatorname{ker} \nabla s-\operatorname{dim}$ coker $\nabla s$. Of course $\operatorname{dim}(\mathcal{M})=\operatorname{ind} \nabla s$ for a generic section. The index ind $\nabla s$ is usually called the virtual dimension of the moduli space. Notice that this is exactly the situation we found in the analysis of Donaldson-Witten theory in Chapters 2 and 5 . The virtual dimension coincides with the actual dimension only when $\operatorname{dim}$ coker $\nabla s=0$ and the section is generic. When ind $\nabla s=0$ we can use (6.72) or (6.73) with $\mathcal{O}=1$ to define the regularized Euler number of $\mathcal{E}, \chi_{s}(\mathcal{E})$. This corresponds in field-theoretic language to the partition function of the model.

The requirement on the degree of $\mathcal{O}$ can be made more transparent if we introduce a ghost number assignment to the different fields involved in $e_{s, \nabla}(\mathcal{E})$, as follows:

$$
\begin{equation*}
x \longrightarrow 0, \quad \psi \longrightarrow 1, \quad \chi \longrightarrow-1, \quad B \longrightarrow 0 \tag{6.74}
\end{equation*}
$$

Notice that the transformation $\delta$ has ghost number 1, and the action $S=$ $\delta \Psi_{\text {loc }}$ has ghost number zero. Interpreting $\delta$ as a $U(1)$ symmetry of $S$, we see that ind $\nabla s$ is the anomaly of that symmetry, and the requirement that the degree of $\mathcal{O}$ is equal to ind $\nabla s$ is just the requirement that the insertion of operators in the functional integral (6.72) soaks up the zero-modes associated to the anomaly in order to obtain a non-vanishing correlation function. This is exactly what we found in our analysis of Donaldson-Witten theory, but it is a general feature of cohomological field theories and, as we have just seen, can be understood in a clear geometric way in the context of the Mathai-Quillen formalism.

The construction of $e_{s, \nabla}(\mathcal{E})$ follows the pattern of the finite-dimensional case and it will be illustrated by the description of two examples. The first one corresponds to supersymmetric quantum mechanics. This is the simplest infinite-dimensional case and leads to an interesting reformulation of singularity theory. The second example deals with topological sigma models. None of these examples involve gauge symmetries. In other words, the group of
symmetries of the configuration space $\mathcal{G}$ will be taken to be trivial. In the case that the moduli problem has a gauge symmetry we shall need a slight reformulation of the Mathai-Quillen formalism which will be discussed in the next section.

## 1) Supersymmetric quantum mechanics

Let $X$ be a smooth, orientable, Riemannian manifold with metric $g_{\mu \nu}$. The configuration space of the theory $\mathcal{X}$ will be the loop space $L X$, which is defined by the set of smooth maps:

$$
\begin{align*}
x: \mathbf{S}^{1} & \rightarrow X, \\
t \in[0,1] & \rightarrow x^{\mu}(t),  \tag{6.75}\\
x^{\mu}(0) & =x^{\mu}(1) .
\end{align*}
$$

The vector bundle $\mathcal{E}$ will be in this case $T(L X)$, the tangent vector bundle of $L X$, with fiber $\mathcal{F}=T_{x}(L X)=\Gamma\left(x^{*}(T X)\right)$. A section of $\mathcal{E}$ is a vector field over $L X$, and it has the form:

$$
\begin{equation*}
V(x)=\oint d t V^{\mu}(x(t)) \frac{\partial}{\partial x^{\mu}(t)} \tag{6.76}
\end{equation*}
$$

The metric on $X$ provides a natural metric for $T_{x}(L X)$ : let $V_{1}, V_{2} \in T_{x}(L X)$, then

$$
\begin{equation*}
\widehat{g}_{x}\left(V_{1}, V_{2}\right)=\oint d t g_{\mu \nu}(x(t)) V_{1}^{\mu}(x(t)) V_{2}^{\nu}(x(t)) . \tag{6.77}
\end{equation*}
$$

The Levi-Civita connection on $L X$ is the pullback connection from $X$ :

$$
\begin{align*}
\nabla V=\oint d t_{1} d t_{2} & {\left[\frac{\delta V^{\mu}\left(x\left(t_{1}\right)\right)}{\delta x^{\nu}\left(t_{2}\right)}+\Gamma_{\nu \lambda}^{\mu}\left(x\left(t_{2}\right)\right) V^{\lambda}\left(x\left(t_{1}\right)\right) \delta\left(t_{1}-t_{2}\right)\right] } \\
& \times \frac{\partial}{\partial x^{\mu}\left(t_{1}\right)} \otimes \widehat{d} x^{\nu}\left(t_{2}\right), \tag{6.78}
\end{align*}
$$

where $\left\{\partial / \partial x^{\mu}(t)\right\}$ is a basis of $T_{x}(L X)$, and $\left\{\widehat{d} x^{\nu}(t)\right\}$ is a basis of $T_{x}^{*}(L X)$. Let us consider the vector field:

$$
\begin{equation*}
V^{\mu}(x)=\frac{d}{d t} x^{\mu} \equiv \dot{x}^{\mu} \tag{6.79}
\end{equation*}
$$

The Mathai-Quillen representative of $e_{s, \nabla}(\mathcal{E})$ is constructed following
the same procedure as in the finite-dimensional case:

$$
\begin{gather*}
\text { Supersymmetric }  \tag{6.80}\\
\text { quantum } \\
\text { mechanics }
\end{gather*}\left\{\begin{array}{l}
\chi_{V}=\int_{L X} d x d \psi d \bar{\psi} d B \frac{1}{(2 \pi)^{2 m}} \mathrm{e}^{-\gamma^{2} \delta \Psi(x, \psi, \bar{\psi}, B)}, \\
\Psi(x, \psi, \bar{\psi}, B)=\frac{1}{2} \oint d t \bar{\psi}_{\mu}\left(B^{\mu}+2 i i^{\mu}+\Gamma_{\tau \nu}^{\sigma} \bar{\psi}_{\sigma} \psi^{\nu} g^{\mu \tau}\right), \\
\delta x^{\mu}(t)=\psi^{\mu}(t), \quad \delta \psi^{\mu}(t)=0, \\
\delta \bar{\psi}_{\mu}(t)=B_{\mu}(t), \quad \delta B_{\mu}(t)=0 .
\end{array}\right.
$$

We can now compute the regularized Euler number of $\mathcal{E}, \chi_{V}(\mathcal{E})$, following the observations above. First of all, by using the Mathai-Quillen representative $\chi_{V}(\mathcal{E})$ can be written as a functional integral. After we integrate out the auxiliary fields in the action in (6.80), this integral reads:

$$
\begin{equation*}
\chi-V(\mathcal{E})=\int \frac{d x d \psi d \bar{\psi}}{(2 \pi)^{m}} \frac{1}{\sqrt{g} \gamma^{2 m}} \mathrm{e}^{-\gamma^{2} \oint d t\left[\frac{1}{2} g_{\mu \nu} \dot{x}^{\mu} \dot{x}^{\nu}-i \bar{\psi} \nabla_{t} \psi-\frac{1}{4} R^{\rho \sigma}{ }_{\mu \nu} \bar{\psi}_{\rho} \bar{\psi}_{\sigma} \psi^{\mu} \psi^{\nu}\right],, ~} \tag{6.81}
\end{equation*}
$$

where $\nabla t$ is the operator

$$
\begin{equation*}
\nabla_{t} \psi^{\mu}=\dot{\psi}^{\mu}+\Gamma_{\nu \sigma}^{\mu} \psi^{\sigma} \dot{x}^{\nu} \tag{6.82}
\end{equation*}
$$

The action in the exponential of (6.81) is precisely the action corresponding to supersymmetric quantum mechanics. The $\delta$-transformations become

$$
\begin{equation*}
\delta x^{\mu}=\psi^{\mu}, \quad \delta \psi^{\mu}=0, \quad \delta \bar{\psi}_{\mu}=-i g_{\mu \nu} \dot{x}^{\nu}-\Gamma_{\mu \nu}^{\sigma} \bar{\psi}_{\sigma} \psi^{\nu} \tag{6.83}
\end{equation*}
$$

which close only on-shell, i.e., $\delta^{2}=0$ modulo field equations (of course, by reintroducing the vector field $B$ one can close $\delta$ off-shell). As discussed below, these transformations can be regarded as supersymmetry transformations. Following (6.74) we introduce the ghost number symmetry

$$
\begin{equation*}
x \longrightarrow 0, \quad \psi \longrightarrow 1, \quad \bar{\psi} \longrightarrow-1, \quad B \longrightarrow 0 \tag{6.84}
\end{equation*}
$$

One can show that ind $\nabla_{t}=0$.
Let us now evaluate $\chi_{V}(\mathcal{E})$. Geometrically the Euler number of $\mathcal{E}$ is not well defined, since we are in an infinite-dimensional setting. However, we can use (6.72) or (6.73) to evaluate the regularized Euler number $\chi_{V}(\mathcal{E})$, depending on whether the section is generic or not. The zero locus of the vector field $V$ in (6.79) is the space of constant loops $\mathcal{M}=X$. However, this section is not generic, since over $p \in X$ we have $\operatorname{ker} \nabla_{t}=\operatorname{coker} \nabla_{t}=T_{p} X$. We then have by using (6.73)

$$
\begin{equation*}
\chi_{V}(\mathcal{E})=\chi(T X) \tag{6.85}
\end{equation*}
$$

and the regularized Euler characteristic of $\mathcal{E}$ is in this case the Euler characteristic of $X$.

We can check that the definition of $\chi_{V}(\mathcal{E})$ provided by (6.73) agrees with our physical expectations by computing the functional integral (6.81) in the limit $\gamma \rightarrow \infty$. In this limit the exact result is obtained very simply by considering the expansion of the exponential around bosonic and fermionic zero-modes:

Bosonic part: $\dot{x}^{\mu}=0 \rightarrow x^{\mu}$ constant

$$
\text { Fermionic part: }\left\{\begin{array}{l}
\psi^{\mu}(t)=\psi^{\mu}+\text { non-zero-modes } \\
\bar{\psi}^{\mu}(t)=\bar{\psi}^{\mu}+\text { non-zero-modes }
\end{array}\right.
$$

The integration over the non-zero-modes is trivial since the $\delta$ symmetry implies that the ratio of determinants is equal to 1 . The integration over the zero-modes gives:

$$
\begin{align*}
\chi_{V} & =\int_{X} d x \frac{(2 \pi)^{-m}}{\gamma^{2 m} \sqrt{g}} \int\left[\prod_{\mu=1}^{2 m} d \psi^{\mu}\right]\left[\prod_{\nu=1}^{2 m} d \bar{\psi}^{\nu}\right] \mathrm{e}^{\gamma^{2} \frac{1}{4} R^{\rho \sigma}{ }_{\mu \nu} \bar{\psi}_{\rho} \bar{\psi}_{\sigma} \psi^{\mu} \psi^{\nu}} \\
& =\int_{X} \frac{1}{\gamma^{2 m}(2 \pi)^{m}} \int\left(\prod_{a=1}^{2 m} d \chi_{a}\right) \mathrm{e}^{\frac{\gamma^{2}}{2} \chi_{a} \Omega^{a b} \chi_{b}}=\int_{X} \frac{1}{(2 \pi)^{m}} \operatorname{Pf}\left(\Omega^{a b}\right)  \tag{6.86}\\
& =\chi(X)
\end{align*}
$$

where $\chi_{a}=e_{a}^{\mu} \bar{\psi}_{\mu}$.
To finish this quick tour through supersymmetric quantum mechanics, it is interesting to recall that $\chi_{V}$ can be also computed using Hamiltonian
methods. The expression (6.81) possesses a second $\delta$-like symmetry, $\bar{\delta}$ :

$$
\begin{align*}
& \bar{\delta} x^{\mu}=\bar{\psi}^{\mu} \\
& \overline{\delta \psi}_{\mu}=0  \tag{6.87}\\
& \bar{\delta} \psi_{\mu}=-i g_{\mu \nu} \dot{x}^{\nu}-\Gamma_{\mu \nu}^{\sigma} \psi_{\sigma} \bar{\psi}^{\nu}
\end{align*}
$$

After using the field equations one finds that

$$
\begin{equation*}
\delta^{2}=0, \quad \bar{\delta}^{2}=0, \quad \delta \bar{\delta}+\bar{\delta} \delta=\frac{d}{d t} \tag{6.88}
\end{equation*}
$$

which, in terms of operators,

$$
\begin{equation*}
\delta \leftrightarrow Q, \quad \bar{\delta} \leftrightarrow \bar{Q}, \quad \frac{d}{d t} \leftrightarrow H, \tag{6.89}
\end{equation*}
$$

( $H$ stands for the Hamiltonian operator) implies that:

$$
\begin{equation*}
Q^{2}=\bar{Q}^{2}=0, \quad\{Q, \bar{Q}\}=Q \bar{Q}+\bar{Q} Q=H \tag{6.90}
\end{equation*}
$$

which is the standard supersymmetry algebra for $(0+1)$-supersymmetric field theories. We can carry out explicitly the canonical quantization of the theory by imposing the canonical commutation relations:

$$
\begin{equation*}
\left\{\bar{\psi}^{\mu}, \psi^{\nu}\right\}=g^{\mu \nu}, \quad\left\{\psi^{\mu}, \psi^{\nu}\right\}=\left\{\bar{\psi}^{\mu}, \bar{\psi}^{\nu}\right\}=0 . \tag{6.91}
\end{equation*}
$$

From these equations it is natural to interpret $\bar{\psi}$ as fermion creation operators. In view of this we have the following structure on the Hilbert space:

$$
\left\{\begin{array}{l}
\text { States with one fermion: } \omega_{\mu}(x) \bar{\psi}^{\mu}|\Omega\rangle  \tag{6.92}\\
\text { States with two fermions: } \omega_{\mu \nu}(x) \bar{\psi}^{\mu} \bar{\psi}^{\nu}|\Omega\rangle \\
\vdots \\
\text { States with } n \text { fermions: } \omega_{\mu_{1}, \ldots, \mu_{n}}(x) \bar{\psi}^{\mu_{1}} \cdots \bar{\psi}^{\mu_{n}}|\Omega\rangle,
\end{array}\right.
$$

$|\Omega\rangle$ being the Clifford vacuum. The Hilbert space of our system is thus $\Omega^{*}(X)$, the set of differential forms on $X$. On this Hilbert space $Q$ and $\bar{Q}$ are represented by the exterior derivative $d$ and its adjoint $d^{+}$

$$
\begin{equation*}
Q \leftrightarrow d, \quad \bar{Q} \leftrightarrow d^{+} \tag{6.93}
\end{equation*}
$$

therefore, the Hamiltonian is the Hodge-de Rham Laplacian on $X$ :

$$
\begin{equation*}
H=d d^{+}+d^{+} d=\Delta \tag{6.94}
\end{equation*}
$$

The zero energy states are in one-to-one correspondence with the harmonic forms on $X$. After rescaling the parameter $t$ and the fermionic fields by

$$
\begin{equation*}
t \rightarrow \gamma^{2} t, \quad \bar{\psi} \rightarrow \gamma^{-1} \bar{\psi}, \quad \psi \rightarrow \gamma^{-1} \psi, \tag{6.95}
\end{equation*}
$$

the partition function (6.81) takes the form:

$$
\begin{equation*}
\chi_{V}(\mathcal{E})=\int \frac{d x d \psi d \bar{\psi}}{(2 \pi)^{m}} \frac{\gamma^{2 m}}{\sqrt{g}} \mathrm{e}^{-\oint_{0}^{1 / \gamma^{2}}{ }_{d t}\left(\frac{1}{2} g_{\mu \nu} \dot{x}^{\mu} \dot{x}^{\nu}-i \bar{\psi} \nabla_{t} \psi-\frac{1}{4} R^{\rho \sigma}{ }_{\mu \nu} \bar{\psi}_{\rho} \bar{\psi}_{\sigma} \psi^{\mu} \psi^{\nu}\right)} \tag{6.96}
\end{equation*}
$$

Using heat-kernel techniques one finds:

$$
\begin{equation*}
\chi_{V}(\mathcal{E})=\operatorname{Tr}\left[(-1)^{F} \mathrm{e}^{-\frac{1}{\gamma^{2}} H}\right] \tag{6.97}
\end{equation*}
$$

where $F$ is the fermion number operator. In the limit $\gamma \rightarrow 0$ only the zeromodes of $H$ survive and therefore one must count harmonic forms with signs, which come from $(-1)^{F}$, leading to the result:

$$
\begin{equation*}
\chi(\mathcal{E})=\sum_{k=0}^{2 m}(-1)^{k} b_{k}=\chi(X) \tag{6.98}
\end{equation*}
$$

( $b_{k}$ are the Betti numbers of $X$ ) in perfect agreement with our previous calculation.

Actually, owing to supersymmetry, for each non-zero energy bosonic mode there is a fermionic one with the same energy, which cancels its contribution to (6.97). Therefore the computation performed in the Hamiltonian formalism holds for any $\gamma$.

## 2) Topological sigma models

To further clarify the infinite-dimensional case we shall present a brief description of topological sigma models in the framework of the Mathai-Quillen formalism. The physical origin of these models is the following: there is a two-dimensional version of the twisting procedure explained in the previous chapter that can be applied to any $\mathcal{N}=2$ supersymmetric theory. It turns out that in two dimensions there are two inequivalent ways of doing the twisting, and therefore given an $\mathcal{N}=2$ supersymmetric field theory one obtains two different topological quantum field theories of cohomological type. These two inequivalent theories are called A and B models. When the twisting procedure is applied to the $\mathcal{N}=2$ supersymmetric non-linear sigma model in
two dimensions, one obtains the A and the B version of the topological sigma model. In this section we shall be dealing with the A model which, in its more general form, is defined in terms of a smooth, almost Hermitian manifold $X$, with metric $G_{\mu \nu}$ and almost complex structure $J^{\mu}{ }_{\nu}$ satisfying:

$$
\begin{equation*}
J_{\nu}^{\mu} J^{\nu}{ }_{\sigma}=-\delta^{\mu}{ }_{\sigma}, \quad G_{\mu \nu} J^{\mu}{ }_{\sigma} J^{\nu}{ }_{\omega}=G_{\sigma \omega} . \tag{6.99}
\end{equation*}
$$

In this case the configuration space $\mathcal{X}$ is the set of maps from a Riemann surface $\Sigma$ to $X, x: \Sigma \rightarrow X$. The symmetry group is again trivial, and the vector bundle $\mathcal{E} \rightarrow \mathcal{X}$ has as its fiber $\mathcal{F}=\Gamma\left(T^{*}(\Sigma) \otimes x^{*}(T X)\right)^{+}$over $x \in \mathcal{X}$. The superscript ${ }^{+}$means that we take the self-dual part of this vector space, i.e., if $\varrho_{\alpha}^{\mu} \in \mathcal{F}$ it satisfies the self-duality constraint $\varrho_{\alpha}^{\mu} J^{\nu}{ }_{\mu} \epsilon_{\beta}{ }^{\alpha}=\varrho_{\beta}^{\nu}$. The choice of section in $\mathcal{E}$ is the following:

$$
\begin{equation*}
s(x)_{\alpha}^{\mu}=\partial_{\alpha} x^{\mu}+J^{\mu}{ }_{\nu} \epsilon_{\alpha}{ }^{\beta} \partial_{\beta} x^{\nu} . \tag{6.100}
\end{equation*}
$$

Notice that this is indeed a section of $\mathcal{E}$, since it satisfies the self-duality condition $s(x)_{\beta}^{\nu}=s(x)_{\alpha}^{\mu} J^{\nu}{ }_{\mu} \epsilon_{\beta}{ }^{\alpha}$.

We will restrict the discussion to the simplest case in which the manifold $X$ is Kähler. Following the general pattern, we introduce two sets of fields $\left(x^{\mu}, \chi^{\mu}\right),\left(\varrho_{\alpha}^{\mu}, B_{\alpha}^{\mu}\right)$ for the base space $\mathcal{X}$ and the fiber $\mathcal{F}$, respectively. Here, $x^{\mu}(\sigma)$ is a two-dimensional field, which in this case is a map from $\Sigma$ to $X$ written in local coordinates. Following (6.40), we see that the localizing gauge fermion is given by

$$
\begin{equation*}
\Psi_{\mathrm{loc}}(x, \chi, \varrho, B)=\frac{1}{2} \int_{\Sigma} d^{2} \sigma \sqrt{g}\left[\varrho_{\mu}^{\alpha}\left(B_{\alpha}^{\mu}+2 i s_{\alpha}^{\mu}+\Gamma_{\nu \sigma}^{\mu} \chi^{\nu} \varrho_{\alpha}^{\sigma}\right)\right] . \tag{6.101}
\end{equation*}
$$

The model is invariant under the symmetry transformations:

$$
\begin{align*}
\delta x^{\mu} & =\chi^{\mu}, & \delta \varrho_{\alpha}^{\mu} & =B_{\alpha}^{\mu} \\
\delta \chi^{\mu} & =0, & \delta B_{\alpha}^{\mu} & =0 . \tag{6.102}
\end{align*}
$$

After integrating out the auxiliary fields the action $S=\delta \Psi_{\text {loc }}$ reads:

$$
\begin{align*}
S(x, \chi, \varrho)=\int_{\Sigma} d^{2} \sigma \sqrt{g}( & \frac{1}{2} G_{\mu \nu} h^{\alpha \beta} \partial_{\alpha} x^{\mu} \partial_{\beta} x^{\nu}+\frac{1}{2} \epsilon^{\alpha \beta} J_{\mu \nu} \partial_{\alpha} x^{\mu} \partial_{\beta} x^{\nu} \\
& \left.-i h^{\alpha \beta} G_{\mu \nu} \varrho_{\alpha}^{\mu} \mathcal{D}_{\beta} \chi^{\nu}-\frac{1}{8} h^{\alpha \beta} R_{\mu \nu \sigma \tau} \varrho_{\alpha}^{\mu} \varrho_{\beta}^{\nu} \chi^{\sigma} \chi^{\tau}\right), \tag{6.103}
\end{align*}
$$

where $\mathcal{D}_{\alpha} \chi^{\mu}=\partial_{\alpha} \chi^{\mu}+\Gamma_{\nu \sigma}^{\mu} \partial_{\alpha} x^{\nu} \chi^{\sigma}$. We also have the ghost-number assignment:

$$
\begin{equation*}
x^{\mu} \longrightarrow 0, \quad \chi^{\mu} \longrightarrow 1, \quad \rho_{\alpha}^{\mu} \longrightarrow-1, \quad B_{\alpha}^{\mu} \longrightarrow 0 \tag{6.104}
\end{equation*}
$$

Rewriting (6.100) in terms of holomorphic indices $\alpha \rightarrow(z, \bar{z})$ and $\mu \rightarrow$ $(M, \bar{M})$, the equation for the zero locus of the section becomes:

$$
\begin{equation*}
\partial_{\alpha} x^{\mu}+J^{\mu}{ }_{\nu} \epsilon_{\alpha}{ }^{\beta} \partial_{\beta} x^{\nu}=0 \rightarrow \partial_{\bar{z}} x^{M}=0, \tag{6.105}
\end{equation*}
$$

i.e., it corresponds to the space of holomorphic instantons. The virtual dimension of the moduli space of holomorphic instantons can be obtained with the help of an index theorem. Contrary to the case of supersymmetric quantum mechanics, this dimension is generally not zero. This implies that, in general, one is forced to insert operators $\mathcal{O}$ in the integrals like (6.72) in order to obtain non-trivial results.

In general, the operators $\mathcal{O}$ are cohomology classes on $\mathcal{X}$ and are obtained from the analysis of the $\delta$-cohomology associated to the symmetry (6.102). These operators are the observables of the cohomological field theory. In the case of topological sigma models, the highest ghost number operators turn out to be:

$$
\begin{equation*}
\mathcal{O}_{A}^{(0)}=A_{i_{1}, \ldots, i_{p}} \chi^{i_{1}} \chi^{i_{2}} \cdots \chi^{i_{p}}, \quad A \in \Omega^{*}(X) \tag{6.106}
\end{equation*}
$$

and satisfy the relation:

$$
\begin{equation*}
\left\{Q, \mathcal{O}_{A}^{(0)}\right\}=\mathcal{O}_{d A}^{(0)} \tag{6.107}
\end{equation*}
$$

where $Q$ denotes the generator of the symmetry $\delta$. This relation allows us to identify the $Q$-cohomology classes of the highest ghost number observables with the (de Rham) cohomology classes of $X$. As we are dealing with a cohomological field theory, the observables satisfy topological descent equations (5.6), which in this case take the form:

$$
\begin{equation*}
d \mathcal{O}_{A}^{(0)}=\left\{Q, \mathcal{O}_{A}^{(1)}\right\}, \quad d \mathcal{O}_{A}^{(1)}=\left\{Q, \mathcal{O}_{A}^{(2)}\right\} \tag{6.108}
\end{equation*}
$$

They are easily solved:

$$
\begin{align*}
\mathcal{O}_{A}^{(1)} & =A_{i_{1}, \ldots, i_{p}} \partial_{\alpha} x^{i_{1}} \chi^{i_{2}} \cdots \chi^{i_{p}} d \sigma^{\alpha}, \\
\mathcal{O}_{A}^{(2)} & =\frac{1}{2} A_{i_{1}, \ldots, i_{p}} \partial_{\alpha} x^{i_{1}} \partial_{\beta} x^{i_{2}} \chi^{i_{3}} \cdots \chi^{i_{p}} d \sigma^{\alpha} \wedge d \sigma^{\beta} . \tag{6.109}
\end{align*}
$$

With the help of these operators one completes the family of observables which, as explained in the previous chapter, are labelled by homology classes of the two-dimensional manifold $\Sigma$ :

$$
\begin{equation*}
\int_{\gamma} \mathcal{O}_{A}^{(1)}, \quad \int_{\Sigma} \mathcal{O}_{A}^{(2)} \tag{6.110}
\end{equation*}
$$

Topological sigma models can be generalized by including potential terms, and the resulting theories can be also understood in the context of the MathaiQuillen formalism by using an equivariant extension with respect to global abelian symmetries. We refer the reader to the references at the end of the chapter for a detailed exposition.

### 6.5. The Mathai-Quillen formalism for theories with gauge symmetry

In the previous section we have considered the Mathai-Quillen formalism in the infinite-dimensional setting in order to formulate supersymmetric quantum mechanics and topological sigma models. None of these models involves a gauge symmetry, and the Mathai-Quillen formalism reproduces the standard construction of these models in field-theoretic terms. However, in theories with a gauge symmetry the Mathai-Quillen formalism has to be modified in order to make contact with the field-theoretic construction. They key observation, made originally by Atiyah and Jeffrey, is that one has to consider the Mathai-Quillen representative in the Cartan model of equivariant cohomology.

In order to present this reformulation of the Mathai-Quillen formalism let us come back to the Mathai-Quillen representative of a vector bundle $\mathcal{E}$ constructed as an associated vector bundle to a principal $G$-bundle $P$. The universal Thom form $U(\mathcal{E})$ given in (6.28) is written in the Weil formulation of equivariant cohomology. To obtain a Cartan model representative, one first has to set $\theta_{a b}=0$. After applying the Chern-Weil homomorphism one finds the following form,

$$
\begin{equation*}
\Phi_{C}(\mathcal{E})=(2 \pi)^{-m} \operatorname{Pf}(K) \exp \left(-\frac{1}{2}|v|^{2}-\frac{1}{2} d v_{a} K_{a b}^{-1} d v_{b}\right) \tag{6.111}
\end{equation*}
$$

This form is still invariant under the action of $G$, but it is not a basic differential form in $\Omega(P \times V)$ since it is not horizontal. Therefore a horizontal projection must be enforced. The result of this projection will be a basic
form $\Phi_{C}^{h}(\mathcal{E})$ (where $h$ denotes the horizontal projection) which coincides in fact with (6.28), since the horizontal projection only applies to $d v_{a}$ and gives

$$
\begin{equation*}
\left(d v_{a}\right)^{h}=d v_{a}+\theta_{a b} v_{b} . \tag{6.112}
\end{equation*}
$$

We will now enforce the horizontal projection in a more subtle way, following Atiyah and Jeffrey. Let us assume that $P$ is endowed with a Riemannian metric $g$ which is $G$-invariant. We use this metric to define a connection on $P$ by declaring the horizontal subspace to be the orthogonal complement to the vertical one. More explicitly, we start with the map defining fundamental vector fields on $P$ :

$$
\begin{equation*}
C_{p}: \mathbf{g} \rightarrow T_{p} P \tag{6.113}
\end{equation*}
$$

and then consider the differential form on $P$ with values in $\mathbf{g}^{*}$ given by:

$$
\begin{equation*}
\tilde{\nu}_{p}\left(Y_{p}, A\right)=g_{p}\left(C_{p} A, Y_{p}\right), \quad Y_{p} \in T_{p} P, \quad A \in \mathbf{g} \tag{6.114}
\end{equation*}
$$

We can then use the Killing form on $\mathbf{g}$ to obtain a one-form on $P$ with values in $\mathbf{g}$, denoted by $\nu$. Notice that $\nu_{p}=C_{p}^{\dagger}$, the adjoint of $C_{p}$, which is defined by the metric on $P$ together with the Killing form on $\mathbf{g}$. If $R=C^{\dagger} C$ the connection one-form is defined by

$$
\begin{equation*}
\theta=R^{-1} \nu \tag{6.115}
\end{equation*}
$$

The curvature of this connection can be easily computed on horizontal vectors. In this case it is simply given by

$$
\begin{equation*}
K=d \theta=R^{-1} d \nu \tag{6.116}
\end{equation*}
$$

as the other terms vanish on the horizontal subspace. Let us now write (6.111) as a Grassmann integral:

$$
\begin{equation*}
\Phi_{C}(\mathcal{E})=(2 \pi)^{-m} \int d \chi e^{-\frac{1}{2}|v|^{2}+\frac{1}{2} \chi_{a} K_{a b} \chi_{b}+i \chi_{a} d v_{a}} . \tag{6.117}
\end{equation*}
$$

Since at the end of the process we want to make a horizontal projection of this form, we can write $K=d \theta=R^{-1} d \nu$. We can now introduce Lie algebra variables $\lambda, \phi$ and use a Fourier transform formula to obtain the expression:

$$
\begin{align*}
\Phi_{C}(\mathcal{E})=(2 \pi)^{-d-m} \int d \chi d \phi d \lambda \operatorname{det} R \exp ( & -\frac{1}{2}|v|^{2}+\frac{1}{2} \chi_{a} \phi_{a b} \chi_{b} \\
& \left.+i \chi_{a} d v_{a}+i\langle d \nu, \lambda\rangle_{g}-i\langle\phi, R \lambda\rangle_{g}\right), \tag{6.118}
\end{align*}
$$

where $\langle,\rangle_{g}$ denotes the Killing form of $\mathbf{g}$, and $d=\operatorname{dim}(G)$. Notice that in this expression the integration over $\lambda$ gives a $\delta$-function constraining $\phi$ to be $K$. We now enforce the horizontal projection of $\Phi_{C}(\mathcal{E})$ by multiplying it by the normalized invariant volume form $\mathcal{D} g$ along the $G$-orbits. One can show that

$$
\begin{equation*}
(\operatorname{det} R) \mathcal{D} g=\int d \eta \exp i\left(\langle\eta, \nu\rangle_{g}\right) \tag{6.119}
\end{equation*}
$$

where $\eta$ is a fermionic Lie algebra variable. Putting everything together we obtain a representative for the horizontal projection:

$$
\begin{align*}
\Phi(\mathcal{E})_{C}^{h}=(2 \pi)^{-d-m} \int d \eta d \chi d \phi d \lambda \exp ( & -\frac{1}{2}|v|^{2}+\frac{1}{2} \chi_{a} \phi_{a b} \chi_{b}+i \chi_{a} d v_{a} \\
& \left.+i\langle d \nu, \lambda\rangle_{g}-i\langle\phi, R \lambda\rangle_{g}+i\langle\eta, \nu\rangle_{g}\right) . \tag{6.120}
\end{align*}
$$

This is now a basic form in $\Omega(P \times V)$ and descends to the Thom form of $\mathcal{E}$.
We can also introduce a BRST structure for the action involved in the exponent of (6.120). First, we introduce auxiliary fields $B_{a}$ with the meaning of a basis of differential forms for the fiber. The natural BRST operator $\delta$ is again the de Rham $d$ operator, but we must take into account that we have to enforce the horizontal projection of $d v_{a}$ given in (6.112). This leads to the following modified transformation:

$$
\begin{equation*}
\delta \chi_{a}=B_{a}, \quad \delta B_{a}=\phi_{a b} \chi_{b} . \tag{6.121}
\end{equation*}
$$

Since we must also take into account the horizontal projection of differential forms on $P$, we conclude that $\delta$ is nothing but the the equivariant exterior derivative:

$$
\begin{equation*}
\delta=d-\iota(C \phi) . \tag{6.122}
\end{equation*}
$$

Notice that $\phi$ is an element of the Lie algebra $\mathbf{g}$, and therefore $C \phi$ is a fundamental vector field on $P$. The transformation (6.121) can be also interpreted as the equivariant derivative acting on the fiber $V$, after taking into account that the group $G$ acts as $v \rightarrow g^{-1} v$ on $v \in V$.

Owing to the horizontal projection, we need, in fact, two gauge fermions in order to reconstruct (6.120): a localizing gauge fermion

$$
\begin{equation*}
\Psi_{\mathrm{loc}}=\chi_{a}\left(i v_{a}+\frac{1}{2} B_{a}\right) \tag{6.123}
\end{equation*}
$$

and a 'projecting' one

$$
\begin{equation*}
\Psi_{\mathrm{proj}}=i\langle\lambda, \nu\rangle . \tag{6.124}
\end{equation*}
$$

The BRST transformation acts on the Lie algebra elements as

$$
\begin{equation*}
\delta \lambda=\eta, \quad \delta \eta=-[\phi, \lambda] . \tag{6.125}
\end{equation*}
$$

Using (6.125), (6.121), and (6.122) as BRST operators acting on the gauge fermion $\Psi=\Psi_{\text {loc }}+\Psi_{\text {proj }}$, one recovers the action in (6.120). Notice that since the natural $\delta$ symmetry is the equivariant derivative, the observables associated with the model will live in the equivariant cohomology with respect to the gauge symmetry.

### 6.6. Donaldson-Witten theory in the Mathai-Quillen formalism

Donaldson-Witten theory was first analyzed from the viewpoint of the Mathai-Quillen formalism by Atiyah and Jeffrey, following the general formalism presented in the previous section. The basic geometric framework for the moduli problem is as in Chapter 2: a compact oriented four-dimensional manifold $X$ endowed with a metric $g_{\mu \nu}$. Over this manifold $X$ we have a principal $G$-bundle $P \rightarrow X$, together with an associated vector bundle $E$. According to our previous general discussion on the Mathai Quillen formalism, to construct a topological quantum field theory associated to Donaldson theory we have to specify fields, symmetries and equations. Given the basic geometrical framework, our insight from the considerations in previous chapters facilitates the choices which have to be made.

The configuration space of the theory $\mathcal{X}$ is just the space $\mathcal{A}$ of $G$ connections on $E$, and the symmetry $\mathcal{G}$ is the group of gauge transformations on $\mathcal{A}$. The bundle $\mathcal{E}$ is defined as $\mathcal{A} \times_{\mathcal{G}} \mathcal{F}$, where $\mathcal{F}$ is the vector space of selfdual two-forms on $X$ with values in $\mathbf{g}_{E}, \Omega^{2,+}\left(X, \mathbf{g}_{E}\right)$. The map $s: \mathcal{A} \rightarrow \mathcal{F}$ given by

$$
\begin{equation*}
s(A)=F^{+}(A) \tag{6.126}
\end{equation*}
$$

descends to a section $s: \mathcal{A} / \mathcal{G} \rightarrow \mathcal{E}$, as we already saw in (2.23).
In order to complete the construction we must specify the field content of the theory. As should be clear from the previous sections, there is a pair of fields associated with the base space $\mathcal{A},\left(A_{\mu}, \psi_{\mu}\right)$, and two other fields associated with the fiber $\mathcal{F},\left(\chi_{\mu \nu}, G_{\mu \nu}\right)$. Since we are going to use the MathaiQuillen representative constructed in the previous section, we also need the $\mathbf{g}_{E}$-valued fields $\lambda, \phi$, and $\eta$. In total we have the following set of fields:

$$
\begin{equation*}
\chi_{\mu \nu}, G_{\mu \nu} \in \Omega^{2,+}\left(X, \mathbf{g}_{E}\right), \quad \psi_{\mu} \in \Omega^{1}\left(X, \mathbf{g}_{E}\right), \quad \eta, \lambda, \phi \in \Omega^{0}\left(X, \mathbf{g}_{E}\right) \tag{6.127}
\end{equation*}
$$

which is indeed the field content of Donaldson-Witten theory. The ghost number assignment is

$$
\begin{gather*}
A_{\mu} \longrightarrow 0, \quad \chi_{\mu \nu} \longrightarrow-1, \quad G_{\mu \nu} \longrightarrow 0, \quad \psi_{\mu} \longrightarrow 1, \\
\eta \longrightarrow-1, \quad \lambda \longrightarrow-2, \quad \phi \longrightarrow 2, \tag{6.128}
\end{gather*}
$$

and agrees with the ghost number inherited from the $U(1)_{R}$ symmetry of the $\mathcal{N}=2$ supersymmetric theory. The field $\psi_{\mu}$ lives in the (co)tangent space to the field space and is to be understood as providing a basis for differential forms on $\mathcal{A}$, whereas the scalar bosonic field $\phi$-or rather its expectation value $\langle\phi\rangle$ - plays the role of the curvature two-form of the principal $\mathcal{G}$-bundle $\mathcal{A} \rightarrow \mathcal{A} / \mathcal{G}$.

The scalar symmetry $\delta$ which characterizes the theory is the equivariant derivative with parameter $\phi$, and has the form:

$$
\begin{align*}
\delta A_{\mu} & =\psi_{\mu}, & \delta \psi & =\nabla_{A} \phi, \\
\delta \chi_{\mu \nu} & =G_{\mu \nu}, & \delta G_{\mu \nu} & =i\left[\chi_{\mu \nu}, \phi\right], \\
\delta \lambda & =\eta, & \delta \eta & =i[\lambda, \phi],
\end{align*}
$$

Notice that since $\delta$ is an equivariant derivative $\delta^{2}$ is a gauge transformation with gauge parameter $\phi$, and in order to obtain the observables one is led to study the $\mathcal{G}$-equivariant cohomology of $\delta$. These transformations are equivalent to those obtained in (5.29) after the redefinitions:

$$
\begin{equation*}
\phi \longrightarrow 2 \sqrt{2} \phi, \quad \lambda \longrightarrow-\frac{i}{2 \sqrt{2}} \phi^{\dagger}, \quad G_{\mu \nu} \longrightarrow i\left(F_{\mu \nu}^{+}-D_{\mu \nu}\right) . \tag{6.130}
\end{equation*}
$$

The action of the theory is $\delta$-exact and can be written in terms of the localizing and projecting gauge fermions:

$$
\begin{align*}
\Psi_{\text {loc }} & =\int_{X} d^{4} x \sqrt{g} \operatorname{Tr}\left[2 \chi_{\mu \nu}\left(F^{+\mu \nu}-\frac{1}{2} G^{\mu \nu}\right)\right], \\
\Psi_{\text {proj }} & =\int_{X} d^{4} x \sqrt{g} \operatorname{Tr}\left[i \lambda \nabla_{\mu} \psi^{\mu}\right], \tag{6.131}
\end{align*}
$$

where we have taken into account that $\nu=C^{\dagger}=\nabla_{A}^{\dagger}$, as explained in (2.38). After integrating out the auxiliary fields the action reads:

$$
\begin{align*}
\delta\left(\Psi_{\mathrm{loc}}+\Psi_{\mathrm{proj}}\right) \rightarrow \int_{X} d^{4} x \sqrt{g} \operatorname{Tr} & \left(F^{+^{2}}-i \chi^{\mu \nu} \nabla_{\mu} \psi_{\nu}+i \eta \nabla_{\mu} \psi^{\mu}\right. \\
& \left.+\frac{1}{4} \phi\left\{\chi_{\mu \nu}, \chi^{\mu \nu}\right\}+\frac{i}{4} \lambda\left\{\psi_{\mu}, \psi^{\mu}\right\}-\lambda \nabla_{\mu} \nabla^{\mu} \phi\right) . \tag{6.132}
\end{align*}
$$

This action differs from the one obtained by the twisting procedure in (5.28) by a $\delta$-exact term. Indeed, comparing (5.31) and (6.131), after taking into account the redefinitions (6.130), one obtains that their difference is a term involving $\operatorname{Tr} \eta[\phi, \lambda]$. Since terms of this type in the action are irrelevant we conclude that the construction of the Euler class of the infinite-dimensional bundle $\mathcal{E}$ by using the Mathai-Quillen formalism leads to Donaldson-Witten theory. We can then rederive in a geometric way the property of the DonaldsonWitten functional integral reducing to a finite-dimensional integral over the moduli space of ASD instantons (the zero locus of the section (6.126)).

### 6.7. Abelian monopoles in the Mathai-Quillen formalism

In this section we will consider abelian monopoles in the Mathai-Quillen formalism. We will recover the model obtained in the previous chapter from the approach based on twisted $\mathcal{N}=2$ supersymmetry.

As in the case of Donaldson-Witten theory we will start identifying fields, symmetries and equations. The basic geometric framework is as in Chapter 3. Let $X$ be a Riemannian four-manifold, and let $L$ be the determinant line bundle of a $\operatorname{Spin}_{c}$ connection. The configuration space for the moduli problem is $\mathcal{X}=\mathcal{A} \times \Gamma\left(X, S^{+} \otimes L^{\frac{1}{2}}\right)$, and the symmetry $\mathcal{G}$ is the group of gauge transformations acting on $\mathcal{X}$ by (3.4). The vector bundle $\mathcal{E}$ is $\mathcal{X} \times{ }_{\mathcal{G}} \mathcal{F}$, where $\mathcal{F}=\Omega^{2,+}(X) \oplus \Gamma\left(X, S^{-} \otimes L^{\frac{1}{2}}\right)$. The map $s: \mathcal{X} \rightarrow \mathcal{F}$ given in (3.8) descends to a section of $\mathcal{E}$, and the moduli space $\mathcal{M}$ is the space of solutions to the Seiberg-Witten equations

$$
\begin{align*}
F_{\dot{\alpha} \dot{\beta}}^{+}+4 i \bar{M}_{(\dot{\alpha}} M_{\dot{\beta})} & =0,  \tag{6.133}\\
D_{L}^{\alpha \dot{\alpha}} M_{\dot{\alpha}} & =0,
\end{align*}
$$

modulo gauge transformations. Using this section we can construct the corresponding topological field theory in the Mathai-Quillen formalism. In addition to the fields in Donaldson-Witten theory, we also have to add two pairs of fields, one pair,

$$
\begin{equation*}
M_{\dot{\alpha}}, \mu_{\dot{\alpha}} \in \Gamma\left(S^{+} \otimes L^{\frac{1}{2}}\right) \tag{6.134}
\end{equation*}
$$

corresponding to the base manifold $\mathcal{X}$, and another pair,

$$
\begin{equation*}
\nu_{\alpha}, h_{\alpha} \in \Gamma\left(S^{-} \otimes L^{\frac{1}{2}}\right) \tag{6.135}
\end{equation*}
$$

corresponding to the fiber $\mathcal{F}$, together with their corresponding complex conjugates. The ghost number assignments for these new fields are those prescribed by our general rule (6.74):

$$
\begin{equation*}
M_{\dot{\alpha}} \longrightarrow 0, \quad \mu_{\dot{\alpha}} \longrightarrow 1, \quad \nu_{\alpha} \longrightarrow-1, \quad h_{\alpha} \longrightarrow 0 \tag{6.136}
\end{equation*}
$$

On the other hand, the scalar symmetry which characterizes the theory is now enlarged in the following way:

$$
\begin{align*}
\delta M_{\dot{\alpha}} & =\mu_{\dot{\alpha}}, & & \delta \mu_{\dot{\alpha}} \tag{6.137}
\end{align*}=-i \phi M_{\dot{\alpha}}, ~ 子 v_{\alpha}=h_{\alpha}, \quad ~ \delta h_{\alpha}=-i \phi v_{\alpha} .
$$

The gauge fermion of the theory takes the following form:

$$
\begin{align*}
& \Psi_{\mathrm{loc}}= \int_{X} d^{4} x \sqrt{g}\left(\frac{i}{2} \chi^{\dot{\alpha} \dot{\beta}}\left(\frac{1}{\sqrt{2}}\left(F_{\dot{\alpha} \dot{\beta}}^{+}+4 i \bar{M}_{(\dot{\alpha}} M_{\dot{\beta})}\right)-\frac{i}{4} G_{\dot{\alpha} \dot{\beta}}\right)\right. \\
&\left.-\frac{i}{2}\left(\bar{v}_{\alpha} \nabla^{\alpha \dot{\alpha}} M_{\dot{\alpha}}-\bar{M}^{\dot{\alpha}} \nabla_{\alpha \dot{\alpha}} v^{\alpha}\right)-\frac{1}{8}\left(\bar{v}_{\alpha} h^{\alpha}+\bar{h}_{\alpha} v^{\alpha}\right)\right) \\
& \Psi_{\mathrm{proj}}=-\frac{1}{2} \int_{X} d^{4} x  \tag{6.138}\\
& \sqrt{g}\left(i \operatorname{Tr}\left(\lambda \wedge * \nabla_{A}^{*} \psi\right)+e\left(\bar{\mu}^{\alpha} \lambda M_{\alpha}-\bar{M}^{\alpha} \lambda \mu_{\alpha}\right)\right)
\end{align*}
$$

Notice that after the redefinitions (6.130) this agrees with (5.57) for $m=0$ up to an overall factor and the $\delta$-exact term $\operatorname{Tr} \eta[\phi, \lambda]$. After integrating out the auxiliary fields, the action reads:

$$
\begin{align*}
& S_{\mathrm{AM}}= \int_{X} d^{4} x \sqrt{g}\left(g^{\mu \nu} \nabla_{\mu} \bar{M}^{\dot{\alpha}} \nabla_{\nu} M_{\dot{\alpha}}+\frac{1}{4} R \bar{M}^{\dot{\alpha}} M_{\dot{\alpha}}+\frac{1}{2} F^{+\dot{\alpha} \dot{\beta}} F_{\dot{\alpha} \dot{\beta}}^{+}\right. \\
&\left.\quad-\frac{1}{8} \bar{M}^{(\dot{\alpha}} M^{\dot{\beta})} \bar{M}_{(\dot{\alpha}} M_{\dot{\beta})}\right) \\
&+\int_{X} \operatorname{Tr}\left(\frac{i}{2} \eta \wedge * \nabla_{A}^{*} \psi+\frac{i}{2 \sqrt{2}} \chi^{\dot{\alpha} \dot{\beta}}\left(p^{+}\left(\nabla_{A} \psi\right)\right)_{\dot{\alpha} \dot{\beta}}+\frac{i}{2} \lambda \wedge * \nabla_{A}^{*} \nabla_{A} \phi\right) \\
&+\int_{X} d^{4} x \sqrt{g}\left(i \bar{M}^{\dot{\alpha}} \phi \lambda M_{\dot{\alpha}}-\frac{1}{\sqrt{2}}\left(\bar{M}_{\dot{\alpha}} \chi^{\dot{\alpha} \dot{\beta}} \mu_{\dot{\beta}}-\bar{\mu}_{\dot{\alpha}} \chi^{\dot{\alpha} \dot{\beta}} M_{\dot{\beta}}\right)\right. \\
&-\frac{i}{2}\left(\bar{v}_{\alpha} \nabla^{\alpha \dot{\alpha}} \mu^{\dot{\alpha}}+\bar{\mu}^{\dot{\alpha}} \nabla_{\alpha \dot{\alpha}} v^{\alpha}\right) \\
&+\frac{1}{2}\left(\bar{M}^{\dot{\alpha}} \psi_{\alpha \dot{\alpha}} v^{\alpha}+\bar{v}_{\alpha} \psi^{\alpha \dot{\alpha}} M_{\dot{\alpha}}\right) \\
&\left.-\frac{1}{2}\left(\bar{\mu}^{\dot{\alpha}} \eta M_{\dot{\alpha}}+\bar{M}^{\dot{\alpha}} \eta \mu_{\dot{\alpha}}\right)+\frac{i}{4} \bar{v}^{\alpha} \phi v_{\alpha}-\bar{\mu}^{\dot{\alpha}} \lambda \mu_{\dot{\alpha} \dot{\alpha}}\right) . \tag{6.139}
\end{align*}
$$
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## Chapter 7

## The Seiberg-Witten Solution of $\mathcal{N}=2$ SUSY Yang-Mills Theory


#### Abstract

The Seiberg-Witten solution of $S U(2), \mathcal{N}=2$ supersymmetric gauge theories obtained by Seiberg and Witten in 1994 provides the exact low energy effective action (LEEA) of $\mathcal{N}=2$ supersymmetric Yang-Mills theory up to two derivatives. In this book we can not make a detailed analysis of this remarkable achievement, and we will just provide some starting points and the final results, which will be needed in the topological applications of the remaining chapters. There are excellent reviews which the reader can consult for further information, and some of them are addressed in the bibliographical notes at the end of this chapter. We will start by reviewing some semi-classical aspects of the theory that motivate the ingredients for the exact solution. $\mathcal{N}=$ 2 supersymmetry reduces the problem of finding the LEEA to the problem of finding a single holomorphic function, the so called prepotential. The duality properties of the prepotential are reviewed in the second section. Since the Seiberg-Witten solution is written in terms of an auxiliary elliptic curve, we will review in some detail some of the basic aspects of elliptic curves and the theory of elliptic functions. With this machinery we shall present the exact solution in section 4 and explore some of its properties. Finally, we shall re-express some aspects of the solution in terms of modular forms, something that will be very useful for analysing the $u$-plane integral.


### 7.1. Low energy effective action: semi-classical aspects

## 1) Classical potential and moduli space

In order to analyse the $\mathcal{N}=2$ supersymmetric $S U(2)$ theory the first step is to perform a classical analysis. The classical action (4.67) contains the scalar potential

$$
\begin{equation*}
V=\frac{1}{2 g^{2}} \operatorname{Tr}\left[\phi^{\dagger}, \phi\right]^{2} . \tag{7.1}
\end{equation*}
$$

The classical vacua are determined by $V=0$, i.e., $\left[\phi, \phi^{\dagger}\right]=0$. This means that $\phi$ is gauge equivalent to an element in the Cartan subalgebra, and

$$
\phi=\left(\begin{array}{cc}
a & 0  \tag{7.2}\\
0 & -a
\end{array}\right)
$$

When $\phi$ is of this form the gauge symmetry is broken to $U(1)$. The vacuum expectation value $a$ gives mass to the $W^{ \pm}$bosons in the usual way. The final outcome of this process is that, of the three $\mathcal{N}=2$ supersymmetric vector superfields of the $S U(2)$ theory two of them (the $\mathcal{N}=2$ supersymmetric multiplets of the $W^{ \pm}$bosons) obtain a mass, whilst one of them remains massless. Classically, the only light degree of freedom is a $U(1) \mathcal{N}=2$ supersymmetric multiplet.

Notice that different vacuum values of $\phi$ correspond to different physical theories, and therefore the complex number $a$ parametrizes the space of physically inequivalent vacua. This space is known as the classical moduli space of the theory, and in this case it has complex dimension one. However, this parametrization of the moduli space is not gauge-invariant. Although we have used the gauge symmetry to put $\phi$ in the form (7.2), there is still some residual gauge invariance: a Weyl reflection will take $a \rightarrow-a$. It is more convenient to parametrize the moduli space by the vacuum expectation value of a gauge-invariant operator,

$$
\begin{equation*}
u=\left\langle\operatorname{Tr}\left(\phi^{2}\right)\right\rangle \tag{7.3}
\end{equation*}
$$

which defines the so called $u$-plane. Classically $u=2 a^{2}$, but as we will see this becomes corrected in the full quantum theory.

## 2) Constraints from $\mathcal{N}=2$ supersymmetry

Our main goal is to find the effective quantum theory for the massless degree of freedom, which classically is a $U(1) \mathcal{N}=2$ supersymmetric multiplet $\mathcal{A}$. In $\mathcal{N}=1$ language, this contains an $\mathcal{N}=1$ chiral multiplet

$$
\begin{equation*}
A=a-\sqrt{2} \theta \lambda_{1}+\theta^{2} F, \tag{7.4}
\end{equation*}
$$

and an $\mathcal{N}=1$ vector multiplet

$$
\begin{equation*}
V=-2 \theta \sigma^{\mu} \bar{\theta} A_{\mu}-2 i \bar{\theta}^{2} \theta \lambda_{2}+2 i \theta^{2} \bar{\theta} \bar{\lambda}^{2}+\theta^{2} \bar{\theta}^{2} D \tag{7.5}
\end{equation*}
$$

Notice that we have denoted by $a$ both the lowest component of the $U(1)$ chiral multiplet, in (7.4), and its vacuum expectation value in (7.2). The
choices (7.4) and (7.5) correspond to (4.18) and (4.36) after some obvious redefinitions.

In principle, the LEEA should be obtained by integrating out the massive degrees of freedom, i.e., by performing the functional integral over all the modes of the massive multiplets. Since this procedure gives in general a nonlocal action one has to expand in derivatives to obtain a local effective theory. The expansion is then in powers of $p / \Lambda$, where $p$ is the momentum and $\Lambda$ is the typical scale in the theory (in this case, as we shall see, since the theory is asymptotically free $\Lambda$ is the dynamically generated scale).

Of course, in real life it is extremely hard to integrate out the massive degrees of freedom explicitly, and one obtains the structure of low energy effective actions by symmetry considerations (as, for example, in chiral perturbation theory). One of the big advantages of $\mathcal{N}=2$ supersymmetry is that the leading terms in the derivative expansion (the terms that contain at most two derivatives and four fermions) can be obtained from a single holomorphic function $\mathcal{F}(a)$ called the prepotential. As explained in section 5.4 this result is obtained after considering the most general $\mathcal{N}=2$ supersymmetric action involving a single vector multiplet. The form of this action was displayed in (4.70). Adapting it to the fields involved in the low energy effective Lagrangian one finds:

$$
\begin{equation*}
\mathcal{L}_{\text {eff }}=\frac{1}{4 \pi} \operatorname{Im}\left[\int d^{4} \theta \frac{\partial \mathcal{F}(A)}{\partial A} \bar{A}+\int d^{2} \theta \frac{1}{2} \frac{\partial^{2} \mathcal{F}}{\partial A^{2}} W^{\alpha} W_{\alpha}\right] \tag{7.6}
\end{equation*}
$$

$W^{\alpha}$ being defined in (4.37). In terms of $\mathcal{F}(a)$ the Kähler potential in (4.28) is given by

$$
\begin{equation*}
K=\operatorname{Im}\left(\bar{A} \frac{\partial \mathcal{F}(A)}{\partial A}\right) \tag{7.7}
\end{equation*}
$$

If $a$ denotes the scalar component of the chiral superfield $A$, then the metric on the space of fields (or equivalently on the moduli space of vacua), is given by

$$
\begin{equation*}
d s^{2}=g_{a \bar{a}} d a d \bar{a}=\operatorname{Im} \tau d a d \bar{a}, \tag{7.8}
\end{equation*}
$$

where

$$
\begin{equation*}
\tau(a)=\frac{\partial^{2} \mathcal{F}}{\partial a^{2}} \tag{7.9}
\end{equation*}
$$

$\mathcal{N}=2$ supersymmetry then implies taht the metric is given by the gauge coupling $\tau$.

In component fields the above Lagrangian becomes:

$$
\begin{align*}
& -\frac{1}{16 \pi} \operatorname{Im}\left[\tau\left(F_{\mu \nu}^{2}-i F_{\mu \nu} * F_{\mu \nu}\right)\right]-\frac{1}{4 \pi}\left[\tau \partial_{\mu} a \partial^{\mu} \bar{a}+i \tau \lambda^{v} \sigma^{\mu} \partial_{\mu} \bar{\lambda}_{v}\right] \\
& -\frac{\sqrt{2}}{16 \pi} \operatorname{Im}\left[\frac{d \tau}{d a} \lambda^{v} \sigma^{\mu \nu} \lambda_{v} F_{\mu \nu}\right]-\frac{\sqrt{2}}{16 \pi} \operatorname{Im}\left[\frac{d \tau}{d a} \lambda^{v} \lambda^{w} D_{v w}\right]  \tag{7.10}\\
& +\frac{1}{16 \pi} \operatorname{Im} \tau D_{v w} D^{v w}+\frac{1}{48 \pi} \operatorname{Im}\left[\frac{d^{2} \tau}{d a^{2}}\left(\lambda^{v} \lambda^{w}\right)\left(\lambda_{v} \lambda_{w}\right)\right]
\end{align*}
$$

Classically the low energy $U(1)$ theory describing the massless photon of $\mathcal{N}=2$ supersymmetric Yang-Mills theory with gauge group $S U(2)$ is given by the prepotential $\mathcal{F}(a)=a^{2} / 2$. In terms of the $u$ variable, the metric in moduli space reads

$$
\begin{equation*}
d s^{2}=\frac{d u d \bar{u}}{8|u|}, \tag{7.11}
\end{equation*}
$$

which is singular at $u=0$. This has a simple physical interpretation: at $u=0$ the $W^{ \pm}$bosons are, in fact, massless and the $S U(2)$ symmetry is restored. This is a very simple example of a general phenomenon which will be realized later in a much more non-trivial way: whenever a particle in the spectrum becomes massless (in this case the $W^{ \pm}$bosons) the low energy theory obtained from integrating out the massive degrees of freedom becomes singular.

## 3) The prepotential to one-loop

The classical analysis and the constraints of $\mathcal{N}=2$ supersymmetry give the general picture of the LEEA reviewed above. In order to make further progress we have to investigate the quantum dynamics. The first thing we can do is to evaluate the perturbative one-loop correction to $\mathcal{F}$. The effective coupling of the theory can be computed as follows. At energies larger than $a$ the masses of the $W^{ \pm}$bosons are negligible, and we can use the $\beta$-function of the $S U(2)$ theory. The $\beta$-function for a $S U\left(N_{c}\right)$ gauge theory with $N_{f}$ Weyl fermions in the representations $R_{f}$ and $N_{s}$ complex scalar fields in the representations $R_{s}$ is given by

$$
\begin{equation*}
\beta(g) \equiv \mu \frac{d g}{d \mu}=-\frac{g^{3}}{48 \pi^{2}}\left(11 N_{c}-2 \sum_{f} C_{f}-\frac{1}{4} \sum_{s} C_{s}\right) \tag{7.12}
\end{equation*}
$$

where $C_{f, s}$ are the Casimirs of the representations $R_{f, s}$, normalized in such a way that the Casimir in the adjoint is given by $N_{c}$. Since pure $\mathcal{N}=2$
supersymmetric $S U(2)$ Yang-Mills contains one complex scalar and two Weyl fermions, both in the adjoint representation, the $\beta$-function is given by

$$
\begin{equation*}
\beta(g)=-\frac{1}{4 \pi^{2}} g^{3} . \tag{7.13}
\end{equation*}
$$

The $S U(2)$ theory is then asymptotically free, and generates a scale $\Lambda$. Below the scale $a$ the $W^{ \pm}$bosons decouple, and we are left with the effective $U(1)$ theory described by the prepotential $\mathcal{F}(a)$. The coupling constant of this theory is obtained by matching the running coupling constant of the $S U(2)$ theory at the scale $\mu=a$. If $a \gg \Lambda$ we are at energies much bigger than the scale of the theory and asymptotic freedom tells us that perturbative computations are reliable. Using standard perturbation theory and the holomorphy of $\tau$ one can obtain the effective coupling constant at one loop:

$$
\begin{equation*}
\tau(a)=\frac{2 i}{\pi} \log \left(\frac{a}{\Lambda}\right) \tag{7.14}
\end{equation*}
$$

If we now integrate (7.9) we find

$$
\begin{equation*}
\mathcal{F}_{1-\text { loop }}(a)=\frac{i}{2 \pi} a^{2} \ln \frac{a^{2}}{\Lambda^{2}} \tag{7.15}
\end{equation*}
$$

It is known that owing to $\mathcal{N}=2$ supersymmetry the above one-loop expression for the prepotential does not receive higher order perturbative corrections, and (7.15) gives the full perturbative prepotential. It is customary to include the classical piece of the prepotential $a^{2} / 2$ in the one-loop piece by redefining $\Lambda$. We will refer to the regime $u \gg \Lambda^{2}$ as the semi-classical regime.

## 4) Instanton effects

Since we are dealing with a non-abelian gauge theory, we should expect non-perturbative effects owed to instantons. The first possible effect of instanton backgrounds is to break some of the classical symmetries, as in the $U(1)$ problem of quantum cromodynamics. Classically, our theory has the full global $S U(2)_{R} \times U(1)_{R}$ as a symmetry group. However, in an instanton background $U(1)_{R}$ is broken to a discrete subgroup. This can be easily understood as follows: by the index theorem, in the presence of an $S U(N)$ instanton there are $2 N$ zero-modes for each fermion $\lambda_{\alpha}$ in the adjoint representation, and since there is an $S U(2)_{R}$ doublet of fermions, there are in total $4 N$ zero-modes. The measure of the functional integral

$$
\begin{equation*}
\mathcal{D} \bar{\lambda}_{1 \dot{\alpha}} \mathcal{D} \lambda_{1 \alpha} \mathcal{D} \bar{\lambda}_{2 \dot{\alpha}} \mathcal{D} \lambda_{2 \alpha} \tag{7.16}
\end{equation*}
$$

is not invariant under the $U(1)_{R}$ symmetry (4.68): by the usual argument à la Fujikawa, it picks a factor

$$
\begin{equation*}
\mathrm{e}^{2 i \varphi \operatorname{index}(D)}=\mathrm{e}^{-4 i N \varphi}, \tag{7.17}
\end{equation*}
$$

where $D$ is the Dirac operator coupled to the adjoint bundle. Therefore the measure is only invariant under the discrete group $\mathbf{Z}_{4 N}$. The surviving discrete $R$-symmetry is broken spontaneously by the Higgs vacuum expectation value. The field $\phi$ has charge 2 under $\mathbf{Z}_{4 N}$ and transforms into $e^{\pi i / N} \phi$. Therefore, for the $S U(2)$ theory, if the vacuum is characterized by non-zero $\phi$, then $\mathbf{Z}_{8}$ is broken down to $\mathbf{Z}_{4}$. The spontaneously broken symmetry has a non-trivial action on the moduli space, and it acts as $\mathbf{Z}_{2}$ on the $u$-plane: $u \rightarrow-u$.

Instantons also give non-perturbative corrections to the prepotential. The structure of these corrections can be determined as follows: first, a correction to $\mathcal{F}$ coming from a configuration of instanton number $k$ should be proportional to the $k$-instanton factor $\exp \left(-8 \pi^{2} k / g^{2}\right)$ (since the prepotential is a holomorphic function, it cannot receive corrections from anti-instanton configurations). Using the explicit expression for the $\beta$-function of the theory (7.13) the $k$-instanton factor can be written as

$$
\begin{equation*}
e^{-8 \pi^{2} k / g^{2}}=\left(\frac{\Lambda}{a}\right)^{4 k} \tag{7.18}
\end{equation*}
$$

To make further progress we notice that although the $R$-symmetry is broken by instanton effects, one can formally restore it by assigning charge 2 to the dynamically generated scale $\Lambda$. In this way the instanton factor (7.18) is neutral. The prepotential has charge 4 , and this finally implies that the $k$ instanton correction should also be proportional to $a^{2}$. Putting these together the prepotential including generic non-perturbative corrections can be written as

$$
\begin{equation*}
\mathcal{F}=\frac{i}{2 \pi} a^{2} \ln \frac{a^{2}}{\Lambda^{2}}+\sum_{k=1}^{\infty} \mathcal{F}_{k}\left(\frac{\Lambda}{a}\right)^{4 k} a^{2} \tag{7.19}
\end{equation*}
$$

The coefficients $\mathcal{F}_{k}$ are constants (this is because in a supersymmetric theory, instantons contribute to the functional integral only through zero-modes). It turns out that the $\mathcal{F}_{k}$ are all non-zero. Notice that finding the exact LEEA is equivalent to computing $\mathcal{F}_{k}$ for all $k$. The Seiberg-Witten exact solution will give an explicit procedure to determine these coefficients.

## 5) BPS states

Spontaneously broken $S U(N)$ gauge theories with scalar fields in the adjoint representation contain 't Hooft-Polyakov monopoles and dyons in their semi-classical spectrum. These are solitons, i.e., time-independent, finite energy solutions of the classical equations of motion, and they are characterized by the value (7.2) of the Higgs field at spatial infinity. A dyon of electric charge $n_{e}$ and magnetic charge $n_{m}$ has a mass which is given semi-classically by

$$
\begin{equation*}
M=\sqrt{2}\left|a\left(n_{e}+\tau n_{m}\right)\right| . \tag{7.20}
\end{equation*}
$$

The spectrum of $\mathcal{N}=2$ supersymmetric $S U(2)$ Yang-Mills theory has a monopole of charge $n_{m}=1$ and dyons of charge $\left(n_{e}, n_{m}\right)=(n, 1)$. Quantization of these solitons leads to states which preserve half of the supersymmetries and arrange themselves into an $\mathcal{N}=2$ supersymmetric massive hypermultiplet, with central charge given semi-classically by

$$
\begin{equation*}
Z=a\left(n_{e}+\tau_{\mathrm{cl}} n_{m}\right) \tag{7.21}
\end{equation*}
$$

These states satisfy the Bogomolnyi bound $M=\sqrt{2}|Z|$ and are called BPS states. As we shall see, (7.21) becomes corrected in the full quantum theory.

## 7.2. $\mathrm{Sl}(2, \mathbf{Z})$ duality of the effective action

One of the most important aspects of the LEEA described by an $\mathcal{N}=2$ supersymmetric prepotential is that one can perform an $\mathrm{Sl}(2, \mathbf{Z})$ transformation to obtain another description of the same low energy theory. These different descriptions involve different parametrizations of the quantum moduli space. Depending on the region we are looking at, some parametrizations will be more appropriate than others, and this will play a crucial role in the rest of this book.

The duality transformations of the $\mathcal{N}=2$ supersymmetric LEEA are, in fact, a generalization of the usual duality of abelian Maxwell theory. Let us then start with the Maxwell action in Minkowski space, with conventions $\left(F_{\mu \nu}\right)^{2}=-\left(\widetilde{F}_{\mu \nu}\right)^{2}$ and $\widetilde{F}=-F:$

$$
\begin{equation*}
\frac{1}{32 \pi} \operatorname{Im} \int \tau(a)(F+i \widetilde{F})^{2}=\frac{1}{16 \pi} \operatorname{Im} \int \tau(a)\left(F^{2}+i \widetilde{F} F\right) . \tag{7.22}
\end{equation*}
$$

Usually we take the gauge connection $A_{\mu}$ as the basic field, with $F=d A$, and then it follows that $d F=0$ (the Bianchi identity). But we can regard
$F$ as an independent field and implement the Bianchi identity by introducing a Lagrange multiplier vector field $V_{D}$. To fix the Lagrange multiplier term, $U(1) \subset S U(2)$ is normalized such that all $S O(3)$ fields have integer charges. With this convention a magnetic monopole satisfies $\epsilon^{0 \mu \nu \rho} \partial_{\mu} F_{\nu \rho}=8 \pi \delta^{(3)}(x)$. The Lagrange multiplier term can now be constructed by coupling $V_{D}$ to a monopole:

$$
\begin{equation*}
\frac{1}{8 \pi} \int V_{D \mu} \epsilon^{\mu \nu \rho \sigma} \partial_{\nu} F_{\rho \sigma}=\frac{1}{8 \pi} \int \widetilde{F}_{D} F=\frac{1}{16 \pi} \operatorname{Re} \int\left(\widetilde{F}_{D}-i F_{D}\right)(F+i \widetilde{F}) \tag{7.23}
\end{equation*}
$$

with $F_{D \mu \nu}=\partial_{\mu} V_{D \nu}-\partial_{\nu} V_{D \mu}$. Adding this to the gauge field action and integrating over $F$ we obtain the dual theory

$$
\begin{equation*}
\frac{1}{32 \pi} \operatorname{Im} \int\left(-\frac{1}{\tau}\right)\left(F_{D}+i \widetilde{F}_{D}\right)^{2}=\frac{1}{16 \pi} \operatorname{Im} \int\left(-\frac{1}{\tau}\right)\left(F_{D}^{2}+i \widetilde{F}_{D} F_{D}\right) \tag{7.24}
\end{equation*}
$$

We want to show that something similar happens in the effective theory described by (7.6). We can, in fact, perform a generalization in $\mathcal{N}=1$ superspace of the dualization procedure which we have presented. Let us consider first the second term in (7.6):

$$
\begin{equation*}
\frac{1}{8 \pi} \operatorname{Im} \int d^{2} \theta \tau(A) W^{2} \tag{7.25}
\end{equation*}
$$

The Bianchi identity is now replaced by $\operatorname{Im} \mathcal{D} W=0$. This can be implemented by introducing a vector superfield $V_{D}$ and the corresponding Lagrange multiplier term becomes

$$
\begin{align*}
\frac{1}{4 \pi} \operatorname{Im} \int d^{4} x d^{4} \theta V_{D} \mathcal{D} W & =\frac{1}{4 \pi} \operatorname{Re} \int d^{4} x d^{4} \theta i \mathcal{D} V_{D} W  \tag{7.26}\\
& =-\frac{1}{4 \pi} \operatorname{Im} \int d^{4} x d^{2} \theta W_{D} W
\end{align*}
$$

Adding this to the action and integrating out $W$, we obtain the dual action

$$
\begin{equation*}
\frac{1}{8 \pi} \operatorname{Im} \int d^{2} \theta\left(-\frac{1}{\tau(A)} W_{D}^{2}\right) \tag{7.27}
\end{equation*}
$$

The conclusion of this analysis is the following: the effect of the duality transformation is to replace a gauge field which couples to electric charges by a dual gauge field which couples to magnetic charges, and at the same time the gauge coupling is transformed as

$$
\begin{equation*}
\tau \rightarrow \tau_{D}=-\frac{1}{\tau} \tag{7.28}
\end{equation*}
$$

This is the famous electric-magnetic duality of $U(1)$ gauge theory. Notice that it transforms weak coupling (small $g$ ) in strong coupling (large $g$ ), and vice versa. Another symmetry of the theory comes from the periodicity of the $\Theta$ angle: the theory is invariant under the shift $\Theta \rightarrow \Theta+2 \pi$. Since this corresponds to $\tau \rightarrow \tau+1$, we should consider the group $\mathrm{Sl}(2, \mathbf{Z})$ generated by these two transformations:

$$
\mathrm{Sl}(2, \mathbf{Z})=\left\{\left(\begin{array}{ll}
a & b  \tag{7.29}\\
c & d
\end{array}\right): a, b, c, d \in \mathbf{Z}, a d-b c=1\right\} .
$$

This is the so called duality group of our theory, and acts on $\tau$ as

$$
\begin{equation*}
\tau \rightarrow \frac{a \tau+b}{c \tau+d} \tag{7.30}
\end{equation*}
$$

The transformations $\tau \rightarrow-1 / \tau$ and $\tau \rightarrow \tau+1$ are implemented by the matrices

$$
S=\left(\begin{array}{cc}
0 & 1  \tag{7.31}\\
-1 & 0
\end{array}\right), \quad T=\left(\begin{array}{cc}
1 & 1 \\
0 & 1
\end{array}\right)
$$

In order to show that the effective theory (7.6) has this duality group, we have to analyse the first term in (7.6), which involves the chiral superfield $A$. Let us introduce $h(A)=\partial \mathcal{F} / \partial A$. In terms of this, $\tau(A)=\partial h(A) / \partial A$ and the scalar kinetic energy term becomes $\operatorname{Im} \int d^{4} \theta h(A) \bar{A}$. The dual theory corresponding to (7.28) is defined by a dual chiral field

$$
\begin{equation*}
A_{D}=h(A)=\frac{\partial \mathcal{F}}{\partial A} \tag{7.32}
\end{equation*}
$$

Under this transformation the scalar kinetic energy term transforms to

$$
\begin{equation*}
\operatorname{Im} \int d^{4} \theta h(A) \bar{A}=\operatorname{Im} \int d^{4} \theta h_{D}\left(A_{D}\right) \bar{A}_{D} \tag{7.33}
\end{equation*}
$$

where $h_{D}(h(A))=-A$, and therefore retains its form. This transformation defines in particular a dual prepotential $\mathcal{F}_{D}\left(A_{D}\right)$ through the relation:

$$
\begin{equation*}
h_{D}\left(A_{D}\right)=\frac{\partial \mathcal{F}\left(A_{D}\right)}{\partial A_{D}}=-A \text {, } \tag{7.34}
\end{equation*}
$$

and therefore

$$
\begin{equation*}
-\frac{1}{\tau(A)}=-\frac{1}{h^{\prime}(A)}=h_{D}^{\prime}\left(A_{D}\right)=\tau_{D}\left(A_{D}\right) \tag{7.35}
\end{equation*}
$$

and the dual coupling constant is related to the original coupling constant $\tau$ through an $S$-duality transformation (7.28). In conclusion, given the effective

Lagrangian (7.6), which is written in an 'electric frame', (i.e., in terms of the $U(1)$ photon of the underlying $S U(2)$ theory), one can write it through a duality transformation in a 'magnetic' frame, i.e., in terms of a $U(1)$ gauge field which couples locally to magnetic monopoles. This transformation, induced by the matrix $S$, is usually called $S$-duality. In general we have an infinite number of frames or equivalent descriptions of the theory related by $\operatorname{Sl}(2, \mathbf{Z})$ transformations.

We can consider the effect of the full $\mathrm{Sl}(2, \mathbf{Z})$ group on $A$ and $\mathcal{F}$, or equivalently on $A$ and $A_{D}=\partial \mathcal{F} / \partial A$. The transformation (7.30) implies that

$$
\binom{A_{D}}{A} \rightarrow\left(\begin{array}{cc}
a & b  \tag{7.36}\\
c & d
\end{array}\right)\binom{A_{D}}{A} .
$$

The transformation of $\mathcal{F}$ can be easily obtained from (7.36), or equivalently from

$$
\begin{align*}
A_{D}^{\prime} & =a A_{D}+b A,  \tag{7.37}\\
A^{\prime} & =c A_{D}+d A .
\end{align*}
$$

The first equation can be integrated with respect to $A^{\prime}$ by using the second equation and the result is

$$
\begin{equation*}
\mathcal{F}^{\prime}=\frac{1}{2} b d A^{2}+\frac{1}{2} a c A_{D}^{2}+b c A A_{D}+\mathcal{F} . \tag{7.38}
\end{equation*}
$$

Finally, notice that the Kähler metric on moduli space,

$$
\begin{equation*}
d s^{2}=\operatorname{Im} \frac{d a_{D}}{d u} \frac{d \bar{a}}{d \bar{u}} d u d \bar{u}=-\frac{i}{2}\left(\frac{d a_{D}}{d u} \frac{d \bar{a}}{d \bar{u}}-\frac{d \bar{a}_{D}}{d \bar{u}} \frac{d a}{d u}\right) d u d \bar{u} \tag{7.39}
\end{equation*}
$$

is manifestly $\operatorname{Sl}(2, \mathbf{Z})$ invariant. Duality of the effective action implies that the correct expression for the central charge for an $\left(n_{e}, n_{m}\right)$ dyon must be

$$
\begin{equation*}
Z=a n_{e}+a_{D} n_{m} . \tag{7.40}
\end{equation*}
$$

This can be easily seen as follows: by analysing the coupling of hypermultiplets of electric charge $n_{e}$ to the chiral field $A$ in the effective action

$$
\begin{equation*}
\sqrt{2} n_{e} \widetilde{M} A M, \tag{7.41}
\end{equation*}
$$

one easily finds the expected mass $M=\sqrt{2}\left|a n_{e}\right|$. However, by $\operatorname{Sl}(2, \mathbf{Z})$ duality the mass of a monopole of charge $n_{m}$ must be given by $M=\sqrt{2}\left|a_{D} n_{m}\right|$. This leads to (7.40) for an arbitrary dyon. Notice that in the semi-classical limit $a_{D} \sim \tau a^{2}$, and one recovers (7.21).

The $\operatorname{Sl}(2, \mathbf{Z})$ covariance of the effective theory will be crucial for the structure of the Seiberg-Witten solution, and many of the quantities involved will be tensors under this transformation group. We will say that a quantity $F$ has weight ( $n, m$ ) under $\operatorname{Sl}(2, \mathbf{Z})$ if under the transformation (7.30) it behaves as

$$
\begin{equation*}
F \rightarrow(c \tau+d)^{n}(c \bar{\tau}+d)^{m} F . \tag{7.42}
\end{equation*}
$$

For example, $u$ has weight $(0,0)$, since it is the vacuum expectation value of a gauge-invariant operator (and as it will become clear later, it is a good global coordinate on moduli space). Therefore it should not depend on the description we use. One can also use (7.38) to show that

$$
\begin{equation*}
\mathcal{F}-\frac{1}{2} a a_{D} \tag{7.43}
\end{equation*}
$$

has weight $(0,0)$. Similarly, it is easy to see that $d u / d a$ has weight $(-1,0)$.

### 7.3. Elliptic curves

The exact solution of Seiberg-Witten is given in terms of quantities associated with an elliptic curve. This curve, also called a Seiberg-Witten curve, plays a crucial role in the solution and its topological applications, and therefore it is convenient to stop at this point and give a brief summary of the properties of elliptic curves that will be needed in the following.

As is well known, every algebraic curve of genus one can be written in the Weierstrass form

$$
\begin{equation*}
Y^{2}=4 X^{3}-g_{2} X-g_{3}=4\left(X-e_{1}\right)\left(X-e_{2}\right)\left(X-e_{3}\right) \tag{7.44}
\end{equation*}
$$

where the coefficients $g_{2}, g_{3}$ are related to the roots $e_{i}, i=1,2,3$, by the equations

$$
\begin{equation*}
g_{2}=-4\left(e_{2} e_{3}+e_{3} e_{1}+e_{1} e_{2}\right), \quad g_{3}=4 e_{1} e_{2} e_{3} \tag{7.45}
\end{equation*}
$$

The discriminant of the elliptic curve is defined by

$$
\begin{equation*}
\Delta=\prod_{i<j}\left(e_{i}-e_{j}\right)^{2}, \tag{7.46}
\end{equation*}
$$

and in terms of $g_{2}, g_{3}$ it is given by

$$
\begin{equation*}
\Delta=\frac{1}{16}\left(g_{2}^{3}-27 g_{3}^{2}\right) \tag{7.47}
\end{equation*}
$$

We can now use Abel's theorem, which states that an algebraic curve of genus one like (7.44) is of the form $\mathbf{C} / \Lambda$ for some lattice $\Lambda \subset \mathbf{C}$ with half periods $\omega_{1}, \omega_{3}$, such that $\operatorname{Im}\left(\omega_{3} / \omega_{1}\right)>0$. The map from $\mathbf{C} / \Lambda$ to the curve (7.44) is given by

$$
\begin{equation*}
\psi(z)=\left(\wp(z), \wp^{\prime}(z)\right)=(X, Y) \tag{7.48}
\end{equation*}
$$

where we consider $(X, Y)$ as inhomogeneous coordinates in $\mathbf{C P}{ }^{2}$, and the Weierstrass function $\wp(z)$ verifies the differential equation

$$
\begin{equation*}
\left(\wp^{\prime}(z)\right)^{2}=4 \wp(z)^{3}-g_{2} \wp(z)-g_{3} . \tag{7.49}
\end{equation*}
$$

Under this correspondence the half periods of the lattice $\Lambda, \omega_{i}, i=1,2,3$, $\omega_{2}=\omega_{1}+\omega_{3}$, are mapped to the roots $e_{i}=\wp\left(\omega_{i}\right)$ of the cubic equation in (7.44), and the differential $d z$ on $\mathbf{C} / \Lambda$ is mapped to the abelian differential of the first kind $d X / Y$. The map (7.48) has an inverse given by

$$
\begin{equation*}
z=\psi^{-1}(p)=\int_{\infty}^{p} \frac{d X}{Y} \tag{7.50}
\end{equation*}
$$

which is defined modulo $\Lambda$. We can obtain an explicit expression for the inverse map (7.50) by doing the change of variable $t^{2}=\left(e_{1}-e_{3}\right) /\left(X-e_{3}\right)$, to obtain

$$
\begin{equation*}
z=-\frac{1}{\sqrt{e_{1}-e_{3}}} F(\phi, k) \tag{7.51}
\end{equation*}
$$

where $F(\phi, k)$ is the incomplete elliptic integral of the first kind, with modulus $k^{2}=\left(e_{2}-e_{3}\right) /\left(e_{1}-e_{3}\right)$, and $\sin ^{2} \phi=\left(e_{1}-e_{3}\right) /\left(\wp(z)-e_{3}\right)$.

In fact, all these functions can be computed in terms of the roots $e_{i}$ and elliptic functions. First of all we have the periods of the abelian differential $d X / Y$. We take the branch cut on the $X$-plane from $e_{3}$ to $e_{2}$, and from $e_{1}$ to infinity, so that the $\alpha_{1}$ and $\alpha_{2}$ cycles of the torus circle around $e_{1}-e_{2}$ and around $e_{3}-e_{2}$, respectively. Therefore the periods of the abelian differential $d X / Y$ are given by

$$
\begin{align*}
& 2 \omega_{3}=\oint_{\alpha_{1}} \frac{d X}{Y}=\int_{e_{1}}^{e_{2}} \frac{d X}{\sqrt{\left(X-e_{1}\right)\left(X-e_{2}\right)\left(X-e_{3}\right)}} \\
& 2 \omega_{1}=\oint_{\alpha_{2}} \frac{d X}{Y}=\int_{e_{3}}^{e_{2}} \frac{d X}{\sqrt{\left(X-e_{1}\right)\left(X-e_{2}\right)\left(X-e_{3}\right)}} \tag{7.52}
\end{align*}
$$

Introducing now the complementary modulus $k^{2}=1-k^{2}$, we obtain a representation of the periods in terms of the complete elliptic integral of the first
kind,

$$
\begin{align*}
& \omega_{3}=\frac{i}{\sqrt{e_{1}-e_{3}}} K^{\prime}(k),  \tag{7.53}\\
& \omega_{1}=\frac{1}{\sqrt{e_{1}-e_{3}}} K(k),
\end{align*}
$$

where $K^{\prime}(k) \equiv K\left(k^{\prime}\right)$. We will also need the Weierstrass $\zeta$ function which is defined by the equation $\zeta^{\prime}(z)=-\wp(z)$. Because of this property we have that

$$
\begin{equation*}
\eta_{i} \equiv \zeta\left(\omega_{i}\right)=-\int_{\omega_{j}}^{\omega_{2}} d z \wp(z), \quad i, j=1,3, j \neq i \tag{7.54}
\end{equation*}
$$

hence their values at the half periods can be computed in terms of complete elliptic integrals,

$$
\begin{align*}
\eta_{3} & =-i \frac{e_{3}}{\sqrt{e_{1}-e_{3}}} K^{\prime}(k)-i \sqrt{e_{1}-e_{3}} E^{\prime}(k), \\
\eta_{1} & =-\frac{e_{1}}{\sqrt{e_{1}-e_{3}}} K(k)+\sqrt{e_{1}-e_{3}} E(k) \tag{7.55}
\end{align*}
$$

where $E^{\prime}(k) \equiv E\left(k^{\prime}\right)$. These periods satisfy the so called Legendre's relation,

$$
\begin{equation*}
\eta_{1} \omega_{3}-\eta_{3} \omega_{1}=\frac{\pi i}{2} \tag{7.56}
\end{equation*}
$$

When the discriminant of an elliptic curve vanishes the curve becomes singular. It is easy to see that in such a situation at least one of the periods of the lattice goes to infinity, and geometrically this indicates that the corresponding cycle of the torus has 'pinched' and the curve has a node. Let us analyse the structure of the curve when $\omega_{1}=\infty$ while $\omega_{3}$ remains finite. It is easy to see that the roots are then given by

$$
\begin{equation*}
e_{1}=e_{2}=-\frac{e_{3}}{2}=-\frac{3 g_{3}}{2 g_{2}} . \tag{7.57}
\end{equation*}
$$

Elliptic functions degenerate to trigonometric functions in this limit (see Appendix $B$ ), and by using that $e_{3}=\wp\left(\omega_{3}\right)$, we find that the finite period is given by

$$
\begin{equation*}
\left(\frac{\pi}{2 \omega_{3}}\right)^{2}=\frac{9 g_{3}}{2 g_{2}} \tag{7.58}
\end{equation*}
$$

and evaluating $\zeta\left(\omega_{3}\right)$ leads to

$$
\begin{equation*}
2 \eta_{3} \omega_{3}=\frac{\pi^{2}}{6} \tag{7.59}
\end{equation*}
$$

When both periods go to infinity one has that $e_{i}=g_{2}=g_{3}=0$, and the curve has a cusp singularity $y^{2}=4 x^{3}$. In that case elliptic functions further degenerate to rational functions.

### 7.4. The exact solution of Seiberg and Witten

The exact answer for the low energy effective action of pure $\mathcal{N}=2$ supersymmetric Yang-Mills theory was given by Seiberg and Witten in terms of an auxiliary elliptic curve which will play a very important role in what follows. It is useful to rescale

$$
\begin{equation*}
a \rightarrow a / 2, \quad \tau \rightarrow 2 \tau \tag{7.60}
\end{equation*}
$$

so that $\tau=\theta / \pi+\left(8 \pi i / g^{2}\right)$. With these conventions the Seiberg-Witten curve is

$$
\begin{equation*}
y^{2}=x^{3}-u x^{2}+\frac{1}{4} x \tag{7.61}
\end{equation*}
$$

in units where $\Lambda=1$. This elliptic curve describes topologically a torus. To further specify the solution, we need another ingredient, which is an abelian differential $\lambda_{\text {SW }}$ on the elliptic curve, with the property that

$$
\begin{equation*}
\frac{d \lambda_{\mathrm{SW}}}{d u}=\frac{\sqrt{2}}{8 \pi} \frac{d x}{y} . \tag{7.62}
\end{equation*}
$$

This differential is usually called the Seiberg-Witten differential. The exact expression for the LEEA is completely determined by the expressions:

$$
\begin{equation*}
a_{D}=\oint_{\alpha_{1}} \lambda_{\mathrm{SW}}, \quad a=\oint_{\alpha_{2}} \lambda_{\mathrm{SW}} \tag{7.63}
\end{equation*}
$$

This determines $a, a_{D}$ in terms of $u$, and therefore determines implicitly the prepotential $\mathcal{F}(a)$ through $a_{D}=\partial \mathcal{F} / \partial a$.

It is not difficult to find an explicit expression for the Seiberg-Witten differential. By integrating (7.62) directly one finds:

$$
\begin{equation*}
\lambda_{\mathrm{SW}}=-\frac{\sqrt{2}}{4 \pi} \frac{y}{x^{2}} d x \tag{7.64}
\end{equation*}
$$

which, up to an exact differential $\sqrt{2} /(2 \pi) d(y / x)$, is given by

$$
\begin{equation*}
\lambda_{\mathrm{SW}}=\frac{\sqrt{2}}{8 \pi} \frac{d x}{y}(2 u-4 x) . \tag{7.65}
\end{equation*}
$$

Let us give a more explicit expression for the above integrals. The first thing to do is to write the Seiberg-Witten curve in the Weierstrass form (7.44). This curve (as well as the generalizations to theories with matter) has the form:

$$
\begin{equation*}
y^{2}=x^{3}+B x^{2}+C x+D \tag{7.66}
\end{equation*}
$$

where the coefficients $B, C$, and $D$ depend on the gauge-invariant parameter $u$ and the dynamical scale of the theory $\Lambda$ which we have set equal to one. To put this curve in the Weierstrass form it suffices to redefine the variables as

$$
\begin{equation*}
y=4 Y, \quad x=4 X-\frac{1}{3} B \tag{7.67}
\end{equation*}
$$

and the curve (7.66) now has the form given in (7.44) with

$$
\begin{equation*}
g_{2}=-\frac{1}{4}\left(C-\frac{1}{3} B^{2}\right), \quad g_{3}=-\frac{1}{16}\left(D+\frac{2 B^{3}}{27}-\frac{C B}{3}\right) . \tag{7.68}
\end{equation*}
$$

Notice that with the redefinition given in (7.67), the abelian differential of the first kind is $d X / Y=d x / y$. In the case of the Seiberg-Witten curve (7.61) it is easy to find that

$$
\begin{equation*}
g_{2}=\frac{1}{4}\left(\frac{u^{2}}{3}-\frac{1}{4}\right), \quad g_{3}=\frac{1}{48}\left(\frac{2 u^{3}}{9}-\frac{u}{4}\right) \tag{7.69}
\end{equation*}
$$

so that the discriminant of the curve is given by

$$
\begin{equation*}
\Delta=\frac{1}{4096}\left(u^{2}-1\right) \tag{7.70}
\end{equation*}
$$

and the roots $e_{i}$ have the explicit expression:

$$
\begin{equation*}
e_{1}=\frac{u}{24}+\frac{\sqrt{u^{2}-1}}{8}, \quad e_{2}=\frac{u}{24}-\frac{\sqrt{u^{2}-1}}{8}, \quad e_{3}=-\frac{u}{12} \tag{7.71}
\end{equation*}
$$

Of course, at this point this labeling only holds up to permutation, but we will show in a moment that with the above conventions this is the right choice.

Notice that

$$
\begin{equation*}
\frac{d a_{D}}{d u}=\frac{\sqrt{2}}{4 \pi} \omega_{3}, \quad \frac{d a}{d u}=\frac{\sqrt{2}}{4 \pi} \omega_{1}, \tag{7.72}
\end{equation*}
$$

and therefore

$$
\begin{equation*}
\tau=\frac{d a_{D}}{d a}=\frac{\omega_{3}}{\omega_{1}}, \tag{7.73}
\end{equation*}
$$

i.e., the effective gauge coupling constant is the $\tau$ parameter of the elliptic curve. In particular, $\operatorname{Im} \tau>0$, as required for the positivity of the Kähler metric (7.8) on moduli space.

In order to compute $a$ and $a_{D}$ we have to compute the integrals:

$$
\begin{align*}
a_{D} & =\frac{\sqrt{2}}{\pi} \int_{\omega_{1}}^{\omega_{2}} d z\left(\frac{u}{6}-4 \wp(z)\right),  \tag{7.74}\\
a & =\frac{\sqrt{2}}{\pi} \int_{\omega_{3}}^{\omega_{2}} d z\left(\frac{u}{6}-4 \wp(z)\right) .
\end{align*}
$$

Using (7.54) and $\zeta\left(\omega_{2}\right)=\zeta\left(\omega_{1}\right)+\zeta\left(\omega_{3}\right)$ we obtain

$$
\begin{align*}
a_{D} & =\frac{\sqrt{2}}{\pi}\left(4 \zeta\left(\omega_{3}\right)+\frac{u}{6} \omega_{3}\right),  \tag{7.75}\\
a & =\frac{\sqrt{2}}{\pi}\left(4 \zeta\left(\omega_{1}\right)+\frac{u}{6} \omega_{1}\right),
\end{align*}
$$

The use of elliptic functions leads to some useful results in Seiberg-Witten theory. For example, using Legendre's relation (7.56) one finds that

$$
\begin{equation*}
a\left(\frac{d a_{D}}{d u}\right)-a_{D}\left(\frac{d a}{d u}\right)=\frac{i}{\pi} \tag{7.76}
\end{equation*}
$$

which after integration leads to

$$
\begin{equation*}
\mathcal{F}-\frac{1}{2} a a_{D}=-\frac{i}{2 \pi} u \tag{7.77}
\end{equation*}
$$

which confirms that $u$ has weight $(0,0)$ under $\operatorname{Sl}(2, \mathbf{Z})$.
Now we will analyse in more detail the exact solution of Seiberg and Witten by first checking that it reproduces the known weak coupling behavior, and then by looking at the strong coupling regime.

We first look at the weak coupling regime, the regime where $u \rightarrow \infty$. In this case one finds:

$$
\begin{equation*}
e_{1}=\frac{u}{6}-\frac{1}{16 u}+\cdots, \quad e_{2}=-\frac{u}{12}+\frac{1}{16 u}+\cdots \tag{7.78}
\end{equation*}
$$

Now using the expansions of the elliptic integral of the first kind for small $k^{2}$,

$$
\begin{align*}
K(k) & =\frac{\pi}{2}\left\{1+\frac{1}{4} k^{2}+\cdots\right\} \\
K^{\prime}(k) & =\log \frac{4}{k}+\frac{1}{4}\left(\log \frac{4}{k}-1\right) k^{2}+\cdots \tag{7.79}
\end{align*}
$$

we find

$$
\begin{align*}
& \omega_{3}=\frac{2 i}{\sqrt{u}}\left(\log u+3 \log 2+\mathcal{O}\left(\frac{1}{u}\right)\right) \\
& \omega_{1}=\frac{\pi}{\sqrt{u}}\left(1+\mathcal{O}\left(\frac{1}{u}\right)\right) \tag{7.80}
\end{align*}
$$

and

$$
\begin{equation*}
\tau(u)=\frac{2 i}{\pi}(\log u+3 \log 2)+\mathcal{O}\left(\frac{1}{u}\right) \tag{7.81}
\end{equation*}
$$

in agreement with the one-loop result. By using the expansion of the complete elliptic integral of the second kind,

$$
\begin{align*}
E(k) & =\frac{\pi}{2}\left\{1-\frac{1}{4} k^{2}+\cdots\right\}  \tag{7.82}\\
E^{\prime}(k) & =1+\frac{1}{2}\left(\log \frac{4}{k}-\frac{1}{2}\right) k^{2}+\cdots
\end{align*}
$$

one can derive the leading terms of the expansions of $\zeta\left(\omega_{3,1}\right)$,

$$
\begin{align*}
& \zeta\left(\omega_{3}\right)=\frac{i}{6} \sqrt{u} \log u-\frac{i}{6} \sqrt{u}+\cdots  \tag{7.83}\\
& \zeta\left(\omega_{1}\right)=\frac{\pi}{12} \sqrt{u}+\cdots
\end{align*}
$$

and use this to check the weak coupling expressions

$$
\begin{align*}
a & =\frac{\sqrt{2 u}}{2}\left(1+\mathcal{O}\left(\frac{1}{u}\right)\right),  \tag{7.84}\\
a_{D} & =\frac{i}{\pi} \sqrt{2 u}\left(\log u+\mathcal{O}\left(\frac{1}{u}\right)\right) .
\end{align*}
$$

Let us now analyse in more detail what happens at other points in the $u$-plane. There are clearly some special points in moduli space at which the curve (7.61) becomes singular. As we discussed at the end of section 3, this happens when two roots coincide and the discriminant vanishes. In the case of the Seiberg-Witten curve the singularities occur at $u= \pm 1$ in moduli space, where $e_{1}=e_{2}$. Let us first consider the point $u=1$. Since

$$
\begin{equation*}
k^{2}=\frac{u-\sqrt{u^{2}-1}}{u+\sqrt{u^{2}-1}} \tag{7.85}
\end{equation*}
$$

is one at $u=1$, the period $\omega_{1}$ diverges. Using (7.58) and (7.59) it is easy to see that at this point

$$
\begin{equation*}
a_{D}=0 . \tag{7.86}
\end{equation*}
$$

After expanding $a_{D}, a$ around $u=1$, also known as the monopole point, as will become clear below:

$$
\begin{align*}
a_{D} & =\frac{i}{2}(u-1)+\mathcal{O}(u-1)  \tag{7.87}\\
a & =-\frac{1}{4 \pi}(u-1) \log (u-1)+\mathcal{O}(u-1)
\end{align*}
$$

one finds that the dual coupling can be expanded as

$$
\begin{equation*}
\tau_{D}=-\frac{i}{2 \pi} \log a_{D}+\mathcal{O}\left(a_{D}\right) \tag{7.88}
\end{equation*}
$$

Using the general expression for the $\beta$-function of a $U(1)$ theory coupled to Weyl fermions of charges $Q_{f}$ and scalars with charge $Q_{s}$

$$
\begin{equation*}
\beta(g)=\frac{g^{3}}{16 \pi^{2}}\left(\sum_{f} \frac{2}{3} Q_{f}^{2}+\sum_{s} \frac{1}{6} Q_{s}^{2}\right) \tag{7.89}
\end{equation*}
$$

we see that the effective coupling (7.88) behaves as the coupling of a $\mathcal{N}=2$ supersymmetric $U(1)$ Yang-Mills theory coupled to a massive $\mathcal{N}=2$ supersymmetric hypermultiplet of charge 1 and mass $\sim a_{D}$. Therefore what is happening is the following: the $\mathcal{N}=2$ supersymmetric Yang-Mills theory has in its spectrum a magnetic monopole with charge $\left(n_{m}, n_{e}\right)=(1,0)$ and mass $M=\sqrt{2}\left|a_{D}\right|$. In the semi-classical regime, when $u, a \gg 1$, the monopole is quite massive, and its mass behaves as $\sim|u|^{1 / 2} \log |u|$. However, as we go to strong coupling the monopole becomes lighter and precisely at $u=1$ it becomes exactly massless. The fact that the the Seiberg-Witten solution has an apparent singularity at $u=1$ has now a simple explanation: to obtain the LEEA one has to integrate out massive degrees of freedom. In particular, at generic points in the $u$-plane we have to integrate out as well the massive monopoles in the spectrum. However, integrating out a massless particle leads to singularities in the effective action (as we saw in the simple example of the $W^{ \pm}$bosons), and at $u=1$ what we are seeing is precisely the singularity owing to integrating out the massless monopole. This is shown very explicitly in (7.88), where we see a logarithmic singularity in the one-loop effective coupling as the mass of the monopole running around the loop goes to zero.

A similar story takes place at $u=-1$ : what becomes massless there is the dyon with quantum numbers $\left(n_{e}, n_{m}\right)=(1,1)$. Although this is commonly referred to as a dyon (and we will do the same), it, is in fact, a monopole: owing to Witten's effect the effective electric charge is not $n_{e}$, but $q_{e}=$ $n_{e}+\operatorname{Re} \tau n_{m}$. Using the Seiberg-Witten exact solution one can check that $q_{e}=0$ at $u=-1$, so the particle becoming massless at $u=-1$ is physically a monopole, as it should be in view of the $u \rightarrow-u$ symmetry.

The picture that emerges from the Seiberg-Witten solution is then the following: the quantum moduli space of the $\mathcal{N}=2$ supersymmetric theory is still the $u$-plane, but with a corrected Kähler metric given by a non-trivial prepotential, and with a singular behavior not only at infinity, but also at $u= \pm 1$. On this $u$-plane there is a (flat) $\mathrm{Sl}(2, \mathbf{Z})$ vector bundle, and ( $\left.a_{D}, a\right)$ can be regarded as a section of this bundle. Different choices of the section are related by $\mathrm{Sl}(2, \mathbf{Z})$ transformations.

There is a subgroup of $\operatorname{Sl}(2, \mathbf{Z})$ that has a special significance, and it is called the monodromy group. This arises as follows: the $u$-plane has three punctures, at $u_{*}=\infty, 1,-1$. The punctures at $u= \pm 1$ correspond to the
singular behavior owed to the massless monopole and massless dyon, as we have discussed, whilst at $u=\infty$ we have the semi-classical region governed by the one-loop beta function. Since we have a flat bundle the homotopy group of the $u$-plane (which is generated by the non-trivial one-cycles around the punctures) gives a subgroup of the structure group of the bundle $\mathrm{Sl}(2, \mathbf{Z})$. This subgroup is the monodromy group, and it is also called the congruence subgroup of $\mathrm{Sl}(2, \mathbf{Z})$ associated with the Seiberg-Witten elliptic curve. An explicit presentation of this group can be obtained as follows: at $u=\infty$ the effect of $u \rightarrow \mathrm{e}^{2 \pi i} u$ on $a, a_{D}$ can be deduced from (7.84), and is given by the $\mathrm{Sl}(2, \mathbf{Z})$ transformation

$$
M_{\infty}=\left(\begin{array}{cc}
-1 & 4  \tag{7.90}\\
0 & -1
\end{array}\right)
$$

On the other hand, near $u=1$ the effect of $u-1 \rightarrow \mathrm{e}^{2 \pi i}(u-1)$ can be read from (7.87), and one finds

$$
M_{1}=\left(\begin{array}{cc}
1 & 0  \tag{7.91}\\
-1 & 1
\end{array}\right) .
$$

The monodromy $M_{-1}$ at $u=-1$ can be obtained from the requirement that $M_{1} M_{-1}=M_{\infty}$.

The matrices (7.90) and (7.91) generate the congruence subgroup $\Gamma^{0}(4)$ of $\operatorname{Sl}(2, \mathbf{Z})$, which is defined by

$$
\Gamma^{0}(4)=\left\{\left(\begin{array}{ll}
a & b  \tag{7.92}\\
c & d
\end{array}\right) \in \operatorname{Sl}(2, \mathbf{Z}): b \equiv 0 \bmod 4\right\} .
$$

This is the congruence subgroup of the Seiberg-Witten curve (7.61).
Since the Seiberg-Witten solution tells us the exact prepotential we can write the LEEA at any point in moduli space. At a generic point of the $u$-plane the low energy degrees of freedom are the fields of an $\mathcal{N}=2$ supersymmetric vector multiplet, and the LEEA is given by (7.6). However, near $u=1,-1$ this action becomes singular because we are integrating out a multiplet which is becoming massless. To cure the singularity we have to add this multiplet to the effective action. Suppose, for example, that we are near $u=1$. The monopole hypermultiplet couples locally to the dual $\mathcal{N}=2$ supersymmetric vector multiplet $\mathcal{A}_{D}$. Therefore, the LEEA will be the action of a $U(1) \mathcal{N}=2$ supersymmetric theory coupled to an $\mathcal{N}=2$ supersymmetric hypermultiplet with charge 1. The Lagrangian is then (7.6) written in terms of the $\mathcal{A}_{D}$, together with

$$
\begin{equation*}
\int d^{2} \theta d^{2} \bar{\theta}\left(M^{\dagger} e^{2 V_{D}} M+\widetilde{M}^{\dagger} e^{-2 V_{D}} \widetilde{M}\right)+\sqrt{2}\left(\int d^{2} \theta \widetilde{M} A_{D} M+\text { h.c. }\right) \tag{7.93}
\end{equation*}
$$

There is, however, an important subtlety: the LEEA in magnetic variables is determined by the dual prepotential $\mathcal{F}_{D}\left(a_{D}\right)$. This prepotential is obtained after integrating out the monopole, and this is what leads to a logarithmic divergence in the $\tau_{D}$ coupling near $u=1$. If we do not integrate out the monopole, but we include it in the action, the prepotential should be modified (and in particular the singularity of the modified prepotential should be smoothed out). The corrected prepotential $\widetilde{\mathcal{F}}_{D}\left(a_{D}\right)$ turns out to be determined by

$$
\begin{equation*}
\frac{d^{2}}{d a_{D}^{2}} \widetilde{\mathcal{F}}_{D}\left(a_{D}\right)=\tau_{D}-\frac{1}{2 \pi i} \log a_{D} \tag{7.94}
\end{equation*}
$$

and it is smooth. We will justify this in Chapter 9.

### 7.5. The Seiberg-Witten solution in terms of modular forms

In this section we provide some extra details about the Seiberg-Witten curve which will be important in the analysis of the $u$-plane integral.

So far we have parametrized the quantum moduli space by the $u$ variable. Since this moduli space describes a family of elliptic curves, we can parametrize it in terms of the $\tau$ modulus of the tori. Of course, there is an infinite family of frames which we can choose. In this section $\tau$ will denote the electric frame, which is the most convenient one for the semi-classical region. Since $\operatorname{Im} \tau>0, \tau$ lives in the upper half-plane of the complex plane $\mathcal{H}$. However, two values of $\tau$ which are related by an element of the monodromy group of the curve should be regarded as equivalent. In order to find the moduli space of the elliptic curve, we then have to take the quotient of $\mathcal{H}$ by the monodromy group. If the monodromy group was $\mathrm{Sl}(2, \mathbf{Z})$ we could take the standard fundamental domain

$$
\begin{equation*}
\mathcal{F}=\left\{\tau \in \mathcal{H}:-\frac{1}{2} \leq \operatorname{Re} \tau \leq \frac{1}{2},|\tau| \geq 1\right\} \tag{7.95}
\end{equation*}
$$

as our moduli space. However, the monodromy group of an elliptic curve is usually a subgroup of $\mathrm{Sl}(2, \mathbf{Z})$. In the case of the Seiberg-Witten curve we have seen that the monodromy group is $\Gamma^{0}(4)$. This is a congruence subgroup of $\mathrm{Sl}(2, \mathbf{Z})$ of index 6 , and $\mathrm{Sl}(2, \mathbf{Z})$ can be written as a union of cosets:

$$
\begin{equation*}
\operatorname{Sl}(2, \mathbf{Z})=\bigcup_{i=1}^{6} \alpha_{i}^{-1} \Gamma^{0}(4) \tag{7.96}
\end{equation*}
$$

where

$$
\begin{align*}
& \alpha_{1}=1, \quad \alpha_{2}=T, \alpha_{3}=T^{2} \\
& \alpha_{4}=T^{3}, \alpha_{5}=S, \alpha_{6}=T^{2} S \tag{7.97}
\end{align*}
$$

It is not difficult to prove that $\cup_{i=1}^{6} \alpha_{i} \mathcal{F}$ is a fundamental domain for $\Gamma^{0}(4)$. We then find that the moduli space of the Seiberg-Witten curve (when parametrized by $\tau$ ) is given by the fundamental domain of $\Gamma^{0}(4)$ :

$$
\begin{equation*}
\Gamma^{0}(4) \backslash \mathcal{H}=\mathcal{F} \cup T \cdot \mathcal{F} \cup T^{2} \cdot \mathcal{F} \cup T^{3} \cdot \mathcal{F} \cup S \cdot \mathcal{F} \cup T^{2} S \cdot \mathcal{F} \tag{7.98}
\end{equation*}
$$

The first four domains give the region of the cusp at $\tau \rightarrow i \infty$ and correspond to the semi-classical region. The region $S \cdot \mathcal{F}$ surrounds the cusp near $\tau=0$ and will be referred to as the monopole cusp (notice that $\tau=0$ is the value of the electric coupling constant at $u=1$ ). The region $T^{2} S \cdot \mathcal{F}$ surrounds the cusp near $\tau=2$ and corresponds to the massless dyon at $u=-1$.

One can, in fact, write all the quantities involved in the Seiberg-Witten solution in terms of (generalized) modular forms with respect to the congruence subgroup $\Gamma^{0}(4)$. Notice that the action of the modular group that we are considering here is conceptually different from the action of $\operatorname{Sl}(2, \mathbf{Z})$ which we have discussed so far. The $\operatorname{Sl}(2, \mathbf{Z})$ action discussed in section 2 is a change of frame for each point in the moduli space, whilst the $\Gamma^{0}(4)$ transformations in (7.98) relate different regions of the moduli space.

In order to write the relevant quantities explicitly, the starting point is the relation between the roots of the Weierstrass cubic (7.44) and the theta functions:

$$
\begin{align*}
e_{1} & =\left(\frac{\pi}{2 \omega_{1}}\right)^{2} \frac{1}{3}\left(\vartheta_{3}^{4}(\tau)+\vartheta_{4}^{4}(\tau)\right) \\
e_{2} & =\left(\frac{\pi}{2 \omega_{1}}\right)^{2} \frac{1}{3}\left(\vartheta_{2}^{4}(\tau)-\vartheta_{4}^{4}(\tau)\right)  \tag{7.99}\\
e_{3} & =-\left(\frac{\pi}{2 \omega_{1}}\right)^{2} \frac{1}{3}\left(\vartheta_{2}^{4}(\tau)+\vartheta_{3}^{4}(\tau)\right)
\end{align*}
$$

Our conventions on Jacobi theta functions can be found in Appendix B. It follows from (7.99) that the discriminant of the elliptic curve is given by

$$
\begin{equation*}
\Delta=\left(\frac{2 \pi}{\omega_{1}}\right)^{12} \eta^{24}(q) \tag{7.100}
\end{equation*}
$$

where we have used the property $\vartheta_{2}^{4}(\tau) \vartheta_{3}^{4}(\tau) \vartheta_{4}^{4}(\tau)=2^{4} \eta^{12}(q)$. By using the explicit expressions for the periods and $\tau$ in the electric frame, at large $u$, one
can check that the identification between the roots and the theta functions given in (7.99) is the correct one.

The next step is to find an expression for the period $\omega_{1}$ and for $u$ in terms of modular forms. This is easily done by using that $e_{3}=-u / 12$, and that

$$
\begin{equation*}
e_{2}-e_{1}=\frac{1}{4} \sqrt{u^{2}-1}=\left(\frac{\pi}{2 \omega_{1}}\right)^{2} \vartheta_{4}^{4}(\tau) . \tag{7.101}
\end{equation*}
$$

Using these results one can obtain:

$$
\begin{equation*}
u=\frac{1}{2} \frac{\vartheta_{2}^{4}(\tau)+\vartheta_{3}^{4}(\tau)}{\left(\vartheta_{2} \vartheta_{3}\right)^{2}} \tag{7.102}
\end{equation*}
$$

and

$$
\begin{equation*}
h(\tau)=\frac{d a}{d u}=\frac{1}{2} \vartheta_{2} \vartheta_{3} . \tag{7.103}
\end{equation*}
$$

In order to find expressions in terms of modular forms for the remaining quantities involved in the Seiberg-Witten solution, the only extra ingredient we need is the relation between the value of the $\zeta$ function at the half period and the Eisenstein series,

$$
\begin{equation*}
\zeta\left(\omega_{1}\right)=\frac{\pi^{2}}{12 \omega_{1}} E_{2}(\tau) \tag{7.104}
\end{equation*}
$$

which gives

$$
\begin{equation*}
a=\frac{1}{6}\left(\frac{2 E_{2}+\vartheta_{2}^{4}+\vartheta_{3}^{4}}{\vartheta_{2} \vartheta_{3}}\right) . \tag{7.105}
\end{equation*}
$$

By performing an $S$-duality transformation, one can easily derive the expressions for the dual quantities listed in Appendix B (except for $a_{D}, \tau_{D}$ and $q_{D}$, these quantities are denoted by the subindex $M$, which refers to 'monopole'.)
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## Chapter 8

## The $u$-plane Integral

In this chapter we put together all the previous ingredients in order to compute the Donaldson-Witten generating function by using the SeibergWitten solution for the LEEA. This computation involves in general an integration over the moduli space of vacua parametrized by $u$. This $u$-plane integral was analysed in detail by Moore and Witten. Although this integral is different from zero only when $b_{2}^{+}=1$, it turns out that it gives a very effective method of deriving the expression for the Donaldson invariants in the general case.

### 8.1. The basic principle (or, 'Coulomb + Higgs $=$ Donaldson')

Now that we have a low energy description of $\mathcal{N}=2$ supersymmetric Yang-Mills theory, we can use it to compute the functional integral of Donaldson-Witten theory, and therefore to compute the Donaldson invariants. In the physical theory, using the effective theory in the two-derivative approximation only gives approximate results, which are valid for energies much lower than the dynamical scale $\Lambda$. For example, the two-derivative approximation to the pion Lagrangian of quantum cromodynamics gives only the bare bones of the pion-pion scattering amplitude. But in a topological theory the correlation functions of observables do not depend on the scale, and therefore the low energy approximation should be exact, without any further correction. We conclude that the two-derivative LEEA, after twisting, is all we need in order to compute $Z_{\mathrm{DW}}$ in (5.48). This can be stated in yet another way: since Donaldson-Witten theory is topological, we can compute correlation functions either at high energy (small distances), or at low energy (long distances). The underlying physical theory, as we have seen in the last chapter, is asymptotically free, therefore very high energy means very small coupling constant, and we know from the analysis in Chapter 5 that the semiclassical computation of correlation functions leads directly to the definition
of Donaldson invariants. On the other hand, at very low energy we can use the LEEA, and this leads to a twisted abelian theory with monopoles and to the Seiberg-Witten invariants. It follows that Donaldson invariants can be computed by using a $U(1)$ twisted $\mathcal{N}=2$ supersymmetric theory, possibly coupled to monopole matter fields.

What is the general structure of the computations in the low energy theory? In a physical theory in Minkowski space, one does not integrate over zero-modes which are not normalizable. These modes are rather parameters that specify our theory. For example, the $u$-plane description which we have presented in the previous section gives, in fact, a family of theories parametrized by $u$, since in a non-compact space the zero-mode of the scalar field $u$ is not normalizable. However, on a compact manifold a scalar zeromode is normalizable and we have to integrate over it. Indeed, computing correlation functions on a compact manifold requires one to perform a sum over the contributions of all the vacua. This means that the evaluation of $Z_{\mathrm{DW}}$ in the effective theory involves an integration over the $u$-plane, i.e., over the Coulomb branch of $\mathcal{N}=2$ supersymmetric Yang-Mills theory.

However, there are two points in the $u$-plane where something special happens: these are the points $u= \pm 1$ at which there are extra degrees of freedom becoming massless. At these points the contribution from the effective theory has to be different, since for example we will have to perform a functional integral over these extra degrees of freedom. We then expect that $Z_{\text {DW }}$ looks like

$$
\begin{equation*}
Z_{\mathrm{DW}}=Z_{u}+Z_{u=1}+Z_{u=-1} \tag{8.1}
\end{equation*}
$$

where the first summand is the integral over the $u$-plane, and the second and third terms come from the localized contributions of the monopole and the dyon singularities. This basic structure can be summarized by the principle 'Donaldson $=$ Coulomb + Higgs'. 'Higgs' refers to the scalars in the monopole and dyon multiplet, of course. The rest of this chapter is devoted to explaining (8.1) in detail.

### 8.2. Effective topological quantum field theory on the u-plane

It turns out that it is more convenient to start our analysis with $Z_{u}$. The reason is that (modulo some subtleties which we will explain in due time) the computation of $Z_{u}$ involves just the twisted version of the effective Lagrangian (7.6). This is done as in Donaldson-Witten theory, with the
simplification that the theory described by (7.6) is abelian, but with the complication that it has an arbitrary prepotential (the abelian version of Donaldson-Witten theory corresponds to the prepotential $\left.\mathcal{F}=a^{2} / 2\right)$. In any case, the $\overline{\mathcal{Q}}$ symmetry is precisely the abelian version of (5.29) (after the rescaling (7.60)). We can easily obtain from (7.10) the Lagrangian density:

$$
\begin{align*}
\mathcal{L}= & \frac{i}{16 \pi}\left(\bar{\tau} F_{+}^{\prime} \wedge F_{+}^{\prime}+\tau F_{-}^{\prime} \wedge F_{-}^{\prime}\right)+\frac{1}{8 \pi} \operatorname{Im} \tau d a \wedge * d \bar{a}-\frac{1}{8 \pi}(\operatorname{Im} \tau) D \wedge * D \\
& -\frac{1}{16 \pi} \tau \psi \wedge * d \eta+\frac{1}{16 \pi} \bar{\tau} \eta \wedge d * \psi+\frac{1}{8 \pi} \tau \psi \wedge d \chi-\frac{1}{8 \pi} \bar{\tau} \chi \wedge d \psi \\
& +\frac{i \sqrt{2}}{16 \pi} \frac{d \bar{\tau}}{d \bar{a}} \eta \chi \wedge\left(D_{+}+F_{+}\right)-\frac{i \sqrt{2}}{2^{7} \pi} \frac{d \tau}{d a}(\psi \wedge \psi) \wedge\left(F_{-}^{\prime}+D_{+}\right) \\
& +\frac{i}{3 \cdot 2^{11} \pi} \frac{d^{2} \tau}{d a^{2}} \psi \wedge \psi \wedge \psi \wedge \psi-\frac{\sqrt{2} i}{3 \cdot 2^{5} \pi}\left\{\overline{\mathcal{Q}}, \frac{d \bar{\tau}}{d \bar{a}} \chi_{\mu \nu} \chi^{\nu \lambda} \chi_{\lambda}{ }^{\mu}\right\} \sqrt{g} d^{4} x . \tag{8.2}
\end{align*}
$$

This can be also written in terms of the fourth descendant of the prepotential:

$$
\begin{align*}
\mathcal{L}= & \frac{i}{6 \pi} G^{4} \mathcal{F}(a)+\frac{1}{16 \pi}\left\{\overline{\mathcal{Q}}, \overline{\mathcal{F}}^{\prime \prime} \chi\left(D+F_{+}^{\prime}\right)\right\}-\frac{i \sqrt{2}}{32 \pi}\left\{\overline{\mathcal{Q}}, \overline{\mathcal{F}}^{\prime} d * \psi\right\} \\
& -\frac{\sqrt{2} i}{3 \cdot 2^{5} \pi}\left\{\overline{\mathcal{Q}}, \overline{\mathcal{F}}^{\prime \prime \prime} \chi_{\mu \nu} \chi^{\nu \lambda} \chi_{\lambda}{ }^{\mu}\right\} \sqrt{g} d^{4} x, \tag{8.3}
\end{align*}
$$

where $G$ is the operator defined in (5.32).
However, the effective action of the topological theory has some extra terms which can not be derived from the physical theory (7.10) in Minkowski space. It is well known that effective field theories in curved space contain extra couplings to the background metric, and these are the extra terms which we are missing in (8.2). When the theory is topological the extension of the theory to curved space is restricted by $\overline{\mathcal{Q}}$-invariance. The extra terms are forced to have the structure

$$
\begin{equation*}
\int d^{4} x \sqrt{g} g(u) F\left(g_{\mu \nu}\right) \tag{8.4}
\end{equation*}
$$

where $F\left(g_{\mu \nu}\right)$ is some functional of the metric, and $\overline{\mathcal{Q}}$-invariance implies that $g(u)$ should be a holomorphic function of $u$ (since $[\overline{\mathcal{Q}}, \bar{a}] \neq 0$ ). Moreover, since the theory is topological the functionals of the metric have to give rise to topological invariants of the four-manifold. The only topological invariants that can be written as local functionals of the metric are

$$
\begin{equation*}
\int_{X} \operatorname{Tr}(R \wedge * R), \quad \int_{X} \operatorname{Tr}(R \wedge R) \tag{8.5}
\end{equation*}
$$

which are proportional to the Euler characteristic $\chi$ and the signature $\sigma$, respectively. Therefore the integrand of the functional integral $\exp \left(-S_{\text {eff }}\right)$ will contain an extra factor

$$
\begin{equation*}
A(u)^{\chi} B(u)^{\sigma} \tag{8.6}
\end{equation*}
$$

which can be regarded as a contribution to the effective measure of the low energy theory. Fortunately, the couplings in (8.6) can be determined by holomorphy and anomaly considerations. The basic idea is the following: as we have seen in the previous chapter, the microscopic theory has an anomalous $U(1)_{R}$ symmetry. This means that the quantum measure has a certain weight under a $U(1)_{R}$ transformation, which on a general four-manifold will depend on $\chi$ and $\sigma$. On the other hand, the effective measure of the low energy theory is its canonical measure times the factor (8.6). Therefore, requiring that the effective measure reproduces the anomaly of the microscopic measure may fix the value of (8.6).

Let us see how this works in some detail. Consider the theory at large $u$. The effective theory is a $U(1)$ gauge theory. Under the anomalous $U(1)_{R}$ symmetry the measure of the microscopic theory transforms as in (7.17). However, the Dirac operator has changed after twisting the theory (the spinors are now differential forms). The resulting operator is, in fact, the operator associated to the complex (2.46), and its index is given on a four-manifold and for the gauge group $S U(2)$ by:

$$
\begin{equation*}
-8 k+\frac{3}{2}(\chi+\sigma) \tag{8.7}
\end{equation*}
$$

In flat space the anomaly is just $8 k$, and this is what explained the spontaneous breaking of the $U(1)_{R}$ symmetry. The gravitational part of this anomaly is $\frac{3}{2}(\chi+\sigma)$ : the $U(1)$ photon multiplet and the $W^{ \pm}$contribute $\frac{1}{2}(\chi+\sigma)$ each. However, the canonical measure of the effective theory only gives $\frac{1}{2}(\chi+\sigma)$ (since it only contains the $U(1)$ photon multiplet), and the remaining anomaly should be reproduced by the effective interaction (8.6) (since it comes from integrating out the massive $W^{ \pm}$multiplets which carry the remaining anomaly). As $u$ has $R$-charge 4 we must have (for $u \rightarrow \infty$ ):

$$
\begin{equation*}
A(u)^{\chi} B(u)^{\sigma} \sim u^{(\chi+\sigma) / 4} \tag{8.8}
\end{equation*}
$$

Let us now consider the effective theory near $u=1,-1$. Near $u=1$ there is an extra light degree of freedom, the monopole. The measure of the
twisted effective theory including the monopole now has $R$-charge

$$
\begin{equation*}
\frac{1}{2}(\chi+\sigma)-\frac{c_{1}(L)^{2}}{4}+\frac{\sigma}{4} \tag{8.9}
\end{equation*}
$$

Since the LEEA does not include the monopole, it misses the $\sigma / 4$. But the full $u$-plane theory near $u=1$ is obtained by integrating out the monopole, therefore the effective measure (8.6) has to reproduce this anomaly. Remember that in the monopole theory $a_{D}$ has $R$-charge 2 , and since $a_{D} \sim u-1$ we have for $u \rightarrow 1$

$$
\begin{equation*}
A(u)^{\chi} B(u)^{\sigma} \sim(u-1)^{\sigma / 8} . \tag{8.10}
\end{equation*}
$$

In the same way we have that

$$
\begin{equation*}
A(u)^{\chi} B(u)^{\sigma} \sim(u+1)^{\sigma / 8} \tag{8.11}
\end{equation*}
$$

for $u \rightarrow-1$. Looking at (8.8) and (8.11), we see that the function

$$
\begin{equation*}
B(u)^{\sigma}=\beta^{\sigma}\left(u^{2}-1\right)^{\sigma / 8} \tag{8.12}
\end{equation*}
$$

where $\beta$ is a constant, satisfies our requirements. Notice that this holomorphic function is invariant under duality transformations (since $u$ has weight $(0,0)$ ), and it involves in a natural way the discriminant of the Seiberg-Witten curve.

The function $A(u)$ is trickier. It should not have zeros or poles at $u= \pm 1$, since the anomaly at those points does not have any $\chi$-dependence. It turns out that

$$
\begin{equation*}
\left(\frac{d u}{d a}\right)^{\chi / 2} \tag{8.13}
\end{equation*}
$$

satisfies all the requirements. Notice that this is not invariant under duality transformations: it transforms with weight $-\chi / 2$. When we choose the appropriate local coordinate, it is clear that $d u / d a$ has not zeroes or poles at $u= \pm 1$ (for example, at the monopole point $d u / d a_{D}=-2 i$ ). Since $u \sim a^{2}$ as $u \rightarrow \infty,(8.13)$ behaves as $u^{\chi / 4}$ in the semi-classical region. We then have

$$
\begin{equation*}
A(u)^{\chi}=\alpha^{\chi}\left(\frac{d u}{d a}\right)^{\chi / 2}, \tag{8.14}
\end{equation*}
$$

where $\alpha$ is a constant. We will see later that, in fact, the weight of $A(u)^{\chi}$ under $\mathrm{Sl}(2, \mathbf{Z})$ is the required one to have a consistent $u$-plane integral.

There is another topological term that we have to add to the effective action. This is the coupling

$$
\begin{equation*}
\frac{i}{4} \int_{X} F \wedge w_{2}(X) \tag{8.15}
\end{equation*}
$$

where $w_{2}(X)$, the second Stiefel-Whitney class of $X$, is interpreted as a gravitational background. We will see that, in fact, such a term is required for consistency of the $u$-plane integral (and this fixes the coefficient in (8.15)), and is responsible for the property of the line bundle of the magnetic theory giving rise to a $\mathrm{Spin}_{c}$ structure. It can be also derived directly by integrating out the massive fermions in the twisted theory.

The main result of this discussion is that the effective measure of the low energy field theory is given by the canonical measure multiplied by

$$
\begin{equation*}
A^{\chi} B^{\sigma}=\alpha^{\chi} \beta^{\sigma}\left(u^{2}-1\right)^{\sigma / 8}\left(\frac{d u}{d a}\right)^{\chi / 2} \tag{8.16}
\end{equation*}
$$

The values of $\alpha, \beta$ can be obtained by comparison with mathematical results. It turns out that

$$
\begin{equation*}
\alpha^{4}=-\frac{2}{\pi}, \quad \beta^{4}=-\frac{16}{\pi} . \tag{8.17}
\end{equation*}
$$

In addition to the measure and the action itself we have to include the observables of the theory. In principle, the low energy operators are obtained from the high energy operators by integrating out massive modes, and a priori it is not simple to obtain their explicit expressions. However, in the case at hand we can use the topological structure to find the operators in the effective theory. As we explained in detail in Chapter 5, the observables of Donaldson theory (in the $S U(2)$ case) are the operator $\mathcal{O}=\operatorname{Tr}\left(\phi^{2}\right)$ together with its topological descendants. In order to obtain the corresponding observables in the low energy theory we first notice that $\mathcal{O}$ corresponds (up to a normalization) to $u$, as follows from (7.3). In fact, we will have

$$
\begin{equation*}
\mathcal{O} \rightarrow 2 u \tag{8.18}
\end{equation*}
$$

where the normalization factor 2 is chosen to agree with the usual normalization in Donaldson theory. We now note that the effective theory is also topological, and in particular it contains a descent operator $G$. Since the operators in Donaldson theory are obtained by topological descent from $\mathcal{O}$, the corresponding operators in the low energy theory are obtained from $u$ by using the canonical solution to the topological descent equations, i.e., by
acting with the operator $G$ on $u$. In this way we find

$$
\begin{align*}
I_{1}(\gamma) \rightarrow \widetilde{I}_{1}(\gamma) & =a_{1} \int_{\gamma} G u=\frac{a_{1}}{4 \sqrt{2}} \frac{d u}{d a} \int_{\gamma} \psi \\
I_{2}(S) \rightarrow \widetilde{I}_{2}(S) & =\frac{i}{\pi \sqrt{2}} \int_{S} G^{2} u  \tag{8.19}\\
& =\frac{i}{\pi \sqrt{2}} \int_{S}\left\{\frac{1}{32} \frac{d^{2} u}{d a^{2}} \psi \wedge \psi-\frac{\sqrt{2}}{4} \frac{d u}{d a}\left(F_{-}+D_{+}\right)\right\} .
\end{align*}
$$

In this equation we have rescaled the action of $G$ in the way prescribed by (7.60). The overall normalizations of the observables are chosen again in order to agree with the normalizations in Donaldson theory, and

$$
\begin{equation*}
a_{1}=\pi^{-1 / 2} 2^{3 / 4} \mathrm{e}^{-i \pi / 4} \tag{8.20}
\end{equation*}
$$

In writing the above correspondence between high energy and low energy operators we have not taken into account an important subtlety: in general, integrating out high-energy modes and taking products of operators are operations which do not commute. Therefore it is in general not true that

$$
\begin{equation*}
I_{2}\left(S_{1}\right) I_{2}\left(S_{2}\right) \longrightarrow \tilde{I}_{2}\left(S_{1}\right) \tilde{I}_{2}\left(S_{2}\right) \tag{8.21}
\end{equation*}
$$

What happens is that the intersection points of $S_{1}$ and $S_{2}$ give singularities in the propagators that can induce extra contributions, and in the low energy theory we expect contact terms located at the intersection locus of the twodimensional homology classes. Instead of (8.21) we will, rather, have:

$$
\begin{equation*}
I_{2}\left(S_{1}\right) I_{2}\left(S_{2}\right) \rightarrow \widetilde{I}_{2}\left(S_{1}\right) \widetilde{I}_{2}\left(S_{2}\right)+\sum_{P \in S_{1} \cap S_{2}} \epsilon_{P} T(P) \tag{8.22}
\end{equation*}
$$

Here $T$ is some operator that one should determine based on a series of requirements. For example, (8.22) must be $\overline{\mathcal{Q}}$-invariant, and since $\tilde{I}_{2}\left(S_{1}\right) \tilde{I}_{2}\left(S_{2}\right)$ is already $\overline{\mathcal{Q}}$-invariant the operator $T$ must be separately $\overline{\mathcal{Q}}$-invariant. This means that $T$ is a holomorphic function of $u$, as are the contributions to the effective measure which we determined above. We will see later that $T$ must have a very precise behavior under $\operatorname{Sl}(2, \mathbf{Z})$ transformations, and using this we will be able to find it explicitly. We point out that the contact terms can not be obtained directly from the Seiberg-Witten solution, and extra arguments are needed to determine them. The main conclusion of this short discussion
is then that there is potentially in the effective theory a contact term with the form

$$
\begin{equation*}
\exp \left(T(u) S^{2}\right) \tag{8.23}
\end{equation*}
$$

where we have written the geometric intersection in (8.22) as $(S, S)=S^{2}$. Since one-cycles do not generically intersect in a four-manifold, there will not be contact terms for the operators $I_{1}(\gamma)$.

### 8.3. Zero modes

At this point we have determined almost all the ingredients of the $u$ plane integral: the twisted action, the observables (together with their contact terms) and the effective measure. The $u$-plane integral contribution to the Donaldson-Witten generating functional has the form

$$
\begin{align*}
& Z_{u}=2 \int[d a d \bar{a} d \eta d \chi d \psi d D] A^{\chi} B^{\sigma} y^{-1 / 2} \exp \left[\frac{1}{8 \pi} \int(\operatorname{Im} \tau) D \wedge * D\right] \\
& \times \exp \left[-\frac{i \pi}{16 \pi} \bar{\tau} F_{+}^{2}-\frac{i \pi}{16 \pi} \tau F_{-}^{2}+\frac{\pi i}{4}\left(F, w_{2}(X)\right)\right] \\
& \times \exp \left[-\frac{i \sqrt{2}}{16 \pi} \int \frac{d \bar{\tau}}{d \bar{a}} \eta \chi \wedge\left(D_{+}+F_{+}\right)+\frac{i \sqrt{2}}{2^{7} \pi} \int \frac{d \tau}{d a}(\psi \wedge \psi) \wedge\left(F_{-}+D_{+}\right)\right. \\
&+\frac{1}{3 \cdot 2^{11} \pi i} \int \frac{d^{2} \tau}{d a^{2}} \psi \wedge \psi \wedge \psi \wedge \psi+2 p u+S^{2} T(u) \\
&\left.+\frac{i}{\sqrt{2} \pi} \int_{S} G^{2} u+a_{1} \int_{\gamma} G u+\cdots\right] . \tag{8.24}
\end{align*}
$$

In the above expression we have skipped some terms (like the kinetic terms for the dynamic fields). The global factor of 2 is to correct a standard discrepancy between physical and mathematical computations of the invariants, since physicists divide by the order of the center of the gauge group in the Fadeev-Popov gauge fixing, whilst mathematicians do not.

In order to perform the above functional integral in the low energy theory, we have to divide the fields into zero-modes and quantum fluctuations:

$$
\begin{array}{ll}
a=a_{0}+a^{\prime}, & \psi=\psi_{0}+\psi^{\prime}, \\
\eta=\eta_{0}+\eta^{\prime}, & \chi=\chi_{0}+\chi^{\prime},  \tag{8.25}\\
A=A_{0}+A^{\prime}, &
\end{array}
$$

and then we have to determine the nature and the measure of the zero-modes. The geometric content of the zero-modes is easy to obtain by looking at the
kinetic terms of the effective theory: $a_{0}$ is just a constant, $A_{0}$ is a $U(1)$ connection with harmonic curvature, $\eta_{0}$ is a constant Grassmann variable, $\psi_{0}$ is given by a Grassmann variable multiplied by a harmonic one-form, and $\chi_{0}$ is a Grassmann variable multiplied by a harmonic self-dual two-form.

One would be tempted to follow the analysis we performed in the formal study of topological quantum field theories and localize the functional integral on supersymmetric configurations. However, in this case this is not a good idea: the above theory is an effective theory with a $\mathrm{Sl}(2, \mathbf{Z})$ covariance, and by localizing on classical solutions we break this covariance. However, it was shown by Moore and Witten that, for $b_{2}^{+}=1$, the only contributions to the functional integral (8.24) come from the zero-modes. This analysis is based on the topological invariance of the theory under global rescalings of the metric, $g \rightarrow t^{2} g$ (notice that for $b_{2}^{+}=1$ Donaldson invariants depend on the conformal class of the metric, and, in particular, they are invariant under global scalings). The same analysis shows that for $b_{2}^{+}>1$ there are too many zero-modes of the $\chi$ field to be soaked up, and the functional integral vanishes. Therefore

$$
\begin{equation*}
Z_{u}=0 \quad \text { for } b_{2}^{+}>1 \tag{8.26}
\end{equation*}
$$

This does not mean that Donaldson-Witten theory is trivial for $b_{2}^{+}>1$ : remember that $Z_{u}$ is just the contribution to the final answer coming from the 'Coulomb' vacua, and there are extra pieces at the singular points $u= \pm 1$. This vanishing result means that for manifolds of $b_{2}^{+}>1$ the Donaldson invariants are given entirely in terms of the 'Higgs' contribution $Z_{u= \pm 1}$. Another outcome of the analysis of Moore and Witten is that for $b_{2}^{+}=0$ the functional integral has one-loop contributions also. The analysis of the $u$-plane integral for $b_{2}^{+}=0$ remains an interesting open problem.

Since the functional integral can be computed by zero-modes, we are dealing effectively with a finite-dimensional integral. We just have to find the appropriate measure for the fields and perform the integral. Owing to (8.26) we can restrict ourselves to manifolds with $b_{2}^{+}=1$. On these manifolds there is only one harmonic self-dual two-form $\omega$ (whose normalization is fixed by $\omega^{2}=1$ ), and we will write

$$
\begin{equation*}
\chi=\chi_{0} \omega+\chi^{\prime}, \quad \psi=\sum_{i=1}^{b_{1}} c_{i} \beta_{i}+\psi^{\prime} \tag{8.27}
\end{equation*}
$$

where the $\left\{\beta_{i}\right\}_{i=1, \ldots, b_{1}}$ is a basis for the harmonic one-forms. Notice that the kinetic terms for the fields in (8.2) are not canonical, since they involve
a factor $\operatorname{Im} \tau$. Therefore, the measure includes a factor $(\operatorname{Im} \tau)^{1 / 2}$ for the commuting fields and $(\operatorname{Im} \tau)^{-1 / 2}$ for the anticommuting fields (this is just the Jacobian for the change of variables that takes us to canonical kinetic terms). After combining all the factors we find that the measure for the zero-modes of the fields (except for the gauge field) is given by:

$$
\begin{equation*}
(\operatorname{Im} \tau)^{-b_{1} / 2} d a d \bar{a} d \eta_{0} d \chi_{0} \prod_{i=1}^{b_{1}} d c_{i} \tag{8.28}
\end{equation*}
$$

It remains to discuss the zero-modes for the gauge field. This is a little bit trickier. The solutions of the equations of motion, $d F=d * F=0$, are harmonic two-forms. The space of collective coordinates for the zeromodes will split into different topological sectors, corresponding to different line bundles $T$ over the four-manifold $X$, with $c_{1}(T)=F / 2 \pi \in H^{2}(X, \mathbf{Z})$. Now we have to remember that the gauge bundle we are considering is an $S O(3)$ bundle $V$ with a non-trivial Stiefel-Whitney class $w_{2}(V)$. On the $u$-plane the non-abelian gauge symmetry is broken down to $U(1)$, and this means that the $S O(3)$ bundle $V$ has the structure (2.34). Since by (2.37) $c_{1}(T)$ is congruent to $w_{2}(V) \bmod 2$ we will write

$$
\begin{equation*}
F=4 \pi \lambda \tag{8.29}
\end{equation*}
$$

where $\lambda \in H^{2}(X, \mathbf{Z})+\frac{1}{2} w_{2}(V)$. We denote by $\Gamma$ the lattice of integral twoforms $H^{2}(X, \mathbf{Z})$.

For each topological sector specified by $\lambda$ the different solutions to the equation $d A=F$ (where $F$ is the harmonic two-form in the topological sector) are in one-to-one correspondence with flat connections. The zero-modes are then collective coordinates for the space of flat connections on $X$, which is the Jacobian

$$
\begin{equation*}
\mathbf{T}^{b_{1}}=\frac{H^{1}(X, \mathbf{R})}{H^{1}(X, \mathbf{Z})} \tag{8.30}
\end{equation*}
$$

of dimension $b_{1}$. This space can be also regarded as the moduli space of Wilson lines of the flat gauge connections. The measure for this space is more subtle. The Jacobi torus (8.30) has a canonical measure which is independent of $\tau$. However, when one considers the non-zero-modes of the gauge field, one has to introduce a factor $(\operatorname{Im} \tau)^{-1 / 2}$ for each non-zero-mode. Let us denote by $B_{1}$ and $B_{0}$ the number of one-forms and zero-forms on $X$. These numbers
are in principle infinite, but we could make them finite through a lattice regularization. The number of non-zero-modes would then be

$$
\begin{equation*}
B_{1}-B_{0}+1-b_{1} . \tag{8.31}
\end{equation*}
$$

Here we have subtracted from $B_{1}$ the number of non-zero-modes which are pure gauge. There are $B_{0}-1$ of these, since the constant mode acts trivially on the gauge connection. We have also subtracted the number of zero-modes, which is $b_{1}$. This gives in principle a factor

$$
\begin{equation*}
(\operatorname{Im} \tau)^{\frac{1}{2}\left(b_{1}-1\right)}(\operatorname{Im} \tau)^{\frac{1}{2}\left(B_{0}-B_{1}\right)} . \tag{8.32}
\end{equation*}
$$

In a local regularization of the theory one should eliminate the second factor. The final result for the measure is then

$$
\begin{equation*}
(\operatorname{Im} \tau)^{\frac{1}{2}\left(b_{1}-1\right)} \prod_{i=1}^{b_{1}} d A_{i} \tag{8.33}
\end{equation*}
$$

where $A_{i}$ are coordinates on the Jacobian (8.30). We can now write the total measure by putting together (8.28) and (8.33) to obtain

$$
\begin{equation*}
\frac{1}{(\operatorname{Im} \tau)^{1 / 2}} d a d \bar{a} d \eta_{0} d \chi_{0} \prod_{i=1}^{b_{1}} d A_{i} d c_{i} \tag{8.34}
\end{equation*}
$$

The measure for the commuting and anticommuting collective coordinates for the Jacobi torus simply gives the usual measure for integrating differential forms on $\mathbf{T}^{b_{1}}$ (this is again a manifestation of the property that functions on superspace being equivalent to differential forms). We can then consider the $c_{i}$ as a basis of one-forms $\beta_{i}^{\sharp} \in H^{1}\left(\mathbf{T}^{b_{1}}, \mathbf{Z}\right)$, dual to $\beta_{i} \in H^{1}(X, \mathbf{Z})$. We can then write the zero-modes of $\psi$ as

$$
\begin{equation*}
\psi=\sum_{i=1}^{b_{1}} \beta_{i} \otimes \beta_{i}^{\sharp} \tag{8.35}
\end{equation*}
$$

Finally, notice that the above identification leaves room for a factor $C^{b_{1}}$, which comes from the different normalization of the measures for the $b_{1}$ zeromodes between the mathematical definition of Donaldson invariants and the one coming out from physics. It turns out that:

$$
\begin{equation*}
C=2^{9 / 4} \mathrm{e}^{\pi i / 2} \tag{8.36}
\end{equation*}
$$

### 8.4. Final form for the $u$-plane integral

We are now ready to perform the integral over the fermionic zero-modes and the auxiliary fields. First of all, notice that the kinetic terms for the gauge field give the term

$$
\begin{equation*}
\exp \left(-i \pi \bar{\tau}\left(\lambda_{+}\right)^{2}-i \pi \tau\left(\lambda_{-}\right)^{2}\right), \tag{8.37}
\end{equation*}
$$

which, after summing over topological sectors, gives a generalized theta function

$$
\begin{equation*}
\vartheta=\sum_{\lambda \in \Gamma+\frac{1}{2} w_{2}(V)} e^{\left(-i \pi \bar{\tau}\left(\lambda_{+}\right)^{2}-i \pi \tau(\lambda)^{2}\right)} \tag{8.38}
\end{equation*}
$$

where $\Gamma=H^{2}(X, \mathbf{Z})$. This is a special case of a family of generalized theta functions sometimes called Siegel-Narain theta functions, which are characterized by a dependence on $\bar{\tau}$ and show up in Narain compactifications of heterotic string theory. Notice that if we put $w_{2}(V)=0$ and we decompose the lattice vectors as

$$
\begin{equation*}
\lambda=\sum_{i=1}^{b_{2}} m_{i} e_{i} \tag{8.39}
\end{equation*}
$$

where $m_{i}$ are integers and $\left\{e_{i}\right\}_{i=1, \ldots, b_{2}}$ is a basis of $H^{2}(X, \mathbf{Z})$, then (8.38) is of the form

$$
\begin{equation*}
\sum_{\vec{m} \in \mathbf{Z}^{n}} g(m), \tag{8.40}
\end{equation*}
$$

where the function $g$ is a Gaussian involving the quadratic forms

$$
\begin{equation*}
P_{i j}^{ \pm}=\left(e_{i}, e_{j}\right)_{ \pm} \tag{8.41}
\end{equation*}
$$

which are projectors onto $H^{2, \pm}(X, \mathbf{R})$. Now using Poisson resummation formula,

$$
\begin{equation*}
\sum_{\vec{m} \in \mathbf{Z}^{n}} g(m)=\sum_{\vec{m} \in \mathbf{Z}^{n}} \widehat{g}(m) \tag{8.42}
\end{equation*}
$$

where

$$
\begin{equation*}
\widehat{g}(y)=\int d^{n} x \mathrm{e}^{-2 \pi i x \cdot y} g(x) \tag{8.43}
\end{equation*}
$$

is the Fourier transform of $g$, one can see that (8.38) (for $w_{2}(V)=0$ ) has weight $\left(b_{2}^{-}, b_{2}^{+}\right)$under $\operatorname{Sl}(2, \mathbf{Z})$ transformations.

In order to soak up the zero-modes of $\chi$ and $\eta$ we have to bring down from the action the vertex

$$
\begin{equation*}
-\frac{i \sqrt{2}}{16 \pi} \int_{X} \frac{d \bar{\tau}}{d \bar{a}} \eta \wedge \chi \wedge\left(F_{+}+D_{+}\right) \tag{8.44}
\end{equation*}
$$

Now we integrate out the auxiliary field $D$, which has a Gaussian action with linear term

$$
\begin{equation*}
-\frac{i}{4 \pi} \frac{d u}{d a}\left[\left(4 \pi \lambda_{-}+D_{+}\right) \wedge \widetilde{S}\right] \tag{8.45}
\end{equation*}
$$

where

$$
\begin{equation*}
\widetilde{S}=S-\frac{\sqrt{2}}{32} \frac{d \tau}{d u} \psi \wedge \psi \tag{8.46}
\end{equation*}
$$

We now integrate out the $D$ field. Since this is a Gaussian field with the wrong sign, we have to introduce an extra factor of $-i$. The vertex becomes

$$
\begin{equation*}
-\frac{\sqrt{2}}{16 \pi} \int_{X} \frac{d \bar{\tau}}{d \bar{a}} \eta \wedge \chi \wedge\left(F_{+}+i \frac{(d u / d a)}{\operatorname{Im} \tau} \widetilde{S}_{+}\right) \tag{8.47}
\end{equation*}
$$

and we also obtain

$$
\begin{equation*}
\exp \left(\widetilde{S}_{+}^{2}\left(\frac{(d u / d a)^{2}}{8 \pi \operatorname{Im} \tau}\right)\right) \tag{8.48}
\end{equation*}
$$

Now we can integrate the zero-modes in the vertex insertion. Since $F_{+}$coincides with $4 \pi \lambda_{+}$, and $\chi=\chi_{0} \omega$, we find an overall factor

$$
\begin{equation*}
-\frac{\sqrt{2}}{4} \frac{d \bar{\tau}}{d \bar{a}} \cdot \exp \left(\widetilde{S}_{+}^{2}\left(\frac{(d u / d a)^{2}}{8 \pi y}\right)\right) \cdot\left((\lambda, \omega)+\frac{i}{4 \pi y} \frac{d u}{d a}(\omega, S)\right), \tag{8.49}
\end{equation*}
$$

where $\tau=x+i y$.
Before writing the final answer we have to remember that the effective action includes an extra coupling to the 'gravitational' background given by the second Stiefel-Whitney class of the four-manifold (8.15). In addition, there is an overall phase which encodes the dependence of the Donaldson invariants on a choice of orientation of the moduli space. As we mentioned in Chapter 2, this is specified by a choice of a lifting of $w_{2}(V)$ to $H^{2}(X, \mathbf{Z})$, which we will denote by $w=2 \lambda_{0}$, where $\lambda_{0} \in \frac{1}{2} w_{2}(V)+\Gamma$. This overall sign, together with (8.15), gives the phase

$$
\begin{equation*}
(-1)^{\left(\lambda-\lambda_{0}\right) \cdot w_{2}(X)} e^{2 \pi i \lambda_{0}^{2}} . \tag{8.50}
\end{equation*}
$$

There is no canonical choice of $\lambda_{0}$ (unless $w_{2}(V)=0$, in which case one takes $\lambda_{0}=0$ ). If $\lambda_{0}$ is replaced by $\widetilde{\lambda}_{0}$ then (8.50) is multiplied by

$$
\begin{equation*}
(-1)^{\beta \cdot w_{2}(X)} \tag{8.51}
\end{equation*}
$$

where $\beta$ is the integral class $\beta=\lambda_{0}-\widetilde{\lambda}_{0}$. Thus with the factor (8.50) included the overall sign of the Donaldson invariants depends on a choice of $\lambda_{0}$, and a change of lifting gives a sign (8.51) which agrees with (2.58).

If we now define the following lattice sum:

$$
\begin{align*}
& \Psi= \exp \left[-\frac{1}{8 \pi y}\left(\frac{d u}{d a}\right)^{2} \widetilde{S}_{-}^{2}\right] e^{2 \pi i \lambda_{0}^{2}} \\
& \times \sum_{\lambda \in H^{2}+\frac{1}{2} w_{2}(V)}(-1)^{\left(\lambda-\lambda_{0}\right) \cdot w_{2}(X)}\left[(\lambda, \omega)+\frac{i}{4 \pi y} \frac{d u}{d a}(\widetilde{S}, \omega)\right]  \tag{8.52}\\
& \times \exp \left[-i \pi \bar{\tau}\left(\lambda_{+}\right)^{2}-i \pi \tau\left(\lambda_{-}\right)^{2}-i \frac{d u}{d a}\left(\widetilde{S}, \lambda_{-}\right)\right]
\end{align*}
$$

where the sum over $\lambda$ is the sum over topological sectors, we see that the final result of the integration is

$$
\begin{equation*}
-\frac{\sqrt{2}}{4} \frac{d \bar{\tau}}{d \bar{a}} y^{-1 / 2} \exp \left(\widetilde{S}^{2} \frac{(d u / d a)^{2}}{8 \pi y}\right) \cdot \Psi \tag{8.53}
\end{equation*}
$$

Combining all the ingredients, we obtain the following expression for the $u$ plane integral:

$$
\begin{align*}
Z_{u}= & \int_{\Gamma^{0}(4) \backslash \mathcal{H}} \frac{d x d y}{y^{1 / 2}} \mu(\tau) \\
& \int_{\mathbf{T}^{b_{1}}} \exp \left[2 p u+\widetilde{S}^{2} \widehat{T}(u)+H(u)\left(\widetilde{S}, \psi^{2}\right)+\frac{a_{1}}{4 \sqrt{2}} \frac{d u}{d a} \int_{\gamma} \psi+K(u) \psi^{4}\right] \Psi(\widetilde{S}), \tag{8.54}
\end{align*}
$$

where

$$
\begin{align*}
\mu(\tau)= & -\frac{\sqrt{2}}{2} \frac{d a}{d \tau} A^{\chi} B^{\sigma} C^{b_{1}} \\
\Psi(\widetilde{S})= & \exp \left(2 i \pi \lambda_{0}^{2}\right) \exp \left[-\frac{1}{8 \pi y}\left(\frac{d u}{d a}\right)^{2} \widetilde{S}_{-}^{2}\right] \\
& \times \sum_{\lambda \in H^{2}+\frac{1}{2} w_{2}(E)} \exp \left[-i \pi \bar{\tau}\left(\lambda_{+}\right)^{2}-i \pi \tau\left(\lambda_{-}\right)^{2}+\pi i\left(\lambda-\lambda_{0}, w_{2}(X)\right)\right] \\
& \times \exp \left[-i \frac{d u}{d a}\left(\widetilde{S}_{-}, \lambda_{-}\right)\right]\left[\left(\lambda_{+}, \omega\right)+\frac{i}{4 \pi y} \frac{d u}{d a}\left(\widetilde{S}_{+}, \omega\right)\right] \\
\widehat{T}(u)= & T(u)+\frac{1}{8 \pi \operatorname{Im} \tau}\left(\frac{d u}{d a}\right)^{2} \\
H(u)= & \frac{i \sqrt{2}}{64 \pi}\left(\frac{d^{2} u}{d a^{2}}-4 \pi i \frac{d \tau}{d u} T(u)\right) \\
K(u)= & -\frac{i}{3 \cdot 2^{11} \pi}\left(\frac{d^{2} \tau}{d a^{2}}-6 \frac{d \tau}{d u} \frac{d^{2} u}{d a^{2}}+12 \pi i\left(\frac{d \tau}{d u}\right)^{2} T(u)\right) . \tag{8.55}
\end{align*}
$$

In (8.54) the integral over the $u$-plane is written as an integral over the $\tau$ parameter. As discussed in the previous chapter, the moduli space of vacua
of $S U(2), \mathcal{N}=2$ supersymmetric Yang-Mills theory in terms of $\tau$ is $\Gamma^{0}(4) \backslash \mathcal{H}$ given in (7.98), and this is therefore the domain of integration in (8.54). Also notice that $\psi$ is a differential form on the Jacobi torus (8.30), and (8.54) includes an integration over $\mathbf{T}^{b_{1}}$ coming from the integration over zero-modes that we analysed in the previous section.

Although the detailed properties of the integrand of (8.54) under $\operatorname{Sl}(2, \mathbf{Z})$ transformations will be explained in the next section, we can already use them to determine the contact term $T$, and therefore the unknown functions $H(u)$, $K(u)$. If $\psi$ has weight $(1,0)$ under $\operatorname{Sl}(2, \mathbf{Z})$ transformations, it follows from (8.46) that $\widetilde{S}$ has weight $(0,0)$. On the other hand, in order to have a well defined behavior under $\mathrm{Sl}(2, \mathbf{Z})$, all the summands in the exponent of (8.54) should have the same weight, which we can read from the first term $2 p u$ and is therefore $(0,0)$. It follows that $\widehat{T}(u)$ must have weight $(0,0)$ as well. Let us explore the consequences of this property. Under an $S$ transformation the term

$$
\begin{equation*}
G(u)=\frac{1}{8 \pi \operatorname{Im} \tau}\left(\frac{d u}{d a}\right)^{2} \tag{8.56}
\end{equation*}
$$

in $\widehat{T}(u)$ transforms inhomogeneously:

$$
\begin{equation*}
G(u) \rightarrow G(u)-\frac{i}{4 \pi \tau}\left(\frac{d u}{d a}\right)^{2} \tag{8.57}
\end{equation*}
$$

It follows that $T$ must also transform inhomogeneously, but with the opposite sign, in such a way that $\widehat{T}$ is truly invariant. Under $\tau \rightarrow-1 / \tau$ one must then have

$$
\begin{equation*}
T \rightarrow T+\frac{i}{4 \pi \tau}\left(\frac{d u}{d a}\right)^{2} \tag{8.58}
\end{equation*}
$$

A comparison with the standard transformation law for the Eisenstein series $E_{2}(\tau)$ shows that these conditions are equivalent to the statement that

$$
\begin{equation*}
T=-\frac{1}{24} E_{2}(\tau)\left(\frac{d u}{d a}\right)^{2}+H(u) \tag{8.59}
\end{equation*}
$$

where $H$ is modular invariant and so is an ordinary holomorphic function of $u$. However, there is an extra constraint that $T(u)$ must satisfy: $T(u)$ vanishes at tree level (since it is associated with quantum corrections), therefore it must vanish in the semi-classical region $u \rightarrow \infty$. From (7.84) it follows that in this region $d u / d a \sim 2 \sqrt{2 u}$, therefore $H(u)=u / 3$ and we obtain the final expression for the contact term:

$$
\begin{equation*}
T=-\frac{1}{24}\left(E_{2}(\tau)\left(\frac{d u}{d a}\right)^{2}-8 u\right) . \tag{8.60}
\end{equation*}
$$

Using now the explicit expression for $T(u)$, one can easily show that $H(u)$ and $K(u)$ have weight $(-2,0)$ and $(-4,0)$, respectively. Since $\psi$ has weight $(1,0)$ we see that all the terms in the exponent of ( 8.54 ) have weight $(0,0)$, as required. We can also obtain the explicit expressions for $H(u)$ and $K(u)$ as follows. Define the functions $f_{1,2}$ by the following equations:

$$
\begin{equation*}
\frac{d^{2} u}{d a^{2}}=4 f_{1}(q), \quad \frac{d \tau}{d a}=\frac{16 i}{\pi} f_{2}(q) \tag{8.61}
\end{equation*}
$$

They have the explicit expression

$$
\begin{align*}
& f_{1}(q)=\frac{2 E_{2}+\vartheta_{2}^{4}+\vartheta_{3}^{4}}{3 \vartheta_{4}^{8}}=1+24 q^{1 / 2}+\cdots  \tag{8.62}\\
& f_{2}(q)=\frac{\vartheta_{2} \vartheta_{3}}{2 \vartheta_{4}^{8}}=q^{1 / 8}+18 q^{5 / 8}+\cdots
\end{align*}
$$

Using the above result we find that

$$
\begin{align*}
H(u) & =\frac{\sqrt{2}}{32} u \frac{d \tau}{d u}=\frac{i \sqrt{2}}{16 \pi} \frac{\vartheta_{2}^{4}+\vartheta_{3}^{4}}{\vartheta_{4}^{8}} \\
K(u) & =\frac{7}{3 \cdot 2^{10}} u\left(\frac{d \tau}{d u}\right)^{2}=-\frac{7}{3 \cdot 2^{7} \pi^{2}} \frac{\left(\vartheta_{2} \vartheta_{3}\right)^{2}\left(\vartheta_{2}^{4}+\vartheta_{3}^{4}\right)}{\vartheta_{4}^{16}} \tag{8.63}
\end{align*}
$$

As a last step we will write (8.54) in a more compact form in the case of manifolds with $b_{1}$ even. We explained before that the integral (8.54) is both an integral over the fundamental domain of $\Gamma^{0}(4)$ and an integral of a differential form over the Jacobi torus $\mathbf{T}^{b_{1}}$ (remember that $\psi$ is a one-form on this torus). This last aspect can be incorporated in a much more convenient way by using the following simple mathematical results: first, on a manifold of $b_{2}^{+}=1$, for any $\beta_{1}, \beta_{2}, \beta_{3}$ and $\beta_{4}$ in $H^{1}(X, \mathbf{Z})$ one has $\beta_{1} \wedge \beta_{2} \wedge \beta_{3} \wedge \beta_{4}=0$ (this means, in particular, that the last term in the exponent of (8.54) vanishes); second, the image of the map

$$
\begin{equation*}
\wedge: H^{1}(X, \mathbf{Z}) \otimes H^{1}(X, \mathbf{Z}) \longrightarrow H^{2}(X, \mathbf{Z}) \tag{8.64}
\end{equation*}
$$

is generated by a single rational cohomology class $\Lambda$. We introduce now the antisymmetric matrix $a_{i j}$ associated to the basis $\beta_{i}$ of $H^{1}(X, \mathbf{Z}), i=1, \ldots, b_{1}$, as $\beta_{i} \wedge \beta_{j}=a_{i j} \Lambda$. Finally, we introduce the two-form on $\mathbf{T}^{b_{1}}$ as

$$
\begin{equation*}
\Omega=\sum_{i<j} a_{i j} \beta_{i}^{\sharp} \wedge \beta_{j}^{\sharp}, \tag{8.65}
\end{equation*}
$$

which does not depend on the choice of basis. This is a volume element for the torus, hence

$$
\begin{equation*}
\operatorname{vol}\left(\mathbf{T}^{b_{1}}\right)=\int_{\mathbf{T}^{b_{1}}} \frac{\Omega^{b_{1} / 2}}{\left(b_{1} / 2\right)!} \tag{8.66}
\end{equation*}
$$

Remember that we are assuming $b_{1}$ to be even.
We can now write the $u$-plane integral in a more convenient way. If we define

$$
\begin{equation*}
\delta^{\sharp}=\sum_{i=1}^{b_{1}} \zeta_{i} \beta_{i}^{\sharp} \tag{8.67}
\end{equation*}
$$

as the image of $\delta$ in (2.60) under the isomorphism $H_{1}(X, \mathbf{Z}) \simeq H^{1}\left(\mathbf{T}^{b_{1}}, \mathbf{Z}\right)$, we find the final expression:

$$
\begin{equation*}
Z_{u}=-4 \pi i \int_{\Gamma^{0}(4) \backslash H} \frac{d x d y}{y^{1 / 2}} \int_{\mathbf{T}^{b_{1}}} h \widehat{f}(p, \delta, S, \tau, y) \Psi(\widetilde{S}) \tag{8.68}
\end{equation*}
$$

with

$$
\begin{equation*}
\widehat{f}(p, \delta, S, \tau, y)=\frac{\sqrt{2}}{64 \pi} h^{b_{1}-3} \vartheta_{4}^{\sigma} f_{2}^{-1} \mathrm{e}^{2 p u+S^{2} \widehat{T}} \exp \left[2 f_{1}(S, \Lambda) \Omega+i h^{-1} \delta^{\sharp}\right], \tag{8.69}
\end{equation*}
$$

where $f_{1,2}$ were defined in (8.61) and we have denoted

$$
\begin{equation*}
h=\frac{d a}{d u} . \tag{8.70}
\end{equation*}
$$

One can also write $\widetilde{S}$ in a more compact way:

$$
\begin{equation*}
\widetilde{S}=S-16 f_{2} h(\Lambda \otimes \Omega) \tag{8.71}
\end{equation*}
$$

This gives the final expression of the $u$-plane integral. We now proceed to study its properties and what are its most immediate mathematical applications.

### 8.5. Behavior under monodromy and duality

In order to understand better the modular properties of the $u$-plane integral and to write it in a more convenient way, it is useful to introduce a Siegel-Narain theta function considered by Moore and Witten. The formal definition is as follows. Let $\Lambda$ be a lattice of signature $\left(b_{+}, b_{-}\right)$, and let $P$ be a decomposition of $\Lambda \otimes \mathbf{R}$ as a sum of orthogonal subspaces of definite signature:

$$
\begin{equation*}
P: \Lambda \otimes \mathbf{R} \cong \mathbf{R}^{b_{+}, 0} \perp \mathbf{R}^{0, b_{-}} \tag{8.72}
\end{equation*}
$$

Let $P_{ \pm}(\lambda)=\lambda_{ \pm}$denote the projections onto the two factors. We also write $\lambda=\lambda_{+}+\lambda_{-}$. With our conventions $P_{-}(\lambda)^{2} \leq 0$.

Let $\Lambda+\gamma$ denote a translate of the lattice $\Lambda$. We then define the following Siegel-Narain theta function:

$$
\begin{align*}
& \Theta_{\Lambda+\gamma}(\tau, \alpha, \beta ; P, \xi) \\
& \begin{aligned}
& \equiv \exp \left[\frac{\pi}{2 y}\left(\xi_{+}^{2}-\xi_{-}^{2}\right)\right] \\
& \times \sum_{\lambda \in \Lambda+\gamma} \exp \left[i \pi \tau(\lambda+\beta)_{+}^{2}+i \pi \bar{\tau}(\lambda+\beta)_{-}^{2}+2 \pi i(\lambda+\beta, \xi)\right. \\
&\left.\quad-2 \pi i\left(\lambda+\frac{1}{2} \beta, \alpha\right)\right] \\
&=e^{i \pi(\beta, \alpha)} \exp \left[\frac{\pi}{2 y}\left(\xi_{+}^{2}-\xi_{-}^{2}\right)\right] \\
& \times \sum_{\lambda \in \Lambda+\gamma} \exp \left[i \pi \tau(\lambda+\beta)_{+}^{2}+i \pi \bar{\tau}(\lambda+\beta)_{-}^{2}+2 \pi i(\lambda+\beta, \xi)\right.
\end{aligned} \\
& \quad-2 \pi i(\lambda+\beta, \alpha)]
\end{align*}
$$

The main transformation law of this theta function is:

$$
\begin{equation*}
\Theta_{\Lambda}\left(-1 / \tau, \alpha, \beta ; P, \frac{\xi_{+}}{\tau}+\frac{\xi_{-}}{\bar{\tau}}\right)=\sqrt{\frac{|\Lambda|}{\left|\Lambda^{\prime}\right|}}(-i \tau)^{b_{+} / 2}(i \bar{\tau})^{b_{-} / 2} \Theta_{\Lambda^{\prime}}(\tau, \beta,-\alpha ; P, \xi) \tag{8.74}
\end{equation*}
$$

where $\Lambda^{\prime}$ is the dual lattice. This is a generalization of the property, mentioned above, that (8.38) with $w_{2}(V)=0$ has weight $\left(b_{2}^{+}, b_{2}^{-}\right)$under $\operatorname{Sl}(2, \mathbf{Z})$, and it can also be easily proved by using Poisson resummation formula (8.42). If there is a characteristic vector, call it $w_{2}$, such that

$$
\begin{equation*}
(\lambda, \lambda)=\left(\lambda, w_{2}\right) \bmod 2 \tag{8.75}
\end{equation*}
$$

for all $\lambda$, then we have, in addition,

$$
\begin{equation*}
\Theta_{\Lambda}(\tau+1, \alpha, \beta ; P, \xi)=e^{-i \pi\left(\beta, w_{2}\right) / 2} \Theta_{\Lambda}\left(\tau, \alpha-\beta-\frac{1}{2} w_{2}, \beta ; P, \xi\right) \tag{8.76}
\end{equation*}
$$

Let us write the $u$-plane integral in terms of this theta function. We denote

$$
\begin{equation*}
\Theta=\kappa^{-\left(w_{2}(X), w_{2}(V)\right)} \Theta_{\Gamma}\left(\tau, \frac{1}{2} w_{2}(X), \frac{1}{2} w_{2}(E) ; P_{\omega}, \xi\right) \tag{8.77}
\end{equation*}
$$

with $\kappa=e^{2 \pi i / 8}$ and

$$
\begin{equation*}
\xi=\rho y \frac{d \bar{a}}{d \bar{u}} \omega+\frac{1}{2 \pi} \frac{d \bar{u}}{d \bar{a}} \widetilde{S}_{-} . \tag{8.78}
\end{equation*}
$$

We recall that $\Gamma=H^{2}(X, \mathbf{Z})$. It is easy to see that $\xi$ has the behavior under $\mathrm{Sl}(2, \mathbf{Z})$ prescribed by (8.74). We now introduce the auxiliary integral $\mathcal{G}(\rho)$

$$
\begin{equation*}
\mathcal{G}(\rho) \equiv \int_{\Gamma^{0}(4) \backslash \mathcal{H}} \frac{d x d y}{y^{3 / 2}} \widehat{f}(p, S, \tau, y) \bar{\Theta} \tag{8.79}
\end{equation*}
$$

where $\widehat{f}(p, S, \tau, y)$ is given by (8.69). The integral (8.79) is related to the $u$-plane integral as follows:

$$
\begin{equation*}
Z_{u}=\left.(\widetilde{S}, \omega) \mathcal{G}(\rho)\right|_{\rho=0}+\left.2 \frac{d \mathcal{G}}{d \rho}\right|_{\rho=0} \tag{8.80}
\end{equation*}
$$

Denote the integrand of (8.79) by $\left(d x d y / y^{2}\right) \mathcal{J}$, where $\mathcal{J}=\widehat{f} \cdot y^{1 / 2} \bar{\Theta}$. It follows from (7.98) that the fundamental domain of $\Gamma^{0}(4)$ contains six copies of the fundamental domain $\mathcal{F}$. In order to write the $u$-plane integral explicitly, we map the integrand in these 6 regions to the domain $\mathcal{F}$ defined in (7.95). In order to do this we have to change variables in the integrand according to the different $\mathrm{Sl}(2, \mathbf{Z})$ transformations involved in (7.98). We then obtain six functions:

$$
\begin{align*}
\mathcal{J}_{(\infty, 0)}(\tau) & \equiv \mathcal{J}(\tau), \\
\mathcal{J}_{(\infty, 1)}(\tau) & \equiv \mathcal{J}(\tau+1), \\
\mathcal{J}_{(\infty, 2)}(\tau) & \equiv \mathcal{J}(\tau+2), \\
\mathcal{J}_{(\infty, 3)}(\tau) & \equiv \mathcal{J}(\tau+3),  \tag{8.81}\\
\mathcal{J}_{M}(\tau) & \equiv \mathcal{J}(-1 / \tau), \\
\mathcal{J}_{\nu}(\tau) & \equiv \mathcal{J}(2-1 / \tau) .
\end{align*}
$$

The subscript $D$ refers to 'dyon', and should not be confused with the subscript for dual quantities. In general we denote $\Gamma^{0}(4)$-modular forms $F$ transformed as in (8.81) by $F_{l}$ where

$$
\begin{equation*}
I=(\infty, 0),(\infty, 1),(\infty, 2),(\infty, 3), M, D \tag{8.82}
\end{equation*}
$$

The integral (8.79) then becomes

$$
\begin{equation*}
\mathcal{G}(\rho)=\int_{\mathcal{F}} \frac{d x d y}{y^{3 / 2}} \sum_{I} \widehat{f}_{I}(p, S, \tau) \bar{\Theta}_{I} \tag{8.83}
\end{equation*}
$$

where

$$
\begin{equation*}
\Theta_{I}=\mathrm{e}^{i \phi_{I}} \Theta\left(\tau, \alpha_{I}, \beta_{I} ; \xi_{I}\right) \tag{8.84}
\end{equation*}
$$

are the transforms of the Siegel-Narain theta function implied by (8.81), and the $\phi_{I}$ are the appropriate phases. One can check that:

$$
\begin{align*}
\mathrm{e}^{i \phi(\infty, n)} & =\kappa^{-(n+1)\left(w_{2}(X), w_{2}(E)\right)}, \quad n=0,1,2,3, \\
\mathrm{e}^{i \phi_{M}} & =\mathrm{e}^{i \phi_{D}}=\kappa^{-\left(w_{2}(X), w_{2}(E)\right)}, \tag{8.85}
\end{align*}
$$

and that

$$
\begin{align*}
\alpha_{(\infty, 0)} & =\frac{1}{2} w_{2}(X), & \beta_{(\infty, 0)} & =\frac{1}{2} w_{2}(V), \\
\alpha_{(\infty, 1)} & =-\frac{1}{2} w_{2}(V), & \beta_{(\infty, 1)} & =\frac{1}{2} w_{2}(V), \\
\alpha_{(\infty, 2)} & =-w_{2}(V)-\frac{1}{2} w_{2}(X), & \beta_{(\infty, 2)} & =\frac{1}{2} w_{2}(V),  \tag{8.86}\\
\alpha_{(\infty, 3)} & =-\frac{3}{2} w_{2}(V)-\frac{1}{2} w_{2}(X), & \beta_{(\infty, 3)} & =\frac{1}{2} w_{2}(V), \\
\alpha_{M} & =\frac{1}{2} w_{2}(V), & \beta_{M} & =-\frac{1}{2} w_{2}(X), \\
\alpha_{D} & =\frac{1}{2} w_{2}(V), & \beta_{D} & =w_{2}(V)+\frac{1}{2} w_{2}(X) .
\end{align*}
$$

In order to show that the integrand of (8.83) has weight $(0,0)$ one has to check that $\widehat{f}_{I}$ and $\Theta_{I}$ are in the same unitary representation of $\mathrm{Sl}(2, \mathbf{Z})$. The behavior of the $\widehat{f_{I}}$ under the generators $T$ and $S$ is as follows:

$$
\begin{align*}
\widehat{f}_{(\infty, 0)}(\tau+1) & =\widehat{f}_{(\infty, 1)}(\tau), & \widehat{f}_{(\infty, 0)}(-1 / \tau) & =(-i \tau)^{\sigma / 2} \widehat{f}_{M}(\tau), \\
\widehat{f}_{(\infty, 1)}(\tau+1) & =\widehat{f}_{(\infty, 2)}(\tau), & \widehat{f}_{(\infty, 1)}(-1 / \tau) & =(-i \tau)^{\sigma / 2} \widehat{f}_{(\infty, 3)}(\tau), \\
\widehat{f}_{(\infty, 2)}(\tau+1) & =\widehat{f}_{(\infty, 3)}(\tau), & \widehat{f}_{(\infty, 2)}(-1 / \tau) & =(-i \tau)^{\sigma / 2} \widehat{f}_{D}(\tau), \\
\widehat{f}_{(\infty, 3)}(\tau+1) & =\widehat{f}_{(\infty, 0)}(\tau), & \widehat{f}_{(\infty, 3)}(-1 / \tau) & =(-i \tau)^{\sigma / 2} \widehat{f}_{(\infty, 1)}(\tau), \\
\widehat{f}_{M}(\tau+1) & =\kappa^{\sigma} \widehat{f}_{M}(\tau), & \widehat{f}_{M}(-1 / \tau) & =(-i \tau)^{\sigma / 2} \widehat{f}_{(\infty, 0)}(\tau), \\
\widehat{f}_{D}(\tau+1) & =\kappa^{\sigma} \widehat{f}_{D}(\tau), & \widehat{f}_{D}(-1 / \tau) & =(-i \tau)^{\sigma / 2} \widehat{f}_{M}(\infty, 2)(\tau) . \tag{8.87}
\end{align*}
$$

Using (8.85) and (8.86) it is easy to show that the $\Theta_{I}$ are in the same unitary representation as $\widehat{f}_{I}$, therefore the integrand is invariant under $\mathrm{Sl}(2, \mathbf{Z})$. To prove these properties it is crucial to take into account the Wu formula (1.22) and also that $w_{2}(X)^{2} \equiv \sigma \bmod 8$, a consequence of (1.27).

As a corollary of the above analysis one can show that for every $I \widehat{f}_{I} \bar{\Theta}_{I}$ is invariant under the monodromy associated to the corresponding cusp, as required by consistency. Let us consider, for example, the cusp $(\infty, 0)$. The monodromy is given by $T^{4}$, which maps $\widehat{f}_{(\infty, 0)} \rightarrow \widehat{f}_{(\infty, 0)}$ and $\Theta_{(\infty, 0)} \rightarrow \Theta_{(\infty, 0)}$,
therefore the product is clearly invariant. If we now look at the monopole cusp the monodromy in magnetic variables is given by $T$, and we see that $\widehat{f}_{M}$ and $\Theta_{M}$ transform with the same phase, so that $\widehat{f}_{M} \bar{\Theta}_{M}$ is invariant. In this analysis (as well as in the analysis of invariance under $\mathrm{Sl}(2, \mathbf{Z})$ ), the presence of the coupling (8.15) is crucial for consistency. In fact, this coupling is required by invariance under the monodromy at infinity. This provides a very easy way of deducing the existence of such a coupling from consistency of the $u$-plane integral which can also be generalized to more complicated situations, such as the higher rank case which we will briefly consider in the last chapter. As a final remark notice that the coupling (8.15) indicates that the lattice in the monopole cusp is $\Gamma+\frac{1}{2} w_{2}(X)$. Taking into account (3.13) we see that the magnetic line bundles are in fact $\operatorname{Spin}_{c}$ structures. This will be crucial in the analysis of the contributions of $u= \pm 1$.
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- The appearance of contact terms for the observables associated wit $h$ two-cycles is already pointed out in [107], and they are derived in [61]. In the text we have only discussed contact terms for observabes associated to the intersection of two-cycles, but on a general fourmanifold there are more contact terms associated with intersections of the various $p$-cycles. A general proposal for these contact terms was made in [102] and applied in [103] to studying the non-simply connected case in full generality. A more conceptual understanding of $T(u)$ and its relation to the Seiberg-Witten prepotential can be found in [102][100][108].
- The mathematical results discussed in relation with (8.64) are derived in [21].


## Chapter 9

## Some Applications of the $u$-plane Integral

In this chapter we will discuss three important applications of the $u$ plane integral to Donaldson invariants: the wall crossing formula, the blow-up formula, and a precise determination of the Seiberg-Witten contributions at the monopole points. This last application will in fact lead us to Witten's 'magic formula' for the Donaldson series of four-manifolds with $b_{2}^{+}>1$ and of simple type in terms of Seiberg-Witten invariants. All of these properties can be derived from the form of the integrand, i.e., it is not necessary to perform the integral over the fundamental domain of $\Gamma^{0}(4)$ explicitly.

### 9.1. Wall crossing

We have seen that the $u$-plane integral has good properties with respect to duality transformations and monodromy invariance. However, this does not mean that it is well defined: the integration region is non-compact, and the integrand is ill behaved in general as $\tau \rightarrow \infty$. We then have to define the integral carefully, in such a way that it makes sense and that (hopefully) we recover the results of Donaldson theory.

The precise recipe was worked out in detail by Moore and Witten: first, to obtain a Donaldson invariant of some given order we expand $Z_{u}$ to the required order in $p$ and $S$. This gives an integral which computes a particular Donaldson invariant. To define that particular integral we write $\tau=x+i y$, we perform the integral for $y<y_{0}$ for some cutoff $y_{0}$, and then take the limit as $y_{0} \rightarrow \infty$ only at the end. A similar procedure is followed near the cusps at $u= \pm 1$, introducing the dual $\tau$-parameters and integrating first over $\operatorname{Im} \tau_{D}<y_{0}$, before taking the limit as $y_{0} \rightarrow \infty$. This procedure eliminates the infinities. Let us see this in some detail. Set $q=\exp (2 \pi i \tau)$. Then the integral to a given order in $p$ and $S$ is a sum of terms, each of which is a
power of $y$ multiplied by a sum of the form

$$
\begin{equation*}
\sum_{\nu, \mu} q^{\nu} \bar{q}^{\mu} \tag{9.1}
\end{equation*}
$$

Although $\nu$ has no lower bound, $\mu$ is bounded below by zero. This is because negative exponents in (9.1) come only from factors in the integrand, such as $u$ and $(d \tau / d u)^{-\sigma / 4}$, which are singular at the cusps. But these factors are holomorphic and so contribute to $\nu$ but not $\mu$.

Consider now an integral of the following form:

$$
\begin{equation*}
\lim _{y_{0} \rightarrow \infty} \int_{y_{1}}^{y_{0}} \frac{d y}{y^{c}} \int_{0}^{k} d x \sum_{\nu, \mu} q^{\nu} \bar{q}^{\mu} \tag{9.2}
\end{equation*}
$$

where $y_{1}$ is an arbitrary lower cutoff. We want to find a prescription to compute this integral in such a way that it converges when $y_{0} \rightarrow \infty$. The $x$ integral runs from 0 to $k$ where (for $\left.\Gamma^{0}(4)\right) k=4$ for the cusp at infinity, and $k=1$ for the other cusps. If we now look at the integrand and to the definition of the function $\Psi$, we see that in all cases either $c>1$ or there are, for a generic metric on $X$, no terms with $\nu=\mu=0$. If we now integrate first over $x$ we project the sum in (9.2) onto terms with $\nu=\mu$, and hence (as $\mu$ is non-negative) onto terms that vanish exponentially or, if $\nu=\mu=0$, are constant at infinity. For a generic metric on $X$, the $y$ integral converges as $y_{0} \rightarrow \infty$ since all terms that have survived the $x$ integral have $c>1$ or $\nu, \mu>0$. With this prescription the integral becomes for a generic metric a well defined formal power series in $p, S$.

For special metrics one can find, however, terms with $c=1 / 2$ and $\nu=$ $\mu=0$. The relevant terms are of the form

$$
\begin{equation*}
\mathcal{I}(\omega) \equiv \int_{\mathcal{F}} \frac{d x d y}{y^{1 / 2}} c(d) e^{2 \pi i x d-2 \pi y d} e^{-i \pi x\left(\lambda_{+}^{2}+\lambda_{-}^{2}\right)} e^{-\pi y\left(\lambda_{+}^{2}-\lambda_{-}^{2}\right)}(\omega, \lambda) \tag{9.3}
\end{equation*}
$$

for some integer $d$ and some $\lambda$. In (9.3) $c(d)$ is the coefficient of some modular from. We want to study the integral in (9.3) for fixed $\lambda$ as the decomposition $\lambda=\lambda_{+}+\lambda_{-}$varies. Since $\lambda_{+}=\omega(\omega, \lambda)$ this decomposition is determined by the period point $\omega$. We want to know if there are discontinuities in $\mathcal{I}(\omega)$ when a 'wall' is crossed. Such a discontinuity occurs only if $\lambda^{2}<0$, since otherwise the integral in (9.3) (with the regularization just described) is convergent. However, when $\lambda^{2}<0$ there is a discontinuity at $\lambda_{+}=0$. This can be
computed as follows. Upon performing the $x$ integral one projects onto $d$ such that $2 d=\lambda^{2}$. For this value of $d$ the $y$ integral looks like

$$
\begin{equation*}
\int_{y_{1}}^{\infty} \frac{d y}{y^{1 / 2}} c\left(\lambda^{2} / 2\right) e^{-2 \pi y \lambda_{+}^{2}} \lambda_{+} . \tag{9.4}
\end{equation*}
$$

This is an elementary integral (if one replaces $y_{1}$ by 0 ) and converges for all non-zero $\lambda_{+}$, but is discontinuous at $\lambda_{+}=0$. The discontinuity comes from the large $y$ part of the integral and so is independent of $y_{1}$. The discontinuity in $\mathcal{I}(\omega)$ as $\omega$ crosses from $(\omega, \lambda)=0^{-}$to $(\omega, \lambda)=0^{+}$is easily computed to be (for a single copy of the $\operatorname{Sl}(2, \mathbf{Z})$ fundamental domain)

$$
\begin{equation*}
\mathcal{I}\left(\omega_{+}\right)-\mathcal{I}\left(\omega_{-}\right)=\sqrt{2} c(d)=\sqrt{2}\left[q^{-\lambda^{2} / 2} c(q)\right]_{q^{0}} . \tag{9.5}
\end{equation*}
$$

The notation $[\cdot]_{q^{0}}$ indicates the constant term in a Laurent expansion in powers of $q$, and it may also be expressed as a residue. Since $\lambda_{+}=0$ we may put $\left(S_{+}, \lambda_{+}\right)=0$ and $\left(S_{-}, \lambda_{-}\right)=(S, \lambda)$ in the function $c(q)$. Note that in order to compute the wall crossing behavior of the $u$-plane integral we do not have to compute the integral itself, but we only need information about the integrand.

Let us look at the four cusps at infinity. In all cases one has $2 \lambda \equiv w_{2}(V)$ $\bmod 2$, and we see that the conditions $\lambda^{2}<0, \lambda_{+}=0$ for a discontinuity in the integral are precisely the conditions for wall crossing of the Donaldson invariants that we explained in (2.77) (with $\zeta=2 \lambda$ ). The general formula (9.5) gives

$$
\begin{align*}
\mathrm{WC}_{\zeta=2 \lambda}= & -\frac{i}{2}(-1)^{\left(\lambda-\lambda_{0}, w_{2}(X)\right)} e^{2 \pi i \lambda_{0}^{2}} \\
& \times\left[q^{-\lambda^{2} / 2} h_{\infty}(\tau)^{b_{1}-2} \vartheta_{4}^{\sigma} f_{2 \infty}^{-1} \exp \left(2 p u_{\infty}+S^{2} T_{\infty}-i(\lambda, S) / h_{\infty}\right)\right. \\
& \left.\times \int_{\mathbf{T}^{b_{1}}} \exp \left(2 f_{1 \infty}(q)(S, \Lambda) \Omega+16 i f_{2 \infty}(q)(\lambda, \Lambda) \Omega+i \frac{\delta^{\sharp}}{h_{\infty}}\right)\right]_{q^{0}}, \tag{9.6}
\end{align*}
$$

where we have included a factor of 4 to take into account the contributions from the four cusps. This expression gives, in fact, the wall crossing behavior for the Donaldson invariants of manifolds with even $b_{1} \geq 0$. An obvious corollary of (9.6) is that the wall crossing formula only depends on the cohomology ring of the four-manifold $X$, confirming the conjecture of Kotschick
and Morgan that we mentioned in Chapter 2. Using the behavior of the modular forms involved in the wall crossing formula, it is easy to check that the wall crossing term is different from zero only if

$$
\begin{equation*}
0>\lambda^{2} \geq p_{1} / 4 \tag{9.7}
\end{equation*}
$$

where $p_{1}$ is the Pontrjagin number of the gauge bundle. As an example of the use of (9.6), consider $\lambda^{2}=p_{1} / 4$. The wall crossing term for the Donaldson invariant corresponding to $p^{r} S^{d-2 r}$, where $d$ is half the dimension of moduli space, is easily found to be:

$$
\begin{align*}
\mathrm{WC}_{\zeta}\left(p^{r} S^{d-2 r}\right)= & \frac{1}{2}(-1)^{\left(\lambda-\lambda_{0}, w_{2}(X)\right)} 2^{3 b_{1} / 2-b-d}(-1)^{r+d} p^{r} \operatorname{vol}\left(\mathbf{T}^{b_{1}}\right) \\
& \times \sum_{b=0}^{b_{1} / 2} \frac{\left(b_{1} / 2\right)!}{\left(b_{1} / 2-b\right)!}\binom{d-2 r}{b}(S, \zeta)^{d-2 r-b}(S, \zeta)^{b}(\zeta, \Lambda)^{b_{1} / 2-b} \tag{9.8}
\end{align*}
$$

where $\zeta=2 \lambda$. For simply connected manifolds the general wall crossing formula (9.6) reproduces the result of Göttsche.

### 9.2. The Seiberg-Witten contribution

In the first section of this chapter we computed the wall crossing formula only for the cusps at infinity. However, there is also wall crossing at the monopole and the dyon cusps. Let us consider the monopole cusp in some detail (the results for the dyon cusp can be obtained in a very similar way). The first thing to notice is that after performing the $S$-duality transformation the lattice points $\lambda$ live in $H^{2}(X, \mathbf{Z})+w_{2}(X) / 2$. This means that $2 \lambda$ corresponds to a $\operatorname{Spin}_{c}$-structure. The walls are still defined by

$$
\begin{equation*}
\lambda^{2}<0, \quad(\lambda, \omega)=0 \tag{9.9}
\end{equation*}
$$

and the wall crossing term is easily computed as:

$$
\begin{align*}
\frac{i}{8} e^{2 i \pi\left(\lambda_{0} \cdot \lambda+\lambda_{0}^{2}\right)} & {\left[q_{D}^{-\lambda^{2} / 2} h_{M}^{b_{1}-3} \vartheta_{2}^{8+\sigma} \exp \left(2 p u_{M}-i(S, \lambda) / h_{M}+S^{2} T_{M}(u)\right)\right.} \\
& \left.\times \int_{\mathbf{T}^{b_{1}}} \exp \left(2 f_{1 M}(S, \Lambda) \Omega+16 i f_{2 M}(\lambda, \Lambda) \Omega+\frac{i}{h_{M}} \delta^{\sharp}\right)\right]_{q_{D}^{0}} . \tag{9.10}
\end{align*}
$$

where the 'dual' modular forms are explicitly given by

$$
\begin{align*}
u_{M}\left(q_{D}\right) & =\frac{\vartheta_{3}^{4}+\vartheta_{4}^{4}}{2\left(\vartheta_{3} \vartheta_{4}\right)^{2}}=1+32 q_{D}+256 q_{D}+\cdots \\
h_{M}\left(q_{D}\right) & =\frac{1}{2 i} \vartheta_{3} \vartheta_{4}=\frac{1}{2 i}\left(1-4 q_{D}+4 q_{D}^{2}+\cdots\right) \\
f_{1 M}\left(q_{D}\right) & =\frac{2 E_{2}-\vartheta_{3}^{4}-\vartheta_{4}^{4}}{3 \vartheta_{2}^{8}}=-\frac{1}{8}\left(1-6 q_{D}+24 q_{D}^{2}+\cdots\right),  \tag{9.11}\\
f_{2 M}\left(q_{D}\right) & =\frac{\vartheta_{3} \vartheta_{4}}{2 i \vartheta_{2}^{8}}=\frac{1}{2^{9} i}\left(\frac{1}{q_{D}}-12+72 q_{D}+\cdots\right) \\
T_{M}\left(q_{D}\right) & =-\frac{1}{24}\left(\frac{E_{2}}{h_{M}^{2}}-8 u_{M}\right)=\frac{1}{2}+8 q_{D}+48 q_{D}^{2}+\cdots
\end{align*}
$$

and $q_{D}=\exp \left(2 \pi i \tau_{D}\right)$.
After computing the leading power of $q_{D}$ in (3.29) for a wall given by $\lambda$, one finds that monopole wall crossing only takes place if

$$
\begin{equation*}
d_{\lambda} \geq 0 \tag{9.12}
\end{equation*}
$$

where $d_{\lambda}$, given in (3.14), is the dimension of the Seiberg-Witten moduli space associated to the $\operatorname{Spin}_{c}$-structure with determinant line bundle $2 \lambda$. Therefore the conditions for a discontinuity of the $u$-plane integral at the monopole cusp (9.9) and (9.12) are precisely the conditions for wall crossing in the SeibergWitten invariants (3.29). The picture that emerges from this analysis is the following. First, let us recall that according to the basic principle 'Donaldson $=$ Coulomb + Higgs', the Donaldson-Witten generating function is a sum of the three terms in (8.1), which we reproduce here:

$$
\begin{equation*}
Z_{\mathrm{DW}}=Z_{u}+Z_{u=1}+Z_{u=-1} . \tag{9.13}
\end{equation*}
$$

When there is a Donaldson wall the $u$-plane integral jumps as a result of to the behavior at the cusps at infinity. This jump gives the Donaldson wall crossing, as we saw in the previous section. When there is a Seiberg-Witten wall, $Z_{u}$ jumps at the monopole and dyon cusps, but since $Z_{\mathrm{DW}}$ has no wall crossing at these walls (generically), the jump should be compensated by an identical jump but with opposite sign in $Z_{u= \pm 1}$. Since, as we will see in a moment, $Z_{u= \pm 1}$ involves the Seiberg-Witten invariants, in order to have a cancellation of wall crossings we should have the same conditions for the walls. Happily, and as we have just seen, this turns out to be the case.

In fact, more is true: as Moore and Witten realized, cancellation of wall crossings can be used to determine the detailed form of $Z_{u= \pm 1}$. Let us now focus on the analysis of the contribution at $u=1$ (the analysis of the contribution at $u=-1$ is very similar and, in fact, can be obtained from the $\mathbf{Z}_{2}$ symmetry of the $u$-plane). The first thing to notice is that since at $u=1$ there is a preferred frame (the magnetic frame obtained from $S$-duality from the electric frame suitable for the semi-classical region) we can perform an analysis of the functional integral based on localization on supersymmetric configurations, as we did in Chapter 5 for Donaldson-Witten theory and the monopole theory. We will then start with the twisted Lagrangian of the theory. We saw in Chapter 7 that the effective Lagrangian of the physical theory near $u=1$ involves both the $\mathcal{N}=2$ supersymmetric vector multiplet (in the dual frame) and the monopole hypermultiplet, and involves the magnetic prepotential $\widetilde{\mathcal{F}}_{D}\left(a_{D}\right)$. It is easy to see that, after twisting, this Lagrangian can be written as:

$$
\begin{align*}
\{\overline{\mathcal{Q}}, W\} & +\frac{i}{16 \pi} \tilde{\tau}_{D} F \wedge F+p(u) \operatorname{Tr} R \wedge * R+\ell(u) \operatorname{Tr} R \wedge R \\
& -\frac{i \sqrt{2}}{32 \cdot \pi} \frac{d \tilde{\tau}_{D}}{d a_{D}}(\psi \wedge \psi) \wedge F+\frac{i}{3 \cdot 2^{7} \pi} \frac{d^{2} \tilde{\tau}_{D}}{d a_{D}^{2}} \psi \wedge \psi \wedge \psi \wedge \psi \tag{9.14}
\end{align*}
$$

We have included in this Lagrangian couplings to gravity similar to those considered in our analysis of the $u$-plane integral in the previous chapter, since on general grounds we should expect them on a curved manifold. The part of the Lagrangian involving the monopole hypermultiplet can also be written as a $\overline{\mathcal{Q}}$-exact term after twisting (this is essentially the matter piece in (5.57)), and has been included in $W$. Our normalizations are such that $M$, the monopole field, is a section of $L^{1 / 2}$ (the dual line bundle), and then $F$ is the curvature of $L$ (this can be checked by taking into account the rescaling (7.60), which also explains why some of the factors differ from (8.2)). If $\lambda=c_{1}(L)$ we then have $F=4 \pi \lambda$. The exponentiation of the terms involving the densities $\operatorname{Tr} R \wedge * R, \operatorname{Tr} R \wedge R$ and $\lambda^{2}$ gives after integration on $X$ the factors

$$
\begin{equation*}
P(u)^{\sigma / 8} L(u)^{\chi / 4} C(u)^{\lambda^{2} / 2}, \tag{9.15}
\end{equation*}
$$

where $C(u)=\mathrm{e}^{-2 \pi i \tau_{D}}$. As in the $u$-plane integral, in the monopole theory the $\psi$ field is a one-form on the Seiberg-Witten moduli space, and a one-form
on the four-manifold $X$. We can then write it as

$$
\begin{equation*}
\psi=\frac{c}{2} \sum_{i=1}^{b_{1}} \nu_{i} \beta_{i} \tag{9.16}
\end{equation*}
$$

where $\beta_{i} \in H^{1}(X, \mathbf{Z}), i=1, \ldots, b_{1}$, is the basis of one-forms considered in (8.27), the $\nu_{i}$ are the one-forms on moduli space defined in (3.20), and $c$ is a normalization constant (in order to agree with mathematical normalizations, one has to put $c=2^{-9 / 4} \pi^{-1 / 2} i$ ).

Finally, we have to consider how to insert observables in this theory. This is just as in the $u$-plane theory, by using the descent procedure. Therefore

$$
\begin{equation*}
p \mathcal{O} \rightarrow 2 p u_{M} \tag{9.17}
\end{equation*}
$$

and

$$
\begin{equation*}
\exp \left(I_{2}(S)\right) \rightarrow \exp \left(-\frac{i}{4 \pi} \int_{S} \frac{d u}{d a_{D}} F+S^{2} T_{M}(u)+\frac{i}{8 \sqrt{2} \pi} \frac{d^{2} u}{d a_{D}^{2}} \int_{S} \psi \wedge \psi\right) \tag{9.18}
\end{equation*}
$$

Notice that in the $U(1)$ theory coupled to matter one has $\left\{G_{\mu}, \psi_{\nu}\right\}=$ $-\left(F_{\mu \nu}^{-}+D_{\mu \nu}^{+}\right)+2 i(\bar{M} M)_{\mu \nu}^{+}$, but it also follows from (5.56) that supersymmetric configurations satisfy $F_{\dot{\alpha} \dot{\beta}}^{+}+2 i \bar{M}_{(\dot{\alpha}} M_{\dot{\beta})}=D_{\alpha \dot{\beta}}$. Therefore when considering supersymmetric configurations one finds indeed (9.18). Notice that since $a_{D}$ is invariant under the rescaling (7.60), we have to use the original $G$ action in (5.32) (in contrast to (8.19)). Finally, we also have:

$$
\begin{equation*}
I_{1}(\delta) \rightarrow \frac{\sqrt{2} a_{1}}{4} \frac{1}{h_{M}} \int_{\delta} \psi \tag{9.19}
\end{equation*}
$$

Let us now evaluate the contribution from the monopole theory. As we discussed in Chapter 5, the functional integral reduces to an integral over the space of collective coordinates for the supersymmetric configurations. This is precisely the Seiberg-Witten moduli space. The observables, together with the measure factors and the terms in the Lagrangian that are not $\overline{\mathcal{Q}}$-exact, give a function of $a_{D}$ and the $\nu_{i}$ that one then integrates over this moduli space. $a_{D}$ is nothing but the operator $\phi$ in (3.19), and $\psi$ gives insertions of $\nu_{i}$ operators. The contribution to $Z_{u=1, \lambda}$ from the $\operatorname{Spin}_{c}$-structure associated to $\lambda$ is then given by:

$$
\begin{align*}
Z_{u=1, \lambda}=\int_{\mathcal{M}_{\lambda}} & 2 e^{2 i \pi\left(\lambda_{0}^{2}-\lambda_{0} \cdot \lambda\right)} C(u)^{\lambda^{2} / 2} P(u)^{\sigma / 8} L(u)^{\chi / 4} \\
& \times \exp \left(2 p u_{M}+i(S, \lambda) / h_{M}+S^{2} T_{M}(u)\right)  \tag{9.20}\\
& \times \exp \left[c^{2}\left(P_{M}(u), \Lambda\right) \sum_{i, j=1}^{b_{1}} a_{i j} \nu_{i} \nu_{j}\right]
\end{align*}
$$

where

$$
\begin{equation*}
P_{M}(u)=\frac{i \sqrt{2}}{16 \pi} f_{1 M} S+\frac{i \sqrt{2}}{32} \frac{d \widetilde{\tau}_{D}}{d a_{D}} \lambda \tag{9.21}
\end{equation*}
$$

and we have taken into account that $d a_{D} / d u=-h_{M}$. The factor of 2 comes from the same normalization issue that we discussed in (8.24), and for simplicity we have put $I_{1}(\delta)=0$. The overall phase depending on $\lambda_{0}$ can be obtained by performing carefully the duality transformation of the effective Lagrangian in the presence of a non-trivial Stiefel-Whitney class. As we will see in a moment, it is clearly required to match the wall crossings.

The integral (9.20) can be evaluated in terms of Seiberg-Witten invariants by expanding the exponential, and extracting the different powers of $a_{D}$ and the $\nu_{i}$. By doing this we find:

$$
\begin{align*}
& Z_{u=1, \lambda}=\sum_{b=0}^{b_{1} / 2} \frac{1}{b!} \operatorname{Res}_{a_{D}=0}[ 2 e^{2 i \pi\left(\lambda_{0}^{2}-\lambda_{0} \cdot \lambda\right)} C(u)^{\lambda^{2} / 2} P(u)^{\sigma / 8} L(u)^{\chi / 4} \\
& \times \exp \left(2 p u_{M}+i(S, \lambda) / h_{M}+S^{2} T_{M}(u)\right) \\
&\left.\times a_{D}^{-d_{\lambda} / 2+b-1}\left(P_{M}(u), \Lambda\right)^{b}\right] \\
& \times c^{2 b} \sum_{i_{p}, j_{p}=1}^{b_{1}} a_{i_{1} j_{1}} \cdots a_{i_{b} j_{b}} \mathrm{SW}_{\lambda}\left(\beta_{i_{1}} \wedge \beta_{j_{1}} \wedge \cdots \wedge \beta_{i_{b}} \wedge \beta_{j_{b}}\right) \tag{9.22}
\end{align*}
$$

Let us now compare to (3.29) (and use the property that (3.29) is odd under the change $\lambda \rightarrow-\lambda$ ). We see that in order to match (3.29) and (9.22) consistency requires that $\lambda$ lives in the lattice $H^{2}(X, \mathbf{Z})+w_{2}(X) / 2$, so the dual line bundle $L^{1 / 2}$ is, in fact, a $\operatorname{Spin}_{c}$ structure. The reason behind this is again the crucial coupling (8.15), since after the $S$-duality transformation it generates the appropriate shift in the dual $\lambda$. The effect of (8.15) in the dual theory can be analysed directly, and leads to the same conclusion.

We can now determine the unknown factors in (9.22) by requiring that the wall crossing of the above expression matches the wall crossing at the monopole cusp. This is easily done by considering first the simply connected case $b_{1}=0$, since in that case we know that the Seiberg-Witten invariant jumps by $\pm 1$ in crossing a wall. The Seiberg-Witten wall crossing (9.10) can be also written as a residue in order to compare with (9.22), and in the simply
connected case it is given by

$$
\begin{align*}
\operatorname{Res}_{a_{D}=0}[ & {\left[4 \pi q_{D}^{-\lambda^{2} / 2} \alpha^{\chi}\left(\frac{d u}{d a_{D}}\right)^{\chi / 2} \beta^{\sigma}\left(u^{2}-1\right)^{\sigma / 8}\right.} \\
& \left.\times \exp \left(2 p u_{M}+i(S, \lambda) / h_{M}+S^{2} T_{M}(u)\right)\right] \tag{9.23}
\end{align*}
$$

For simply connected manifolds with $b_{2}^{+}=1$ we can write $\chi=4-\sigma$, and by comparing the terms involving $\sigma$ and $\lambda^{2}$, one finds:

$$
\begin{align*}
C & =\frac{a_{D}}{q_{D}} \\
P & =-\pi^{2} \beta^{8} a_{D}^{-1}\left(u^{2}-1\right)  \tag{9.24}\\
L & =\pi i \alpha^{4}\left(\frac{d u}{d a_{D}}\right)
\end{align*}
$$

In terms of modular forms and taking into account the values of the constants $\alpha, \beta$ given in (8.17), we have

$$
\begin{equation*}
P=-\frac{4 \vartheta_{2}\left(\tau_{\nu}\right)^{8}}{h_{M}^{4}} a_{D}^{-1}, \quad L=\frac{i}{h_{M}^{2}} . \tag{9.25}
\end{equation*}
$$

The first relation tells us that the gauge coupling $\tilde{\tau}_{D}$ appearing in (9.14) is given by

$$
\begin{equation*}
\tilde{\tau}_{D}=\tau_{D}-\frac{1}{2 \pi i} \log a_{D} \tag{9.26}
\end{equation*}
$$

and therefore it is smooth at the monopole cusp. This defines the prepotential $\widetilde{\mathcal{F}}_{D}\left(a_{D}\right)$ through the equation $\widetilde{\mathcal{F}}_{\nu}^{\prime \prime}\left(a_{D}\right)=\tilde{\tau}_{D}$, and finally proves our claim in (7.94). With this information we can already compute the remaining couplings in (9.14). Since

$$
\begin{equation*}
\frac{d \tau_{D}}{d a_{D}}=-f_{2 M}\left(q_{D}\right), \quad a_{D}=-\frac{i}{6} \frac{2 E_{2}\left(\tau_{D}\right)-\vartheta_{3}^{4}-\vartheta_{4}^{4}}{\vartheta_{3} \vartheta_{4}}=-\frac{1}{4} \frac{f_{1 M}}{f_{2 M}} \tag{9.27}
\end{equation*}
$$

one finds

$$
\begin{equation*}
P_{M}(u)=\frac{i \sqrt{2}}{32 \pi}\left[2 f_{1 M} S-16 i\left(\frac{1+8 f_{1 M}}{8 f_{1 M}}\right) f_{2 M} \lambda\right] \tag{9.28}
\end{equation*}
$$

One can actually require cancellation of the wall crossings in the non-simply connected case and derive the general formula for Seiberg-Witten wall crossing. For example, when no insertions of the $\nu_{i}$ are made one finds

$$
\begin{equation*}
\mathrm{WC}_{\lambda}=(-1)^{b_{1} / 2}(\lambda, \Lambda)^{b_{1} / 2} \operatorname{vol}\left(\mathbf{T}^{b_{1}}\right), \tag{9.29}
\end{equation*}
$$

in agreement with known mathematical results.
This gives in principle all the information which is needed in order to write the Seiberg-Witten contribution at $u=1$ to the Donaldson invariants, for any four-manifold with $b_{2}^{+} \geq 1$. For example, for a manifold with $b_{2}^{+}=1$, and after including $I_{1}(\delta)$, one obtains:

$$
\begin{align*}
Z_{u=1, \lambda}= & \frac{i^{b_{1}+1}}{8} \sum_{b \geq 0} \sum_{n=0}^{b} \frac{(-1)^{n}}{n!(b-n)!} 2^{-6 n-5 b+b_{1} / 2} e^{2 i \pi\left(\lambda_{0}^{2}-\lambda_{0} \cdot \lambda\right)} \\
\times & {\left[q_{D}^{-\lambda^{2} / 2} h_{M}^{b_{1}-3} \vartheta_{2}^{8+\sigma}\left(\frac{f_{1 M}}{i f_{2 M}}\right)^{\left(b+n-b_{1}\right) / 2}\right.} \\
& \quad \exp \left(2 p u_{M}+i(S, \lambda) / h_{M}+S^{2} T_{M}(u)\right) \\
& \left.\left(2 f_{1 M}(S, \Lambda)-16 i\left(\frac{1+8 f_{1 M}}{8 f_{1 M}}\right) f_{2 M}(\lambda, \Lambda)\right)^{n}\right]_{q_{D}^{0}} \\
& \times \sum_{i_{p}, j_{p}=1}^{b_{1}} a_{i_{1} j_{1}} \cdots a_{i_{n} j_{n}} \mathrm{SW}_{\lambda}\left(\beta_{i_{1}} \wedge \beta_{j_{1}} \wedge \cdots \wedge \beta_{i_{n}} \wedge \beta_{j_{n}} \wedge \delta_{*}^{b-n}\right), \tag{9.30}
\end{align*}
$$

where $\delta_{*}$ denotes the image of $\delta$ under the map $\delta_{i} \rightarrow \beta_{i}$, and we have taken into account that on manifolds with $b_{2}^{+}=1$ the term involving $\psi^{4}$ in (9.14) vanishes (as we mentioned in the previous chapter).

The contribution $Z_{u=-1}$ at $u=-1$ is identical to the contribution at $u=1$, with the only difference that one has to use the modular forms
$u_{D}=-u_{M}, \quad h_{D}=i h_{M}, \quad f_{1 D}=f_{1 M}, \quad f_{2 D}=i f_{2 M}, \quad T_{D}=-T_{M}$
and include an extra factor $\exp \left(-2 \pi i \lambda_{0}^{2}\right)$. It is easy to check that

$$
\begin{equation*}
Z_{u=-1}\left(p, \zeta_{i}, v_{i}\right)=\mathrm{e}^{-2 \pi i \lambda_{0}^{2}} i(\chi+\sigma) / 4 Z_{u=1}\left(-p, i \zeta_{i},-i v_{i}\right) \tag{9.32}
\end{equation*}
$$

For a general four-manifold the Seiberg-Witten contributions at $u= \pm 1$ are rather complicated. For example, in a manifold with $b_{2}^{+}>1, b_{1}>0$ and which is not of simple type, the term $\psi^{4}$ in (9.14) gives a contribution. For a simply connected manifold (but not necessarily of Seiberg-Witten simple type) the above expressions give:

$$
\begin{align*}
Z_{u=1, \lambda} & =\frac{\operatorname{SW}(\lambda)}{16} \cdot e^{2 i \pi\left(\lambda_{0}^{2}-\lambda_{0} \cdot \lambda\right)} \\
& \times\left[q_{D}^{-\lambda^{2} / 2} \frac{\vartheta_{2}^{8+\sigma}}{a_{D} h_{M}}\left(-2 i \frac{a_{D}}{h_{M}^{2}}\right)^{\chi_{h}} \exp \left(2 p u_{M}+i(\lambda, S) / h_{M}+S^{2} T_{M}\right)\right]_{q^{0}} . \tag{9.33}
\end{align*}
$$

If the manifold has $b_{2}^{+}>1$ and is of Seiberg-Witten simple type, the Seiberg-Witten contributions simplify enormously. Since $Z_{u}=0$ the Donaldson-Witten generating function is given by $Z_{\mathrm{DW}}=Z_{u=1}+Z_{u=-1}$. The Seiberg-Witten simple type condition means that the only contribution comes from basic classes $\lambda$ with $d_{\lambda}=0$, therefore we only have to take the leading terms in the $q$-expansions in (9.33). Using $u_{M}=1+\cdots, T_{M}=1 / 2+\cdots$, $h_{M}=1 /(2 i)+\cdots$ and $a_{D}=16 i q_{D}+\cdots$ we find that (9.33) reduces to

$$
\begin{equation*}
(-1)^{\chi_{h}} 2^{1+\frac{7 \chi}{4}+\frac{11 \sigma}{4}} \mathrm{e}^{2 p+S^{2} / 2} \mathrm{e}^{-2(S, \lambda)} \mathrm{e}^{2 i \pi\left(\lambda_{0}^{2}-\lambda_{0} \cdot \lambda\right)} \operatorname{SW}(\lambda) \tag{9.34}
\end{equation*}
$$

We then obtain, after summing over all $\lambda$ and taking into account (3.26) and (9.32),

$$
\begin{align*}
Z_{\mathrm{DW}}=2^{1+\frac{7 \chi}{4}+\frac{11 \sigma}{4}} \sum_{\lambda} \mathrm{e}^{2 i \pi\left(\lambda_{0} \cdot \lambda+\lambda_{0}^{2}\right)} & {\left[\mathrm{e}^{2 p+S^{2} / 2} \mathrm{e}^{2(S, \lambda)}\right.} \\
& \left.+i^{\chi_{h}-w_{2}(V)^{2}} \mathrm{e}^{-2 p-S^{2} / 2} \mathrm{e}^{-2 i(S, \lambda)}\right] \mathrm{SW}(\lambda) \tag{9.35}
\end{align*}
$$

This is the famous Witten's 'magic formula' which expresses the Donaldson invariants in terms of Seiberg-Witten invariants. The Donaldson series then reads,

$$
\begin{equation*}
\mathbf{D}^{w_{2}(V)}(S)=2^{2+\frac{7 \chi}{4}+\frac{11 \sigma}{4}} \sum_{\lambda} \mathrm{e}^{2 i \pi\left(\lambda_{0} \cdot \lambda+\lambda_{0}^{2}\right)} \mathrm{e}^{S^{2} / 2} e^{2(S, \lambda)} \mathrm{SW}(\lambda) \tag{9.36}
\end{equation*}
$$

Comparing to the structure theorem of Kronheimer and Mrowka (2.66) we find that the characteristic elements $\kappa_{\lambda}$ are precisely the Seiberg-Witten basic classes $2 \lambda$, and the corresponding rational numbers $a_{\lambda}$ are given by:

$$
\begin{equation*}
a_{\lambda}=2^{2+\frac{7 \chi}{4}+\frac{11 \sigma}{4}} \mathrm{e}^{2 i \pi\left(\lambda_{0} \cdot \lambda+\lambda_{0}^{2}\right)} \mathrm{SW}(\lambda) \tag{9.37}
\end{equation*}
$$

These formulae agree with all known mathematical results. For example, for elliptic fibrations $E(n), n \geq 2$, one can check (9.37) by comparing (2.70) and (3.28). From the above analysis we can deduce the following results for manifolds with $b_{2}^{+}>1$ :

1) A simply connected four-manifold of Seiberg-Witten simple type is also of Donaldson simple type.
2) A non-simply connected manifold of Seiberg-Witten simple type is of strong simple type.
3) Any simply connected four-manifold with $b_{2}^{+}>1$ is of finite type, i.e., (2.62) holds and the value of $n$ depends on the maximal dimension of the Seiberg-Witten moduli spaces involved in the computation of (9.33).

In conclusion, the $u$-plane integral provides a physical way of computing the Donaldson invariants of four-manifolds of $b_{2}^{+}>0$, not necessarily of Seiberg-Witten simple type. In general it is the sum of two terms, the $u$-plane integral $Z_{u}$ given for example in (8.68), and the Seiberg-Witten contributions at $u= \pm 1$ (which is essentially given by the expression (9.20) together with its transform (9.32)). When the manifold is of Seiberg-Witten simple type, the $u$-plane integral technology leads to a simple derivation of Witten's formula relating Donaldson and Seiberg-Witten invariants.

### 9.3. The blow-up formula

As we saw in Chapter 1, one basic operation that can be performed on a four-manifold in order to construct another four-manifold is the blow-up of a point. The behavior of Donaldson invariants under this operation has been investigated by many authors, and this effort culminated with the blow-up formulae of Fintushel and Stern. In this section we will obtain these blow-up formulae from the $u$-plane integral.

Remember that after blowing up a point in a four-manifold $X$ we obtain another manifold $\widehat{X}$ with an extra two-homology class $B$ with $B^{2}=-1$ (we will denote by $B$ its Poincaré dual as well). It then follows that $b_{2}^{+}(\widehat{X})=b_{2}^{+}(X), \chi(\widehat{X})=\chi(X)+1, \sigma(\widehat{X})=\sigma(X)-1$. Let $I(B)$ be the two-observable corresponding to $B$, and $t$ a complex number. In order to compute the Donaldson invariants we have to choose as well an integral lifting of $w_{2}(V), \widehat{\xi}$, in the blown up manifold. It is usually assumed that $\widehat{\xi}$ is a class that coincides with $\xi$ away from $B$, and this means that $\widehat{\xi}=\xi+j B$ for $j=0$ or 1 . The goal of the blow-up formula is to compute

$$
\begin{equation*}
\langle\exp (2 p u+I(S)+t I(B))\rangle_{\widehat{\xi}, \widehat{X}}, \tag{9.38}
\end{equation*}
$$

in a limit in which the area of $B$ is small, in terms of

$$
\begin{equation*}
\langle\exp (2 p u+I(S))\rangle_{\xi, X} \tag{9.39}
\end{equation*}
$$

As pointed out by Moore and Witten in their work on the $u$-plane integral, it is natural to expect the existence of universal blow-up formulae based on
physical considerations: when we blow up a point in $X$ we produce an 'impurity' which is assumed to be very small (since in the blow-up formula the area of $B$ is taken to be small), and we should be able to reproduce its effect by some local, $\overline{\mathcal{Q}}$-invariant observable. But in the twisted $\mathcal{N}=2$ theory any local $\overline{\mathcal{Q}}$-invariant observable is a holomorphic function of $u$. Therefore there must be holomorphic functions $F_{j}(u, t)$, for $j=0,1$, such that

$$
\begin{equation*}
\langle\exp (2 p u+I(S)+t I(B))\rangle_{\widehat{\xi}, \widehat{X}}=\left\langle\exp \left(2 p u+I(S)+F_{j}(u, t)\right)\right\rangle_{\xi, X} \tag{9.40}
\end{equation*}
$$

The above argument shows that the blow-up formula is universal, involving two holomorphic functions of $u$ that do not depend on the four-manifold under consideration. This implies that one should be able to deduce the blow up formula from the $u$-plane integral alone. The reason for this is that one can find manifolds such that $Z_{\mathrm{SW}}=0$ (where $Z_{\mathrm{SW}}$ denotes the contribution to $Z_{\text {DW }}$ coming from $u= \pm 1$ and involving Seiberg-Witten invariants), and such that their blow-ups also have $Z_{\mathrm{SW}}=0$. An example of those is $\mathbb{P}^{2}$ blown up at a small number of points: $\mathbb{P}^{2}$ admits a metric of positive curvature and has no chambers, so their Seiberg-Witten invariants vanish and $Z_{\mathrm{SW}}=0$. The blown up $\mathbb{P}^{2}$ still admits a metric of positive curvature, and, moreover, if we blow it up at less than nine points, Seiberg-Witten wall crossing is still absent, since (9.12) is not satisfied. Therefore $Z_{\text {SW }}=0$ everywhere after blowing up, and for these manifolds the blow up functions must come from the $u$-plane integral.

The derivation of the blow-up formula from the $u$-plane integral is actually very easy, and can be obtained by comparing the $u$-plane integrand for $X$ with that for $\widehat{X}$. Put $S \rightarrow S+t B$ and substitute into the integrand of (8.54), using as well the condition that we are in a chamber with $B_{+}=0$. The theta function (8.52) changes as follows:

$$
\begin{equation*}
\Psi_{\widehat{X}}=\Psi_{X} \exp \left[\frac{\pi t^{2}}{8 \pi y}\left(\frac{d u}{d a}\right)^{2}\right] \sum_{n \in \mathbf{Z}+\frac{1}{2} w_{2}(V) \cdot B} \exp \left[i \pi \tau n^{2}+i n t / h\right] e^{-i \pi n} \tag{9.41}
\end{equation*}
$$

Similarly the measure factor (8.69) for the blown up manifold is related to that of the original manifold by:

$$
\begin{equation*}
\widehat{f}_{\widehat{X}}=\widehat{f}_{X} \vartheta_{4}^{-1} \exp \left[-t^{2} \widehat{T}(u)\right] . \tag{9.42}
\end{equation*}
$$

The $\vartheta_{4}^{-1}$ factor arises because the blow-up changes $\sigma$, and the other factor arises because $S^{2} \rightarrow S^{2}-t^{2}$. We then see that the blow-up has the effect of
modifying the integrand by introducing an extra factor

$$
\begin{equation*}
\tau_{0}(t \mid u)=e^{-t^{2} T(u)} \frac{\vartheta_{4}\left(\left.\frac{t}{2 \pi} \frac{d u}{d a} \right\rvert\, \tau\right)}{\vartheta_{4}(0 \mid \tau)} \tag{9.43}
\end{equation*}
$$

in the case where $w_{2}(V) \cdot B=0 \bmod 2$ and a factor

$$
\begin{equation*}
\tau_{1}(t \mid u)=e^{-t^{2} T(u)} \frac{\vartheta_{1}\left(\left.\frac{t}{2 \pi} \frac{d u}{d a} \right\rvert\, \tau\right)}{\vartheta_{4}(0 \mid \tau)} \tag{9.44}
\end{equation*}
$$

when $w_{2}(V) \cdot B=1 \bmod 2$.
According to the physical argument above, these blow-up factors should depend only on $u$. We are going to prove that, indeed, they are series in $t$ whose coefficients are polynomials in $u$.

Let us first consider the case $w_{2}(V) \cdot B=0 \bmod 2$. The quotient of theta functions can be written in terms of the Weierstrass sigma function:

$$
\begin{equation*}
\frac{\vartheta_{4}(z \mid \tau)}{\vartheta_{4}(0 \mid \tau)}=e^{-2 \eta_{1} \omega_{1} z^{2}} \sigma_{3}\left(2 \omega_{1} z\right) \tag{9.45}
\end{equation*}
$$

where $\omega_{1}$ is proportional to the $a$-period, as shown in (7.72). Taking this into account, together with the identity

$$
\begin{equation*}
\eta_{1}=\frac{\pi^{2}}{12 \omega_{1}} E_{2}(\tau) \tag{9.46}
\end{equation*}
$$

one finds that

$$
\begin{equation*}
\tau_{0}(t \mid u)=e^{-t^{2} u / 3} \sigma_{3}\left(\frac{4 t}{\sqrt{2}}\right) \tag{9.47}
\end{equation*}
$$

Now, the sigma functions $\sigma_{i}(t)$ can be expanded around the origin, and the coefficients of the Taylor expansion are polynomials in the roots $e_{i}$ and the functions $g_{2}, g_{3}$ (in the Weierstrass description of the curve). For example,

$$
\begin{equation*}
\sigma_{3}(t)=1-e_{3} t+\mathcal{O}\left(t^{2}\right) \tag{9.48}
\end{equation*}
$$

As one can see in (7.69) and (7.71), these quantities only depend on $u$, proving our claim. Similarly, in the case $w_{2}(V) \cdot B=1 \bmod 2$ we use

$$
\begin{equation*}
\frac{\vartheta_{1}(z \mid \tau)}{\vartheta_{1}^{\prime}(0 \mid \tau)}=\frac{1}{2 \omega_{1}} e^{-2 \omega_{1} \eta_{1} z^{2}} \sigma\left(2 \omega_{1} z\right) \tag{9.49}
\end{equation*}
$$

and $\vartheta_{1}^{\prime}(0 \mid \tau)=\pi \vartheta_{2}(\tau) \vartheta_{3}(\tau) \vartheta_{4}(\tau)$, together with $(7.103)$, to write the blow-up factor as

$$
\begin{equation*}
\tau_{1}(t \mid u)=\frac{\sqrt{2}}{4} e^{-t^{2} u / 3} \sigma\left(\frac{4 t}{\sqrt{2}}\right) \tag{9.50}
\end{equation*}
$$

The expansion of $\sigma(t)$ around the origin only involves $g_{2}$ and $g_{3}$,

$$
\begin{equation*}
\sigma(t)=t-\frac{g_{2}}{240} t^{5}+\mathcal{O}\left(t^{7}\right) \tag{9.51}
\end{equation*}
$$

therefore the blow-up factor (9.50) is also a function of $u$ only.
A particularly interesting case of the blow-up formulae occurs at the degeneration points of the Seiberg-Witten curve, $u= \pm 1$. The blow up formula at those points describes the behavior of Donaldson invariants for manifolds of Donaldson simple type. Let us consider for simplicity the monopole point $u=1$ (the behavior at $u=-1$ is identical). At $u=1$ the period $\omega_{1}$ diverges, and $\omega_{3}=\pi \sqrt{2} i$. As shown in (B.2) the $\sigma$ function degenerates to a trigonometric function, and one finds

$$
\begin{equation*}
\sigma(t)=e^{-t^{2} / 6} \sinh t . \tag{9.52}
\end{equation*}
$$

Similarly one finds that

$$
\begin{equation*}
\sigma_{3}(t)=e^{-t^{2} / 6} \cosh t \tag{9.53}
\end{equation*}
$$

so the blow up functions become

$$
\begin{align*}
& \tau_{0}(t \mid u=1)=e^{-t^{2} / 2} \cosh t \\
& \tau_{1}(t \mid u=1)=e^{-t^{2} / 2} \sinh t \tag{9.54}
\end{align*}
$$

and they describe the behavior of Donaldson invariants under blow up for manifolds of Donaldson simple type. It can be seen that these formulae are compatible with Witten's formula (9.35): if $x=2 \lambda$ denotes the (integral) basic classes of the manifold of Seiberg-Witten simple type $X$, it can be shown that $\widehat{X}$ is also of Seiberg-Witten simple type. The basic classes of $\widehat{X}$ are given by $x \pm B$, and the Seiberg-Witten invariants satisfy $\mathrm{SW}(x \pm B)=\mathrm{SW}(x)$. It is immediate to see that (9.36) picks after blow-up the factors (9.54) depending on the values of $w_{2}(V) \cdot B$.
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## Chapter 10

## Further Developments in Donaldson-Witten Theory

In this final chapter we present some 'advanced' results in DonaldsonWitten theory, in considerably less detail than in the previous chapters. Our aim is to collect some useful results in the literature and provide an introduction to more specific developments. In the first section we present formulae for the Donaldson invariants of some four-manifolds with $b_{2}^{+}=1$ in special chambers. These formulae can be obtained from the $u$-plane integral by doing the integral on the fundamental domain. In the second section we consider the $u$-plane integral for theories with hypermultiplets, mostly in the case $b_{2}^{+}>1$, and explain some applications to the geography of four-manifolds. As in the rest of the book we focus on theories with gauge groups of rank one $(S U(2)$ or $S O(3)$ ). Finally, in the third section we consider the extension to gauge groups of rank larger than one.

### 10.1. More formulae for Donaldson invariants

In the previous chapter we have obtained three important properties of Donaldson invariants (the wall crossing formula, the structure of the SeibergWitten contribution, and the blow-up formula) without evaluating the integral over the fundamental domain. In this section we will discuss some results for Donaldson invariants that can be obtained by a more careful analysis of the $u$-plane integral.

A very important aspect of the $u$-plane integral is that in certain circumstances it can be shown to vanish. The precise statement is as follows: let $X$ be a four-manifold with $b_{2}^{+}=1$ that fibers over a two-dimensional base $B$ with a fiber $\Sigma$ of genus zero. Then, if $V$ is an $S O(3)$ bundle such that

$$
\begin{equation*}
w_{2}(V) \cdot[\Sigma] \neq 0, \tag{10.1}
\end{equation*}
$$

then the $u$-plane integral vanishes when evaluated in the limiting chamber in which the area of the fiber is very small. As pointed out by Moore and Witten, this is easy to understand physically: consider for simplicity the case in which the four-manifold $X$ is a direct product, $X=B \times \Sigma$. The Maxwell action which controls the $U(1)$ dynamics of the gauge field on the $u$-plane can then be written as

$$
\begin{equation*}
\int_{B \times \Sigma} F \wedge * F=\frac{\operatorname{vol}(B)}{\operatorname{vol}(\Sigma)}\left(\int_{\Sigma} F\right)^{2}+\frac{\operatorname{vol}(\Sigma)}{\operatorname{vol}(B)}\left(\int_{B} F\right)^{2} \tag{10.2}
\end{equation*}
$$

where $F$ is the $U(1)$ field strength. The condition (10.1) means that $\int_{\Sigma} F \neq 0$, therefore as $\operatorname{vol}(\Sigma) \rightarrow 0$ the Maxwell action diverges, causing the $u$-plane integral to vanish. However, one has to exercise caution, since although the integrand is clearly vanishing in these conditions, one has to worry about non-compactness of the moduli space. A careful analysis of the $u$-plane integral shows that, indeed, there is vanishing of the $u$-plane integral in these conditions. We refer the reader to the original work of Moore and Witten for a proof of this fact.

As an example of this vanishing result let us consider the product ruled surface $X_{g}=\mathbf{S}^{2} \times \Sigma_{g}$, where $\Sigma_{g}$ is a Riemann surface of genus $g . H^{2}\left(X_{g}, \mathbf{Z}\right)$ is generated by two classes, $\left[\mathbf{S}^{2}\right]$ and $\left[\Sigma_{g}\right]$ (the Poincaré duals of the surfaces) and one has $\left[\mathbf{S}^{2}\right] \cdot\left[\Sigma_{g}\right]=1$. The integral lift of $w_{2}(V)$ can be written as

$$
\begin{equation*}
w_{2}(V)=\epsilon\left[\Sigma_{g}\right]+\epsilon^{\prime}\left[\mathbf{S}^{2}\right] . \tag{10.3}
\end{equation*}
$$

The period point $\omega$ of $X_{g}$ was written in (2.76) in Chapter 2. The limiting chamber in which the volume of $\mathbf{S}^{2}$ is small corresponds to $\theta \rightarrow \infty$. It follows from the vanishing theorem that the $u$-plane integral vanishes in this limiting chamber provided that $w_{2}(V) \cdot\left[\mathbf{S}^{2}\right] \neq 0$, i.e., for $\epsilon \neq 0$. Moreover, it is easy to see from the expression of the period point (2.76) that if we endow $\mathbf{S}^{2}$ and $\Sigma_{g}$ with their standard constant curvature metrics the scalar curvature of $X_{g}$ is positive for $e^{2 \theta}>g-1$. In particular, it will be positive in the limiting chamber of vanishing volume for $\mathbf{S}^{2}$, for any genus, therefore the Seiberg-Witten invariants will vanish in that chamber (owing to the vanishing theorem discussed in Chapter 3). We conclude that the Donaldson invariants of a product ruled surface vanish in the chamber of small volume for $\mathbf{S}^{2}$ for bundles with $w_{2}(V) \cdot\left[\mathbf{S}^{2}\right] \neq 0$.

The vanishing result is also useful in order to determine the Donaldson invariants of manifolds with $b_{2}^{+}=1$ in other chambers. The strategy is to
consider first the Donaldson invariants in a chamber where they can be easily evaluated (for example, in a limiting chamber where one can show that the invariants vanish, as in the example of product ruled surfaces which we have considered). Then one can, in principle, sum the wall crossing terms needed to reach the chamber of interest. This procedure is useful as long as one can find an efficient procedure to sum up the wall crossing terms.

Another procedure for determining the Donaldson invariants is to evaluate the $u$-plane integral directly. It turns out that the integral over the fundamental domain which one ends up with in (8.54) is very similar to the integrals that compute one-loop corrections in string theory, and the same techniques that are used to compute these corrections can be applied to evaluate the $u$-plane integral. Again, we refer the reader to the original work of Moore and Witten, where these techniques are carefully developed in order to find explicit expressions for the $u$-plane integrals in certain chambers. Their results concern four-manifolds whose intersection contains as a summand the lattice (1.14).

We will now present results for a few examples where the techniques of Moore and Witten lead to explicit expressions for the Donaldson invariants. Consider again the product ruled surface $X_{g}$. Since its intersection form is precisely (1.14), the $u$-plane integral can be explicitly evaluated in the chamber where the volume of $\mathbf{S}^{2}$ is small (hence the Seiberg-Witten contribution vanishes), but for $w_{2}(V) \cdot\left[\mathbf{S}^{2}\right]=0$.

Before presenting the result for the Donaldson-Witten generating series, let us clarify some issues related to the integrand of the $u$-plane integral (8.68) in the case of product ruled surfaces. As discussed in detail in Chapter 10, the integrand in the non-simply connected case involves a symplectic two-form $\Omega$ defined in (8.65). In the case of product ruled surfaces, this two-form is determined as follows: the basis of one forms on $X_{g}$ is given by the duals to the usual symplectic basis of one cycles on $\Sigma_{g}, \delta_{k}, k=1, \ldots, 2 g$, with $\delta_{k} \cap \delta_{k+g}=1, k=1, \ldots, g$. The matrix $a_{k l}$ is then the symplectic matrix $J$, and $\Lambda$ (the generator of the image of the map (8.64)) is given by $\left[\mathbf{S}^{2}\right]$. It follows that

$$
\begin{equation*}
\Omega=\sum_{k=1}^{g} \beta_{k}^{\sharp} \wedge \beta_{k+g}^{\sharp} . \tag{10.4}
\end{equation*}
$$

and $\operatorname{vol}\left(\mathbf{T}^{b_{1}}\right)=1$. It turns out that all the Donaldson polynomials involving the cohomology classes associated to one-cycles can be expressed
in terms of the $\operatorname{Sp}(2 g, \mathbf{Z})$-invariant element in $\wedge^{\text {even }} H_{1}(X, \mathbf{Z})$ given by $\iota=$ $-2 \sum_{k=1}^{g} \delta_{k} \delta_{k+g}$. This element of $\mathbf{A}(X)$ corresponds to the degree 6 differential form on the moduli space of instantons given by:

$$
\begin{equation*}
\gamma=-2 \sum_{i=1}^{g} I\left(\delta_{i}\right) I\left(\delta_{i+g}\right) . \tag{10.5}
\end{equation*}
$$

Writing $S=s \Sigma_{g}+t \mathbf{S}^{2}$, we present the results for $Z_{\mathrm{DW}}(p, r, s, t)=$ $\mathcal{D}_{X}^{w_{2}(E)}\left(\mathrm{e}^{p x+r \iota+s \Sigma_{g}+t \mathbf{S}^{2}}\right)$. If we want to include $\iota$ in the $u$-plane integral, we just take into account that the 3 -class $I\left(\delta_{k}\right)$ on the moduli space gives $(i / h) \beta_{k}^{\sharp}$ in the $u$-plane integral. Therefore using (10.4) we find the correspondence

$$
\begin{equation*}
\gamma \rightarrow \frac{2 r}{h^{2}} \Omega \tag{10.6}
\end{equation*}
$$

and to obtain $Z_{\mathrm{DW}}(p, r, s, t)$ from the above formulae we just have to change $(i / h) \delta^{\sharp}$ by (10.6) in (8.69).

We finally present the results for the Donaldson-Witten series of product ruled surfaces, in the limiting chamber of small volume for $\mathbf{S}^{2}$ and for $w_{2}(V)$. $\left[\mathbf{S}^{2}\right]=0$. There are two cases to consider. If $w_{2}(V)=0$ the $u$-plane integral gives

$$
\begin{equation*}
Z_{\mathrm{DW}}^{w_{2}(V)=0}=-\frac{i}{4}\left[\left(h^{2} f_{2}\right)^{-1} \mathrm{e}^{2 p u+2 s t T(u)}\left(2 f_{1} h^{2} s+2 r\right)^{g} \operatorname{coth}\left(\frac{i s}{2 h}\right)\right]_{q^{0}} \tag{10.7}
\end{equation*}
$$

where $u, h, T$, and $f_{1,2}$ are the modular forms introduced in Chapter 10 (all of them corresponding to the semi-classical cusp at infinity). If $w_{2}(E)=\left[\mathbf{S}^{2}\right]$ the $u$-plane integral gives

$$
\begin{equation*}
Z_{\mathrm{DW}}^{w_{2}(V)=\left[\mathbf{S}^{2}\right]}=-\frac{1}{4}\left[\left(h^{2} f_{2}\right)^{-1} \mathrm{e}^{2 p u+2 s t T(u)}\left(2 f_{1} h^{2} s+2 r\right)^{g} \csc \left(\frac{i s}{2 h}\right)\right]_{q^{0}} . \tag{10.8}
\end{equation*}
$$

For $g=0$ one finds the results for the Donaldson-Witten series obtained by Göttsche and Zagier.

One of the main interest of considering Donaldson theory on product ruled surfaces is that one can perform a 'dimensional reduction' to a twodimensional theory, and deduce properties of this low-dimensional model from the four-dimensional results. For example, it is easy to show that the moduli space of anti-self-dual connections on $\Sigma_{g} \times \mathbf{S}^{2}$ with instanton number zero is isomorphic to the moduli space of flat connections on $\Sigma_{g}$. The moduli space of flat $S O(3)$ connections on $\Sigma_{g}$ with Stiefel-Whitney class $w_{2} \neq 0$ is
known to be a very rich and interesting space, and it can be realized in many different ways. Using the Hitchin-Kobayashi correspondence, for example, we can think about this space as the moduli space of rank two, odd degree stable bundles over $\Sigma_{g}$ with fixed determinant. On the other hand, owing to the classical theorem of Narashiman and Seshadri we can identify this moduli space with the representations in $S U(2)$ of the fundamental group of the punctured Riemann surface $\Sigma_{g} \backslash D_{p}$, where $D_{p}$ is a small disk around the puncture $p$, and with holonomy -1 around $p$ (that we require a non-trivial holonomy is owed precisely to the non-zero Stiefel-Whitney class). In any case, this moduli space, which we will denote by $\mathcal{M}_{g}$, is a smooth projective variety of (real) dimension $6 g-6$.

The cohomology ring of $\mathcal{M}_{g}$ can be studied by using a two-dimensional version of the $\mu$ map which arises in Donaldson theory. This map sends homology classes of $\Sigma_{g}$ to cohomology classes of $\mathcal{M}_{g}$. The generators of $H_{*}\left(\Sigma_{g}\right)$ give, in fact, a set of generators in $H^{4-*}\left(\mathcal{M}_{g}\right)$ which are usually taken as follows:

$$
\begin{align*}
\alpha & =2 \mu\left(\Sigma_{g}\right) \in H^{2}\left(\mathcal{M}_{g}\right), \\
\psi_{i} & =\mu\left(\gamma_{i}\right) \in H^{3}\left(\mathcal{M}_{g}\right)  \tag{10.9}\\
\beta & =-4 \mu(x) \in H^{4}\left(\mathcal{M}_{g}\right),
\end{align*}
$$

where $x$ is the class of the point in $H_{0}\left(\Sigma_{g}\right)$. We also define the $\operatorname{Sp}(2 g, \mathbf{Z})$ invariant cohomology class in $H^{6}\left(\mathcal{M}_{g}\right)$,

$$
\begin{equation*}
\gamma=-2 \sum_{i=1}^{g} \psi_{i} \psi_{i+g} . \tag{10.10}
\end{equation*}
$$

In particular, the generators of the cohomology in (10.9) correspond precisely to the Donaldson cohomology classes, and we have that

$$
\begin{equation*}
\alpha=2 I\left(\Sigma_{g}\right), \quad \psi_{i}=I\left(\gamma_{i}\right), \quad \beta=-4 \mathcal{O} \tag{10.11}
\end{equation*}
$$

whilst the invariant form $\gamma$ corresponds to (10.5). Our goal now is to evaluate the two-dimensional analogs of Donaldson invariants, i.e., the intersection pairings

$$
\begin{equation*}
\left\langle\alpha^{m} \beta^{n} \gamma^{p}\right\rangle_{\mathcal{M}_{g}}=\int_{\mathcal{M}_{g}} \alpha^{m} \wedge \beta^{n} \wedge \gamma^{p}, \tag{10.12}
\end{equation*}
$$

as all the intersection pairings involving the $\psi_{i}$ s can be reduced to (10.12) by $\operatorname{Sp}(2 g, \mathbf{Z})$ symmetry. Notice that this pairing is only different from zero
when $2 m+4 n+6 p=6 g-6$. Since the Donaldson moduli space of $X_{g}$ for zero instanton number agrees with $\mathcal{M}_{g}$, and the observables are also related as indicated in (10.11), the intersection pairings (10.12) and the Donaldson invariants of $X_{g}$ are related as follows:

$$
\begin{equation*}
\left\langle\alpha^{m} \beta^{n} \gamma^{p}\right\rangle_{\mathcal{M}_{g}}=-\mathcal{D}_{\Sigma_{g} \times \mathbf{S}^{2}}^{w_{2}(V)=\left[\mathbf{S}^{2}\right]}\left(\left(2 \Sigma_{g}\right)^{m}(-4 x)^{n} \iota^{p}\right) . \tag{10.13}
\end{equation*}
$$

The choice of Stiefel-Whitney class on the right hand side is made in order to induce $w_{2} \neq 0$ on the bundle over the Riemann surface. The minus sign is because the left hand side used the orientation of the moduli space induced from its complex structure, and differs from the orientation inherited from Donaldson theory. Notice that the Donaldson invariants in (10.13) can be computed in any chamber, since for instantons with $c_{2}=0$ and $w_{2}(E)=\left[\mathbf{S}^{2}\right]$ one has $p_{1}=0$ and it follows from (9.7) that there are no walls. We will then use the explicit expression (10.8) to compute them. First of all, it follows immediately from (10.8) that the invariants of $X_{g}$ are related to those of $X_{y-1}$ through the relation

$$
\begin{equation*}
\frac{\partial}{\partial r} Z_{X_{g}}^{w_{2}(V)=\left[\mathbf{S}^{2}\right]}=2 g Z_{X_{g-1}}^{w_{2}(V)=\left[\mathbf{S}^{2}\right]} \tag{10.14}
\end{equation*}
$$

This implies the recursive relation

$$
\begin{equation*}
\left\langle\alpha^{m} \beta^{n} \gamma^{\ell}\right\rangle_{\mathcal{M}_{g}}=2 g\left\langle\alpha^{m} \beta^{n} \gamma^{\ell-1}\right\rangle_{\mathcal{M}_{g-1}}, \tag{10.15}
\end{equation*}
$$

originally owed to Thaddeus. Since $\ell$ cannot be bigger than $g$ in order to have a non-vanishing intersection pairing, we can use (10.15) to get rid of the $\gamma$ operators. We now compute the intersection pairings $\left\langle\alpha^{m} \beta^{n}\right\rangle$. To do this we use the expansion:

$$
\begin{equation*}
\csc z=\sum_{k=0}^{\infty}(-1)^{k+1}\left(2^{2 k}-2\right) B_{2 k} \frac{z^{2 k-1}}{(2 k)!}, \tag{10.16}
\end{equation*}
$$

where $B_{2 k}$ are the Bernoulli numbers. We have to extract the powers $s^{m} p^{n}$ from the generating function (10.8). Since a power $s^{g}$ comes already from the overall $g$-dependent factor in (10.8), we have to extract the power $s^{m-g}$ from the series expansion in $s / 2 h$. Now taking into account the comparison factors from (10.13), and the dimensional constraint $2 m+4 n=6 g-6$, one finds

$$
\begin{align*}
\left\langle\alpha^{m} \beta^{n}\right\rangle= & \frac{1}{4} 2^{m}(-4)^{n} i^{m-g+1} 2^{2 g+n-m} m!\frac{\left(2^{m-g+1}-2\right)}{(m-g+1)!}  \tag{10.17}\\
& \times B_{m-g+1}\left[h_{\infty}^{3 g-m-2} u_{\infty}^{n} f_{1 \infty}^{g} f_{2 \infty}^{-1}\right]_{q^{0}} .
\end{align*}
$$

Fortunately, only the leading term contributes in the $q$-expansion of this modular form, and one finally obtains,

$$
\begin{equation*}
\left\langle\alpha^{m} \beta^{n}\right\rangle=(-1)^{g} \frac{m!}{(m-g+1)!} 2^{2 g-2}\left(2^{m-g+1}-2\right) B_{m-g+1} \tag{10.18}
\end{equation*}
$$

which is precisely Thaddeus' formula for the intersection pairings on $\mathcal{M}_{g}$.
So far we have considered product ruled surfaces in one limiting chamber in which $\mathbf{S}^{2}$ has small volume. The Donaldson invariants in the opposite limiting chamber in which $\Sigma_{g}$ has small volume have been also computed for Stiefel-Whitney classes of the form $w_{2}(V)=\left[\mathbf{S}^{2}\right]+\epsilon\left[\Sigma_{g}\right], \epsilon=0,1$, both by adding up an infinite series of wall crossing terms, and by computing directly the $u$-plane integral. For $g=1$ one finds for example

$$
\begin{equation*}
Z_{\mathrm{DW}}^{\epsilon}(p, r, s, t)=-\frac{1}{2}(-1)^{\epsilon}\left[\frac{\mathrm{e}^{2 p+s t}}{\cosh ^{2}(t)}+(-1)^{\epsilon} \frac{\mathrm{e}^{-2 p-s t}}{\cosh ^{2}(-i t)}\right] \tag{10.19}
\end{equation*}
$$

This expression exhibits Donaldson simple type behavior, albeit in a very different way from the manifolds with $b_{2}^{+}>1$. The corresponding Donaldson series reads

$$
\begin{equation*}
\mathbf{D}^{\epsilon}=-(-1)^{\epsilon} \frac{e^{Q / 2}}{\cosh ^{2} F} \tag{10.20}
\end{equation*}
$$

where $F=\Sigma_{1}$. For $g>1$ the Donaldson-Witten generating functional of $X_{g}$ in the chamber of small volume for $\Sigma_{g}$ and with $w_{2}(V) \cdot\left[\Sigma_{g}\right] \neq 0$ turns out to exhibit finite type behavior of order $g$, i.e., it satisfies (2.62) with $n=g$. One reason to be particularly interested in the Donaldson invariants of product ruled surfaces in this chamber (and for $w_{2}(V) \cdot\left[\Sigma_{g}\right] \neq 0$ ) is because they are intimately related to the Gromov-Witten invariants of the moduli space of flat connections, $\mathcal{M}_{g}$. We refer the reader to the references at the end of this chapter for more details on this relationship.

We will now briefly consider our final example of a four-manifold with $b_{2}^{+}=1$, namely, $\mathbb{P}^{2}$. Since this manifold has $b_{2}=1$ there is no chamber structure. On the other hand, $\mathbb{P}^{2}$ admits a metric of positive scalar curvature (the usual Fubini-Study metric), so the Seiberg-Witten invariants vanish and the Donaldson invariants all come from the $u$-plane integral. The integration over the fundamental domain can be also explicitly performed in this case, although the techniques needed to do that are quite different from the ones used in the case of product ruled surfaces and one needs to use a nonholomorphic modular form constructed by Zagier. The result, owed to Moore
and Witten, reads as follows. Define

$$
\begin{equation*}
\mathcal{H}(q)=\sum_{n \geq 0} H(4 n) q^{2 n}+\frac{1}{2} \sum_{n \geq 0} H(4 n) q^{n / 2}(-1)^{n}-\sum_{n>0} H(4 n-1) q^{2 n-1 / 2} \tag{10.21}
\end{equation*}
$$

where $H(n)$ are Hurwitz class numbers, and define as well

$$
\begin{equation*}
\mathcal{H}(q, j)=\left(q \frac{d}{d q}\right)^{j} \mathcal{H}(q) . \tag{10.22}
\end{equation*}
$$

The Donaldson-Witten generating functional of $\mathbb{P}^{2}$ is then given by

$$
\begin{align*}
& Z_{\mathrm{DW}}(p, S)= \\
& \quad \operatorname{Res}_{q=0}\left(\frac{d q}{q} \cdot\left(-\frac{1}{2}\right) \sum_{j=0}^{\infty} \frac{\Gamma(3 / 2)}{j!\Gamma(3 / 2+j)} \frac{S^{2 j+1}}{2^{j}}\left[e^{2 p u+S^{2} T} \frac{\vartheta_{4}^{9}}{h^{4+2 j}} \mathcal{H}(q, j)\right]\right) . \tag{10.23}
\end{align*}
$$

It is interesting to notice that by comparing this explicit expression with another one obtained by Göttsche one obtains a new, explicit formula for $\mathcal{H}(q)$, therefore an explicit formula for Hurwitz class numbers. We refer the reader to the references at the end of this chapter for more details.

### 10.2. Applications to the geography of four-manifolds

In Chapter 5 we saw that one can consider extended versions of Donaldson-Witten theory by considering the coupling to twisted hypermultiplets, and that these models lead in general to non-abelian monopole equations like (5.64). When the gauge group is $G=S U(2)$ the underlying $\mathcal{N}=2$ supersymmetric theories with $N_{f} \leq 4$ massive hypermultiplets in the fundamental representation have been analyzed by Seiberg and Witten following their work on pure $\mathcal{N}=2$ supersymmetric Yang-Mills theory. For $N_{f}<4$ these theories are still asymptotically free, while $N_{f}=4$ is believed to correspond (for vanishing hypermultiplet masses) to a superconformal field theory. The moduli space of vacua of these theories has a Coulomb branch which can be parameterized by $u=\left\langle\operatorname{Tr} \phi^{2}\right\rangle$, so there is also a $u$-plane for the theories with gauge group $S U(2)$ and massive hypermultiplets. But for special values of the masses and when $N_{f} \geq 2$, there can also be Higgs branches in the moduli space of vacua, i.e., vacua where the scalar fields in the hypermultiplet take a vacuum expectation value different from zero. For generic values of the masses, the Higgs branch is absent and the picture for the moduli space
is very similar to the case of pure Yang-Mills theory: there is a Coulomb branch or $u$-plane, and the low energy dynamics is described by an elliptic curve whose singularities correspond to particles that become massless and are located at the zeroes of the discriminant $\Delta_{N_{f}}$ of the curve. For generic masses there are in total $N_{f}+2$ singularities.

Consider, for example, the case of one massive hypermultiplet, $N_{f}=1$, whose mass will be denoted by $m$. According to Seiberg and Witten the low energy dynamics on the Coulomb branch is encoded in an effective action like (7.6), and the prepotential $\mathcal{F}(a, m)$ (which now depends on the mass $m$ ) can be obtained from the elliptic curve

$$
\begin{equation*}
y^{2}=x^{2}(x-u)+\frac{1}{4} m \Lambda_{1}^{3} x-\frac{1}{64} \Lambda_{1}^{6}, \tag{10.24}
\end{equation*}
$$

where $\Lambda_{1}$ is the dynamically generated scale. The discriminant of the curve is given by

$$
\begin{equation*}
\Delta_{1}\left(u, m, \Lambda_{1}\right)=-u^{3}+m^{2} u^{2}+\frac{9}{8} \Lambda_{1}^{3} m u-\Lambda_{1}^{3} m^{3}-\frac{27}{256} \Lambda_{1}^{6} \tag{10.25}
\end{equation*}
$$

up to an overall numerical coefficient. We see that there are three singularities in the $u$ plane, $u_{j}(m), j=1,2,3$, whose location depends on the value of the mass. As in the case of pure Yang-Mills, one defines $a$ and $a_{\nu}=\partial \mathcal{F} / \partial a$ as periods of a certain meromorphic form $\lambda_{\text {SW }}$ which is defined as well by (7.62). In the $N_{f}=1$ case the explicit solution to this equation reads

$$
\begin{equation*}
\lambda_{\mathrm{SW}}=-\frac{\sqrt{2}}{8 \pi} \frac{d x}{y}\left(3 x-2 u+\frac{m \Lambda_{1}^{4}}{4 x}\right) \tag{10.26}
\end{equation*}
$$

and one can also use the technology developed in Chapter 7 to write $a, a_{D}$ explicitly in terms of elliptic functions.

The observables of the twisted theory with hypermultiplets are the same as in Donaldson-Witten theory. We can then address the problem of computing the generating functional of correlators $Z_{\mathrm{DW}}$ defined in (5.48). It is easy to see that most of the results obtained in Chapter 8 can be transfered. Remember that in the pure Yang-Mills case the integrand of the $u$-plane integral was given by three pieces. The first piece involves the low energy effective Lagrangian and its form remains the same in the $S U(2)$ theories with hypermultiplets, the only difference being that the quantities involved in the Lagrangian are computed in the corresponding elliptic curve. For example,
in the theory with $N_{f}=1$ flavor $d a / d u$ will be given again by (7.72), and the periods $\omega_{1,3}$ are computed for the elliptic curve (10.24).

The second piece involves the couplings to gravity, which give a measure of the form $A^{\chi} B^{\sigma}$. Since $A$ is given by a period of the elliptic curve the argument of Chapter 8 will go through and we will still have (8.14). If we remember the derivation of the measure based on anomaly matching it is easy to see that $B$ has to be proportional in general to the discriminant of the corresponding elliptic curve, since each singularity in the $u$-plane leads to a massless particle that has been integrated out and whose anomaly has to be reproduced by the measure. We then find that the general form of the measure for the theories with hypermultiplets is given by

$$
\begin{equation*}
A^{\chi} B^{\sigma}=\alpha_{N_{f}}^{\chi} \beta_{N_{f}}^{\sigma} \Delta_{N_{f}}^{\sigma / 8}\left(\frac{d u}{d a}\right)^{\chi / 2} \tag{10.27}
\end{equation*}
$$

and $\alpha_{N_{f}}, \beta_{N_{f}}$ are in principle functions of the bare masses $m_{i}$ of the hypermultiplets and of the dynamical scale $\Lambda_{N_{f}}$.

The third piece of the low energy effective action corresponds to the insertion of observables and their contact terms. Although the insertion of observables in (8.19) is given by the canonical solution to the descent equations, to find the contact terms we need additional arguments. In the case of theories with $N_{f} \leq 2$ hypermultiplets, it is easy to see that the expression for the contact term $T(u)$ turns out to be given again by (8.60). We conclude that the $u$-plane integral $Z_{u}$ for $S U(2)$ theories with hypermultiplets is almost identical to the $u$-plane integral in the pure Yang-Mills case. An important difference is that in general the domain of integration is no longer given by a quotient of a subgroup of $\operatorname{Sl}(2, \mathbf{Z})$. All the properties that we derived from a knowledge of the integrand, such as blow-up and wall crossing formulae, can be generalized immediately to the theories with hypermultiplets, and we refer the reader to the work of Moore and Witten for details on this. The only real surprise which is found at this level is that for $N_{f}=4$ there is no longer wall crossing behavior for manifolds of $b_{2}^{+}=1$, but, rather, continuous metric dependence.

The determination of the Seiberg-Witten contribution to the generating functional can be also done with the technique of cancellation of wall crossing that we explained in Chapter 8. This contribution is again a sum of terms associated to the different singularities of the curve, with each term having exactly the same form as in the pure Yang-Mills case given in (9.30). The
functions $C, L, P$ around the singularity at $u_{*}$ are given by the obvious generalization of (9.24):

$$
\begin{align*}
C & =\frac{a-a_{*}}{q} \\
P & =-\pi^{2} \beta^{8} \Delta_{N_{f}}\left(a-a_{*}\right)^{-1},  \tag{10.28}\\
L & =\pi i \alpha^{4}\left(\frac{d u}{d a}\right),
\end{align*}
$$

where $a$ is the appropriate local coordinate around $u_{*}$, and $a_{*}$ is its value there (in such a way that $a-a_{*}$ vanishes at the singularity). For manifolds with $b_{2}^{+}>1$ the $u$-plane integral vanish, as in the pure Yang-Mills case, and the generating functional is given solely by the Seiberg-Witten contributions. For manifolds of simple type one can generalize the computation of the previous chapter to obtain an explicit formula for the generating function:

$$
\begin{align*}
Z\left(m_{i} ; p, S\right) & =2^{1+\frac{3 \sigma+\chi}{2}}(-i)^{\chi_{n}}\left(\frac{\pi^{2} \beta_{N_{f}}^{8}}{2^{8}}\right)^{\sigma / 8}\left(\frac{-\pi \alpha_{N_{f}}^{4}}{2}\right)^{\chi / 4} \\
& \times \sum_{j=1, \ldots, 2+N_{f}} \kappa_{j}^{\chi_{n}}\left(\frac{d a}{d u}\right)_{j}^{-\left(\chi_{h}+\sigma\right)} \\
& \times \sum_{\lambda} \operatorname{SW}(\lambda) \exp \left[2 p u_{j}+S^{2} T_{j}-i\left(\frac{d u}{d a}\right)_{j}(S, \lambda)\right] \mathrm{e}^{2 \pi i\left(\lambda_{0}^{2}+\lambda \cdot \lambda_{0}\right)} . \tag{10.29}
\end{align*}
$$

For simplicity we have not included any insertion of $I_{1}(\delta)$. The sum over $j$ is a sum over the $2+N_{f}$ singularities at finite values on the $u$-plane. The sub-index $j$ in the different quantities means that they are evaluated at the $j$-th singularity. As we explained in Chapter 5, the theories with matter can be considered on any smooth, compact, oriented four-manifold $X$ if the nonabelian magnetic flux of the $S O(3)$ gauge bundle $E$ satisfies $w_{2}(E)=w_{2}(X)$, where $w_{2}(E), w_{2}(X)$ are the second Stiefel-Whitney classes of the bundle $E$ and of the manifold $X$, respectively. Therefore in the expression (10.29) we have to choose an integer lifting $v=2 \lambda_{0}$ of $w_{2}(X)$. The quantity $\kappa$ in (10.29) is given by

$$
\begin{equation*}
\kappa=\frac{d u}{d q} . \tag{10.30}
\end{equation*}
$$

The evaluation of $d u / d a$ at the singular points can be easily carried out by using (7.58). In order to evaluate $\kappa$ at a singular point $u_{*}$ notice that we can expand, in terms of the appropriate $\tau$ variable,

$$
\begin{equation*}
u=u_{*}+\kappa_{*} q+\mathcal{O}\left(q^{2}\right) \tag{10.31}
\end{equation*}
$$

By comparing now the $q$ expansions of both sides of (7.100) we find

$$
\begin{equation*}
\kappa_{*}=\frac{\left(192 g_{2}\left(u_{*}\right)\right)^{3}}{\Delta^{\prime}\left(u_{*}\right)} . \tag{10.32}
\end{equation*}
$$

An interesting consequence of (10.29) is that, at least for generic masses and for manifolds of simple type with $b_{2}^{+}>1$, the topological information contained in the generating functional of twisted $S U(2)$ theories with hypermultiplets is the same as the one contained in topological $S U(2)$ Yang-Mills theory, and it is given by the Seiberg-Witten invariants. Of course, the generating functionals are different, since the quantities associated to the elliptic curves are different. We could say that the generating functionals of twisted theories with hypermultiplets contain a sort of universal part given by the Seiberg-Witten invariants, and a non-universal part which depends on the masses and number of flavors and can be computed from the corresponding Seiberg-Witten curves.

From the point of view of the topology of four-manifolds, the above result is somewhat disappointing since it implies that the information contained in the non-abelian $S U(2)$ monopole equations which describe the theory at high energies is identical to the information contained in the Seiberg-Witten invariants. However, it is natural to wonder if some new input coming from the physics of the theories with hypermultiplets can give new insights into the structure of the generating functional, therefore on the structure of SeibergWitten invariants. Indeed, this turns out to be the case, owing to the appearance of so called Argyres-Douglas points in these theories. Let us explain in some detail what is this new physical ingredient.

As we mentioned before, in the $S U(2)$ theories with $N_{f}$ hypermultiplets and generic masses, there are $2+N_{f}$ points in the moduli space where BPS states become massless (with one state becoming massless at each singularity). However, for special values of the masses these singularities can collide. The structure of the low energy theory at the point of collision depends in a crucial way on the charges of the colliding states. We will say that two BPS states with charges $\vec{n}_{k}=\left(n_{e}^{k}, n_{m}^{k}\right), k=1,2$, are mutually local if $\vec{n}_{1} \wedge \vec{n}_{2}=0$. It follows from this definition that if two states are mutually local one can always perform an $\mathrm{Sl}(2, \mathbf{Z})$ duality rotation in such a way that the charges of both states are parallel, i.e., there is a frame in which both particles are 'electric'. It follows from this definition that there are two possibilities for the collisions of singularities. The first possibility is that the $k$ states which
come together are mutually local, and the low energy theory will simply be $\mathcal{N}=2$ supersymmetric abelian gauge theory with $k$ hypermultiplets. The second possibility is that the colliding BPS states are not mutually local. The colliding singularities lead in this case to a non-trivial superconformal field theory in four dimensions, and the point in moduli space where this occurs is usually called a superconformal point or Argyres-Douglas point.

The simplest superconformal point occurs in the massive $N_{f}=1$ theory. When $m=m_{*}=3 \Lambda_{1} / 4$ and $u=u_{*}=3 \Lambda_{1}^{2} / 4$, two singularities corresponding to a massless monopole and to a massless quark collide, giving rise to a superconformal point (there are two other superconformal points obtained by a $\mathbf{Z}_{3}$ rotation of this one). Since

$$
\begin{align*}
& g_{2}\left(u, m, \Lambda_{1}\right)=\frac{1}{4}\left(\frac{u^{2}}{3}-\frac{\Lambda_{1}^{3} m}{4}\right)  \tag{10.33}\\
& g_{3}\left(u, m, \Lambda_{1}\right)=\frac{1}{16}\left(\frac{2 u^{3}}{27}-\frac{\Lambda_{1}^{3} m u}{12}+\frac{\Lambda_{1}^{6}}{64}\right)
\end{align*}
$$

this point corresponds to a complete degeneration of the elliptic curve where $g_{2}=g_{3}=0$. If we write

$$
\begin{equation*}
m=m_{*}+z, \quad u=u_{*}+\Lambda_{1} z+\delta u \tag{10.34}
\end{equation*}
$$

and we introduce the shifted variable $x=u / 3+\tilde{x}$ the Seiberg-Witten curve (10.24) becomes, at leading order,

$$
\begin{equation*}
y^{2}=\tilde{x}^{3}-\frac{\Lambda_{1}^{3}}{4} z \tilde{x}-\frac{\Lambda_{1}^{4}}{16} \delta u, \tag{10.35}
\end{equation*}
$$

which is a deformation of the cuspidal cubic $y^{2}=\tilde{x}^{3}$. The variables $z$ and $\delta u$ correspond to operators in the superconformal field theory. The scaling dimensions of these operators can be deduced from (10.35) by dimensional analysis: since $a \sim(\delta u / y) d \tilde{x}$ has dimension 1 one finds that $z$ has dimension $4 / 5$, while $\delta u$ has dimension $6 / 5$. The various quantities associated with the elliptic curve, such as the periods and (10.30), will have a critical behavior as we approach the superconformal point, with critical exponents typical of this particular superconformal field theory (there are, in fact, other types of superconformal points in the theories with $N_{f} \geq 2$ ). Our purpose now is to analyse the generating functional of the twisted theory near the superconformal point, so we will start by analysing in detail the critical behavior of the quantities involved in (10.29).

Let us denote by $u_{ \pm}=u_{*}+\Lambda_{1} z+\delta u_{ \pm}$the position of the two colliding singularities. The deformation parameter $\delta u_{ \pm}$will depend on $z$ as well, and of course $\delta u_{ \pm} \rightarrow 0$ when $z \rightarrow 0$. The dependence of $\delta u_{ \pm}$on $z$ can be obtained as a power series expansion by looking at the zeros of the discriminant (10.25), $\Delta_{1}\left(u, m, \Lambda_{1}\right)=0$ in terms of the variables (10.34). The most appropriate normalization for $\Lambda_{1}$, for our purposes, is $4 \sqrt{3} \Lambda_{1}^{3 / 2}=1$ (with this normalization the leading term of $(d u / d a)^{2}$ is $z^{1 / 2}$.) One then finds

$$
\begin{equation*}
\delta u_{ \pm}= \pm\left(\frac{16}{243}\right)^{1 / 3} z^{3 / 2}+\frac{4}{9} z^{2}+\mathcal{O}\left(z^{5 / 2}\right) \tag{10.36}
\end{equation*}
$$

Notice that

$$
\begin{equation*}
\delta u_{-}\left(z^{1 / 2}\right)=\delta u_{+}\left(-z^{1 / 2}\right) . \tag{10.37}
\end{equation*}
$$

This is because, for $z<0$ one has $\pm z^{1 / 2}= \pm i|z|^{1 / 2}$. But in this case the roots $u_{ \pm}$of the equation $\Delta_{1}\left(m, u, \Lambda_{1}\right)=0$ must be related by complex conjugation, therefore we must have (10.37). Using the expansion (10.36) and the explicit expressions (10.33), (7.58) and (10.32), we have the following expansions of $(d u / d a)^{2}$ and $\kappa$ at the singularities $u_{ \pm}$for $m=m_{*}+z$ :

$$
\begin{align*}
\left(\frac{d u}{d a}\right)_{ \pm}^{2} & = \pm z^{1 / 2}\left(1 \pm\left(\frac{4}{3}\right)^{4 / 3} z^{1 / 2}+\mathcal{O}(z)\right)  \tag{10.38}\\
\kappa_{ \pm} & =\mp 2^{31 / 3} \cdot 3^{4 / 3} z^{3 / 2}\left(1 \pm\left(\frac{2048}{3}\right)^{1 / 3} z^{1 / 2}+\mathcal{O}(z)\right)
\end{align*}
$$

Owing to (10.37) one has the following property:

$$
\begin{equation*}
\left(\frac{d u}{d a}\right)_{-}^{2}\left(z^{1 / 2}\right)=\left(\frac{d u}{d a}\right)_{+}^{2}\left(-z^{1 / 2}\right) \tag{10.39}
\end{equation*}
$$

and a similar equation for $\kappa_{ \pm}$. This will be important when we consider the analytic properties of the generating functional as a function of $z$. Notice that the leading powers of $z$ in the expansion of $\delta u,(d u / d a)^{2}$ and $\kappa$ are determined by the anomalous scaling weights of the operators near the superconformal point.

We can now focus on the analysis of the generating functional (10.29) for $N_{f}=1$ near the superconformal point. First of all we have to make clear that as long as we are not at the superconformal point the contributions of each singularity to (10.29) are well defined and manifestly finite when we choose the appropriate local coordinate. Near the superconformal point, there are two colliding singularities with critical behavior, whilst the third singularity
(where nothing special happens) will still give a finite answer. Therefore in order to analyse the critical behavior we can focus on the contributions of the colliding singularities. One can show that the critical behavior does not depend on the overall constants $\alpha_{1}, \beta_{1}$, so in order to analyse the generating functional is enough to look at

$$
\begin{equation*}
F(z)=F_{+}(z)+F_{-}^{\prime}(z), \tag{10.40}
\end{equation*}
$$

where
$F_{ \pm}(z)=\kappa_{ \pm}^{\chi_{h}}\left[\left(\frac{d u}{d a}\right)_{ \pm}^{2}\right]^{\frac{\chi_{h}+\sigma}{2}} \mathrm{e}^{2 p u_{ \pm}+S^{2} T_{ \pm}} \sum_{\lambda} \mathrm{SW}(\lambda) \mathrm{e}^{-i(d u / d a)_{ \pm}(S, \lambda)} \mathrm{e}^{2 \pi i\left(\lambda_{0}^{2}+\lambda \cdot \lambda_{0}\right)}$.

A priori it seems that $F_{ \pm}(z)$ is a Laurent series in $z^{1 / 4}$, since $(d u / d a)_{ \pm}$has an expansion in $z^{1 / 4}$. However, a more detailed analysis of (10.41) shows that this can be refined. To see this consider the $\lambda$-dependent piece of $F_{ \pm}(z)$ :

$$
\begin{equation*}
\mathcal{S W}^{ \pm}\left(z^{1 / 4}\right)=\sum_{\lambda} \mathrm{SW}(\lambda) \mathrm{e}^{-i(d u / d a)_{ \pm}(S, \lambda)} \mathrm{e}^{2 \pi i\left(\lambda_{0}^{2}+\lambda \cdot \lambda_{0}\right)} \tag{10.42}
\end{equation*}
$$

An important property of these functions is that, if $\chi_{h}+\sigma$ is even (odd) they only contain even (odd) powers of $(d u / d a)_{ \pm}$. This is because if $\lambda$ is a basic class then $-\lambda$ is also a basic class and their Seiberg-Witten invariants are related by (3.26). On the other hand, changing $\lambda$ to $-\lambda$ in the phase in (10.42) introduces a global factor

$$
\begin{equation*}
\mathrm{e}^{-4 \pi i \lambda_{0} \cdot \lambda}=(-1)^{\sigma}, \tag{10.43}
\end{equation*}
$$

which is a consequence of Wu's formula (1.22). If follows from this analysis that $F_{ \pm}(z)$ only contains even powers of $(d u / d a)_{ \pm}$, therefore (since $\chi_{h}$ is an integer), the functions $F_{ \pm}$have a series expansion in powers of $z^{1 / 2}$. Actually, more is true: owing to (10.39) we have $F_{-}\left(z^{1 / 2}\right)=F_{+}\left(-z^{1 / 2}\right)$, therefore $F(z)$ has, in fact, an expansion in integral powers of $z$.

We can now study the properties of this function as a power series in $z$. It is clear that its behavior will depend on the topological properties of the four-manifold. First of all, by using (10.38) it is easy to see that the leading power of $z$ in the factors which do not depend on $\lambda$ in (10.41) is given by

$$
\begin{equation*}
\frac{c_{1}^{2}-\chi_{h}}{4}=\frac{7 \chi+11 \sigma}{16} . \tag{10.44}
\end{equation*}
$$

Since (10.42) is regular at $z=0$ and $F(z)$ has no monodromies it follows that $F(z)$ is regular at the origin if

$$
\begin{equation*}
\chi_{h}-c_{1}^{2}-4<0 . \tag{10.45}
\end{equation*}
$$

If this inequality is not satisfied the behavior at the origin will depend on (10.42) and, in particular, on the Seiberg-Witten invariants of the manifold. A simple analysis of (10.42) leads to the following sufficient condition for regularity of $F(z)$, which we will call the superconformal simple type (SST) condition: define the Seiberg-Witten series of $X$ as the holomorphic function

$$
\begin{equation*}
\mathrm{SW}_{X}^{v}(\zeta)=\sum_{x}(-1)^{\left(v^{2}+v \cdot x\right) / 2} \operatorname{SW}(x) \mathrm{e}^{x \zeta} \tag{10.46}
\end{equation*}
$$

where $\zeta$ is a formal variable, $x=2 \lambda$ are characteristic elements in $H^{2}(X, \mathbf{Z})$, and $v$ is an integer lifting of $w_{2}(X)$. As in (2.67), the exponential $\mathrm{e}^{x}$ is understood here as a multilinear map on $\operatorname{Sym}^{*}\left(H^{2}(X, \mathbf{Z})\right)$. We will say that a manifold $X$ of $b_{2}^{+}>1$ and of Seiberg-Witten simple type is of superconformal simple type (or, in short, that $X$ is SST ) if $\mathrm{SW}_{X}(\zeta)$ has a zero at $\zeta=0$ of order $\geq \chi_{h}-c_{1}^{2}-3$. Roughly speaking, this zero compensates the pole associated with the $\lambda$ independent prefactor in $F(z)$ in order to guarantee regularity of (10.41). Notice that a different choice of lifting $v^{\prime}$ will change (10.46) by a sign

$$
\begin{equation*}
(-1)^{\left(\left(v^{\prime}-v\right) / 2\right)^{2}} \tag{10.47}
\end{equation*}
$$

so the SST property does not depend on the choice of lifting. Of course, any manifold that satisfies (10.45) is automatically SST.

The importance of the SST condition comes from the following: if a manifold $X$ is SST then the generating functional (10.29) is finite. Now, on physical grounds we expect it, in fact, to be finite. The reason is the following: the only sources of divergences of correlation functions in a quantum field theory are the non-compactness of space-time or the non-compactness of moduli space. If $X$ is compact, as we are assuming in our book, the first divergence does not occur, and since $b_{2}^{+}>1$ the contributions to the correlation functions come from a finite number of points in the $u$-plane. Moreover, for $N_{f}=1$ another possible source of non-compactness (Higgs branches) are also absent. Therefore the generating functional should be finite. One can see that the contributions of the singularities $F_{ \pm}(z)$ may diverge separately for manifolds which are SST (for example, they do diverge for a K3 surface),
but when we add them together divergences cancel. Indeed, we are obliged to add both contributions owing to compactness of $X$. We then see that as soon as we put the twisted theory on a compact four-manifold, the singular behavior associated with the superconformal point disappears from physical quantities.

Although the SST condition is a sufficient, but not necessary, condition for analyticity of $F(z)$ around $z=0$, it is natural to assume that fourmanifolds avoid potential divergences of $F(z)$ at the origin by being SST. Therefore it is natural to conjecture that every compact oriented four-manifold with $b_{2}^{+}>1$ of simple type is of superconformal simple type. One can easily check that all minimal complex surfaces are SST. For example, the elliptic fibrations $E(n)$ with $n \geq 2$ have $b_{2}^{+}>1$ and are of Seiberg-Witten simple type, and they have $c_{1}^{2}=0$ and $\chi_{h}=n$, so that (10.45) is not satisfied for $n \geq 4$. However, the Seiberg-Witten series (10.46) can be easily computed by using (3.28) and choosing the lifting $v=c_{1}(K)=(n-2)[f]$, where $K$ is the canonical line bundle of $E(n)$ and $f$ is the class of the fiber. The result is simply

$$
\begin{equation*}
\operatorname{SW}_{E(n)}^{c_{1}(K)}(\zeta)=(2 \sinh (\zeta f))^{\chi_{h}-2} \tag{10.48}
\end{equation*}
$$

which indeed has a zero of order $\geq \chi_{h}-3$. One can also check that all known geometric operations on four-manifolds (sucha as, for example, blowing up) preserve the SST condition. In fact, it has been proved by Feehan, Lenness, Kronheimer, and Mrowka that the above conjecture is true under some mild assumptions. We refer the reader to the bibliography at the end of this chapter for more information about the physical and mathematical aspects of the SST condition.

One interesting property of SST manifolds is that their number of Seiberg-Witten basic classes $B$ (where we count $\lambda$ and $-\lambda$ as a single basic class) is bounded from below. It is not difficult to show that if $B>0$ then

$$
\begin{equation*}
B \geq\left[\frac{\chi_{h}-c_{1}^{2}}{2}\right] \tag{10.49}
\end{equation*}
$$

where [.] is the integral part function. One has, in particular,

$$
\begin{equation*}
c_{1}^{2} \geq \chi_{h}-2 B-1 \tag{10.50}
\end{equation*}
$$

The inequality (10.50) is called the generalized Noether inequality. The reason is its similarity to the Noether inequality for minimal surfaces of general


Fig. 1: Lines defining the generalized Noether inequalities.
type, which asserts that for these manifolds one has $c_{1}^{2} \geq 2 \chi_{h}-6$. The above results, (10.49) and (10.50), make clear that for SST manifolds there are some interesting relationships between the classical topological invariants $\chi_{h}$ and $c_{1}^{2}$ and the Seiberg-Witten invariants. Indeed, one fundamental problem in the theory of four-manifolds is the so called geography problem: where do fourmanifolds lie in the $\left(\chi_{h}, c_{1}^{2}\right)$ plane? The SST conjecture relates this problem to Seiberg-Witten theory. For example, the SST conjecture implies that fourmanifolds of simple type and with $b_{2}^{+}>1$ lying below the line $c_{1}^{2}-\chi_{h}+3=0$ must have, either no basic classes (therefore a trivial generating functional),
or at least two. This fact was observed experimentally by Fintushel and Stern, and as we have seen its rationale lies, surprisingly, in the physics of superconformal fixed points in $\mathcal{N}=2$ supersymmetric theories (in fact, it is possible to show that if $F(z)$ is regular and $X$ has one basic class, then necessarily $\left.c_{1}^{2} \geq \chi_{h}-3\right)$. The lines defining the generalized Noether inequality are shown in fig. 1 in the $\left(\chi_{h}, c_{1}^{2}\right)$ plane.

### 10.3. Extensions to higher rank gauge groups

In this book we have mostly discussed twisted $\mathcal{N}=2$ supersymmetric gauge theories with gauge group $S U(2)$. The extension to gauge groups of higher rank is substantially more involved. From the mathematical point of view, this corresponds to the study of intersection theory on the moduli space of $G$-instantons, where $G$ can, in principle, be any compact, semisimple Lie group. Although some of the results explained in Chapter 2 for $S U(2)$ extend to the general case (like the Atiyah-Hitchin-Singer deformation complex), this moduli space has never been studied in full detail from the point of view of intersection theory, and not much is known for Donaldson theory with gauge groups of rank larger than one. This additional complexity has a reflection in the physical approach which we have developed in this book. If the rank of the gauge group is $r>1$ the integral over the Coulomb branch is no longer over a plane, but over $\mathbf{C}^{r}$, and it is much more difficult to provide explicit results for the Donaldson-Witten generating functional. There are however some interesting results for these theories that can be obtained using the physical approach, and in this last section we will summarize some of them.

The Lagrangian describing Donaldson-Witten theory with an arbitrary gauge group is written down in (5.28), and the topological algebra acting on the fields is written down in (5.29) and (5.32). As explained in Chapter 5, the observables of this model can be obtained from the descent procedure from any basis of gauge-invariant operators polynomial in $\phi$. In the case of $S U(N)$ a convenient choice are the elementary symmetric polynomials $U_{k}$ in the eigenvalues of $\phi$, which are given by

$$
\begin{equation*}
U_{k}=\frac{1}{k} \operatorname{Tr} \phi^{k}+\text { lower order terms }, \quad k=2, \ldots, N . \tag{10.51}
\end{equation*}
$$

From these operators one can form the operators $U_{k}^{(i)}=G^{i} U_{k}$ by using the canonical solution of the descent equations. For simplicity we will mainly
focus on the observables associated to two-cycles,

$$
\begin{equation*}
I_{k}(S)=\int_{S} G^{2} U_{k} \tag{10.52}
\end{equation*}
$$

Our goal is to compute in the physical approach the generating functional of Donaldson-Witten theory

$$
\begin{equation*}
Z\left(p_{k}, f_{k}, S\right)=\left\langle\exp \left(\sum_{k}\left(p_{k} U_{k}+f_{k} I_{k}(S)\right)\right\rangle\right. \tag{10.53}
\end{equation*}
$$

where the vacuum expectation value is computed in the twisted theory, and the sum over $k$ is over the labels of the gauge-invariant operators in $\phi$.

In order to proceed with the physical approach to this model we need some properties of the low energy effective Lagrangian describing $S U(N)$ $\mathcal{N}=2$ supersymmetric Yang-Mills theory with a rank $r$ gauge group.

First of all, we describe the classical moduli space. As for $S U(2)$ this moduli space is given by the vacuum expectation values of the field $\phi$, which can always be rotated into the Cartan subalgebra. If we denote by $\vec{\alpha}_{I}$ the simple roots of the Lie algebra, with $I=1, \ldots, r$, these expectation values will be parameterized by a vector $\vec{a}=\sum_{I=1}^{r} a^{I} \vec{\alpha}_{I}$ in the root lattice. This theory also has BPS states, and their charges will be specified by vectors $\vec{q}$ expanded in the Dynkin basis (i.e., the basis of fundamental weights). The central charges of electric BPS states are then written as

$$
\begin{equation*}
Z_{\vec{q}}=\vec{q} \cdot \vec{a}, \tag{10.54}
\end{equation*}
$$

where the product is given by the usual bilinear form in the weight lattice. In order to obtain gauge-invariant coordinates on the moduli space, one can choose any basis of gauge-invariant operators made out of the field $\phi$. The vacuum expectation values of these operators then provide the coordinates sought. For $S U(N)$ the usual choice is to take the correlation functions associated to (10.51)

$$
\begin{equation*}
u_{k}=\left\langle U_{k}\right\rangle \tag{10.55}
\end{equation*}
$$

As in the rank one case, the low energy effective action is determined by a prepotential $\mathcal{F}$ which depends now on $r \mathcal{N}=2$ supersymmetric vector multiplets $A^{I}$. The vacuum expectation values of the scalar components of these vector superfields are the $a^{I}$. The dual variables and gauge couplings are defined as

$$
\begin{equation*}
a_{D, I}=\frac{\partial \mathcal{F}}{\partial a^{I}}, \quad \tau_{I J}=\frac{\partial^{2} \mathcal{F}}{\partial a^{I} \partial a^{J}} \tag{10.56}
\end{equation*}
$$

The moduli space of vacua has a natural Kähler metric given by

$$
\begin{equation*}
(d s)^{2}=\operatorname{Im} \tau_{I J} d a^{I} d \bar{a}^{J} \tag{10.57}
\end{equation*}
$$

which is invariant under the group $\operatorname{Sp}(2 r, \mathbf{Z})$. This is the group of duality transformations of the low energy effective action, generalizing the $\operatorname{Sl}(2, \mathbf{Z})$ duality group of $S U(2)$. The symplectic group acts on the $a^{I}, a_{D, I}$ variables as $v \rightarrow \gamma v$, where $v^{t}=\left(a_{D, I}, a^{I}\right)$. If we write

$$
\gamma=\left(\begin{array}{ll}
A & B  \tag{10.58}\\
C & D
\end{array}\right)
$$

where $A, B, C$ and $D$ are $r \times r$ matrices, we have the following transformation properties,

$$
\begin{align*}
\tau & \rightarrow(A \tau+B)(C \tau+D)^{-1} \\
\operatorname{Im} \tau & \rightarrow\left[(C \bar{\tau}+D)^{-1}\right]^{t}(\operatorname{Im} \tau)(C \tau+D)^{-1} \tag{10.59}
\end{align*}
$$

$\mathcal{N}=2$ supersymmetric Yang-Mills theory with gauge group $G$ of rank $r$ also contains monopoles and dyons in its spectrum. If we denote the charge of a dyon by $\vec{\nu}=(\vec{g}, \vec{q})$, where $\vec{g}, \vec{q}$ are the $r$-component vectors of magnetic and electric charges, respectively, then the central charge associated to it can be written in terms of the variables $a^{I}, a_{D, I}$ as

$$
\begin{equation*}
Z_{\vec{\nu}}=\vec{g} \cdot \vec{a}_{D}+\vec{q} \cdot \vec{a} \tag{10.60}
\end{equation*}
$$

generalizing the expression (10.54) for electric states.
The exact information about the low energy prepotential is encoded in an algebraic curve which generalizes the Seiberg-Witten curve for $S U(2)$. In the $S U(N)$ case this curve turns out to be hyper-elliptic and given by

$$
\begin{equation*}
y^{2}=P(x)^{2}-\Lambda^{2 N}, \quad P(x)=x^{N}-\sum_{I=2}^{N} u_{I} x^{N-I} \tag{10.61}
\end{equation*}
$$

which describes a Riemann surface of genus $N-1$. For $N=2$ this curve is of the form $y^{2}=x^{4}+\cdots$, but one can easily show that it is isogenous to the curve (7.61). Many concepts from the theory of elliptic curves extend to hyperelliptic curves. The polynomial in the right hand side of (10.61) has $N$ roots $e_{i}$, and one can define the discriminant of the curve as $\prod_{i<j}\left(e_{i}-e_{j}\right)^{2}$. In the case of (10.61) the discriminant is given by

$$
\begin{equation*}
\Delta_{\Lambda}=\prod_{i<j} \Lambda^{2 N^{2}} \Delta_{0}\left(u_{2}, \ldots, u_{N-1}, u_{N}+\Lambda^{N}\right) \Delta_{0}\left(u_{2}, \ldots, u_{N-1}, u_{N}-\Lambda^{N}\right), \tag{10.62}
\end{equation*}
$$

where $\Delta_{0}=\prod_{\vec{\alpha}_{+}} Z_{\vec{\alpha}_{+}}^{2}$, the product is over the positive roots, and $Z_{\vec{q}}$ is given in (10.54). As in the elliptic case, when two roots coincide and the discriminant has a zero the Riemann surface described by the hyper-elliptic curve becomes singular by pinching a one-cycle.

To fully specify the low energy effective action we also need a meromorphic differential defined on the hyper-elliptic curve, as in the rank one case. This differential $\lambda_{\mathrm{SW}}$, also known as Seiberg-Witten differential, satisfies

$$
\begin{equation*}
\frac{\partial \lambda_{\mathrm{SW}}}{\partial u^{I+1}}=\omega_{I}, \quad I=1, \ldots, r \tag{10.63}
\end{equation*}
$$

where

$$
\begin{equation*}
\omega_{I}=\frac{x^{N-I-1} d x}{y} \tag{10.64}
\end{equation*}
$$

is a basis of holomorphic differentials. $\lambda_{\mathrm{SW}}$ can be written explicitly as

$$
\begin{equation*}
\lambda_{\mathrm{SW}}=\frac{1}{2 \pi i} \frac{\partial P}{\partial x} \frac{x d x}{y} . \tag{10.65}
\end{equation*}
$$

To compute the BPS masses $a^{I}, a_{D, I}$ one chooses a symplectic homology basis for the genus $N-1$ Riemann surface described by (10.61), $\alpha_{I}, \beta^{I}, I=1, \ldots, r$. The generalization of (7.63) to the $S U(N)$ case is then

$$
\begin{equation*}
a_{D, I}=\oint_{\alpha_{I}} \lambda_{\mathrm{SW}}, \quad a^{I}=\oint_{\beta^{I}} \lambda_{\mathrm{SW}} . \tag{10.66}
\end{equation*}
$$

If follows from this that

$$
\begin{align*}
A_{I}^{J} & =\oint_{\alpha_{I}} \omega_{J}=\frac{\partial a_{D, I}}{\partial u_{J+1}},  \tag{10.67}\\
B^{I J} & =\oint_{\beta^{I}} \omega_{J}=\frac{\partial a^{I}}{\partial u_{J+1}},
\end{align*}
$$

and the couplings $\tau_{I J}$ are given by

$$
\begin{equation*}
\tau_{I J}=A_{I}^{K}\left(B^{-1}\right)_{K J} . \tag{10.68}
\end{equation*}
$$

Again as in the $S U(2)$ case, singularities in moduli space where the Riemann surface (10.61) degenerates are associated to massless dyons. The monodromy associated with a massless dyon of charge $\nu$ turns out to be given by

$$
M_{\vec{\nu}}=\left(\begin{array}{cc}
\mathbf{1}+\vec{q} \otimes \vec{g} & \vec{q} \otimes \vec{q}  \tag{10.69}\\
-\vec{g} \otimes \vec{g} & \mathbf{1}-\vec{g} \otimes \vec{q}
\end{array}\right) .
$$

The structure of the singular loci in the Coulomb branch is much more complicated than in the $S U(2)$ case. There is a stratification structure, with submanifolds of codimension one where one BPS state becomes massless, and inside this submanifold there can be submanifolds of codimension 2 where two BPS become massless, and so on. In the $S U(N)$ case there are, in fact, $N$ points where $N-1$ BPS states become massless. These states have zero electric charge and magnetic charges given by $\vec{g}=\vec{e}_{i}=(0, \ldots, 0,1,0, \ldots, 0)$, $i=1, \ldots, N-1$, with the non-zero entry in the $i$-th position. At these points the low energy effective theory becomes a $U(1)^{N-1}$ theory with one massless monopole in each factor. These points are called the $\mathcal{N}=1$ points since after breaking $\mathcal{N}=2$ supersymmetry down to $\mathcal{N}=1$ they give rise to the $N$ vacua of $\mathcal{N}=1$ super Yang-Mills theory. In the case of $S U(2)$, the $\mathcal{N}=1$ vacua are precisely the points $u= \pm 1$. The moduli space of $S U(N) \mathcal{N}=2$ supersymmetric Yang-Mills theory also contains, for $N>2$, points where at least two non-mutually local states become massless simultaneously. These are the Argyres-Douglas points which we discussed in the last section in the case of $S U(2)$ theories with massive hypermultiplets, and they give rise to superconformal field theories.

In any case, the principle 'Donaldson=Higgs + Coulomb' also holds in the higher rank theories, therefore the generating functional (10.53) will have the structure

$$
\begin{equation*}
Z=Z_{\text {Coulomb }}+Z_{\mathcal{D}} \tag{10.70}
\end{equation*}
$$

The first piece is given by an integral over the Coulomb branch, and the other comes from the submanifolds $\mathcal{D}$ in which BPS states become massless and involves, in general, Seiberg-Witten invariants. One can show that the Coulomb branch contribution is different from zero only when $b_{2}^{+}(X)=1$. The explicit expression of this integral can be worked out using the low energy effective action encoded in the prepotential, following steps very similar to those explained in Chapter 8, and reads

$$
\begin{equation*}
Z_{\text {Coulomb }}=\int_{\mathcal{M}_{\text {Coulomb }}}[d a d \bar{a}] A\left(u_{k}\right)^{\chi} B\left(u_{k}\right)^{\sigma} e^{\sum p_{k} u_{k}+S^{2} \sum f_{k} f_{l} T_{k, l}} \Psi \tag{10.71}
\end{equation*}
$$

The integrand of (10.71) has various ingredients. First of all, there is a gravitational part similar to (8.16). This part involves the factors:

$$
\begin{align*}
& A\left(u_{k}\right)^{\chi}=\alpha^{\chi}\left(\operatorname{det} \frac{\partial u_{k}}{\partial a^{I}}\right)^{\chi / 2},  \tag{10.72}\\
& B\left(u_{k}\right)^{\sigma}=\beta^{\sigma} \Delta_{\Lambda}^{\sigma / 8}
\end{align*}
$$

In these equations $\alpha$ and $\beta$ are constants. Notice that $A$ and $B$ in (10.72) are obtained from very natural quantities associated to the hyper-elliptic curve (10.61), namely, the determinant of the matrix of periods of $\omega_{I}$, and the discriminant of the curve.

Another ingredient in (10.71) is $\Psi$, which is given by a sum over a lattice $\Gamma$. The lattice sum in $\Psi$ comes essentially from the evaluation of the partition function of the photons in the effective $U(1)^{r}$ gauge theory. As in the $S U(2)$ case, we want to consider the possibility of turning on a nonabelian magnetic flux. A bundle $E$ with gauge group $S U(N)$ is characterized up to isomorphism by two topological invariants: the instanton number and the generalized Stiefel-Whitney class (or non-abelian magnetic flux) $\vec{w}_{2}(E) \in H^{2}\left(X, \mathbf{Z}_{N}\right)$. For a general simply laced gauge group the magnetic fluxes are cohomology classes in $H^{2}\left(X, \Lambda_{\mathrm{w}} / \Lambda_{\mathrm{r}}\right)$, where $\Lambda_{\mathrm{w}(\mathrm{r})}$ are the weight and root lattices of the group, respectively. For every weight lattice there is a set of weights called minimal weights which are in one-to-one correspondence with the cosets $\Lambda_{\mathrm{w}} / \Lambda_{\mathrm{r}}$. There are in general $c-1$ minimal weights, where $c=\operatorname{det} C$ is the 'index of connection', that is, the determinant of the Cartan matrix (notice that $c$ is precisely the order of $\Lambda_{\mathrm{r}}$ in $\Lambda_{\mathrm{w}}$ ). The set of minimal weights is in general a subset of the set of fundamental weights. We will denote these weights by $\vec{m}_{I}, I=1, \ldots, c-1$. In the case of $S U(N)$ they are just the fundamental weights $\vec{w}_{I}, I=1, \ldots, N-1$. The electric line bundles are then classified by vectors of the form:

$$
\begin{equation*}
\vec{\lambda}=\vec{\lambda}_{\mathbf{Z}}+\vec{v}, \quad \vec{\lambda}_{\mathbf{Z}}=\sum_{I=1}^{r} \lambda_{\mathbf{Z}}^{I} \vec{\alpha}_{I}, \quad \vec{v}=\sum_{I=1}^{c-1} \pi^{I} \vec{m}_{I}, \tag{10.73}
\end{equation*}
$$

where $\vec{\alpha}_{I}$ is a set of simple roots. In this expression $\lambda_{\mathbf{Z}}^{I}, \pi^{I}$ are all integer classes in $H^{2}(X ; \mathbf{Z})$. The $\pi^{I}$ are fixed and represent a choice of $\vec{w}_{2}(E) \in$ $H^{2}\left(X, \Lambda_{\mathrm{w}} / \Lambda_{\mathrm{r}}\right)$ lifted to $H^{2}\left(X, \Lambda_{\mathrm{r}}\right)$. The set of elements of the form (10.73) is the lattice $\Gamma$ involved in the Coulomb integral. Notice that we can always expand the minimal weights in the basis of simple roots:

$$
\begin{equation*}
\vec{m}_{I}=\sum_{J=1}^{r} m_{I}^{J} \vec{\alpha}_{J}, \quad I=1, \ldots, c-1, \quad m_{I}^{J} \in \frac{1}{c} \mathbf{Z} \tag{10.74}
\end{equation*}
$$

therefore we can write

$$
\begin{equation*}
\vec{\lambda}=\sum_{I=1}^{r} \lambda^{I} \vec{\alpha}_{I}, \quad \lambda^{I}=\lambda_{\mathbf{Z}}^{I}+\sum_{J=1}^{c-1} m_{J}^{I} \pi^{J} \in \frac{1}{c} H^{2}(X, \mathbf{Z}) . \tag{10.75}
\end{equation*}
$$

For $S U(N)$ one has $m_{I}^{J}=\left(C^{-1}\right)_{I}^{J}$, where $C_{I}{ }^{J}$ is the Cartan matrix. Finally, the generalization of (2.8) to the higher rank case is

$$
\begin{equation*}
c_{2}(E)=-\frac{\vec{v} \cdot \vec{v}}{2} \bmod 1 \tag{10.76}
\end{equation*}
$$

In order to write $\Psi$ let us introduce the following notation:

$$
\begin{equation*}
V_{I} \equiv \sum_{k} f_{k} \frac{\partial u_{k}}{\partial a^{I}} \tag{10.77}
\end{equation*}
$$

In terms of these quantities $\Psi$ can be written as follows:

$$
\begin{align*}
& \Psi=( \operatorname{det} \operatorname{Im} \tau)^{-1 / 2} \exp \left[\frac{1}{8 \pi} V_{J}\left[(\operatorname{Im} \tau)^{-1}\right]^{J K} V_{K} S_{+}^{2}\right] \\
& \times \sum_{\vec{\lambda} \in \Gamma} \exp \left[-i \pi \bar{\tau}_{I J}\left(\lambda_{+}^{I}, \lambda_{+}^{J}\right)-i \pi \tau_{I J}\left(\lambda_{-}^{I}, \lambda_{-}^{J}\right)-i \pi\left(\left(\vec{\lambda}-\vec{\lambda}_{0}\right) \cdot \vec{\rho}, w_{2}(X)\right)\right. \\
&\left.\quad-i V_{I}\left(S, \lambda_{-}^{I}\right)\right] \\
& \times \int \prod_{I=1}^{r} d \eta^{I} d \chi^{I} \exp \left[-\frac{i \sqrt{2}}{16 \pi} \overline{\mathcal{F}}_{I J K} \eta^{I} \chi^{J}\left[4 \pi\left(\lambda_{+}^{K}, \omega\right)+i(\operatorname{Im} \tau)^{K L} V_{L}(S, \omega)\right]\right. \\
&\left.+\frac{1}{64 \pi} \overline{\mathcal{F}}_{K L I}(\operatorname{Im} \tau)^{I J} \overline{\mathcal{F}}_{J P Q} \eta^{K} \chi^{L} \eta^{P} \chi^{Q}\right] \tag{10.78}
\end{align*}
$$

In this equation $\vec{\rho}$ is the Weyl vector (the sum of the fundamental weights), $w_{2}(X)$ is the second Stiefel-Whitney class of $X$, and $\eta^{I}, \chi^{I}$ are Grassmannian coordinates which arise from the zero-modes of the fermion fields in the theory. $\mathcal{F}_{I J K}$ denote the third derivatives of the prepotential. $\vec{\lambda}_{0}$ is an element in $\Gamma$ such that $\vec{\lambda}-\vec{\lambda}_{0} \in H^{2}\left(X, \Lambda_{\mathrm{r}}\right)$, and, as in the $S U(2)$ case, it corresponds to a choice of orientation of the instanton moduli spaces. The phase factor $\exp \left[-i \pi\left(\left(\vec{\lambda}-\vec{\lambda}_{0}\right) \cdot \vec{\rho}, w_{2}(X)\right)\right]$ is the generalization of (8.15) to the higher rank case, and can be found, for example, from invariance of the Coulomb integral under the semi-classical monodromy. One should also include in the lattice sum a global phase factor depending on the generalized Stiefel-Whitney class $\vec{v}$ in order to obtain invariants which are real. We will discuss this factor later. Notice that in the rank one case (10.78) becomes precisely $i$ multiplied by (8.53).

In (10.71) we have also included some terms of the form $T_{k, l} S^{2}$ in the exponential. These terms, which are proportional to the intersection form of the two-cycles, are the contact terms which generalize (8.60) in the higher
rank case. In contrast to the rest of the terms in $\Psi$, the contact terms are not predicted a priori by the solution for the low energy effective action in terms of the hyper-elliptic curve and the Seiberg-Witten differentials. We will determine them later by using the behavior under blow-up, but for the time being let us understand the properties of the integrand under duality transformations. As we will see in a moment, this indeed provides some important information about the contact terms.

Let us introduce the following generalized Siegel-Narain theta function:

$$
\begin{align*}
& \Theta_{\Gamma}\left(\tau_{I J}, \alpha_{I}, \beta^{I} ; P, \xi_{I}\right)= \\
& \quad \exp \left[-i \pi\left(\alpha_{I}, \beta^{I}\right)+\frac{\pi}{2}\left(\xi_{1,+}(\operatorname{Im} \tau)^{I J} \xi_{J,+}-\xi_{I,-}(\operatorname{Im} \tau)^{I J} \xi_{J,-}\right)\right] \\
& \quad \times \sum_{\vec{\lambda} \in \Gamma} \exp \left[-i \pi \bar{\tau}_{I J}\left(\widehat{\lambda}_{+}^{I}, \widehat{\lambda}_{+}^{J}\right)-i \pi \tau_{I J}\left(\widehat{\lambda}_{-}^{I}, \widehat{\lambda}_{-}^{J}\right)-2 \pi i\left(\widehat{\lambda}^{I}, \xi_{I}\right)+2 \pi i\left(\widehat{\lambda}^{I}, \alpha_{I}\right)\right], \tag{10.79}
\end{align*}
$$

where $\widehat{\lambda}^{I}=\lambda^{I}+\beta^{I}$. If we take

$$
\begin{align*}
\xi_{I} & \equiv \frac{1}{2 \pi} V_{I} S_{-}+\frac{\sqrt{2}}{16 \pi} \overline{\mathcal{F}}_{I J K} \eta^{J} \chi^{K} \omega \\
\beta^{I} & =\sum_{I=1}^{c-1} m_{I}{ }^{J} \pi^{J}, \quad \alpha_{I}=\frac{1}{2} w_{2}(X), \quad I=1, \ldots, r \tag{10.80}
\end{align*}
$$

and consider $\lambda^{I}$ as the integer class $\lambda_{\mathbf{Z}}^{I}$ introduced in (10.73), the lattice sum $\Psi$ can be written as

$$
\begin{gather*}
\Psi=\exp \left[\frac{S^{2}}{8 \pi} V_{I}\left[(\operatorname{Im} \tau)^{-1}\right]^{I J} V_{J}\right](\operatorname{det} \operatorname{Im} \tau)^{-1 / 2} \\
\times \int \prod_{I=1}^{r} d \eta^{I} d \chi^{I} \exp \left[\frac{\sqrt{2}}{16 \pi} \overline{\mathcal{F}}_{I J K} \eta^{I} \chi^{J}(\operatorname{Im} \tau)^{K L} V_{L}(S, \omega)\right]  \tag{10.81}\\
\Theta_{\Gamma}\left(\tau_{I J}, \alpha_{I}, \beta^{I} ; P, \xi_{I}\right) .
\end{gather*}
$$

Define $\widehat{\Psi}=\exp \left[-\left(S^{2} / 8 \pi\right) V_{I}\left[(\operatorname{Im} \tau)^{-1}\right]^{I J} V_{J}\right] \Psi$. The Coulomb integral then reads:

$$
\begin{align*}
Z_{\text {Coulomb }}=\int_{\mathcal{M}_{\text {Coulomb }}}[d u d \bar{u}] & \exp \left[\left(\sum f_{k} f_{l} T_{k, l}+\frac{1}{8 \pi} V_{I}\left[(\operatorname{Im} \tau)^{-1}\right]^{I J} V_{J}\right) S^{2}\right] \\
\times & \left.\operatorname{det}\left(\frac{\partial a^{I}}{\partial u_{k}}\right)\right|^{2} A\left(u_{k}\right)^{\chi} B\left(u_{k}\right)^{\sigma} \widehat{\Psi} \tag{10.82}
\end{align*}
$$

It can be checked that the factor in the second line of (10.82) is invariant under the symplectic duality group. We then see that this expression for the generating function (except for the exponential involving $S^{2}$ ) is the integral of a duality invariant object over a moduli space parametrized by the VEVs of the Casimirs, which are duality invariant coordinates. The only thing we need in order to achieve full invariance is invariance of the exponent involving $S^{2}$. This gives a constraint on the contact terms: the quantity

$$
\begin{equation*}
T_{k, l}+\frac{1}{8 \pi} \frac{\partial u_{k}}{\partial a^{I}}\left[(\operatorname{Im} \tau)^{-1}\right]^{I J} \frac{\partial u_{l}}{\partial a^{J}} \tag{10.83}
\end{equation*}
$$

must be invariant under the action of the symplectic group $\operatorname{Sp}(2 r, \mathbf{Z})$. Notice that (10.83) is the generalization of $\widehat{T}(u)$ in (8.69). As in the $S U(2)$ case, the other constraint on the contact terms has to do with their physical origin: these terms are quantum corrections and vanish at tree level, therefore they have to go to zero in the semi-classical region of moduli space (i.e., when $\left.\Lambda / a^{I} \rightarrow 0\right)$. The duality transformation of the second term in (10.83) is easily worked out, and one finds that under a duality transformation it is shifted by:

$$
\begin{equation*}
-\frac{i}{4 \pi} \frac{\partial u_{k}}{\partial a^{I}}\left[(C \tau+D)^{-1} C\right]^{I J} \frac{\partial u_{l}}{\partial a^{J}} \tag{10.84}
\end{equation*}
$$

which again generalizes (8.57). The transformation of the contact term under an element of $\operatorname{Sp}(2 r, \mathbf{Z})$ should compensate for this shift, therefore we have the transformation law

$$
\begin{equation*}
T_{k, l} \rightarrow T_{k, l}+\frac{i}{4 \pi} \frac{\partial u_{k}}{\partial a^{I}}\left[(C \tau+D)^{-1} C\right]^{I J} \frac{\partial u_{l}}{\partial a^{J}} \tag{10.85}
\end{equation*}
$$

The computation of the integral over the Coulomb branch is extremely involved, and so far it has not been attempted. However, we know from the analysis of the $S U(2)$ case that some important properties of the generating functional only involve the behavior of the integrand, and they are easier to analyse. One can, for example, analyse the wall crossing behavior in some detail, and we refer the reader to the bibliography at the end of this chapter for more information. Another aspect of the generating functional which only involves the integrand is the blow-up formula. We will analyse it here in the case of zero non-abelian magnetic flux. Suppose that we have a four-manifold $X$ and we consider the blown up manifold at a point $p, \widehat{X}$. Since $\widehat{X}$ has an extra two-homology class, there are extra operators $I_{k}(B)$ that must be
included in the generating function. We want to compute

$$
\begin{equation*}
\left\langle\exp \left[\sum_{k}\left(f_{k} I_{k}(S)+t_{k} I_{k}(B)+p_{k} \mathcal{O}_{k}\right)\right]\right\rangle_{\widehat{X}} \tag{10.86}
\end{equation*}
$$

in terms of correlation functions of the twisted theory on $X$. In this equation we denoted $t_{k} \equiv f_{k} t$. The first thing to do is to analyse the change of the integrand under blow-up, and as in the $S U(2)$ case we assume that we are in a chamber where $(B, \omega)=0$. The lattice sum changes then as follows:

$$
\begin{equation*}
\Psi_{\widehat{X}}=\left(\sum_{n^{I}} \exp \left[\pi i \tau_{I J} n^{I} n^{J}+i \sum_{k} t_{k} \frac{\partial u_{k}}{\partial a^{I}} n^{I}-i \pi \sum_{I} n^{I}\right]\right) \Psi_{X} \tag{10.87}
\end{equation*}
$$

and we see that

$$
\begin{equation*}
\Psi_{\widehat{X}}=\Theta[\vec{\Delta}, 0](\vec{\xi} \mid \tau) \Psi_{X} \tag{10.88}
\end{equation*}
$$

where we have introduced the Riemann theta function $\Theta[\vec{\alpha}, \vec{\beta}](\vec{\xi} \mid \tau)$ with characteristics $\vec{\alpha}=\left(\alpha_{1}, \ldots, \alpha_{r}\right), \vec{\beta}=\left(\beta_{1}, \ldots, \beta_{r}\right)$ :
$\Theta[\vec{\alpha}, \vec{\beta}](\vec{\xi} \mid \tau)=\sum_{n_{K} \in \mathbf{Z}} \exp \left[i \pi \tau_{I J}\left(n_{I}+\beta_{I}\right)\left(n_{J}+\beta_{J}\right)+2 \pi i\left(n_{I}+\beta_{I}\right)\left(\xi_{I}+\alpha_{I}\right)\right]$.
The theta function $\Theta[\vec{\Delta}, 0](\vec{\xi} \mid \tau)$ involved in (10.88) has

$$
\begin{equation*}
\xi_{I}=\sum_{k} \frac{t_{k}}{2 \pi} \frac{\partial u_{k}}{\partial a^{I}}, \quad \vec{\Delta}=\left(\frac{1}{2}, \ldots, \frac{1}{2}\right) . \tag{10.90}
\end{equation*}
$$

Notice that we have extracted from the Siegel-Narain theta function a standard theta function on the hyper-elliptic curve (10.61). The above expression is valid in the electric frame, and the characteristic of the theta function is inherited from the term $\left(\vec{\rho} \cdot \vec{\lambda}, w_{2}(X)\right)$ in (10.78).

Let us now analyse the measure in the integrand. As $\chi(\widehat{X})=\chi(X)+1$ and $\sigma(\widehat{X})=\sigma(X)-1$, the measure picks an extra factor

$$
\begin{equation*}
\left(\operatorname{det} \frac{\partial u_{J}}{\partial a^{I}}\right)^{1 / 2} \Delta_{\Lambda}^{-1 / 8}=\frac{1}{\Theta[\vec{\Delta}, 0](0 \mid \tau)} \tag{10.91}
\end{equation*}
$$

as a consequence of Thomae's formulae for hyper-elliptic curves. Putting all these factors together we see that the blow-up factor in the integrand is given (up to a constant) by:

$$
\begin{equation*}
\tau\left(t_{k} \mid u_{k}\right)=\mathrm{e}^{-\sum t_{k} t_{l} T_{k, l}} \frac{\Theta[\vec{\Delta}, 0](\vec{\xi} \mid \tau)}{\Theta[\vec{\Delta}, 0](0 \mid \tau)} \tag{10.92}
\end{equation*}
$$

which is the higher rank generalization of (9.43). Since (10.92) is an extra factor in the integrand of $Z_{\text {Coulomb }}$ it follows by our arguments above that it must be invariant under duality transformations. Using the transformation law of the theta function under a symplectic transformation

$$
\begin{equation*}
\Theta[\vec{\alpha}, \vec{\beta}](\vec{\xi} \mid \tau) \rightarrow \mathrm{e}^{i \phi}(\operatorname{det}(C \tau+D))^{1 / 2} \exp \left[\pi i \xi^{t}(C \tau+D)^{-1} C \xi\right] \Theta[\vec{\alpha}, \vec{\beta}](\vec{\xi} \mid \tau) \tag{10.93}
\end{equation*}
$$

where $\mathrm{e}^{i \phi}$ is a root of unity, one can easily prove that the duality invariance of the blow-up factor fixes the duality transformation of the contact terms, and one can re-derive (10.85) in this way.

The physical arguments which we gave in the third section of Chapter 9 indicate that the blow-up factor, in spite of its appearance, depends only on the parameters $t_{k}$ and on the $u_{k}$, as we have indicated with our notation (and as we verified explicitly in the rank one case). More precisely, let $\vec{n}=$ $\left(n_{2}, \ldots, n_{N}\right)$ be a vector of non-negative integers, with $|\vec{n}|=n_{2}+\ldots+n_{N}$. There are then polynomials $\mathcal{B}_{\vec{n}}\left(u_{2}, \ldots, u_{N}\right)$ in the $u_{k}$ such that:

$$
\begin{equation*}
\tau\left(t_{k} \mid u_{k}\right)=\sum_{|\vec{n}| \geq 0} t_{2}^{n_{2}} \cdots t_{N}^{n_{N}} \mathcal{B}_{\vec{n}}\left(u_{2}, \ldots, u_{N}\right) \tag{10.94}
\end{equation*}
$$

and the following relation between the generating functions holds:

$$
\begin{align*}
&\left\langle\exp \left[\sum_{k}\left(f_{k} I_{k}(S)+t_{k} I_{k}(B)+p_{k} \mathcal{O}_{k}\right)\right]\right\rangle_{\tilde{X}}= \\
&\left\langle\exp \left[\sum_{k}\left(f_{k} I_{k}(S)+p_{k} \mathcal{O}_{k}\right)\right] \tau\left(t_{k} \mid \mathcal{O}_{k}\right)\right\rangle_{X} \tag{10.95}
\end{align*}
$$

As a corollary of (10.94) we can derive an explicit expression for the contact terms by simply expanding (10.92) to second order in $t_{k}$. The first derivative of the theta function is zero owing to the choice of characteristic, and we find:

$$
\begin{equation*}
\tau\left(t_{k} \mid u_{k}\right)=1-\sum_{k, l}\left(T_{k, l}+\frac{1}{2 \pi i} \partial_{\tau_{I J}} \log \Theta[\vec{\Delta}, \overrightarrow{0}](0 \mid \tau) \frac{\partial u_{k}}{\partial a^{I}} \frac{\partial u_{l}}{\partial a^{J}}\right) t_{k} t_{l}+\cdots, \tag{10.96}
\end{equation*}
$$

Because of (10.94) this means that

$$
\begin{equation*}
T_{k, l}=-\frac{1}{2 \pi i} \partial_{\tau_{I J}} \log \Theta[\vec{\Delta}, \overrightarrow{0}](0 \mid \tau) \frac{\partial u_{k}}{\partial a^{I}} \frac{\partial u_{l}}{\partial a^{J}}+\mathcal{B}_{\vec{n}_{k, l}}\left(u_{2}, \ldots, u_{N}\right) \tag{10.97}
\end{equation*}
$$

where $\vec{n}_{k, l}$ are the vectors with $\left|\vec{n}_{k, l}\right|=2$, corresponding to the quadratic terms in (10.94). The requirement that $T_{k, l}$ vanishes semi-classically implies that $\mathcal{B}_{\vec{n}_{k, l}}\left(u_{2}, \ldots, u_{N}\right)=0$, and we finally obtain:

$$
\begin{equation*}
T_{k, l}=-\frac{1}{2 \pi i} \partial_{\tau_{I J}} \log \Theta[\vec{\Delta}, \overrightarrow{0}](0 \mid \tau) \frac{\partial u_{k}}{\partial a^{I}} \frac{\partial u_{l}}{\partial a^{J}} \tag{10.98}
\end{equation*}
$$

which is the general expression for the contact terms owed to Losev, Nekrasov, and Shatashvili. The expansion (10.94) can, in fact, be worked out in detail and involves (not surprisingly in view of (9.47)) the hyper-elliptic generalization of sigma functions.

One can also generalize the arguments given in the $S U(2)$ case to derive the Seiberg-Witten contributions associated to BPS states. These are, in general, complicated, but when one considers the $\mathcal{N}=1$ points in the $S U(N)$ theory (i.e., the points in moduli space where $N-1$ monopoles become massless) the Seiberg-Witten contribution can be written down quite explicitly. Let $a^{I}$ be local coordinates for such a point, with $I=1, \ldots, N-1$, and $q_{I J}=\exp \left(2 \pi i \tau_{I J}\right)$. The contribution of an $\mathcal{N}=1$ point will be then given by a sum over $\operatorname{Spin}_{c}$ structures $\lambda^{I}, I=1, \ldots, r$, with each $r$-tuple of $\lambda \mathrm{s}$ contributing

$$
\left.\begin{array}{rl}
\mathrm{e}^{2 \pi i\left(\lambda^{I}, \lambda_{0}^{I}\right)}\left(\prod_{I=1}^{r} \operatorname{SW}\left(\lambda^{I}\right)\right) \\
\times \operatorname{Res}_{a^{I}=\cdots a^{r}=0}[ & \left(\prod_{I=1}^{r}\left(a^{I}\right)^{(2 \chi+3 \sigma) / 8-\left(\lambda^{I}\right)^{2} / 2-1} \widetilde{q}_{I I}-\left(\lambda^{I}\right)^{2} / 2\right.
\end{array}\right) .
$$

up to an overall constant (which depends on $\chi, \sigma$ ). In (10.99) we have denoted $\widetilde{q}_{I I}=q_{I I} / a^{I}$. It is important to notice that the quantities $\widetilde{q}_{I I}$ and $q_{I J}$ with $I \neq j$, as well as the factor involving $\Delta_{\Lambda} / \prod_{I=1}^{r} a^{I}$, are regular at $a^{I}=0$.

If we now consider manifolds $X$ with $b_{2}^{+}>1$, the only contribution to the generating functional comes precisely from the $\mathcal{N}=1$ points. If, moreover, the Seiberg-Witten simple type condition holds one can evaluate the residue very easily by just evaluating the different quantities at the $\mathcal{N}=1$ points.

This is done by using the explicit solution around the $\mathcal{N}=1$ points owed to Douglas and Shenker together with the discrete $\mathbf{Z}_{4 N}$ symmetry discussed in Chapter 7, which acts as $\mathbf{Z}_{N}$ in the Coulomb branch and relates the $N \mathcal{N}=1$ vacua.

The $\mathcal{N}=1$ points of $\mathcal{N}=2$ supersymmetric theories are described by Chebyshev polynomials. At the point where $N-1$ monopoles become massless, the polynomial $P_{N}(x)$ in (10.61) is of the form

$$
\begin{equation*}
P_{N}(x)=2 \cos \left(N \arccos \frac{x}{2}\right) \tag{10.100}
\end{equation*}
$$

The branch points of the curve are now the single branch points $e_{1}=$ $-e_{2 g+2}=2$ and there are $g$ double branch points

$$
\begin{equation*}
e_{2 k}=e_{2 k+1}=\widehat{\phi}_{k}=2 \cos \frac{\pi k}{N} . \tag{10.101}
\end{equation*}
$$

The values of the $u_{k}$ at this degeneration are given by the elementary symmetric polynomials in the eigenvalues

$$
\begin{equation*}
\phi_{n}=2 \cos \frac{\pi\left(n-\frac{1}{2}\right)}{N}, \quad n=1, \ldots, N \tag{10.102}
\end{equation*}
$$

and one has for example,

$$
\begin{equation*}
u_{2}=N, \quad u_{3}=0, \quad u_{4}=\frac{N}{2}(3-N) \tag{10.103}
\end{equation*}
$$

and so on. Similarly, one can find the inverse period matrix

$$
\begin{equation*}
\frac{\partial u_{\ell+1}}{\partial a^{I}}=2 i(-1)^{\ell} \sin \frac{\pi I}{N} E_{\ell-1}\left(\widehat{\phi}_{p \neq m}\right) \tag{10.104}
\end{equation*}
$$

where $E_{j}$ is the elementary symmetric polynomial of degree $j$. Furthermore, one can find explicit expressions for the contact terms evaluated at this $\mathcal{N}=1$ point, as well as for the off-diagonal gauge couplings

$$
\begin{equation*}
\tau_{I J}=\frac{1}{\pi i} \log \frac{\gamma_{J}-\gamma_{I}}{\gamma_{I}+\gamma_{J}}, \quad I<J \tag{10.105}
\end{equation*}
$$

where

$$
\begin{equation*}
\gamma_{I}=\tan \frac{\pi I}{2 N} \tag{10.106}
\end{equation*}
$$

We can already write the contribution from the $\mathcal{N}=1$ points to the $\operatorname{SU}(N)$ invariants, using the property that these points are related by the $\mathbf{Z}_{4 N} \subset$
$U(1)_{R}$ symmetry. We must take into account the $R$-charges of the different operators in the correlation function, as well as of the measure in (10.99). We conclude that the generating functional in the case under consideration is given by

$$
\begin{align*}
& Z\left(p_{k}, f_{k}, S\right)= \\
& \sum_{k=0}^{N-1} \omega^{k\left[\left(N^{2}-1\right) \chi_{h}+N \vec{\lambda}_{0} \cdot \vec{\lambda}_{0}\right]} \sum_{\lambda^{I}} \mathrm{e}^{2 \pi i\left(\lambda^{I}, \lambda_{0}^{I}\right)} \\
& \times \exp \left[\sum_{\ell=2}^{N} p_{\ell} \omega^{k \ell} u_{\ell}-i \omega^{k(\ell-1)} \sum_{I=1}^{N-1}\left(S, \lambda^{I}\right) \frac{\partial u_{\ell}}{\partial a^{I}}+S^{2} \sum_{\ell, \ell^{\prime}} f_{\ell} f_{\ell^{\prime}} \omega^{k\left(\ell+\ell^{\prime}-2\right)} T_{\ell \ell^{\prime}}\right] \\
& \times\left(\prod_{I=1}^{N-1} \mathrm{SW}\left(\lambda^{I}\right)\right) \prod_{1 \leq I<J \leq N-1}\left(\frac{\gamma_{I}-\gamma_{J}}{\gamma_{I}+\gamma_{J}}\right)^{-2\left(\lambda^{I}, \lambda^{J}\right)} \tag{10.107}
\end{align*}
$$

up to some multiplicative constant $\widetilde{\alpha}_{N}^{\chi} \widetilde{\beta}_{N}^{\sigma}$, where $\widetilde{\alpha}_{N}$ and $\widetilde{\beta}_{N}$ are constants which depend on $N$. In (10.107), $\omega=\exp [i \pi / N]$, and we have included a phase factor $\omega^{k N \vec{\lambda}_{0}^{2}}$ depending on the generalized Stiefel-Whitney class, which generalizes the rank one case appearing in (9.32). This term can be obtained if we take into account that the instanton number of the bundle, once non-abelian fluxes are included, satisfies (10.76). The expression (10.107) can be seen to be real for any $N$ if one multiplies it by the phase factor $e^{i \pi N \vec{v}^{2} / 2}$, where $\vec{v}$ is the generalized second Stiefel-Whitney class.

The above formula generalizes Witten's formula (9.35) to the $S U(N)$ case. From a mathematical point of view (10.107) is somewhat disappointing, since it says that there is no new mathematical information in the $\operatorname{SU}(N)$ generalization of Donaldson theory: the evaluation of the generating functional reduces again to the computation of Seiberg-Witten invariants, as in the case of $S U(2)$ theories with hypermultiplets of generic masses.
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- The quantum cohomology ring of $\mathcal{M}_{g}$ was predicted from physics in [117] and determined mathematically in [120]. A mathematical derivation of the Donaldson series of $\mathbf{S}^{2} \times \mathbf{T}^{2}$ in the chamber of small volume for the two-torus can be found in [123][124].
- The Donaldson-Witten generating functional of $\mathbb{P}^{2}$ was obtained by Göttsche [20] by using the blow-up and wall crossing formulae. The expression in terms of class numbers presented in the text was obtained by Moore and Witten in [61] by using the $u$-plane integral, and by comparing with Göttsche's formula they were able to derive interesting new expressions for class numbers.
- An expression for the generating functional of the twisted $S U(2)$, $N_{f}=1$ on Spin manifolds of simple type with $b_{2}^{+}>1$ was obtained in [125]. The general result was obtained by Moore and Witten in [61] by using the $u$-plane integral. Twisted theories with hypermultiplets are also considered in [102]. The $S U(2)$ theory with one massive hypermultiplet in the adjoint representation was analysed by using the $u$-plane in [126]. Twisted theories with massless hypermultiplets are considered in [99].
- Argyres-Douglas points were first found in the moduli space of $S U(3)$ $\mathcal{N}=2$ supersymmetric Yang-Mills theories in [127], and later found to be present as well in the $S U(2)$ massive theories with hypermultiplets in [128]. The study of the massive $N_{f}=1$ twisted theory around the Argyres-Douglas points, as well as the analysis of the consequences for the geography of four-manifolds, was performed in
[129], which also introduced the concept of manifolds of superconformal simple type. A summary of these results, intended for mathematicians, can be found in [130]. The SST conjecture is proved up to some technical requirements in [131]. The geography of fourmanifolds is reviewed in [1]. The fact that manifolds with one basic class seem to lie always above the line $c_{1}^{2}-\chi_{h}+3=0$ was observed by Fintushel and Stern in [132], see [133] for more results along those lines.
- The Seiberg-Witten solution was extended to the $\operatorname{SU}(N)$ case in [134] and [135][136], and further explored in many other papers. The solution around the $\mathcal{N}=1$ points is discussed in detail in [137].
- Donaldson-Witten theory with higher rank gauge group is discussed in [108] and [102], and reviewed in [100] and [138]. We mostly follow [108], which derives amongst other things the formula for the Donaldson-Witten generating functional in terms of Seiberg-Witten invariants presented in the text. A discussion of non-abelian magnetic fluxes can be found in [105]. The general form of the contact terms is obtained in [102]. There is an intimate relationship between the Seiberg-Witten solution and integrable hierarchies (see for example [139] and [140]) with implications for the twisted theories. A detailed analysis of the blow-up formula in the $S U(N)$ case, emphasizing the connection with integrability, is presented in [141] and reviewed in [142].


## Appendix A

## Spinors in Four Dimensions

In this appendix we collect the conventions used for spinors in both Minkowski and Euclidean spaces. In Minkowski space the flat metric has the form $\eta_{\mu \nu}=\operatorname{diag}(-1,1,1,1)$, and the coordinates are labelled $\left(x^{0}, x^{1}, x^{2}, x^{3}\right)$. The analytic continuation into Euclidean space is made through the replacement $x^{0}=i x^{4}$ (and in momentum space, $p^{0}=-i p^{4}$ ) the coordinates in this case being labelled $\left(x^{1}, x^{2}, x^{3}, x^{4}\right)$.

The Lorentz group in four dimensions, $S O(3,1)$, is not simply connected and therefore, strictly speaking, has no spinorial representations. To deal with these types of representations one must consider its double covering, the spin group $\operatorname{Spin}(3,1)$, which is isomorphic to $S L(2, \mathbf{C})$. The group $S L(2, \mathbf{C})$ possesses a natural complex two-dimensional representation. Let us denote this representation by $S$ and let us consider an element $\psi \in S$ with components $\psi_{\alpha}=\left(\psi_{1}, \psi_{2}\right)$ relative to some basis. The action of an element $M \in S L(2, \mathbf{C})$ is

$$
\begin{equation*}
(M \psi)_{\alpha}=M_{\alpha}^{\beta} \psi_{\beta} \tag{A.1}
\end{equation*}
$$

This is not the only action of $S L(2, \mathbf{C})$ which one could choose. Instead of $M$ we could have used its complex conjugate $\bar{M}$, its inverse transpose $\left(M^{\mathrm{T}}\right)^{-1}$, or its inverse adjoint $\left(M^{\dagger}\right)^{-1}$. All of them satisfy the same group multiplication law. These choices would correspond to the complex conjugate representation $\bar{S}$, the dual representation $\widetilde{S}$, and the dual complex conjugate representation $\widetilde{\bar{S}}$. We will use the following conventions for elements of these representations:

$$
\begin{equation*}
\psi_{\alpha} \in S, \quad \psi_{\dot{\alpha}} \in \bar{S}, \quad \psi^{\alpha} \in \widetilde{S}, \quad \psi^{\dot{\alpha}} \in \widetilde{\bar{S}} \tag{A.2}
\end{equation*}
$$

These representations are called spinorial representations and are not independent. The $S L(2, \mathbf{C})$ invariant tensor $\epsilon_{\alpha \beta}$ (and $\epsilon_{\dot{\alpha} \dot{\beta}}$ ) allows one to relate a representation to its dual. We will use the following conventions for this
tensor:

$$
\begin{align*}
& \epsilon_{21}=\epsilon^{12}=-\epsilon_{12}=-\epsilon^{21}=1, \\
& \epsilon_{\dot{2 i}}=\epsilon^{i \dot{2}}=-\epsilon_{\dot{1} \dot{2}}=-\epsilon^{\dot{2} \dot{1}}=1 . \tag{A.3}
\end{align*}
$$

It allows one to raise and lower spinor indices:

$$
\begin{array}{rlr}
\psi^{\alpha}=\epsilon^{\alpha \beta} \psi_{\beta}, & \psi_{\alpha}=\epsilon_{\alpha \beta} \psi^{\beta} \\
\psi^{\dot{\alpha}}=\epsilon^{\dot{\alpha} \dot{\beta}} \psi_{\dot{\beta}}, & & \psi_{\dot{\alpha}}=\epsilon_{\dot{\alpha} \dot{\beta}} \psi^{\dot{\beta}} \tag{A.4}
\end{array}
$$

One can easily verify that these relations are consistent with the assignment (A.2). Notice also that in our conventions $\epsilon_{\alpha \beta} \epsilon^{\beta \delta}=\delta_{\alpha}^{\beta}, \epsilon_{\dot{\alpha} \dot{\beta}} \dot{\epsilon}^{\dot{\beta} \dot{\delta}}=\delta_{\dot{\alpha}}^{\dot{\beta}}$.

The real form of the complex Lie algebras $s l(2, \mathbf{C})$ and $s u(2)_{+} \times s u(2)_{-}$ are the same. This allows one to use the notation $\left(j_{1}, j_{2}\right)$ for the representations of $S L(2, \mathbf{C})$ where $j_{1}$ and $j_{2}$ are the spins of the two $s u(2)$ s. The representation $S$ corresponds to $(\mathbf{2}, \mathbf{0})$ whilst $\bar{S}$ to $(\mathbf{0}, \mathbf{2})$. Notice that the two $s u(2)$ 's are not independent but related by complex conjugation. Under complex conjugation the labels of the representations must be interchanged. This allows one to restrict to representations which are fixed by complex conjugation in the case in which the two labels are the same. The resulting representation is real, and the simplest case, $(\mathbf{2}, \mathbf{2})$, corresponds to the defining representation of the Lorentz group $S O(3,1)$ or vector representation.

The Clebsch-Gordan coefficients which intertwine between the vector representation and the $(\mathbf{2}, \mathbf{2})$ of $S L(2, \mathbf{C})$ involve the Pauli matrices:

$$
\sigma^{1}=\left(\begin{array}{cc}
0 & 1  \tag{A.5}\\
1 & 0
\end{array}\right), \quad \sigma^{2}=\left(\begin{array}{cc}
0 & -i \\
i & 0
\end{array}\right), \quad \sigma^{3}=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right)
$$

and have the form

$$
\begin{equation*}
\sigma_{\alpha \dot{\beta}}^{\mu}=\left(1, \sigma^{1}, \sigma^{2}, \sigma^{3}\right)_{\alpha \dot{\beta}}, \tag{A.6}
\end{equation*}
$$

allowing one to transform a four-vector $p_{\mu}=\left(p_{0}, p_{1}, p_{2}, p_{3}\right)$ into a bi-spinor:

$$
\sigma^{\mu} p_{\mu}=\left(\begin{array}{cc}
p_{0}+p_{3} & p_{1}-i p_{2}  \tag{A.7}\\
p_{1}+i p_{2} & p_{0}-p_{3}
\end{array}\right)
$$

The indices for the matrices $\sigma^{\mu}$ show how $S L(2, \mathbf{C})$ acts in bi-spinor space. If $M \in S L(2, \mathbf{C})$, the action of $M$ is given by $\sigma^{\mu} p_{\mu} \rightarrow M\left(\sigma^{\mu} p_{\mu}\right) M^{\dagger}$, which preserves hermiticity and the determinant. The determinant is related to the Lorentz invariant quantity $p^{\mu} p_{\mu}=-\operatorname{det}\left(\sigma^{\mu} p_{\mu}\right)=-p_{0}^{2}+p_{1}^{2}+p_{2}^{2}+p_{3}^{2}$ (the minus sign in front of the determinant is owed to our choice of metric). Notice that
$M$ and $-M$ act in the same way on the vector representation, showing the fact that $S L(2, \mathbf{C})$ is a double cover of $S O(3,1)$.

The dual Clebsch-Gordan coefficients are defined after raising the indices of $\sigma^{\mu}$,

$$
\begin{equation*}
\left(\bar{\sigma}^{\mu}\right)^{\dot{\alpha} \beta}=\epsilon^{\dot{\alpha} \dot{\beta}} \epsilon^{\beta \alpha} \sigma_{\alpha \dot{\beta}}^{\mu} \quad \longrightarrow \quad\left(\bar{\sigma}^{\mu}\right)=\left(1,-\sigma^{1},-\sigma^{2},-\sigma^{3}\right) \tag{A.8}
\end{equation*}
$$

and allow to transform a vector into a bi-spinor corresponding to the dual representations. The matrices $\sigma^{\mu}$ and $\bar{\sigma}^{\mu}$ satisfy the following set of useful identities:

$$
\begin{align*}
& \bar{\sigma}^{\mu} \sigma^{\nu}+\bar{\sigma}^{\nu} \sigma^{\mu}=-2 \eta^{\mu \nu}, \\
& \left(\bar{\sigma}^{\mu}\right)^{\dot{\alpha} \beta}\left(\sigma_{\mu}\right)_{\gamma \dot{\rho}}=-2 \delta_{\gamma}^{\beta} \delta_{\dot{\rho}}^{\dot{\alpha}}, \tag{A.9}
\end{align*}
$$

which can be easily derived after using the following property of the Pauli matrices $\sigma^{i}, i=1,2,3$ :

$$
\begin{equation*}
\sigma^{i} \sigma^{j}=\delta^{i j}+i \epsilon^{i j k} \sigma^{k} \tag{A.10}
\end{equation*}
$$

where $\epsilon^{i j k}$ is the totally antisymmetric tensor with $\epsilon^{123}=1$.
The generators of the Lorentz transformations can be constructed with the help of the matrices $\sigma^{\mu}$ and $\bar{\sigma}^{\mu}$. They take the form:

$$
\begin{align*}
& \left(\sigma^{\mu \nu}\right)_{\alpha}^{\beta}=\frac{1}{4}\left(\sigma^{\mu} \bar{\sigma}^{\nu}-\sigma^{\nu} \bar{\sigma}^{\mu}\right)_{\alpha}^{\beta},  \tag{A.11}\\
& \left(\bar{\sigma}^{\mu \nu}\right)_{\dot{\alpha}}^{\dot{\beta}}=\frac{1}{4}\left(\bar{\sigma}^{\mu} \sigma^{\nu}-\bar{\sigma}^{\nu} \sigma^{\mu}\right)_{\dot{\alpha}}^{\dot{\beta}},
\end{align*}
$$

which leads to the simple form:

$$
\begin{align*}
\sigma^{0 i} & =-\frac{1}{2} \sigma^{i}, & \sigma^{i j} & =-\frac{i}{2} \epsilon^{i j k} \sigma^{k}, \\
\bar{\sigma}^{0 i} & =\frac{1}{2} \sigma^{i}, & \bar{\sigma}^{i j} & =-\frac{i}{2} \epsilon^{i j k} \sigma^{k}, \tag{A.12}
\end{align*}
$$

and satisfy the properties:

$$
\begin{equation*}
\sigma^{\mu \nu}=\frac{i}{2} \epsilon^{\mu \nu \rho \sigma} \sigma_{\rho \sigma}, \quad \bar{\sigma}^{\mu \nu}=-\frac{i}{2} \epsilon^{\mu \nu \rho \sigma} \bar{\sigma}_{\rho \sigma}, \tag{A.13}
\end{equation*}
$$

being $\epsilon_{0123}=1, \epsilon^{0123}=-1$.
The matrices (A.11) provide spinorial representations of the Lorentz group:

$$
\begin{equation*}
M^{\mu \nu} \rightarrow i \sigma^{\mu \nu}, \quad M^{\mu \nu}=\rightarrow i \bar{\sigma}^{\mu \nu} \tag{A.14}
\end{equation*}
$$

satisfying the Lorentz algebra:

$$
\begin{equation*}
\left[M^{\mu \nu}, M^{\rho \tau}\right]=i \eta^{\mu \rho} M^{\nu \tau}-i \eta^{\mu \tau} M^{\nu \rho}-i \eta^{\nu \rho} M^{\mu \tau}+i \eta^{\nu \tau} M^{\mu \rho} . \tag{A.15}
\end{equation*}
$$

Under a Lorentz transformation parametrized by a real antisymmetric parameter $\omega_{\mu \nu}$ spinors transform as:

$$
\begin{align*}
& \delta \psi_{\alpha}=i \omega_{\mu \nu}\left(M^{\mu \nu}\right)_{\alpha}^{\beta} \psi_{\beta}=-\omega_{\mu \nu}\left(\sigma^{\mu \nu}\right)_{\alpha}{ }^{\beta} \psi_{\beta}, \\
& \delta \bar{\psi}_{\dot{\alpha}}=i \omega_{\mu \nu}\left(\bar{M}^{\mu \nu}\right)_{\dot{\alpha}}^{\dot{\beta}} \bar{\psi}_{\dot{\beta}}=-\omega_{\mu \nu}\left(\bar{\sigma}^{\mu \nu}\right)_{\dot{\alpha}}^{\dot{\beta}} \bar{\psi}_{\dot{\beta}} . \tag{A.16}
\end{align*}
$$

For the scalar product of spinors we will use the following conventions:

$$
\begin{align*}
& \psi \chi=\psi^{\alpha} \chi_{\alpha}=-\psi_{\alpha} \chi^{\alpha}=\chi \psi \\
& \bar{\psi} \bar{\chi}=\bar{\psi}^{\dot{\alpha}} \bar{\chi}_{\dot{\alpha}}=-\bar{\psi}_{\dot{\alpha}} \bar{\chi}^{\dot{\alpha}}=\bar{\chi} \bar{\psi} \tag{A.17}
\end{align*}
$$

In Euclidean space the relevant group is the orthonormal group $S O(4)$. In this case the covering group is $\operatorname{Spin}(4)$, which is isomorphic to $S U(2)_{+} \otimes$ $S U(2)_{\text {_ }}$. The representations are labelled by the spins of the two $S U(2) \mathrm{s}$, which are independent. These spinorial representations are denoted by $S_{+}$ and $S_{-}$. The $S U(2)$ invariant tensor can be used to raise and lower indices following the same conventions (equations (A.3) and (A.4)) as in the Minkowskian case.

The Clebsh-Gordan coefficients which intertwine between the bi-spinorial representations and the defining representation of $S O(4)$, or vector representation, are

$$
\begin{equation*}
\sigma^{\mu}=\left(\sigma^{1}, \sigma^{2}, \sigma^{3}, i\right), \quad \bar{\sigma}^{\mu}=\left(-\sigma^{1},-\sigma^{2},-\sigma^{3}, i\right) . \tag{A.18}
\end{equation*}
$$

Given a four vector $\left(p_{1}, p_{2}, p_{3}, p_{4}\right)$ the negative of the determinant of its corresponding bi-spinor now becomes $-\operatorname{det}\left(\sigma^{\mu} p_{\mu}\right)=p_{1}^{2}+p_{2}^{2}+p_{3}^{2}+p_{4}^{2}$, as expected. The matrices $\sigma^{\mu}$ and $\bar{\sigma}^{\mu}$ satisfy the identities

$$
\begin{align*}
& \bar{\sigma}^{\mu} \sigma^{\nu}+\bar{\sigma}^{\nu} \sigma^{\mu}=-2 \delta^{\mu \nu} \\
& \left(\bar{\sigma}^{\mu}\right)^{\dot{\alpha} \beta}\left(\sigma_{\mu}\right)_{\gamma \dot{\rho}}=-2 \delta_{\gamma}^{\beta} \delta_{\dot{\rho}}^{\dot{\alpha}} . \tag{A.19}
\end{align*}
$$

In order to construct the generators of the rotation group $S O(4)$ one first defines the following matrices:

$$
\begin{align*}
& \left(\sigma^{\mu \nu}\right)_{\alpha}^{\beta}=\frac{1}{4}\left(\sigma^{\mu} \bar{\sigma}^{\nu}-\sigma^{\nu} \bar{\sigma}^{\mu}\right)_{\alpha}^{\beta},  \tag{A.20}\\
& \left(\bar{\sigma}^{\mu \nu}\right)^{\dot{\beta}}{ }_{\dot{\alpha}}=\frac{1}{4}\left(\bar{\sigma}^{\mu} \sigma^{\nu}-\bar{\sigma}^{\nu} \sigma^{\mu}\right)_{\dot{\alpha}}^{\dot{\beta}},
\end{align*}
$$

One then easily finds out that the generators $M^{\mu \nu}=i \sigma^{\mu \nu}\left(\right.$ or $\left.M^{\mu \nu}=i \bar{\sigma}^{\mu \nu}\right)$ satisfy the $S O(4)$ algebra:

$$
\begin{equation*}
\left[M^{\mu \nu}, M^{\rho \tau}\right]=i \delta^{\mu \rho} M^{\nu \tau}-i \delta^{\mu \tau} M^{\nu \rho}-i \delta^{\nu \rho} M^{\mu \tau}+i \delta^{\nu \tau} M^{\mu \rho} . \tag{A.21}
\end{equation*}
$$

The explicit forms of the matrices $\sigma^{\mu \nu}$ and $\bar{\sigma}^{\mu \nu}$ are

$$
\begin{align*}
\sigma^{\mu \nu} & =\left(\begin{array}{cccc}
0 & -\frac{i}{2} \sigma^{3} & \frac{i}{2} \sigma^{2} & \frac{i}{2} \sigma^{1} \\
\frac{i}{2} \sigma^{3} & 0 & -\frac{i}{2} \sigma^{1} & \frac{i}{2} \sigma^{2} \\
-\frac{i}{2} \sigma^{2} & \frac{i}{2} \sigma^{1} & 0 & \frac{i}{2} \sigma^{3} \\
-\frac{i}{2} \sigma^{1} & -\frac{i}{2} \sigma^{2} & -\frac{i}{2} \sigma^{3} & 0
\end{array}\right), \\
\bar{\sigma}^{\mu \nu} & =\left(\begin{array}{cccc}
0 & -\frac{i}{2} \sigma^{3} & \frac{i}{2} \sigma^{2} & -\frac{i}{2} \sigma^{1} \\
\frac{i}{2} \sigma^{3} & 0 & -\frac{i}{2} \sigma^{1} & -\frac{i}{2} \sigma^{2} \\
-\frac{i}{2} \sigma^{2} & \frac{i}{2} \sigma^{1} & 0 & -\frac{i}{2} \sigma^{3} \\
\frac{i}{2} \sigma^{1} & \frac{i}{2} \sigma^{2} & \frac{i}{2} \sigma^{3} & 0
\end{array}\right) . \tag{A.22}
\end{align*}
$$

These matrices act as projectors of antisymmetric tensors and two-forms into their self-dual (SD) and anti-self-dual (ASD) parts. Given an antisymmetric tensor $V_{\mu \nu}$ one defines its SD part, $V_{\mu \nu}^{+}$, and ASD part, $V_{\mu \nu}^{-}$, as follows:

$$
\begin{equation*}
V_{\mu \nu}^{ \pm}=\frac{1}{2}\left(V_{\mu \nu} \pm \frac{1}{2} \epsilon_{\mu \nu \rho \sigma} V^{\rho \sigma}\right), \tag{A.23}
\end{equation*}
$$

where $\epsilon_{\mu \nu \rho \sigma}$ is the totally antisymmetric tensor corresponding to the volume form $\left(\epsilon_{1234}=1\right)$. The matrices $\sigma^{\mu \nu}$ and $\bar{\sigma}^{\mu \nu}$ satisfy the relations:

$$
\begin{equation*}
\sigma^{\mu \nu}=-\frac{1}{2} \epsilon_{\mu \nu \rho \sigma} \sigma^{\rho \sigma}, \quad \bar{\sigma}^{\mu \nu}=\frac{1}{2} \epsilon_{\mu \nu \rho \sigma} \bar{\sigma}^{\rho \sigma} \tag{A.24}
\end{equation*}
$$

and therefore they act as projectors into SD and ASD parts, providing the corresponding bi-spinor form:

$$
\begin{align*}
& V_{\alpha \beta}=\epsilon_{\beta \gamma}\left(\sigma^{\mu \nu}\right)_{\alpha}^{\gamma} V_{\mu \nu}^{-}=\epsilon_{\beta \gamma}\left(\sigma^{\mu \nu}\right)_{\alpha}{ }^{\gamma} V_{\mu \nu},  \tag{A.25}\\
& V_{\dot{\alpha} \dot{\beta}}=\epsilon_{\dot{\beta} \dot{\gamma}}\left(\bar{\sigma}^{\mu \nu}\right)^{\dot{\gamma}}{ }_{\dot{\alpha}} V_{\mu \nu}^{+}=\epsilon_{\dot{\alpha} \dot{\gamma}}\left(\bar{\sigma}^{\mu \nu}\right)^{\dot{\gamma}}{ }_{\dot{\alpha}} V_{\mu \nu} .
\end{align*}
$$

The tensors $V_{\alpha \beta}$ and $V_{\dot{\alpha} \dot{\beta}}$ are symmetric and transform as the $(\mathbf{3}, \mathbf{0})$ and the $(\mathbf{0}, \mathbf{3})$ representations of $S O(4)$. The antisymmetric tensor $V_{\mu \nu}$ can be also written in spinorial form as

$$
\begin{equation*}
V_{\alpha \dot{\alpha}, \beta \dot{\beta}}=\left(\sigma^{\mu}\right)_{\alpha \dot{\alpha}}\left(\sigma^{\nu}\right)_{\beta \dot{\beta}} V_{\mu \nu} . \tag{A.26}
\end{equation*}
$$

It turns out that the bi-spinor version of the decomposition of the antisymmetric tensor into SD and ASD parts takes the form:

$$
\begin{equation*}
V_{\mu \nu}=V_{\mu \nu}^{+}+V_{\mu \nu}^{-} \quad \longrightarrow \quad V_{\alpha \dot{\alpha}, \beta \dot{\beta}}=\epsilon_{\dot{\alpha} \dot{\beta}} V_{\alpha \beta}+\epsilon_{\alpha \beta} V_{\dot{\alpha} \dot{\beta}} . \tag{A.27}
\end{equation*}
$$

For Euclidean spinors we will take $M_{\dot{\alpha}}=\left(M_{\dot{1}}, M_{\dot{2}}\right)$ to be a positive chirality spinor. The complex conjugate spinor is defined as

$$
\begin{equation*}
\bar{M}^{\dot{\alpha}}=\left(\bar{M}^{\dot{1}}, \bar{M}^{\dot{2}}\right)=\left(M_{\dot{1}}^{*}, M_{\dot{2}}^{*}\right) \tag{A.28}
\end{equation*}
$$

## Appendix B

## Elliptic Functions and Modular Forms

In this Appendix we recall the definitions and properties of some of the elliptic functions and modular forms used in the book, and we list some useful formulae.

Given a lattice with half-periods $\omega$ and $\omega^{\prime}$ one can define the following elliptic functions:

$$
\begin{align*}
& \sigma(z)=z \prod^{\prime}\left(1-\frac{z}{s}\right) \mathrm{e}^{z / s+z^{2} / 2 s^{2}} \\
& \zeta(z)=\frac{1}{z}+\sum^{\prime}\left(\frac{1}{z-s}+\frac{1}{s}+\frac{z}{s^{2}}\right)=\frac{d}{d z} \log \sigma(z),  \tag{B.1}\\
& \wp(z)=\frac{1}{z^{2}}+\sum^{\prime}\left(\frac{1}{(z-s)^{2}}-\frac{1}{s^{2}}\right)=-\zeta^{\prime}(z),
\end{align*}
$$

where $s=2 m \omega+2 m^{\prime} \omega^{\prime}, m, m^{\prime}$ are integers, and ${ }^{\prime}$ indicates that the product or sum is over all pairs of integers $\left(m, m^{\prime}\right)$ except $(0,0)$. The above functions are called, respectively, sigma, zeta, and Weierstrass functions. In the limit in which one of the periods goes to infinity, say $\omega^{\prime}$, they become elementary functions:

$$
\begin{align*}
\sigma(z) & =\frac{2 \omega}{\pi} \mathrm{e}^{\frac{1}{6}\left(\frac{\pi z}{2 \omega}\right)^{2}} \sin \frac{\pi z}{2 \omega} \\
\zeta(z) & =\frac{1}{3}\left(\frac{\pi}{2 \omega}\right)^{2} z+\frac{\pi}{2 \omega} \cot \frac{\pi z}{2 \omega}  \tag{B.2}\\
\wp(z) & =-\frac{1}{3}\left(\frac{\pi}{2 \omega}\right)^{2}+\left(\frac{\pi}{2 \omega}\right)^{2} \frac{1}{\sin ^{2} \frac{\pi z}{2 \omega}} .
\end{align*}
$$

The incomplete elliptic integrals of the first and the second kind are, respectively,

$$
\begin{align*}
& F(\phi, k)=\int_{0}^{\sin \phi} \frac{1}{\sqrt{\left(1-t^{2}\right)\left(1-k^{2} t^{2}\right)}}  \tag{B.3}\\
& E(\phi, k)=\int_{0}^{\sin \phi} \sqrt{\frac{1-k^{2} t^{2}}{1-t^{2}}}
\end{align*}
$$

The complete elliptic integrals are defined by:

$$
\begin{equation*}
K(k)=F(\pi / 2, k), \quad E(k)=E(\pi / 2, k) \tag{B.4}
\end{equation*}
$$

The Eisenstein function of weight two $E_{2}$ is defined by

$$
\begin{equation*}
E_{2}=1-24 \sum_{n=1}^{\infty} \frac{n q^{n}}{1-q^{n}}=1-24 q+\cdots \tag{B.5}
\end{equation*}
$$

and transforms under $\mathrm{Sl}(2, \mathbf{Z})$ as follows:

$$
\begin{equation*}
E_{2}(\tau) \rightarrow(c \tau+d)^{2}\left(E_{2}(\tau)+\frac{12 c}{2 \pi i(c \tau+d)}\right) \tag{B.6}
\end{equation*}
$$

Our conventions for the Jacobi theta functions are:

$$
\begin{align*}
& \vartheta_{1}(\nu \mid \tau)=i \sum_{n \in \mathbf{Z}}(-1)^{n} q^{\frac{1}{2}(n+1 / 2)^{2}} e^{i \pi(2 n+1) \nu} \\
& \vartheta_{2}(\nu \mid \tau)=\sum_{n \in \mathbf{Z}} q^{\frac{1}{2}(n+1 / 2)^{2}} e^{i \pi(2 n+1) \nu} \\
& \vartheta_{3}(\nu \mid \tau)=\sum_{n \in \mathbf{Z}} q^{\frac{1}{2} n^{2}} e^{i \pi 2 n \nu}  \tag{B.7}\\
& \vartheta_{4}(\nu \mid \tau)=\sum_{n \in \mathbf{Z}}(-1)^{n} q^{\frac{1}{2} n^{2}} e^{i \pi 2 n \nu}
\end{align*}
$$

where $q=e^{2 \pi i \tau}$. When $\nu=0$ we will simply denote $\vartheta_{2}(\tau)=\vartheta_{2}(0 \mid \tau)$ (notice that $\left.\vartheta_{1}(0 \mid \tau)=0\right)$. The theta functions $\vartheta_{2}(\tau), \vartheta_{3}(\tau)$ and $\vartheta_{4}(\tau)$ have the following product representation:

$$
\begin{align*}
& \vartheta_{2}=2 q^{1 / 8} \prod_{n=1}^{\infty}\left(1-q^{n}\right)\left(1+q^{n}\right)^{2} \\
& \vartheta_{3}=\prod_{n=1}^{\infty}\left(1-q^{n}\right)\left(1+q^{n-1 / 2}\right)^{2}  \tag{B.8}\\
& \vartheta_{4}=\prod_{n=1}^{\infty}\left(1-q^{n}\right)\left(1-q^{n-1 / 2}\right)^{2}
\end{align*}
$$

and they have the following properties under modular transformations:

$$
\begin{array}{ll}
\vartheta_{2}(-1 / \tau)=\sqrt{\frac{\tau}{i}} \vartheta_{4}(\tau), & \vartheta_{2}(\tau+1)=\mathrm{e}^{i \pi / 4} \vartheta_{2}(\tau), \\
\vartheta_{3}(-1 / \tau)=\sqrt{\frac{\tau}{i}} \vartheta_{3}(\tau), & \vartheta_{3}(\tau+1)=\vartheta_{4}(\tau), \\
\vartheta_{4}(-1 / \tau)=\sqrt{\frac{\tau}{i}} \vartheta_{2}(\tau), & \vartheta_{4}(\tau+1)=\vartheta_{3}(\tau) . \tag{B.9}
\end{array}
$$

We also have the following useful identities:

$$
\begin{equation*}
\vartheta_{3}^{4}(\tau)=\vartheta_{2}^{4}(\tau)+\vartheta_{4}^{4}(\tau) \tag{B.10}
\end{equation*}
$$

and

$$
\begin{equation*}
\vartheta_{2}^{4}(\tau) \vartheta_{3}^{4}(\tau) \vartheta_{4}^{4}(\tau)=16 \eta^{12}(\tau) \tag{B.11}
\end{equation*}
$$

where

$$
\begin{equation*}
\eta(\tau)=q^{1 / 24} \prod_{n=1}^{\infty}\left(1-q^{n}\right) \tag{B.12}
\end{equation*}
$$

is the Dedekind eta function.
The expressions of the quantities involved in the Seiberg-Witten solution are, in terms of modular forms:

$$
\begin{align*}
u & =\frac{1}{2} \frac{\vartheta_{2}^{4}+\vartheta_{3}^{4}}{\left(\vartheta_{2} \vartheta_{3}\right)^{2}}, \\
u^{2}-1 & =\frac{1}{4} \frac{\vartheta_{4}^{8}}{\left(\vartheta_{2} \vartheta_{3}\right)^{4}}=\frac{\vartheta_{4}^{8}}{64 h^{4}(\tau)},  \tag{B.13}\\
\frac{d u}{d \tau} & =\frac{\pi}{4 i} \frac{\vartheta_{4}^{8}}{\left(\vartheta_{2} \vartheta_{3}\right)^{2}}, \\
h(\tau) & =\frac{d a}{d u}=\frac{1}{2} \vartheta_{2} \vartheta_{3} .
\end{align*}
$$

The first few terms in the $q$-expansions are:

$$
\begin{align*}
u & =\frac{1}{8 q^{1 / 4}}\left(1+20 q^{1 / 2}-62 q+216 q^{3 / 2}+\cdots\right) \\
& =\frac{1}{8 q^{1 / 4}}+\frac{5 q^{1 / 4}}{2}-\frac{31 q^{3 / 4}}{4}+27 q^{5 / 4}-\frac{641 q^{7 / 4}}{8}+\frac{409 q^{9 / 4}}{2}+\cdots, \tag{B.14}
\end{align*}
$$

$$
\begin{equation*}
u_{M}\left(q_{D}\right)=1+32 q_{D}+256 q_{D}^{2}+1408 q_{D}^{3}+6144 q_{D}^{4}+22976 q_{D}^{5}+76800 q_{D}^{6}+\cdots \tag{B.15}
\end{equation*}
$$

$$
\begin{align*}
T(u)= & -\frac{1}{24}\left[\frac{E_{2}}{h(\tau)^{2}}-8 u\right] \\
= & q^{1 / 4}-2 q^{3 / 4}+6 q^{5 / 4}-16 q^{7 / 4}+37 q^{9 / 4}-78 q^{11 / 4} \\
& +158 q^{13 / 4}-312 q^{15 / 4}+594 q^{17 / 4}+\cdots, \\
T_{M}\left(q_{D}\right)= & \frac{1}{2}+8 q_{D}+48 q_{D}^{2}+224 q_{D}^{3}+864 q_{D}^{4}+2928 q_{D}^{5}+9024 q_{D}^{6}+\cdots, \tag{B.16}
\end{align*}
$$

$$
\begin{align*}
h & =\frac{1}{2} \vartheta_{2} \vartheta_{3}=\frac{1}{4} \vartheta_{2}^{2}(\tau / 2) \\
& =q^{1 / 8}+2 q^{5 / 8}+q^{9 / 8}+2 q^{13 / 8}+2 q^{17 / 8}+3 q^{25 / 8}+2 q^{29 / 8}+\cdots, \\
h_{M} & =\frac{1}{2 i} \vartheta_{3} \vartheta_{4}=\frac{1}{2 i} \vartheta_{4}^{2}\left(2 \tau_{D}\right) \\
& =\frac{1}{2 i}\left(1-4 q_{D}+4 q_{D}^{2}+4 q_{D}^{4}-8 q_{D}^{5}+\cdots\right), \tag{B.17}
\end{align*}
$$

For $a_{D}$ we also have the following expansion:

$$
\begin{equation*}
a_{D}\left(q_{D}\right)=16 i q_{D}\left(1+6 q_{D}+24 q_{D}^{2}+76 q_{D}^{3}+\cdots\right) \tag{B.18}
\end{equation*}
$$
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