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Dedicated to the 65th birthday of
Frieder W. Scheller





Preface

To detect, quantify, and model biologically significant molecules is getting
more and more important in our everyday life, in medicine, industry, and
environment.

When a group of enthusiasts like Frieder Scheller started more than 40
years ago to develop biosensors, they would not foresee that biosensors are
now available in every drug store, that the human genome sequence is available
on the Internet, that DNA tests help in forensic cases, that we can track down
the path of our ancestors from Africa...

This all is bioanalytics in practice!
Frieder Scheller is one of the pioneers of this field. So, we did not hesitate for

long when Thomas Scheper, the Series Editor, asked us to compile a monograph
written by the leading specialist to honor his 65th birthday with a fresh insight
into the ever expanding bioanalytical field. Thanks to all contributors and
thanks to the staff at Springer Verlag: Birgit Kollmar-Thoni, Ulrike Kreusel
and Dr. Marion Hertel for their help!

Even in the 21st century biosensors will continue to play an important role
in bioanalytics. By definition biosensors are characterized by a rather close
contact of the biocomponent for recognition and the transducing element.
Thus, the development of biosensors is a highly interdisziplanary field. Future
developments can be particularly seen in sensitivity enhancement down to
the molecular level, switchability of the sensing device, miniaturization and
integration into microsystems, incorporation of new transduction and char-
acterization methods and the use of artificial recognition elements.

This book tries to cover recent developments in order to illustrate the
potential of this rather fascinating area of science.

At the start of the book, you will find a chapter about the history of biosensors
and Frieder Scheller’s contribution. It gives you an impression what this rest-
less, unselfish and creative scientist has done. To underline the basic biosensor
idea we start here with a cartoon about Frieder Scheller’s work:



XII Preface

“Aller guten Dinge sind drei” (“‘all good things are 3”, as Germans believe).
They all may partly characterize Frieder:

Chance favors only the prepared mind.
(Louis Pasteur)

The important thing is to create.
Nothing else matters; creation is all.
(Pablo Picasso)

The only truth that gets through will be
what we force through:
the victory of reason will be
the victory of people
who are prepared to reason, nothing else.
(Bertolt Brecht)



Preface XIII

What a long way biosensors have come in such a short time and how fast
the time flies.

Now, the prepared mind, the creative, smooth fighter for reason, Frieder
Scheller, turns 65 years young...

On behalf of the worldwide biosensor community:
Happy birthday, Frieder!! Here is a special Chinese Firework for your birthday!

Hong Kong and Wildau, August 2007 Reinhard Renneberg
Fred Lisdat
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Abstract This is a first attempt at a brief sketch of the history of biosensors. It is far
from complete and rather unsystematic. Many names are still missing, and we apologize
for this. But the authors hope to have laid a humble cornerstone for a future “Complete
History of Biosensors”. We hope that many of our colleagues will contribute!

1
The Dawn of Biosensors

Without any doubt, Otto Warburg is the father of enzymatic analysis. His
optical test for the detection of NADH/NADPH at 340 nm paved the way for
the highly sensitive detection of dehydrogenases and their substrates in the
mid-1930s. Hans-Ulrich Bergmeyer (Boehringer Mannheim) developed com-
mercial optical enzyme tests based on Warburg’s initial model.

The father of biosensors is Leland C. Clark, Jr. (Antioch College, Yellow
Springs and the Children’s Hospital in Cincinnati, Ohio, USA). He wanted
to measure the reduction of oxygen with a platinum electrode to determine
the oxygenation of blood. His first sensor failed because blood components
were adsorbed on the electrode’s surface, and this adsorption distorted the
signal. Clark then had the ingenious idea of using the cellophane wrapper
of a cigarette packet on his sensor. Only low molecular weight substances,
mainly oxygen, could reach the electrode and be measured. The reduction
current indicated the oxygen concentration, and so the Clark electrode was
created. Today, Teflon is used as the membrane, and this sensor remains a key
tool in medicine and environmental monitoring. To calibrate his sensor, Clark
added an enzyme, glucose oxidase (GOD), to the solution. Clark then de-
veloped the sensor further by entrapping concentrated GOD with another
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Fig. 1 Leland Clark Jr.

semi-permeable membrane in front of the electrode. The electrode could then
be re-used for multiple glucose measurements. The enzyme layer became an
integrated part of the sensor. Lee Clark went on to coin the term “enzyme
electrode” at a meeting of the New York Academy of Sciences in 1962.

A few years later, Yellow Springs Instruments (YSI) developed their glucose
analyzer, the YSI 23006, using Clark’s invention, although the company ex-
ploited electrochemical detection of hydrogen peroxide rather than monitor-
ing oxygen. YSI launched their first instrument in 1973, but had to withdraw
it due to interference problems. These were solved with the insertion of an
additional membrane, and the company re-launched its (subsequently highly
successful) series of laboratory analyzers in 1975.

Shortly after Clark published his enzyme electrode work, George Guilbault
published a description of a potentiometric urea electrode using immobilized
urease and a pH-sensitive sensor in JACS in 1969. In 1973, Mindt and Racine
(Hoffmann la Roche) came up with the first lactate sensor. The natural re-
dox partner of cytochrome b2 was replaced by the artificial redox mediator
ferricyanide. Making the mediated enzyme sensor’s signal independent of the
oxygen concentration in the sample was a decisive step in making future one-
way biosensors possible. In 1976, Clemens and his co-workers incorporated
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an electrochemical glucose biosensor in a bedside artificial pancreas, and this
was later marketed by Miles Laboratories as the Biostator.

The use of thermal transducers for biosensors was proposed in 1974. The
new devices were christened by Klaus Mosbach and Bengt Daniellsson ther-
mal enzyme probes or enzyme thermistors, respectively. The biosensor took
a new evolutionary route in 1975, when C. Divies suggested that bacteria
could be harnessed as the biological element to form microbial sensors for the
measurement of alcohol.

Were these biosensors? What is a biosensor?
Karl Camman coined the term biosensor in 1977, but the IUPAC did not

agree on the definition of a biosensor until 1997. The IUPAC committee,
which included D.R. Thévenot, K. Toth, R.A. Durst, and G.S. Wilson, came up
with the following definition:

A biosensor is a self-contained integrated device, which is capable of pro-
viding specific quantitative or semi-quantitative analytical information using
a biological recognition element (biochemical receptor), which is retained in
direct spatial contact with a transduction element. Because of their ability to
be repeatedly calibrated, we recommend that a biosensor should be clearly
distinguished from a bioanalytical system, which requires additional process-
ing steps, such as reagent addition. A device that is both disposable after one
measurement, i.e., single use, and unable to monitor the analyte concentration
continuously or after rapid and reproducible regeneration should be desig-
nated as a single-use biosensor.

Biosensors may be classified according to their biological specificity-
conferring mechanism or, alternatively, to their mode of physico-chemical
signal transduction. The biological recognition element may be based on
a chemical reaction catalyzed by, or on an equilibrium reaction with, macro-
molecules that have been isolated, engineered or are present in their original
biological environment. In the latter cases, equilibrium is generally reached
and there is no further, if any, net consumption of the analyte(s) by the immo-
bilized biocomplexing agent incorporated into the sensor. Biosensors may be
further classified according to the analytes or reactions that they monitor by
directly monitoring the analyte concentration or by reactions producing or con-
suming such analytes; alternatively, an indirect monitoring of an inhibitor or
the activator of the biological recognition element (biochemical receptor) may
be achieved.

Groups all over the world had now joined biosensor research.
Frieder Scheller started in East-Germany (the German Democratic Repub-

lic, GDR) with his amperometric glucose sensor in 1975 and multi-functional
biosensors and research on coupled enzyme reactions in combination with
sensors in 1977.

In Lithuania (at that time part of the Soviet Union), Juozas Kulys studied
mediated enzyme sensors employing dehydrogenases and organic metals al-
most at the same time. Ilya Berezin’s group at Moscow State University and
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Scheller’s group in Berlin showed that even enzymes can communicate di-
rectly with an electrode. The electrochemical transformation of the active site
can generate a current that is accelerated by the regeneration of the enzyme in
the presence of a target substrate. This mediator-free bioelectrocatalysis laid
the foundation for third generation biosensors.

Masuo Aizawa and Isao Karube in Japan (in 1983), and Christopher Lowe
in the UK (in 1985) started to combine various biological recognition elements
such as enzymes, antibodies, cells and nucleic acids with different transduc-
ers.

A major advance in the in vivo application of glucose biosensors was re-
ported by Shichiri, who described the first needle-type enzyme electrode for
subcutaneous implantation in 1982. In parallel, Uwe Fischer’s group in Karls-
burg began similar studies with the important goal of establishing the corres-
pondence between blood and tissue glucose, the sensor being implanted in
the subcutaneous tissue and not in a vascular bed.

Different transducers have been used. Ion-selective field effect transistors
(ISFETs) are now used to integrate electronic signal conversion into the
biosensor. The pioneer in this area was Piet Bergveld in Holland, starting as
early as 1970.

The idea of building direct immunosensors by fixing antibodies to a piezo-
electric or potentiometric transducer has been explored since the early 1970’s,
but it was Liedberg, Nylander, and Lundstrom who, in 1983, paved the way
for commercial success. They described the use of surface plasmon resonance
to monitor affinity reactions in real time. The BIAcore (Pharmacia, Sweden),
launched in 1990, is based on this technology.

The first optical biosensors resulted from technical breakthroughs in optics
and communications. The first sensors based on fiber optics were chem-
ical sensors, but integration of biological recognition molecules offered far
greater sensing specificity and sensitivity.

The first fiber optic biosensors were configured with an interrogation re-
gion at the end of the fiber. In 1982 Jerome Schultz and his colleagues de-
veloped a glucose sensor that measured the equilibrium exchange between
fluorescent concanavalin A bound to glucose immobilized outside the light
path and the same molecule bound to free glucose in a sample at the end of
the fiber. This scheme was adapted for use with antibodies, but it was limited
in that the reaction required a significant amount of time to reach equilib-
rium. The end-on, or optrode configuration was more successful initially for
monitoring enzyme reactions. The enzyme could be captured in a membrane
or gel at the end of the fiber, and low molecular weight targets and color-
producing substrates could diffuse into the region occupied by the enzyme to
generate a signal. Fluorescence in whole cells could be measured this way.

However, the optrode configuration really found its place in the biosensor
world with the work of David Walt’s group at Tufts. They combined highly
multiplexed bead-based arrays with fiber bundles etched at the end to hold
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the beads. This technology, now marketed by Illumina, has rapidly captured
a major share of the genetic testing market.

Shortly after the first optrode biosensor was reported in 1984, Thomas
Hirschfeld combined the concept, originally demonstrated a decade earlier,
with planar waveguides to demonstrate a biosensor based on evanescent wave
sensing on the sides of a fiber. In 1975, M.N. Kronick and W.A. Little had im-
mobilized antibodies or antigens on a planar waveguide and demonstrated
that the fluorescence signal changed when a fluorescent-labelled antibody
was bound to an antigen on the surface.

Hirschfeld, who had first demonstrated the concept of the evanescent wave
as early as in 1965, demonstrated immunoassays on the surface of a small
glass rod. He used the evanescent field to discriminate fluorescent complexes
on the surface of the fiber from unbound fluorescent antibodies in solution.

Extensive work by Frances Ligler with groups at the US Naval Research
Laboratory, the University of Utah, and Corning/Zeptosens in Switzerland,
coupled with miniaturization of lasers and detectors, has led to the availabil-
ity of evanescent wave-based biosensors employing both optical fibers and
planar waveguides. They are now commercially available from several compa-
nies. In addition to being valuable research tools, these biosensors have found
applications in diagnosing infectious disease, in food safety, in security scans,
and in pollution monitoring.

The evolution of biosensor development since Clark’s contributions has
been heavily dominated by the importance of measuring glucose for detecting
and managing diabetes. In 1967 Updike and Hicks described a glucose sensor,
dubbed the enzyme electrode, which employed a gel-entrapped enzyme. Stu-
art Updike and his group at the University of Wisconsin continued to develop
glucose sensors, especially implanted designs, and in 2000 described studies
of sensors implanted in dogs for three months.

The Clark sensor evolved into the Model 23 clinical analyzer that was first
marketed by Yellow Spring Instruments in 1975. It is still marketed to this day.

By the late 1960s it became obvious that a means for self-monitoring of
blood glucose was needed. Tom Clemens at Ames Laboratories developed
a colorimetric system based on glucose oxidase, where the patient compares
the color intensity of a test strip with a printed color scale. This evolved into
the Ames Reflectance Meter, used primarily in doctors’ offices, though a ver-
sion for patients appeared in 1985.

With the launching of the electrochemical mediator-based test strip by
MediSense in 1987, the optical reflectance measurements of strips quickly
shifted to electrochemical detection. There have subsequently been incre-
mental improvements related to faster measurements, less blood required
(now only 0.2 µL) and improved data management software.

One of the key pioneers in the biosensor area has long been Jerry Guilbault.
In 1963 he demonstrated a biosensor alarm system using an immobilized

enzyme, acetylcholine esterase. Some pesticides and nerve agents inhibit the
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activity of this enzyme, and this formed the basis for its function. Through-
out the last 45 years, Guilbault, presently claimed by Ireland, has developed
a wide variety of approaches to biosensor development, based most promi-
nently on affinity techniques such as immunosensing combined with piezo-
electric sensors.

Another long time contributor to biosensors is Garry Rechnitz, now Pro-
fessor emeritus at the University of Hawaii. His contributions to biosensors
are many, including the use of ion-selective electrodes for enzyme-catalyzed
reactions and, most notably, the use of whole cells and tissues in sensors.
His group has interfaced crab antennae with a sensing system and developed
tissue-slice biosensors like the famous “bananatrode” (1985) for the analysis of
catecholamines.

One of his former students, Mark Meyerhoff (University of Michigan), has
made seminal contributions to ion-selective electrodes, and especially to the
development of sensors that can measure ions reliably in a vascular bed. He
pioneered the controlled release of NO to inhibit thrombosis on sensor sur-
faces.

In Switzerland, Horst Vogel (EFPL) has focused on receptor-based biosens-
ing and made his group the most successful masters of this technology.

In 1984 A.E.G. Cass, D.G. Francis, H.A.O. Hill, W.J. Aston, I.J. Higgins,
E.V. Plotkin, L.D.L. Scott, and A.P.F. Turner from Cranfield and Oxford Uni-
versities published a much cited joint paper on the use of ferrocene and
its derivatives as an immobilized mediator for use with oxidoreductases.
Their aim was an inexpensive enzyme electrode. This mediated electrochem-
ical biosensor formed the basis for the screen-printed enzyme electrodes
launched by MediSense (Cambridge, USA) in 1987 with a pen-sized meter for
home blood-glucose monitoring. The electronics were redesigned into popular
credit-card and computer-mouse formats, and MediSense’s sales showed ex-
ponential growth, reaching US$175 million by 1996. The company was then
purchased by Abbott for US$867 million.

The other market leaders in diabetes testing subsequently adopted simi-
lar mediated amperometric approaches, and Roche, Johnson and Johnson,
LifeScan, and Bayer all now offer competing mediated biosensors. Three
companies hold 85% of the world market for biosensors, which currently ex-
ceeds US$7 billion/yr. The technology developed by Cranfield and Oxford has
largely displaced conventional reflectance photometry in home diagnostics.

Despite many attempts, successful implementation of direct electron trans-
fer between an electrode and an enzyme has been very limited. In 1987, Adam
Heller and his group at the University of Texas in Austin began to address this
problem by creating a “wire”: a string of mediator molecules embedded in
the enzyme layer or coupled to the enzyme molecules. “Wiring” has evolved
into a series of redox hydrogels that facilitate electron transfer between the
enzyme and the electrode, but which are immobilized so that they do not
migrate into the test medium.
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TheraSense (USA) launched their FreeStyle coulometric glucose meter
based on this technology in 1994. Because of improved patient acceptance, the
FreeStyle was a significant step forward. Less than 300 nl of blood is enough
for a test, which makes the procedure nearly painless and was an enormous
help to diabetics. Abbott Diabetes Care purchased TheraSense to complement
its earlier acquisition of MediSense.

Abbot combined sampling and measurement in their SoftSense unit as
a further step to make blood glucose measurements reliable and simple. The
Accu-Check Compact from Roche incorporates several strips in a single de-
vice. These two concepts have been combined into an innovative new product
line by Pelikan Technologies Inc (Palo Alto) which integrates multiple sam-
pling and measuring devices with a near painless electronic lancing system.

When, in the mid 1980s, Shichiri in Japan first reported on an in-
dwelling needle-type glucose sensor for the continuous monitoring of glu-
cose, George Wilson (University of Kansas) established a collaboration with
Daniel Thévenot and Gerard Reach in Paris which led in 1993 to a sen-
sor which was subcutaneously implanted for three days. This group then
continued to address various sensor performance problems, including the
relationship between blood and tissue glucose, sensor calibration, and bio-
compatibility. By the late 1990s, a number of continuous monitoring systems
had been developed by firms including Medtronic/Minimed, DexCom, Ab-
bott/TheraSense, and Cygnus/Animas. All were designed for 3–5 day implan-
tation, and all require recalibration several times a day.

Although the majority of sensors have been implanted subcutaneously, there
have been a few attempts to install a sensor directly in the vascular bed. David
Gough (U.C. San Diego) in 1990 reported on a 3 month implant in a dog.

Joseph Wang (Arizona State University) has developed screen printed and
microfluidic biosensor systems that offer promise for point-of-care (POC) ap-
plications.

2
The Development of Biosensors in the Divided Germany
and During Re-unification

The authors of this chapter were lucky to obtain Frieder Scheller’s manuscript
for a German bioanalysis textbook (Renneberg, R. and Kayser, O. Bioanalytik
für Einsteiger. SAV-Springer, Heidelberg 2008, in preparation). Some of the de-
tails that follow are therefore provided by Scheller himself, others have been
added by the authors. We hope that Frieder will forgive us for intruding on his
unpublished writings!

Frieder Scheller is another of the fathers of biosensors. However, in 1972,
the first German patent for a biosensor was awarded to the private Research
Institute Forschungsinstitut Manfred von Ardenne (Dresden, GDR). Ten years
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after the very first patent by Leland Clark, this East German patent (DE
101229) described a very similar combination of an oxygen electrode with
an enzyme solution. The aim and potential application field described was
the monitoring of hyperthermic therapy of cancer patients. Variation of oxy-
gen saturation in venous blood, which may cause false glucose values, had
been eliminated by a continuous air stream resulting in equalized oxygen sat-
uration and a kind of stirring of the sample as well. However, the resulting
foaming had to be reduced by adding an anti-foaming agent.

Frieder Wolfram Scheller was born in the middle of the terrible Second
World War, in 1942. His name Frieder echoes the German word for peace,
“Frieden”. Frieder is living his name being a pacifist and seeking harmony in
his team and with colleagues.

After his studies in Merseburg (1960) and his PhD work at Humboldt
University, Scheller became a Group Leader of Electrochemistry in the De-
partment of Enzymology of the Central Institute of Molecular Biology of the
Academy of Sciences of the GDR in 1969. He was also appointed Professor of
Biochemistry in 1984.

He focused on protein electrochemistry, at that time rather a niche re-
search area at the Molecular Biology Institute in Berlin-Buch. His research
in bioelectrochemistry laid a cornerstone to the following biosensor devel-
opment. His book “Biological Electrochemistry” (with Karl Kadish, Glenn
Dryhurst, and Reinhard Renneberg) is now a classical monograph.

In general, Frieder Scheller’s case fits very well with Louis Pasteur’s words:
“Chance favors the prepared mind!” Scheller’s mind was perfectly prepared for
the biosensors!

Research on biosensors at the Research Center of Medicine and Biology
in Berlin-Buch began “on planned schedule” (remember: East Germany had
a “socialist planning economy”!) in September 1975 with the employment of
a young PhD scientist, Dorothea Pfeiffer. The goal was not more and not less
than an enzyme electrode for blood glucose. Another PhD student, Reinhard
Renneberg joined Scheller in 1976 and came up with a simple scheme for the
spatial integration of bioreceptors and transducers in 1978. This scheme is
now in general use.

Ulla Wollenberger and Florian Schubert joined in 1978 and 1980 to com-
plement the group of PhD students with their development of sensors with
coupled enzyme systems, organelles and whole cells. By shuttling the sub-
strate between two enzymes they achieved huge signal amplification. This was
a hot subject in 1984, and within three weeks, similar patents had been filed,
first by Scheller, followed by Kulys (Lithuania) and Mizutani (Japan).

The first electrochemical sensor was “hand-made” by the glassblower of
the Institute: A platinum wire was placed into a glass tube, silver wire was
wrapped around it as a reference/counter electrode and the enzyme “layer”
was fixed in front of the electrode by flexible rubber. Material resources in the
former GDR were very limited; thus, people had to be creative: Various ma-
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Fig. 2 Scheller group in Berlin-Buch (around 1979)

terials for the immobilization procedures were tested to create a stable and
reliable enzyme layer, e.g., nylon stockings (Dederon was the East German
variety of it) and parachute silk (from the National People’s Army of East
Germany) for glutardialdehyde immobilization of glucose oxidase and acryl-
amide for photopolymerization. Finally, entrapment into photogelatin from
the color film production of ORWO Wolfen (GDR) gave quite reliable results.

To realize the necessary arrangement to maintain the temperature, a meas-
uring cell with the enzyme electrode and a stirrer was placed inside a water
bath of a thermostat and the respective measurements were performed by in-
jecting 50 µl of whole blood into a 2 ml stirred buffer solution. After finishing
the measurement, the suck position of the thermostat was used for flushing
the measuring cell and rinsing the enzyme electrode.

About 400 manual glucose analyzers of that Glukometer GKM, that used
our glucose biosensors were produced by the Center for Scientific Equipment
of the Academy of Sciences (ZWG) from 1982 to 1986 and sold to clini-
cal laboratories in the former GDR. So, the Glukometer GKM was the first
commercial enzyme electrode-based glucose analyzer developed and used
commercially in Europe. As was joked at that time, the tiny GDR (17 million
people) had at this time the highest biosensor density per capita in the whole
world (see Fig. 3)!

Extensive clinical evaluations of the Glukometer GKM and the enzyme
membrane electrodes had been conducted, e.g., at the Central Institute of
Diabetes Karlsburg. The method and the instrument was then standardized
and recommended for routine glucose monitoring by the Institute of Pharma-
ceutical Research Berlin.

After meeting all the sophisticated conditions required for analytical per-
formance, e.g., a serial imprecision below 2.0% using blood samples, the
method was included in 1987 in the GDR standard procedures “Arzneibuch”.
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Fig. 3 The glucose sensing system “Glukometer” developed by the group of Frieder Scheller

A red color was chosen for the enzyme layer to make it better visible. That
was expected by colleagues from the West to be a necessity because it was a “so-
cialistic (means red) product” ... However, the color choice was only because
of availability. The group of Scheller learned later that their Japanese friends
(and competitors) tried to find out without success, what red redox dye had
been used in the highly stable East German enzyme membranes. The red glu-
cose oxidase gelatin membrane was more than reliable: transport of a sample
to Fidel Castro‘s Cuba and back by ordinary (!) mail at local temperatures and
humidity did not cause any change in its analytical performance.

However, one of the “main antagonists of the socialist planning economy”,
the weather, did from time to time cause problems. During the very hot sum-
mer of 1985, the gelatin membranes immediately disaggregated on contacting
the fluid. There was probably some microbial contamination exacerbated by
the heat. A polyurethane shoe-glue was used for stabilization, and finally the
gelatin was completely replaced by polyurethane. With the polyurethane ver-
sion, in collaboration with B. Olsson, H. Lundbäck, and G. Johansson the
world record was broken in 1986: 300 samples per hour using a FIA system
was the most rapid procedure at that time anywhere in the world.

In parallel with the development of the Stat Glukometer GKM, the Scheller
group conducted in 1981 a joint investigation on the adaptation of the glucose
electrode to a flow system with the District Hospital of Neubrandenburg. This
flow system idea remains trend-setting even by today’s standards. The pos-
sible automatization of the flow system is a significant advantage as compared
to a manual system based on a stirred measuring cell. An important side-
result was the work with hemolysate. The glycolysis and the related glucose
degradation of whole blood samples from patients were interrupted immedi-
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ately after the sample was withdrawn and the resulting hemolysate samples
remained stable for 24 hours at room temperature.

The instrumental development was done by PGW Medingen (Prüfgeräte-
werk). Beside the enzyme electrode containing the flow cell as the heart of
the whole system, the blood glucose analyzer AM 300 consisted in general of
a pump, a large automatic sampler, an amplifier, and a recorder. The whole
apparatus required at least a table of one meter in length, which made it
rather ungainly. However, its analytical performance was excellent and the
people in the lab were enthusiastic.

Therefore, PGW Medingen decided to develop an automatic glucose meas-
uring analyzer based on the flow-through principle. The Enzyme-Chemical
Analyzer ECA 20 was based on an air-segmented continuous flow system result-
ing in a sample throughput of about 120 per hour. The analytical parameters
demonstrated the superiority of the new instrument with respect to other
enzyme electrode-based analyzers and PGW Medingen was awarded a Gold
Medal for technology and design at the Leipzig International Trade Fair 1987.

Now, the West Germans finally “woke up”: The company Eppendorf–
Netheler–Hinz ENH (Hamburg) recognized the importance of new biosen-

Fig. 4 Frieder Scheller in his laboratory
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Fig. 5 The core team of the glucose sensor development: Frieder W. Scheller, Dorothea
Pfeiffer, Norbert Klimes, Bernd Fahrenbruch

sor technology from the central laboratories of East Germany and used the
Leipzig Trade Fair as a point of contact. Via the official “State interface” In-
termed, a cooperation agreement was created between PGW, ENH and the
Academy of Sciences. PGW changed the instrument design for ENH “to im-
prove the housing”. (The difference between the East and West German
devices was mainly the color of the housing: black for the East, white for
the West...) The Academy of Sciences delivered the enzyme membranes (the
convertible currency earned was used to buy enzymes for research and pro-
duction from the West). ENH began to launch the ECA 20 in Western Europe
under the brand name ESAT 6600 in 1988.

Another development between PGW and ENH resulted in a new gener-
ation of biosensor-based glucose analyzers. Just prior to the political changes
in Germany in 1989, the first instrument from the EBIO family of instruments
came on the market and the laboratory instruments based on the Academy of
Sciences enzyme membrane biosensors became market leaders in Europe.

On the basis of research in microbial biosensors a different product line was
developed in 1988 for the determination of Biological Oxygen Demand (BOD)
by Klaus Riedel in Scheller’s group. Sensors were based on Bacillus subtilis
or Trichosporon cutaneum immobilized in polyvinyl alcohol (PVA) and com-
bined with a Clark oxygen electrode. As compared to the former Five-day
procedure of the BOD5 test, the very short response time of the new BOD
biosensor (15 to 30 seconds) reduced the measuring time enormously. Later,
these sensors were used for an industrial instrument of the German company
Dr. Lange GmbH.

In parallel to extensive attempts to bring biosensors into application,
Scheller’ s group started with fundamental research in bioanalytics. Coupled
enzyme systems have been combined with different transducers to create
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enzyme sequence based biosensors for detection of, for example, ATP and
NAD+ and to reduce interference in biosensing elements by forming anti-
interference layers (e.g., to eliminate glucose in sucrose solutions or reducing
substances in glucose solutions).

Enzyme sequences have now been used to amplify the sensitivity of en-
zyme sensors as much as several thousand-fold! One technique is based on
recycling substrate molecules between pairs of enzymes. The substrate is
shuttled between the two enzymes several times, thus forming much more
active product in the enzyme layer.

This principle originates back to Otto Warburg, who used this cycling
principle as early as 1935 to measure NADP in solution. It was later shown
by O.H. Lowry to be “trouble free and give surprisingly reproducible results”.
Amplification factors up to 4100 were demonstrated in 1987 measuring lactate
with an electrode bearing lactate oxidase and lactate dehydrogenase. Enzyme
cascades have also been explored to achieve high sensitivity. This principle
is widely implemented in nature to trigger response to very tiny chemical
signals.

Another development also had its origin within this period—the miniatur-
ization of sensor electrodes. Mainly Rainer Hintsche (now at the Fraunhofer
Institute of Silicon Technology) has been connected to this development and
the use of microelectrodes for bioanalysis.

After the political changes in 1989, the great potential of the biosensor
knowledge in the former East was not exploited to create a real biosensor
center in Germany. A great opportunity was lost!

Various attempts by serious companies along with former employees to ac-
quire PGW Medingen from the German Trust (Treuhand, responsible to “sell”
East German industries to interested parties from the West) to continue the
biosensor instrument process failed because of unrealistic conditions. Finally,
PGW was sold to a (mainly) real-estate and environmental technology group

Fig. 6 One of Scheller’s latest brainchildren: the Glukometer 3000
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(Preiss–Daimler) and that was the signal to start to destroy the old structures.
A significantly diminished group continued the production of analyzers for
ENH Hamburg and PGW itself and in parallel Dr. Müller GmbH was founded
by two former PGW employees.

In the early 1990s two more companies started with the same business
in Germany: EKF GmbH Magdeburg was outsourced out of Elektroapparate-
werk EAW Berlin/Germany and Care diagnostica GmbH was founded near
Düsseldorf. These various companies brought various families of instruments
to the market. Preiss–Daimler and ENH produced the EBIO and ESAT fam-
ilies. Dr. Müller GmbH produced the SuperG family and EKF produced the
Biosen family, Care diagnostica followed with the Eco family.

Many families, but one common ancestor: Frieder Scheller!
All instruments were based on air segmented flow-through systems and the

Academy of Sciences biosensors. The Academy’s enzyme membranes were the
basis for the formation of the company BST Bio Sensor Technologie GmbH in
1991. All the membranes for the different instruments were produced by BST.

In the 1990s, more than 25 000 membranes per year were sold. BST became
the market leader in Germany and Europe and is still one of the very few com-
panies dealing with multi-use biosensors worldwide today mainly based on
thick film technology. More than 40 000 multi-way biosensors are now sold
per year. One glucose sensor chip is applicable for about 1000 samples.

Besides BST GmbH in Berlin, similar companies were founded from the
Institute of Biotechnology Leipzig by Bernd Gründig (SensLab GmbH with
a lactate biosensor) and the Institute of Diabetes in Karlsburg.

The general situation in the early 1990s in Germany was characterized by
permanent changes. In the field of biosensors the opening of the former East
indeed caused a brain drain into the former West.

Just after the official political reunification of Germany, the Institute of
Molecular Biology of the Academy of Sciences Berlin-Buch, the Society of
Biotechnological Research (GBF) Braunschweig and the National Ministry of
Research and Technology organized the First German Biosensor Meeting at
the International Education Center in Bogensee near Berlin. More than 150
scientists from various German research institutions and companies partic-
ipated. These scientists represented enormous developments in the field. The
program and the monograph indicated the leading role of the former East in
biosensor research before reunification.

In the Western part of Germany, biosensor research started about 1983.
Schindler and Schindler published a booklet “Biochemische Membran-

Elektroden” (Biochemical membrane electrodes) and Hanns-Ludwig Schmidt
started in 1976 dealing with enzyme electrodes based on NAD-dependent
dehydrogenases and their coupling to electrodes via mediators at TU Mu-
nich/Weihenstephan.

This work was continued later by Wolfgang Schuhmann (now at Bochum
University).
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Rolf D. Schmid started to deal with biosensors by initiating an excellent
meeting in 1987 in Braunschweig (GBF Braunschweig). The main topic of the
meeting was protein technology to create optimal enzymes and their com-
bination with planar thick film technology. GBF Braunschweig was also the
place that sequenced glucose oxidase. Dietmar Schomburg’s team at GBF
came up with the 3-D structure of GOD. Rolf Schmid is now using biosensors
for biotechnology research at Stuttgart University.

When Karl Cammann visited Garry Rechnitz in 1977 in Buffalo, New York
he used the term biosensor. He actually started to work in biosensors him-
self much later. His Institute of Chemo- and Biosensors (ICB) started its work
in the middle of the 1990s and it became the largest German institution for
biosensors. The brain drain from the East brought him Reinhard Renneberg,
Christa Dumschat and Bernd Gründig. Renneberg is now doing biosensor re-
search in Hong Kong, Christa Dumschat with EKF diagnostics in Madgeburg
and Bernd Gründig is back to Leipzig with his own company.

The biosensor group in Tübingen concentrated on optical transducers. The
work under the direction of Günter Gauglitz with optical-affinity sensors has
been very successful and has resulted in a commercial product (RIFS ana-
lyzer). After Otto Wolfbeis moved to Regensburg and took his professorship
on biosensors, his group developed a powerful center for research on fluores-
cent bioanalytics.

Commercialized biosensors are doing well in Germany now: Compared
to the 1960s, the instruments that are now available to diabetes patients for
self monitoring using single-use strips or sensors are a great step forward
in reducing secondary diseases and improving the quality of life. However,
not only in centralized laboratories at hospitals but also for the point-of-care
market the analysis should be of lab quality.

Based on Frieder Scheller’s work ABT Advanced Bioanalytical Technology
GmbH and Care diagnostica GmbH brought the very first pocket instrument
based on multi-use biosensors to the market. The Glukometer 3000 and Lac-
tatProfi 3000 (ABT GmbH) have been on the worldwide market since 2005
and the Glukometer 3000 under the brand EcoSoloII has been available in
Germany since 2004 (Care GmbH).

These pocket instruments are reliable and give high-quality results. One
multi-use glucose sensor can be used 1000 times within 30 days. The multi-
use concept is an alternative way for POCT to improve quality and to reduce
costs and it seems to have high potential for improving patient care, too.

3
Biosensor Research at Potsdam University

After the political changes in the former GDR and the unification of Germany,
the Academy of Science was dissolved and reorganized drastically. Frieder
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Scheller had to reorientate. Since 1993 he has been holding a Chair professor-
ship of Analytical Biochemistry at the newly founded University of Potsdam.
Here, he was again able to build up a strong research group with some of
his former coworkers, several new postdocs and very talented PhD-students.
Frieder has extended his fundamental and applied research on enzyme-based
electrodes to other bioanalytical systems.

The early successful research on protein electrochemistry (at that time pre-
dominantly mercury electrodes were used) is now being continued with novel
surface chemistry and modern biochemistry. His research has been sup-
ported by a large research grant from the Deutsche Forschungsgemeinschaft.
Ulla Wollenberger (from the former Berlin-Buch group) and Fred Lisdat (now
at Wildau University) have been his core people. This work has led toward
a deeper understanding of the electrical behavior of redox enzymes and pro-
teins but always with an eye on potential analytical applications. So, the group
was the first who could show the time course of superoxide radical formation
in vivo during reperfusion with a cytochrome c based sensor.

With the availability of enzymes of high purity, activity and desired sta-
bility and by the help of recombinant enzyme techniques it was possible to
further develop coupled enzyme sensors (by Ulla Wollenberger, Alexander
Makower, and Fred Lisdat) and to create also more recently very sensitive
detectors for enzyme inhibitors (Alexander Makower, Walter Stöcklein). By
using enzymatic or bioelectrocatalytic recycling it has been possible to de-
velop ultrasensitive enzyme detectors for neurotransmitters and immunoas-
says. For example, by combining lactase and glucose dehydrogenase on an
oxygen electrode, a zeptomole detection limit for the pesticide 2,4-dichloro-
phenoxyacetic acid (2,4-D) was achieved.

Electrochemical immunosensors have been developed by Axel Warsinke
for metabolites (like creatinine) and proteins of medical importance. Affinity-
based techniques such as SPR and QCM have been used in enzyme assays for
the sensitive determination of inhibitors of choline esterases and metallopro-
teinases.

Optical detectors and DNA sensing were established when Frank Bier (now
at the Fraunhofer Institute of Biomedical Engineering) joined the group. At
about this time, the first aptamer-based biosensor was reported by Scheller’s
group. It detected adenosine using total internal reflection fluorescence.

Biosensing using (artificial) biomimetic systems has been investigated by
Axel Warsinke, and more recently Martin Katterle. Warsinke has also de-
veloped catalytic antibodies. One of Frieder’s recent research interests are
MIPs—molecular imprinted polymers. Here, he has developed catalytic ac-
tive MIPs and has shown their activity as artificial recognition elements by
a thermistor-based approach. Frieder will actively pursue this research even
after his retirement as a guest researcher at the Fraunhofer Society.

In addition to pure science, Frieder Scheller was also very active in ini-
tiating cooperations between research and industry. In 1997 he founded the
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Fig. 7 Scheller group 1998 Berlin-Buch

Interdisciplinary Research Association Bioanalytics on a regional level in
Berlin-Brandenburg. He won a competition initiated by the German gov-
ernment in 1999 in order to support regional development in science and
industry in 2000. “Biohybrid Technologies” (BioHyTec) became a brand name
for this development and was mentioned in 2003 by the World Technology
Evaluation Council of the US Government as one of the 20 leading centers in
the world.

Because of the continuously growing international interest in biosensors
in 1990, the “biosensor community” initiated a World Congress on Biosen-
sors. Under the chair of A.P.F. Turner the debut was in Singapore in 1990.
The enormous resonance even now underlines this was the right idea at the
right time. Since Singapore, the “World Congress on Biosensors” has been
held every other year with increasing success. Since New Orleans 1994 Frieder
Scheller has been a member of the organizing committee and is the Program
Chairman for Europe.

At the end of the 1990s, the idea was born to install a new series of national
conferences focusing on new developments in the field of biosensors and bio-
analytics. Frieder Scheller was from the beginning one of the initiators and
organized in 2003 the 3rd German Biosensor Symposium in Potsdam.

Facing retirement from his professorship this year, he has been creative
in initiating new groups of young scientists at the University of Potsdam
(InnoProfile group “Integrated protein chips for point-of-care diagnostics”)
and the Fraunhofer Society (“Biohybrid systems on a supramolecular basis”)
and thus enlarged the basis for a fruitful development of bioanalytics and
biosensorics.
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4
Conclusion

What a long way biosensors have come in such a short time and how fast time
flies.

Now the prepared mind, the creative, smooth fighter for reason, Frieder
Scheller, turns 65 years young ...

On behalf of the worldwide biosensor community:

Happy birthday, Frieder!!
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CP Carbon paste electrode
CYP Cytochromes P450
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1
Introduction

Electrochemical methods provide rapid measurements of redox properties of
proteins and the kinetics of electron transfer and coupled reactions and may
thus improve our understanding of biological electron transfer processes.
Electrochemistry is also powerful for the exploitation of these systems in
biosensors, effective biofuel cells and selective biosynthesis routes [1–6]. Tra-
ditionally, soluble small mediators were used to facilitate the communication
between the redox-active center and the electrode. They may, however, be
involved in unspecific side reactions that cause erroneous results, and there-
fore direct electrochemical methods were developed. Methods based on the
direct electron transfer (DET) do not involve electroactive mediators for the
exchange of electrons between a biomolecule and an electrode.

The first reports on a reversible DET between redox proteins and elec-
trodes were published 30 years ago, and showed that cytochrome c (Cyt c)
is reversibly oxidized and reduced at tin doped indium oxide [7] and gold
in the presence of 4,4′-bipyridyl [8]. At the same time the DET between
bare electrodes and enzymes was reported for laccase, peroxidase, and P450-
enzymes (CYP-enzymes) [9–12]. Since then a key issue has been, and still
is, to interface redox-active biomolecules to electrode surfaces in a way that
the protein does not become denatured and characteristic properties such as
redox properties and catalytic activity are not impaired, while the interfacial
electron transfer is fast, which requires small reorganisation energy and ef-
fective electronic coupling between active site and electrode surface [13–15].
The electronic coupling between the protein and the electrode can be influ-

Fig. 1 Illustration of direct electron transfer contact between an enzyme and an electrode
and bioelectrocatalysis
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enced by using different electrode modifiers, thus controlling the orientation
of the protein and the distance between the redox active site of the protein
and the electrode. The applied electrode potential is related to the driving
force and therefore the rate of electron transfer. In the presence of enzyme
substrate the electrochemical reaction is coupled to the enzyme catalysis by
regenerating the redox active site of the enzyme directly or with additional
proteins in DET contact involved (Fig. 1).

During the past decade, direct electrochemistry of proteins has also de-
veloped into a means for studying more complex biological redox reactions
including DNA-repair enzymes [16], and membrane protein complexes [17,
18]. Furthermore, the heterogeneous electron transfer between proteins and
electrodes was coupled with other reactions where proteins act as vectorial me-
diators [19–21]. An example will be given where Cyt c mediates the biocatalysis
of sulfite oxidase and also its molybdopterin-containing catalytic domain.

This review is a survey of the progress made in the research on the DET
between proteins and electrodes during the last 5–10 years. It summarizes
some recent work on protein electrochemistry of particularily Cyt c, CYP-
enzymes, NO-synthase, peroxidase, and molybdopterin-containing enzymes.
Furthermore, some analytical applications are discussed.

2
Protein Electrochemistry

2.1
The Role of the Interface

For an effective bioelectric contact, the surface of the electrode, the mate-
rial and pretreatment are of critical importance. The most successful elec-
trodes are noble metal modified with various adsorbates and carbon materi-
als and metal oxides that have natural surface functionalities. Self-assembling
monolayers (SAM) of functionalized thiols on gold, polyelectrolyte and sur-
factant films on carbon, electron-transfer promoters in connection with
various electrode material and metal oxides were shown to be suitable
tools [2, 19, 22–27]. In particular, SAMs spontaneously formed on clean gold
surfaces from solutions of thiols with functional terminal groups facilitate the
anisotropic immobilization of proteins and enzymes [22, 26, 27]. For example
Cyt c, which is positively charged at pH 7 and contains a number of lysine
residues surrounding the heme edge, adsorbs on negative charged surfaces
that have been created by self-assembling carboxy terminated alkylthiols [28].
The conversion of the charge by, for example, a polycation enables the DET
to negatively charged redox proteins such as adrenodoxin [29]. The distance
between the functional head group and the electrode surface, and thus the
distance over which the electron has to travel, can be controlled by the chain
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length of the alkyl spacer between thiol and terminal group [28, 30]. The non-
covalent adsorption to the modified surface at low ionic strength keeps the
protein mobile; the mobility of the protein is an important factor for a further
coupling to a protein/enzyme partner [20, 31]. Carbon is the most suitable
electrode material for investigation of peroxidases and oxygenases. Simple
mechanical and electrochemical surface pretreatment generates hydrophilic
surface oxide groups that facilitate electron transfer to peroxidases and other
enzymes. Colloidal layers and surfactant films provide more hydrophobic sur-
faces, which may enhance DET to a number of enzymes, such as CYP2B4,
nNOS and XDH [32–34]. Recent works also show the potential of nanoscaled
material such as carbon nanotubes and nanoparticles because of their small
size and remarkable electrocatalytic activity [35–38].

Progress has been made not only in surface chemistry, but also in en-
gineering of proteins to achieve rapid and efficient DET reactions [39–45].
For example, the direct binding of cysteine(s) exposed from the protein shell
or histidine tags to metall chelating agents on the electrode were described
to create surface layers of proteins with distinguished orientation.These at-
tachment sites can specifically be engineered in the protein. Novel methods
for anisotropic immobilizing redox active membrane proteins, such as cy-
tochrome c oxidase, combine the attachment of the protein to the electrode
surface by engineered anchor groups on selected positions in the protein and
reconstitution in lipid bilayers [17].

2.2
Proteins at Electrodes

In biological redox processes a vectorial electron transfer with a relatively
small driving force is guaranteed by spatial arrangements and structural
complementarity of the interacting protein partners. The charge is trans-
ferred either by redox mediators, or by direct intermolecular interaction of
enzymes. Small redox proteins are often the carriers of the redox equivalents
in electron transfer chains, and in biological systems are membrane asso-
ciated, mobile (soluble) or associated with other proteins. Their molecular
structure ensures specific interactions with other proteins and enzymes. The
major classes of soluble redox active proteins are heme proteins, ferredox-
ins, flavoproteins and copper proteins. In most cases, they function as natural
electron carriers to or between enzymes catalyzing specific transformations.
Those enzyme proteins typically have redox active centers accessible to the
outer surface on the protein and are therefore able to communicate with elec-
trodes (Table 1). In addition, some proteins that are naturally not involved in
redox processes but carry redox active sites (e.g. hemoglobin and myoglobin)
show reversible electron exchange at functionalized electrodes.

A few of these proteins specifically interact with small signal molecules.
This interaction has been used for biosensing in particular using c-type
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cytochromes, hemoglobin and myoglobin for the analysis of superoxide
anion [46–51], NO [52–55] and antioxidants [49, 56]. The reaction is a fea-
ture of the central iron atom. A number of studies reported the coupling of
the heterogeneous electron transfer of a redox protein to complex biological
electron-transfer reactions, in which the redox protein acts as vectorial redox
mediator [3, 20, 21, 31, 57, 58] and electrochemistry provides the tool for ex-
amining both kinetics and mechanisms. This combination results often in
a more efficient bioelectrocatalysis of complex enzymes, as will be illustrated
below (Sect. 5.2).

An efficient transfer of electrons from the redox electrode directly to the
enzyme substitutes electron donors proteins. Among the roughly 3000 (wild
type) enzymes currently known, of which about 1060 are oxidoreductases, only
a small number of enzymes are capable of communicating directly with an elec-
trode [19, 59–62]. The reason is found in the structure of the enzyme. To ensure
high selectivity towards its substrate the catalytic center is deeply buried in the
polypeptide, and thus it is almost impossible to transfer electrons directly to
or from an electrode without any conformational change. The enzymes capa-
ble of being in direct contact (without additional redox relays) with electrodes
are those proteins that have protein interaction partners. Examples of such en-
zymes interacting with proteins are Cyt c peroxidase (CCP) and Cyt c, Cyt c3
and azurin, and CYP101 and putidaredoxin (Table 1). If the electrode is de-
signed to resemble the surface characteristics of the protein (put simply, the net
charge or hydrophobicity) the enzyme may bind to such a surface without dra-
matic structural changes and if the distance between the redox center and the
electrode is low enough direct electrochemistry may be observed [63]. Many of
the redox enzymes for which efficient DET with electrodes has been observed
are metalloenzymes (Table 2) and have macromolecular redox partners, or
react on large substrates. The evidence for DET has not always been presented
by direct electrochemical measurements, but also indirectly by measurement
of a substrate dependent catalytic current, i.e. bioelectrocatalysis.

Various metabolites ranging from sugars such as fructose, cellobiose and
gluconate [62], lactate [64], amines like methylamine and histamine [65], and
drugs such as benzphetamine [66] can be measured with enzymes in direct
contact with an electrode. The bioelectrocatalytic reduction of peroxide is
one of the most important reactions for the determination of peroxide(s) in
various media and also of substrates of coupled oxidases [60, 61].

3
Heme Proteins

Heme proteins are widely distributed in nature. Some of these proteins have
oxygen carrier (hemoglobin) and storage (myoglobin) function, while many
others are part of redox reaction chains, either as electron transfer mediators.
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Table 2 Redox enzymes for which direct mediator-free reactions with electrodes have
been shown

Enzyme Prosthetic Group Substrates Electrode

Ascorbate oxidase 4 Cu, O2 Modified Au
Bilirubin oxidase 4 Cu O2 Modified Au, ITO,

CNT
Laccases 4 Cu O2 CP, PG, G, SP,

modified Au
Theophylline oxidase Cu, unknown O2, Cyt c PG
Superoxide dismutase Cu–Zn O2

– Modified Au
Fe
Mn

Glucose oxidase FAD Glucose Hg, CNT
Putidaredoxin reductase FAD, FMN Putidaredoxin HOPG, promotor
Pentachlorophenol FAD O2, PCP PG promoter
hydroxylase
Photolyase FAD Oxidized nucleotides G-DNA
Methylamine TTQ Methylamine Hg, Au, HOPG, PG,
dehydrogenase GC with various

modifiers and
promoters

Phospholipidhydro- Selenocysteine Glutathione, H2O2 Modified Au
peroxide glutathione
peroxidase
Catalase Heme b H2O2/O2 GC
Cytochromes P450 Heme b O2, cholesterol, Hg, HOPG, GC, Au

styrene, aminopyr- with various
ine, benzphetamine, modifiers, also
verampil, . . . nanoparticles

NOSynthase Heme b O2, arginine PG, GC with
(oxygenase domain) surface modifier
Methane Binuclear heme acetonitrile, methane Modified Au
monooxygenase
Peroxidases Heme H2O2 Various carbon

material – CP, PG,
SP, CP, SP, CNT
Hg, Au,

Multi center enzymes
Amine oxidase Cu, topa quinone Amines SP
Cytochrome c CuA, heme a, O2, Cyt c Modified Au
oxidase heme a3, CuB

Nitrite reductase Cu Nitrite PG, modified Au
Multi heme

Cellobiose FAD, heme c Cellobiose, lactose SP, PG,
dehydrogenase modified Au
p-Cresolmethyl- FAD, heme c p-Cresol PG promoter,
hydrolase modified Au
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Table 2 (continued)

Enzyme Prosthetic Group Substrates Electrode

L-Lactate FMN, heme b2 Lactate Carbon material
dehydrogenase
(flavocytochrome b2)
Flavocytochrome c3 FAD, heme c Fumarate HOPG
Fumarate reductase FAD, Fe–S Fumarate/succinate PG

FAD, heme c PG, promoter
D-Gluconate FAD, heme c, Fe–S D-Gluconate CP, PG, Au, Pt
dehydrogenase
Alcohol dehydrogenase PQQ, heme c Ethanol CP, SP, G, Au/SAM
Aldose dehydrogenase PQQ, heme Aldose G
D-Fructose PQQ,heme c D-fructose CP, Pt, GC
dehydrogenase
Amine oxidase Cu, topa quinone Amines SG
Cytochrome c oxidase CuA, CuB, O2, cyt c Modified Au

heme a3,
Hydrogenases Fe–S and H2, H+, NAD PG, HOPG

Ni, (Se), Fe–S
EcoIII Fe–S Oxidized G/DNA

oligonucleotides

Nitrogenase Fe4S3, –MoFe3S3 N2 PG, promoter
(FeMoCo), 4Fe–4S,
8Fe–7S

DMSO-reductase Mo-pterin, Fe–S DMSO G
Sulfite oxidase Mo-pterin Heme b5 Sulfite PG, Au/SAM
Sulfite dehydrogenase Mo-pterin, Heme c Sulfite PG/DDAB
Arsenite reductase Mo-pterin, 3Fe–4S Arsenite PG with promoter,

2Fe–2S PG/DDAB
Aldehyde Mo-pterin, 2Fe–2S Aldehydes PG, GC, Au
oxidoreductase with promoter

Xanthine oxidase Mo-pterin, FAD, Xanthine PG
2Fe–2S

Xanthine dehydrogenase Mo-pterin, FAD, Xanthine PG/DDAB
2Fe–2S

Abbreviations: PG – pyrolytic graphite, HOPG – highly oriented pyrolytic graphite,
G – graphite, GC – glassy carbon, CP – carbon paste, SP – spectrographic graphite,
CNT – carbon nano tubes, Au – gold, Hg – mercury, SAM – self assembled monolayer

e.g. Cyt b5, Cyt c, or as catalysts, e.g. peroxidase, catalase, cytochrome P450-
enzymes (CYP). Several enzymes contain heme(s) along with other cofactors
such as flavin, copper, iron-sulfur cluster(s), molybdopterin or PQQ, where
the heme domain has typically charge-transfer function. Examples of these
multi-cofactor enzymes which have been coupled with electrodes are the
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Fig. 2 Illustration of heme, heme coordination in cytochrome c, P450, catalase and per-
oxidase

flavohemoproteins flavocytochrome b2, flavocytochrome c3, p-cresolmethyl
hydroxylase, and cellobiose dehydrogenase, the molybdenum containing en-
zyme sulfite oxidase, and the quinohemoproteins fructose dehydrogenase,
gluconate dehydrogenase and alcohol dehydrogenase (Table 2).

A prominent example of the copper-containing heme enzymes is cy-
tochrome c oxidase.

Common to all heme proteins is the iron porphyrin prosthetic group
(Fig. 2). Four of the six coordination positions of the heme iron are occupied
by nitrogen from the porphyrin ring. The other two coordination positions
on either side of the heme plane are available for further ligands which
strongly influence the redox potential and reactivity of the heme protein [6].

3.1
Cytochrome c

Cytochrome c (Cyt c) is involved in electron transfer pathways such as the
respiratory chain in the mitochondria, where it transfers electrons between
membrane bound cytochrome reductase complex III and Cyt c oxidase. The
active site is an iron porphyrin (heme) covalently linked to the protein at
Cys14 and Cys17 through thioether bonds (heme c). The iron itself lies in the
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plane of the porphyrin ring, the two axial positions of the iron are occupied
by sulfur of Met80 and nitrogen of His18 [67].

Cyt c from horse heart is a small globular protein of 12.4 kDa with 108
amino acids in one polypetide chain. At pH 7 Cyt c bears an overall pos-
itive charge of +7, due to an excess of basic lysine residues. There is also
a large dipole moment because of the charge distribution on the protein. In
the vicinity of the solvent exposed heme edge is a cluster of lysine residues
whose charge is largely uncompensated. This domain is thought to be the in-
teraction site for physiological redox partners. The rest of the heme is located
in a hydrophobic environment that is responsible for the considerable posi-
tive redox potential (+260 vs. NHE) of Cyt c compared to isolated heme in
aqueous milieu.

Various electrode modifiers allow a (quasi) reversible redox conversion
of Cyt c (for review see [68, 69]). Among the many modifiers of gold elec-
trodes, carboxyalkylthiols, in particular mercaptoundecanoic acid (MUA),
have found most suitable to promote a fast electrode reaction of Cyt c. This
promoter layer is negatively charged at neutral pH and thus able to inter-
act with the heme environment of Cyt c. The interaction with the modified
surface did not dramatically influence the redox potential of Cyt c, indicat-
ing that the protein kept its native configuration. For Cyt c in solution the
heterogeneous electron transfer rate constants decreased with the layer thick-
ness from 4×10–3 cm s–1 (cysteine) to 4×10–6 cm s–1 (MUA). The interac-
tions with the surface and reaction kinetics have been studied in detail using
various techniques, such as voltammetry, electroreflectance measurements
and surface enhanced Raman resonance spectroscopy (SERRS) [70, 71]. For
monolayers on gold assembled from long chain thiols of the structure HS-
(CH2)n-COOH (with n > 9), the interfacial electron transfer rate decreased
exponentially with chain length and the tunnelling parameter β was in the
order of β = 1.09 per CH2-unit [28, 30]. This shows that here the rate of
electron tunnelling through the alkanethiol layer is limiting the overall elec-
tron transfer process between Cyt c and the gold electrode. For modifiers of
shorter chains the electron transfer approaches saturation and experimen-
tally determined rates were up to 3000 s–1 for adsorbed Cyt c. The strength
of interaction limits the rate of rotation of the protein at the monolayer and
therefore influences the reaction kinetics. Dilution of the carboxylic acid ter-
minated thiols with methyl or hydroxy terminated alkanethiols (similar chain
length) enhanced electron transfer rates by factors of 5–6 [50, 72, 73]. At 1 : 3
mixed MUA and mercaptoundecanol (MU) the ks increased to 70 s–1 com-
pared to 23 s–1 for only MUA [74]. The adsorbed Cyt c was still capable
for interprotein electron transfer to coupled enzymes. [19, 20, 31, 58]. Cova-
lent coupling of Cyt c to the surface reduced the rate by a factor of 2–6 and
shifted the formal potential slightly toward negative potentials. The electrode
reaction was faster when Cyt c was coupled to mixed MUA/MU-layers with
kMUA/MU = 3.1×104 M–1 s–1 [74].
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Much higher loading of electroactive protein has been reached with
multilayers of Cyt c and the weak anionic polyelectrolyte polyaniline sul-
fonate (PASA) formed on gold electrodes using the layer-by-layer (LBL)-
approach [75]. In this case, the electron transfer has been proposed to involve
protein-protein self-exchange. From a practical point of view, the highest
loading of electroactive Cyt c with fast electrode reaction will enhance the
sensitivity of Cyt c based sensors. Analytical application of this bioelec-
trochemical process has been reported for the determination of superoxide
anion and antioxidants [19, 56, 75, 76].

Free radical biosensors may help to investigate the role of reactive oxy-
gen species as cellular messengers by the direct, real-time measuring of free
radical production directly as cell signal and in relation to stimuli to which
the cell is exposed. Many assays for O2

– exploit Cyt c, because the radical is
quickly reducing the protein [3, 74] according to:

O2
– · + Cyt c(FeIII) → Cyt c(FeII) + O2 . (1)

In a sensor the immobilized Cyt c is subsequently oxidized at an appropriate
electrode potential. Most stable sensors contain Cyt c covalently coupled di-
rectly to activated surface modifiers such as 3,3′-dithiobissulfosuccinimidyl-
propionate (DTSSP) and DSP or by couplig to mercapto propionic acid/mer-
capto propanol (MPA/MP) or MUA/MU by activation with N-(3-dimethyl-
aminopropyl)-N-ethylcarbodiimide (EDC) [31, 77].

The mixed monolayers of MUA/MU have the advantage of forming rather
dense layers, and thus provide an efficient barrier for potentially interfering
substances.

At a constant potential of +150 mV, the Cyt c electrode is sensitive to su-
peroxide in the nanomolar concentration range. The sensitivity of the sensor
is critically limited by the amount of electroactive protein. One way to avoid
this limitation is the multilayer assembly of Cyt c on gold electrodes using
sulfonated polyaniline as electrostatic glue between the Cyt c layers [75].
Changes of O2

–· are indicated within seconds. The specificity of the sensor
signal can be easily tested by additions of superoxide dismutase (SOD), which
is the most effective natural scavenger of superoxide radicals. Well prepared
sensors showed an instantaneous decline of the sensor current to the baseline.

Superoxide sensors were applied, for example, in various cell cultures and
brain [78] and in vivo to follow the superoxide level during ischemia and
reperfusion [48]. Another important field of application of superoxide sen-
sors is the determination of antioxidative efficiency due to the increasing use
of antioxidants in food products, drugs and cosmetics. This has been done
simply by measuring the depletion rate of superoxide with the Cyt c sensor
in the presence of antioxidants such as additives to cosmetic formulars [79],
herbs and SOD [49]. For these assays it was necessary to generate the rad-
ical in situ. The integration of a superoxide generating enzyme, e.g. xanthine
oxidase (XOD) and Cyt c, simplified the assay for antioxidant capacity [76].
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3.2
Cytochrome c′

Cytochrome c′ (Cyt c′) is a dimeric heme protein found in phototropic, sul-
fur oxidizing and denitrifying bacteria [80]. The heme moiety is bound to two
cysteins, similar to the binding found in mitochondrial Cyt c. However, the
iron atom of Cyt c′ is mainly high spin pentacoordinated. The sixth ligand site
of ferrous Cyt c′ is deeply buried within the protein and closely surrounded
by aromatic and hydrophobic amino acid residues, restricting access to ex-
ogenous compounds except to small molecules such as carbon monoxide and
nitric oxide [81].

The quasi-reversible redox responses of Cyt c′ from Rhodospirillum
rubrum in solution was observed on a surface-modified gold electrode [82].
At a mercaptosuccinic acid modified gold electrode Cyt c′ from Chromatium
pinosum and Rh. Gelatinosus could be adsorbed [52]. The adsorption was
found to be dominated by non-ionic interactions, since adsorption could be
observed at higher ionic strength (100 mM) and was facilitated at low pH
(pH 5–6) where both the promoter and the protein became less charged. This
electrode showed a quasi-reversible, diffusionless electrochemical redox be-
haviour of Cyt c′ with a formal potential of about –132 mV vs. Ag/AgCl and
a heterogeneous electron transfer rate constant in the range of 30–50 s–1 [77].
The charge transfered was calculated from the CV to be 4.5 µC cm–2 for the
total amount of bound protein of 16 pmol cm–2. These values support that
both parts of the Cyt c′ molecule dimer are electroactive.

When the cyt c′ functionalised electrode was exposed to a NO, an increase
in the reduction current was observed due to coordination and subsequent
oxidation followed by an electrocatalytic reduction of the biomolecule. This
can also be used in an amperometric mode for NO-biosensing [52, 77].

3.3
Myoglobin

Myoglobin (Mb) is an oxygen-carrying protein located in the muscles of ver-
tebrates. It is a monomeric heme protein of about 16 kDa [83, 84]. The heme
group is located in a crevice of the molecule and polar propionate side chains
of the heme are on the surface. The heme plane is surrounded almost en-
tirely by non-polar residues, except for two histidines. The native state of
myoglobin features a proximal histidine bound to the fifth heme iron coor-
dination site and the other axial heme iron position remains essentially free
for oxygen-coordination. A distal histidine stabilizes a water-ligand to fer-
ric iron, and in the ferrous state this conformation stabilizes bound oxygen
as the sixth ligand and suppresses autoxidation of the heme [85]. The out-
side of the protein has both polar and apolar residues with an isoelectric
point of 7.0.
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Direct electrochemistry of Mb has been of interest for a long time, and nu-
merous papers have been published and reviewed [2]. Among the electrode
modification are various films on carbon electrodes, particularly surfactants,
clay and polyelectrolyte films in which Mb exhibited direct electrochemistry
for the redox transition of the heme group [86–90]. The role of surfactants
in this process is suggested to be partly orientation of the protein and in-
hibition of oligomeric adsorbates. Higher protein loading can be created by
alternating adsorption of protein and surfactant or polyelectrolyte in mul-
tilayers. The formal potential of myoglobin is sensitive to the nature of the
film material used and also to the presence of heme ligands. For example
for Mb films on carbon electrodes values were determined between –0.1 V
and –0.21 V vs. SCE for the anionic surfactants didodecyldimethylammo-
nium bromide (DDAB), sodium dodecyl sufate or cetyltrimethylammonium
bromide [86, 90, 91], and –0.380 vs. SCE for montmorillonite [55, 87] and
–335 mV for polyacrylamide [89] (values in pH 7.0 buffers). Intermediate
values are found for combinations of surfactant and clay. For Mb in solu-
tion, a formal potential of –0.297 V vs. Ag/AgCl was reported [6]. A negative
shift has also been found for Mb in bentonite and surfactant films [92].
The rates of electron transfer of Mb adsorbed to clay are fast at high ionic
strength. In 200 mM Tris buffer ks values of 450 s–1 were estimated [55].
The electron transfer rate is unusually fast for a protein that is naturally
not involved in electron transfer. Together with the deviation of the formal
potential compared with the value in solution, this strongly suggests con-
formational changes due to the interaction with the modifier. In addition,
studies on His64 mutants of sperm whale Mb allowed the conclusion that
a partly hydrophobic environment of a surfactant can disrupt the hydro-
gen bonding network of His64 and thus lower the reorganisation energy
for the electron transfer [85].

Mb on electrodes possesses pseudo-enzymatic activity towards O2, H2O2,
nitrite and organohalides. Under aerobic conditions, oxymyoglobin (MbO2)
is also active in oxygenation reactions. Thus peroxide reduction, styrene oxy-
genation and dehalogenation of pollutants were followed electrocatalytically
on Mb-modified electrodes. Furthermore, NO can bind to ferric Mb in the ab-
sence of oxygen and MbO2 reacted rapidly and stoichometrically with nitric
oxides [55, 89, 90].

3.4
Hemoglobin

Hemoglobin (Hb) functions physiologically in the storage and transport of
molecular oxygen in mammalian blood. Human Hb is a 64 456 kDa pro-
tein and comprises four subunits (2 alpha and 2 beta chains), each of which
has a heme within molecularly accessible crevices [93]. The heme is five-
coordinated (four nitrogen ligands and one histidine), while the sixth site is
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available for binding oxygen. The electrochemistry of Hb has recently been
comprehensively reviewed [94].

In general it is difficult to obtain DET between Hb and electrodes because
of the large three-dimensional structure of Hb with the burried heme center
and electrode passivation due to protein adsorption. Numerous efforts have
been made to improve the electron transfer characteristics by using media-
tors or promoters [95]. The most efficient way was to modify preferentially
carboneous electrodes with polymeric and membrane forming films of, for
example, surfactants [25], clay [53], and composites of both. The redox poten-
tial of immobilized Hb was determined between –100 to –380 mV vs. SCE.

We could demonstrate that Hb adsorbes to a layer of colloidal clay
nanoparticles prepared from sodium montmorillonite mixed with a hexa-
chloroplatinate-polyvinyl alcohol colloid onto glassy carbon electrodes [53].
Hb displayed a quasi-reversible one-electron transfer process with an Eo′ =
–370 mV (vs. Ag/AgCl), ∆EP = 130 mV and ks = 70 s–1. The linear depen-
dence of the peak currents from the scan rate is indicative of a surface
process. After introduction of CO, a positive potential shift was observed,
which was used as indication that the DET of Hb was indeed from its heme
iron. Because the affinity of ferrous heme for CO is about 200 times as high
as for oxygen the addition of CO to the high-spin ferrous Hb yielded the
heme ferrous-CO complex. This has a slightly higher redox potential. Other
authors exploited the same reaction as an indicator for CO. Hb does also
posess enzyme-like catalytic activity [96, 97], and therefore, common to all
Hb-modified electrodes is their ability for electrocatalytic oxygen and perox-
ide reduction. Furthermore ferrous oxygenated Hb (HbO2) reacts with NO to
form nitrate and MetHb [98]. This reaction has been explored for peroxide
and NO sensors.

The binding of NO to heme centers of Cyt c′ [52], Mb [55], and Hb [53] is
the basis for NO biosensors.

Ge et al. developed an amperometric NO detector with Cyt c′ from Chro-
matium vinosum immobilized to mercaptosuccinic acid modified gold elec-
trodes [52]. When the Cyt c′ electrode was polarized at –220 mV the current
increases proportionately up to 500 nM NO. The electrode reaction was found
to be rather fast with response times of a few seconds. The interaction of
NO with Cyt c′ in solution was also confirmed spectroscopically. In another
NO sensor, the reaction of Hb has been exploited [99]. The direct reaction
between NO and HbO2 with a rate of k = 3.7×107 M–1 s–1 yielded nitrate
and MetHb, which was electrochemically reduced and then again bound ei-
ther oxygen or NO. In a sensor with clay immobilized Hb the NO-dependent
MetHb-reduction current was accompanied by a cathodic peak shift when the
NO concentration exceeded 50 nM. The shift of the cathodic peak potential is
due to formation of nitrosylhemoglobin (HbNO) and was also observed and
confirmed at a Hb/SnO2-electrode [54]. The rate of NO binding to ferrous
deoxyhemoglobin to form HbNO is k = 2.5×107 M–1 s–1 [99].
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The NO heme reactions predominate in the deoxygenated blood to form
either Hb(III) or Hb(II)NO [100]. However, the presence of O2 causes for-
mation of S-nitrosohemoglobin [101] leading to a shift of the Hb reduction
potential. Although this reaction (rate constant: 6±2×106 M–2 s–1) is not as
fast as the oxidation of HbO2 to MetHb, it may interfere in the determination
of NO by causing a shift in reduction potential [100]. To avoid this problem,
we used iodoacetate to block the reactive SH groups on the Hb. The modi-
fication did not change the formal potential but resulted in a slight increase
in ks to a value of 185 s–1. A catalytic response on NO was observed with
a detection limit of 0.5 µM NO [102].

Mb-modified electrodes respond in a similar way as Hb electrodes [55, 87].
In the presence of small amounts of NO a reversible redox couple appeared
around –870 mV that is most likely the FeII/FeI-couple. At higher NO con-
centrations a catalytic reduction current is generated around –700 mV. It is
assumed that this is the result of N2O formation.

In oxygenated solutions, nitrate is formed and Mb(FeII) liberated can ei-
ther bind NO or oxygen, which have reaction orders of the same order
of magnitude. Thus in oxygenated solutions, sensitivity can be provided
for micromolar NO concentrations [55]. In oxygen-free solutions, Mb/clay-
modified electrode can be applied for the NO detection in the nanomolar
concentration range by evaluating of the shift of the formal potential of
the Mb(FeII)/Mb(FeIII) redox couple. Upon exposure of the Mb electrode to
higher NO concentrations (> 2.5 µM), the reduction peak at –750 mV in-
creased.

Nitrite is also catalytically reduced with Mb or Hb modified electrodes.
A catalytic reduction peak current was found at –750 mV (pH 5.5). It increased
with the concentration of NO2– in the linear range of 0.17–3.2 mM [89].

3.5
Heme Oxygenases

Cytochromes P450 (CYP) and nitric oxide synthases (NOS) belong to the class
of monooxygenases that catalyze the insertion of an oxygen atom into var-
ious compounds. Both are thiolate heme proteins, which are characterized
by a very similar heme iron coordination sphere, where the proximal pro-
toporphyrin IX axial coordination sphere is occupied by a cysteine (thiolate
proximal ligand, fifth ligand). The sixth coordination position is occupied
by different small molecules or atoms depending on the state of the protein
within the reaction cycle [103, 104]. Despite some similarities, the protein
structure, domain composition and the substrate specificities of NOS and
CYP are quite different. But both are involved in very important physiological
processes.
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3.5.1
P450-Monooxygenase

CYP form a large family of heme proteins predominantly involved in drug
metabolism and in the biosynthesis of steroids, lipids, vitamins and various
endogeneous compounds. Many of these compounds are inducers for CYPs
expression in different organs [103–105]. A variety of chemical reactions in-
cluding epoxidation, hydroxylation and heteroatom oxidation are catalyzed
by the monooxygenases.

The overall hydroxylation reaction of the monooxygenases is insertion of
one atom of an oxygen molecule into a substrate RH, the second atom of oxy-
gen being reduced to water while consuming two reducing equivalents under
formation of ROH:

RH + O2 + 2e– + 2H+ → ROH + H2O . (2)

The single reaction steps have been investigated in detail [105, 106]. The rest-
ing enzyme is in the hexa-coordinated low-spin ferric enzyme with water
beeing the sixth ligand. Substrate binding excludes water from the active
site, which causes a change to the 5-coordinated high-spin state. The de-
crease of polarity is accompanied by a positive shift of the redox potential
(about 130 mV), that makes the first electron transfer step thermodynamic-
ally favourable. The transfer of one electron from a redox partner reduces the
ferric iron to the ferrous form. This can now bind molecular oxygen, forming
a ferrous-dioxy (FeII-O2) complex. The second electron is transferred, gaining
an iron-hydroperoxo (FeIII-OOH) intermediate. The O–O bound is cleaved
to release a water molecule and a highly active iron-oxo ferryl intermediate.
This intermediate abstracts one hydrogen atom from the substrate to yield the
one-electron reduced ferryl species (FeIV-OH) and a substrate radical. Then
follows immediately enzyme-product complex formation and release of prod-
uct ROH to regenerate the initial low-spin state. The iron-oxo intermediates
may also induce the formation of protein radicals [107]. The electrons for the
reactions are naturally delivered from NAD(P)H by associated flavoproteins
or ferredoxin-type proteins.

CYPs are highly relevant to the bioanalytical area. The main problem,
however, is the complexity of the monooxygenase systems with the required
electron supplying cofactors. Furthermore, oxygen and NAD(P)H are not
only consumed in the P450-catalyzed substrate conversion, but also in a par-
asitic peroxide release without product formation (uncoupling). This makes
it difficult to relate NAD(P)H consumption to substrate conversion. Direct
cathodic reduction of the terminal oxidase in the presence of substrate can
overcome the NAD(P)H dependent uncoupling. The generation of catalytic
currents, i.e., increasing reduction currents upon addition of substrate, is
a direct indicator of CYP dependent electrocatalysis.
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Attempts to substitute the biological electron donators by artificial ones
to reduce the terminal oxidase include electrochemical [32, 66, 108–110] and
photochemical systems [111, 112] (Fig. 3).

Fig. 3 Reaction types of CYP-bioelectrocatalysis and ways of introduction of reducing
equivalents compared with the natural complete monooxygenase system with NADPH
and proteins

Mediated spectroelectrochemistry based on the use of antimony-doped tin
oxide electrodes has been used to determine the influence of mutations on the
redox potentials [109]. The ultimate approach is the direct unmediated elec-
tron supply from a redox electrode to the heme iron of CYP. The first paper
on DET to CYP reported a reduction of solubilized CYP from rabbit liver
at a mercury electrode at –580 mV (versus SCE) [12] and catalytic currents
were obtained upon addition of substrates such as benzphetamine [113] and
deoxycorticosterone [114]. However proteins adsorb irreversibly at mercury
and therefore the signals are impeded by partially denatured protein.

Only a very few more observations of direct redox-reaction of CYP on
unmodified electrodes were published. CYP2E3 could be directly reduced
at GC electrodes at a heterogeneous electron transfer rate of 5 s–1, indicat-
ing that the enzyme was adsorbed on the electrode surface but the electron
transfer was restricted [115]. Reversible direct one-electron transfer has been
reported for CYP101 [116] at edge-plane graphite (EPG) by using CYP101 in
solution. The authors proposed an interaction of the graphite surface with
positively charged Arg-72, Arg-112, Arg-364 and Lys-344 residues on the pro-
tein surface. The formal potential of camphor free CYP101 was –526 mV
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(versus SCE). Addition of camphor caused a positive shift of the potential.
Later the same group showed for mutant enzymes where cysteins were re-
placed by inert alanins that electron transfer is not affected by these cystein
residues [117]. The introduction of surface modifications enabled DET for
various different CYP isoenzymes (Table 3).

Most CYPs are membrane associated, and therefore the incorpora-
tion into surfactant and lipid-films on electrodes facilitate a heteroge-
neous electron transfer [110, 118, 119], while for the soluble bacterial en-
zymes hydrophilic charged layers of colloids and polyelectrolytes are also
effective [32, 120–122]. Importantly, fast electron transfer is, with a few
exeptions, only possible when carboneous electrode material was used. Mod-
ification of CYP with polyethyleneoxide (PEO) improved the thermostability
as was reported for CYP119A2 from thermostable microorganism [123, 124].

On gold electrodes with self-assembled modifier layers, the reduction of
P450 is very slow [125]. In a spectroelectrochemical experiment at modified
gold for substrate-bound CYP101 E0′ of –373 mV was determined. Although
the electron transfer was very slow, the surface interaction and direct elec-
trochemical transformation did not effect the enzyme structure as was con-
firmed spectroscopically. Both, upon direct electrochemical reduction and
upon ligand binding the spectral changes clearly indicated the native state
of CYP101 during reversible redox reaction at modified electrodes [125]. Re-
duction of CYP has also been reported for modified gold electrodes with
alternating CYP101/polycation multilayers [126].

For the non-mediated first electron-redox transition in a number of
CYPs and at different electrodes, the redox potential is in the range of –
450 mV to –100 mV vs. Ag/AgCl. For example, at montmorillonite modified
glassy carbon electrodes, reversible and very fast heterogeneous reduction
of immobilized substrate-free CYP101 with a formal potential of –361 mV
(vs. Ag/AgCl) was obtained [120]. The heterogeneous electron transfer rate
constants reached values as high as 152 s–1 compared with rates between
27–84 s–1 reported for the transfer of the first electron from putidaredoxin
to CYP101 [127, 128]. This similarity suggests that the intercalation into the
negatively charged clay structure [129] may hold the CYP in a productive
orientation without deterioration of the enzyme. The active site of the immo-
bilized CYP101 is still accessible for small iron ligands like CO and dioxygen
and also the larger metyrapone, as is indicated by a positive shift of the formal
potential after its addition. The apparent surface coverage of the electroactive
CYP101 was less than a monolayer.

The formal potential of substrate-free CYP101 is approximately 160 mV
more positive than the solution value, but close to the value of the camphor-
bound species in solution (E0′ =– 407 mV vs. Ag/AgCl 1M KCl). Thus the
interaction with the matrix may force displacement of solvent in the local en-
vironment of the heme or conformational changes. Changes of the secondary
structures, however, were not identified with IR-spectroscopy [120].
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The liver microsomal phenobarbital induced CYP2B4 has also been in-
corporated in montmorillonite on GC-electrodes [66]. In contrast to CYP101
this enzyme has a flavoenzyme as redox partner and does not need a ferre-
doxin for electron supply. Using CV at low scan rates a reduction peak was
observed at around –430 mV (vs.Ag/AgCl), which disappeared at higher scan
rates. The electron transfer reaction is obviously very slow. However this pro-
cess has been enhanced by the non-ionic detergent Tween 80 because CYP2B4
is a membrane bound enzyme and is monomerized by the detergent [130]
as was confirmed also by AFM-studies. The amount of 40.5 pmol cm–2 elec-
troactive protein was calculated from the CVs. The voltammetry also revealed
a reversible one-electron surface redox reaction with a formal potential of
about –295 mV vs. Ag/AgCl and heterogeneous electron transfer rate constant
of 80 s–1. As in many other published cases (e.g. [122]) where surfactants have
been employed, the formal potential of a CYP at the electrode is more positive
than the potential in solution and at the electrode without the detergent.

A positive shift of the redox potential may be an indication of low to high
spin-state conversion ascribed to strong interaction of CYP with surfaces [70].
Positive shifts of the redox potential are generally observed when water is ex-
cluded from the heme pocket, as in the case of camphor binding [131, 132],
and therefore we suggested that the surfactant leads to a dehydration of the
heme environment. This is supported by combined spectroscopic and electro-
chemical characterization of CYP102 in DDAB, where it was found that BM3
adopts a compact conformation within DDAB that in turn strengthens hydro-
gen bonding interactions with the heme axial cysteine producing a P420-like
species with decreased electron density around the metal center [133, 134].
Recent SERRS measurements showed also substantial alteration of the protein
structure of CYP101 at SAM-modified Ag-electrodes induced by the electro-
static interaction [135].

The studies of direct heterogeneous electron transfer have been carried
out in most cases by CV and SWV, where almost exclusively first of the two
electrons required for the catalytic reaction has been transferred.

CYP101 predominantly catalyzes the regio- and stereo-specific hydroxy-
lation of (1R)-camphor to exclusively 5-exo-hydroxycamphor. Other com-
pounds than camphor, such as compounds of environmental and industrial
interest, have also been identified as substrates for CYP101. On indium-tin
oxide electrodes, CYP101 conducts camphor hydroxylation mediated by puti-
daredoxin [57] and dehalogenation of haloalkanes with spinach ferredoxin in
the presence of polylysine as promoter [136].

Using only the monooxygenase, electrochemically driven styrene epox-
idation was observed at polyion-multilayers containing CYP101 [137] or
CYP1A2 [118]. The mechanism involves a peroxide activated reaction step.
In an electrocatalytic oxygen reduction, peroxide is formed, which activates
the enzyme for styrene epoxidation. The role of peroxide has been proved
by lack of styrene oxide formation in the presence of catalase [118, 138]. Ac-
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celeration of styrene epoxidation and dehalogenation of hexachloroethane,
carbon tetrachloride and other polyhalomethanes was successful with mu-
tated CYP101 [109, 139, 140].

Human CYP3A4 was electrocatalytically active at a polycationic film-
loaded gold electrode prepared with poly-dimethyldiallylammonium chlo-
ride (PDDA) adsorbed to mercaptopropane sulfonate activated gold [119].
This immobilization caused a drastic anonic potential shift of enzyme to
about +98 mV (vs. NHE), indicating conformational changes. This electrode
was used for drug sensing. Addition of millimolar amounts of verapamil
or midazolam to oxygenated solution increased the reduction current. The
product analysis after electrolysis at –500 mV under aerobic conditions con-
firmed the demethylation and dealkylation of verapamil at a rate of about 4 to
5 min–1.

We succeeded in CYP2B4 bioelectrocatalytic demethylation by immo-
bilizing surfactant monomerized CYP2B4 in montmorillonite [66]. When
aminopyrine was added to air saturated buffer solution, there was an increase
in the reduction current. In chronoamperometry the detection limit was
1 mM of aminopyrine and 1.2 mM of benzphetamine. Evidence for demethy-
lation was delivered by product (formaldehyde) analysis after 1 h of con-
trolled potential electrolysis at –500 mV vs. Ag/AgCl. The apparent catalytic
rate related to the amount of electroactive protein was k′

cat = 1.54 min–1 com-
parable to the value kcat = 3.5 min–1 of the microsomal system [110]. Further-
more, the reaction was inhibited by metyrapone, which was also indicative
of the electrocatalytic activity of CYP2B4. Another recent work demonstrated
a promoting effect of gold nanoparticles on the bioelectrocatalysis of steroid
hydroxylating P450 on rhodium graphite electrodes [141]. In summary, pref-
erentially when CYP enzymes were immobilized with polyelectrolytes and
surfactants electrocatalytic enhancement of direct reduction current was
measured upon addition of substrates and oxygen.

Figure 3 summarizes the observed reaction types and illustrates how the
reaction is related to electrode processes. Only two examples describe hydrox-
ylation of substrates. Other catalyzed reactions are demethylation, dealkyla-
tion, dehalogenation and epoxidation. Many of the reactions may use perox-
ide, which is always formed in side reactions.

3.5.2
Nitric Oxide Synthase

Nitric oxide (NO) is involved in neurotransmission, cardiovascular regula-
tion, immune host-defense and many other (patho)physiological processes.
In vivo NO is produced by nitric oxide synthase (NOS). The family of NOS
enzymes is divided into three isoforms characterized by different localiza-
tion, regulation and catalytic properties with 51–57% homology between the
human ones. The isoforms are known as: nNOS (type I) in neuronal tis-
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sue, iNOS (type II) being the isoform that is inducible in a wide rage of
cells and tissue and the eNOS (type III), first found in vascular endothelial
cells [148, 149].

All NOS isoenzymes catalyse the formation of NO and L-citrulline from
L-arginine via N-hydroxy-L-arginine (NHA) in two NADPH dependent oxy-
genation reaction.

L-Arg
NADPH+O2–H2O

–––––––––––––––––––→NHA
0.5NADPH+O2–H2O

––––––––––––––––––––––→L-Citrulline + NO . (3)

The known NOS enzymes are flavocytochromes, which exhibit a bi-domain
structure, in which an oxygenase domain is linked by a calmodulin recogni-
tion site to a reductase domain. The C-terminal reductase domain contains
flavin adenine dinucleotide (FAD), flavin mononucleotide (FMN) and bind-
ing sites for NADPH. The oxygenase is a thiolate heme protein with a cysteine
axial heme-iron ligand and binding sites for (6R)-5,6,7,8-tetrahydrobiopterin
(H4B) and L-arginine.

The mechanism of the first turnover from L-arginine to NHA is a P450-
type monooxygenase reaction. It starts with substrate binding to the resting
ferric heme of the oxygenase and introduction of the first electron followed
by oxygen binding and a second reduction to heme peroxo and heme fer-
ryl species [150] consecutively followed by the formation of a highly reactive
iron-oxo intermediate (similar to compound I) [151] that directly attacks
L-arginine to produce NHA. In the second reaction cycle, NHA binding is fol-
lowed by a single electron reduction of the ferric heme. Subsequent oxygen
binding generates the oxy-complex. The reaction with NHA generates a ferric
hydroperoxy complex and a NHA radical. The NHA radical is rebound and re-
acts with another NHA radical to NO, L-citrulline, water and the ferric heme
protein [148].

Unique to the NOS is that it requires H4B for its activity. Among the several
important functions of H4B are allosteric effects for substrate binding, pro-
motion of dimer formation, and stimulation of low to high-spin heme transi-
tion. H4B supports also coupling between electron transfer and NO-synthesis
and inhibition of superoxide and peroxide formation and is probably also in-
volved in the transfer of single reducing equivalents [150, 152–155]. It has
been proposed that NOS uses H4B as an electron donor because it provides
the second electron to the heme (FeIIO2-intermediate) at a speed that keeps
oxygen activation coupled to substrate oxidation [150, 154, 156].

Interestingly, the separate domains are catalytically active and the NOS can
be reconstituted by combining reductase and oxygenase domains of different
origin [148].

Using spectroelectrochemical titration, the midpoint potentials of the fer-
ric heme iron in combination with different binding partners have been
determined [152, 157]. For iNOS upon binding of H4B and/or arginine, the
reduction potential shifted (from –347 mV (vs. NHE)) 50 to 110 mV positive
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and thus made subsequent electron transfer from the flavoprotein thermody-
namically more favoured. For nNOS, however, only a minor effect of arginine
binding on the redox potential was observed. The resting enzyme has already
a 100 mV higher redox potential than the iNOS. Almost similar values for the
midpoint potentials of –180–210 mV (NHE) have been determined for iNOS,
nNOS and eNOS using potentiometric titration [158].

Efforts have been made to substitute the reductase domain by an electrode
to study the redox behaviour of the oxygenase and to generate NO without the
need for NADH. Up to now only immobilization in a bilayer of the surfactant
DDAB [159, 160] and in colloidal layers [33] on graphite and glassy carbon
have been successful for direct electrochemical investigation of NOS.

Bayachou et al. [159] embedded nNOS oxygenase domain (nNOSoxy) in
DDAB onto a pyrolytic graphite (PG) electrode. The forward and backward
square wave voltammogram showed reversible redox couples at –197 mV
(vs. Ag/AgCl) for heme FeII/III and –1092 mV (vs. Ag/AgCl) for heme FeI/II.
Accompanied UV-VIS studies did not indicate changes in the structure of
the enzyme. The presence of H4B shifted the reduction potential by 100 mV
in a positive direction, indicating the higher affinity of H4B for the re-
duced (FeII) form of nNOSoxy. They also determined for the FeII/FeIII-couple
a pH-dependency of –54 mV E1/2/pH, which is typical for a proton coupled
electron transfer reaction.

Also for iNOS in DDAB on basal plane graphite electrode two redox
couples were observed at –191 mV and –1049 mV (vs. Ag/AgCl), potentials
similar to the values of nNOSoxy in DDAB [160]. With redox titrations of
iNOS in solution, they assigned a potential of –544 mV for heme FeII/III. The
immobilization in the surfactant layer resulted in anodic shift of several hun-
dred millivolts, as was also observed for P450-enzymes in DDAB. Binding of
CO and imidazole produced shifts of +62 mV and +20 mV, respectively, for
the FeII/III-couple. Furthermore, the authors observed an increase of a sec-
ond reduction peak with increasing scan rates while the original reduction
peak decreases with increasing scan rate. The two reduction peaks differ
by approximately 133 mV, the typical potential difference between five and
six coordinated heme iron in iNOS. From the pH-dependence and the scan
rate dependence of these reduction peaks it has been deduced that the two
peaks result from water-free FeIII and water-bound FeIII [160]. At high scan
rates only one peak is observed, because the reduction of water-free FeIII

occurs faster than water ligation. Conversely, scanning slowly allows water
enough time to ligate FeIII before reduction. E0′ and ks for the 5-coordinated
heme were experimentally determined to be –150 mV and 370 s–1 and for
the 6-coordinated heme –250 mV and 10 s–1. This potential shift is often ob-
served for heme proteins immobilized in surfactant films [66, 122] and is
most likely due to dehydration [132]. It was shown for P450-enzymes [120]
and for nNOS [33] that the effect is much smaller when clay-film, such as
Na-montmorillonite, was used to modify the electrode surface.
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Rapid direct heterogeneous electron transfer was achieved in the absence
of mediators by immobilizing nNOSoxy in a colloidal layer onto a glassy car-
bon (GC) electrode [33]. For this study, the wild type oxygenase domain
(wt nNOSoxy) and a deletion mutant (D290nNOSoxy) were investigated. The
oxygenase domain nNOSoxy, containing at the N-terminus an additional pro-
tein stretch domain (PDZ) that is linked via a small peptide stretch (PIN) and
a deletion mutant (D290nNOSoxy), where the PDZ plus PIN (residues 1–290)
are missing, have been expressed and purified [151]. The clay colloid has been
composed of sodium montmorillonite colloid, poly(vinyl alcohol) (PVA) and
colloidal platinum (Pt) as in [120].

From CV and SWV of wt nNOSoxy in a clay colloid [33], the revers-
ible oxidation and reduction peaks with a midpoint potential of –346 mV
(vs. Ag/AgCl) at 12 V s–1 were estimated and assigned to the heme FeII/FeIII-
couple. A slightly higher formal potential of –297 mV was found for the
truncated protein (Fig. 4a). One possible reason is that the reduction of the
protein shell by 30 kDa may account for a decrease of the electron transfer
barrier and thus in an increased reduction potential. The peak separation
for wt nNOSoxy of 53 mV and |Ep – Ep/2| of 62 mV is typical for a reversible
one electron transfer. Integration of the reduction and oxidation peaks re-
vealed amounts of electroactive protein of 4.7 ± 3.0 pmol cm–2 (surface area
of 0.07 cm2), which is in the order expected for a monolayer. The peak cur-
rents were proportional to the scan rate, which is an indication for a surface
process. From the scan rate dependence of the CV the heterogeneous electron
transfer rate constant of the first reduction was calculated to be ks = 316 s–1

using the theory of Laviron. The subsequent electron transfers were slower.
The kinetics of ferrous-dioxy complex-formation rate of nNOS has been
found to be 81 s–1, the transition to the ferric enzyme 14.5 s–1 and the rate
of FeIIO2

– disappearance is 5 s–1 [156]. This means that the introduction of
the first electron to reduce the ferric heme iron seems not to limit the reac-
tion. In the presence of oxygen a pronounced catalytic reduction current is
observed. The reduction peak increased and the oxidation peak disappeared
completely. This can serve as evidence of the catalytic activity of the oxyge-
nase, as it is known that reduced ferrous nNOSoxy can bind dioxygen with
high efficiency [156].

In the presence of H4B and NHA in the measuring solution, an additional
reduction wave evolved at around –720 mV in the SWV [33]. This reduc-
tion could be due to the formation of NO. When a small amount of NO gas
that was chemically generated from NaNO2, FeCl2 and H2SO4 was added to
the electrochemical cell, a sharp reduction peak at –725 mV appeared in the
SWV. The position of the peak may allow the conclusion that NO has been
formed and a direct reduction of the heme by the electrode and/or a reduc-
tion mediated by H4B is possible. Initial experiments with a NO-sensor and
at constant potential electrolysis at –550 mV further support this assumption
[to be published]. In addition no NO-formation was observed when H4B was
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Fig. 4 a SWV (1 mV increment, 50 mV amplitude, 10 Hz frequency) of nNOSoxy and
D290 nNOSoxy immobilized in montmorillonite on a GC electrode. Measurements in
argon-purged 0.1 M K-phosphate buffer, 0.3 M NaCl, pH 7.4 and b section of the SWV of
D290 nNOSoxy clay GG electrode with 24 µM O2 in the presence of 16 µM H4B (a) and
b after addition of 40 µM N-hydroxy arginine (after [33])

missing. Thus, it was shown that H4B may act as a mediator and activator of
the electrode-driven catalysis of nNOS.

4
Peroxidases

The majority of peroxidases are glycoproteins of 20–70 kDa molecular
weight, which contain ferric protoporphyrin IX as a prosthetic group [161].
Peroxidases (EC 1.11.1.7) catalyze the removal of hydrogen peroxide or alkyl
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hydroperoxides, while a wide range of substrates act as electron donors. The
mechanism of peroxidase catalyzed reactions has been intensively studied
and reviewed [161–165]. The reaction kinetics reveal a ping-pong mechan-
ism. In the first step, the peroxide binds to a free coordination site of the
resting heme iron (FeIII), where it is reduced to water (or an alcohol ROH) in
a rapid two-electron process, whereby compound I is formed as the reactive
primary intermediate. Compound I is the oxy-ferryl species ((FeIV = O) P·+)
formed with one oxygen atom from the peroxide, one electron from iron and
one electron withdrawn from the heme group to form a porphyrin π cation
radical (or a protein radical in the case of chloroperoxidase and cytochrome c
peroxidase). In the next step, the cation radical is reduced by a one-electron
donor to give compound II ((FeIV = O) P), which is subsequently reduced
by a second one-electron donor molecule back to the resting ferric enzyme.
The last two steps are accompanied by the uptake of two protons and release
of a water molecule. Formation of compound I is fast with apparent second
order rate constants in the order of 106–107 M–1 s–1 [162], the reduction of
compound I is 10–100 times faster than of compound II. Depending on the
nature of the peroxidase, a number of compounds reduce the higher oxida-
tion state intermediates of the enzyme back to its native form. Hydroquinone
and o-phenylene diamine are some of the best electron donor substrates
for HRP with almost diffusion limited reaction rates of 3×106 M–1 s–1 and
5×107 M–1 s–1 [166, 167]. HRP is also active in a number of organic solvents.

For an appropriately immobilized peroxidase on an electrode, compound
I may be reduced by the electrode. Thus the electrode can be considered as
substrate of the enzyme, and peroxide is electrocatalytically reduced. This has
been demonstrated for peroxidase from horseradish and from many other
sources [60, 168, 186].

Observation of non-turnover direct electrochemistry of compound I and
II have not been reported. Most studies on non-turnover DET of peroxidases
involve the redox transformation of the FeII/III-couple, which is observed in
a rather negative potential region of < – 0.1 V vs. Ag/AgCl. Formal potentials
of HRP Compound I/II and Compound II/POD(FeIII) redox couples are much
more positive, i.e. close to 0.7 V (vs. Ag/AgCl). Therefore catalytic peroxide
reduction currents are measured at very small overvoltages.

In most publications carboneous material (e.g. [10, 170–172]) and gold
(e.g. [40, 173–175]) was used and the oxygen functionalities of the carbon
material were suggested to be the reason for the efficiency of the DET pro-
cess on such surfaces [171, 176]. The material ranges from carbon black,
graphite powder, spectroscopic and pyrolytic graphite, epoxygraphite to car-
bon fibers and fullerens to which peroxidases are physically adsorbed, elec-
tropolymerized [169] or covalently coupled. Simple thermal pre-treatment
is often sufficient to activate the carbon material for adsorption and reac-
tion with peroxidases. When incorporated into a carbon paste, it is import-
ant to adsorb the enzyme before binder material, usually oil or grease, is
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added [170, 172]. Various additives have proved to enhance the sensitivity
of the composite electrodes. Among the most effective are polyelectrolytes
and polyalcohols such as polyethyleneimine and lactitol. HRP incorporated
into electrodes of pyrolyzed organic material catalyze also electroreduction
of H2O2 [177]. Gold has been applied as gold colloid [174] or as disk and
wire electrodes [173, 175, 178]. The rate constant for the heterogeneous elec-
tron transfer of native HRP on graphite and modified gold electrodes was
1–2 s–1 and was enhanced when the non-glycosylated HRP is applied [40].
The glycosylation obviously restricts the DET. This has been also supported
by the observation that native HRP bound via the sugar moiety to boronic
acid activated gold surface catalyzed peroxide reduction only in the presence
of soluble mediators [179]. Non-glycosylated (recombinant wild-type) HRP
adsorbed on graphite reached values of 7.6 s–1. The rate of the recombinant
wild-type HRP ks = 18 s–1 [173] was higher at freshly cleaned gold electrodes,
and could be further increased when terminal His-tags were introduced to
the protein. In addition, the catalytic rate was higher for the recombinant en-
zymes adsorbed on gold compared to graphite electrodes and native HRP.
Systematic studies on how the DET properties of HRP can be influenced
involved electrode material and pH [180], single point mutations and glyco-
sylation [181], cystein mutants and introduction of a (His)6-tag [40, 41, 173].
Further investigations also included other plant and fungal peroxidases ad-
sorbed onto graphite and modified gold electrodes [98, 178, 183, 184]. The
transfer of electrons from a SAM–modified gold electrode to tobacco peroxi-
dase is much faster than to HRP. The most effective DET of the native enzyme
was reported for sweet potatoe peroxidase where 91% efficiency of DET was
reached [40]. Higher efficiency was demonstrated only for the HRP active
site mutants Asn70Val and Asn70Asp, which showed an almost 100% effective
DET electron transfer [186]. This behavior could lead to more selective perox-
ide biosensors. A model of the DET kinetics in peroxidase electrocatalysis can
be found in [185].

The reaction of peroxide with ferrous heme iron is the basis of electrocat-
alytic peroxide sensors. Most papers on DET-based biosensors are related to
peroxide detection in a variety of environments with peroxidases, but also
hemoglobin, Cyt c, microperoxidase and hemin were explored for peroxide
measurement, whenever less efficient. Not only hydrogen peroxide but also
organic hydroperoxides [170] are indicated, although the highest reaction rate
is obtained for hydrogen peroxide.

Many of the developed sensors based on peroxidases have lower detection
limits in the range 10–100 nM. For Cyt c, which has a considerably lower
catalytic rate with peroxide, the detection limits are around 10 µM. Only for
a multilayer approach with a conducting underlayer could peroxide concen-
trations as low as 3 nM be indicated [187].

For the measurement, a moderate reduction potential between –100 mV
and +100 mV vs. Ag/AgCl is sufficient. In this region the potential for electro-
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chemical interferences is very low. However, the biggest problems arise from
the high reactivity of compound I and II with reducing substrates (electron
donators), which compete with the electrode for the reduction of peroxidase.
Ascorbic acid, naturally occurring phenolics and aromatic amines are among
those compounds. The competitive reaction of reductants should be mini-
mized when all enzyme molecules are in DET contact to the electrode. From
the comparison of peroxidases from different sources, sweet potato peroxi-
dase showed the highest percentage of DET on graphite electrodes. Still less
interference was found for Asn70Asp-mutated HRP on graphite [181, 188].
Unfortunately, the stability of the sensors with recombinant enzymes was
only a few hours. Longer shelf life was obtained when peroxidase is in a com-
posite or covalently attached. The most stable peroxide detector had HRP
embedded with activated carbon in a screen printed paste [171]. The mate-
rial is extremely rich in oxygen. Real application was reported for peroxide
measurement in various samples including on-line monitoring of cerebral
peroxide [189].

The use of peroxide sensors has been extended to the determination of glu-
cose, lactate, alcohol, oxalate, glutamate and other amino acids by coimmo-
bilization of the respective oxidase on top of the peroxidase [59, 60, 190, 191]
and furthermore to affinity-based assays [171, 192–194]. An octane sensor
was created by layering a porphyrin type P450-mimics on a screen printed
HRP-modified carbon electrode [195]. The biomimetic catalyst (iron(III)-
meso-tetrakis-(pentafluorophenyl)-β-tetrasulfonatoporphyrin chloride) was
linked to the electrode with polyallylamine on the basis of the strong elec-
trostatic interaction between the anionic polyelectrolyte and the polyhalo-
genated iron porphyrin. The basis of sensing is a competition between per-
oxidase and the biomimetic for cumene hydroperoxide. A decrease of about
5 µM peroxide/mM octane is obtained at up to 20 mM octane [195].

5
Molybdenum-containing Enzymes

Molybdenum (Mo) is the only second-row transition metal that is required for
cofactors of redox enzymes that catalyze reactions at carbon, sulfur and ni-
trogen atoms. There are two distinct types of molybdoenzymes: molybdenum
nitrogenase has a unique molybdenum-iron-sulfur center called FeMoco, and
catalyzes the reduction of atmospheric dinitrogen to ammonia. All other
molybdoenzymes are oxidoreductases that transfer an oxo group or two elec-
trons to or from the substrate. They bind the molybdenum cofactor (Moco)
in which Mo is coordinated to a dithiolene group on the 6-alkyl side chain
of molybdopterin (MPT). Moco containing enzymes catalyze the oxidation
and reduction of various small molecules including the oxidation of xan-
thine, aldehydes, sulfite and arsenite and the reduction of dimethyl sulfoxide
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(DMSO) and nitrate [196–198]. Several molybdoenzymes such as xanthine
dehydrogenase (XDH), transfer oxygen derived from water to different small
substrate molecules (R).

R + H2O + A ↔ RO + AH2 . (4)

This reaction is accompanied by reduction of an electron acceptor A in
a two or one electron/proton transfer step. These enzymes have a complex
overall architecture, and generally contain multiple redox-active centers. The
Mo center (oxidation states between VI and IV) acts as transducer between
the two-electron redox reaction on the substrate and two single electron
oxidation-reductions at the other cofactors. On the basis of their sequence
and the structures of their oxidized molybdenum centers, these mononuclear
molybdenum enzymes are categorized into the xanthine oxidoreductase (XO)
family, the sulfite oxidase (SO) family and the dimethyl sulfoxide reductase
(DMSOR) family [199, 200] (Fig. 5).

Fig. 5 Families of Mo-pterin enzymes and illustration of their oxidized Mo-sites according
to [199]

To date, more than 50 enzymes containing Moco were identified in
bacteria, fungi, plant and animal, but investigations on DET are limited
(Table 4) [34].
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Table 4 Survey of molybdoenzymes in DET contact

Protein Enzyme Cofactors Electrode Substrate Note Refs.
Family

Xanthine de- XO Moco PG Xanthine MPT might have [203]
hydrogenase FAD an active role

2× [2Fe–2S] in catalysis
Prokaryotic

Xanthine XO Moco PG/DDAB Xanthine FAD electroactive [221]
oxidase FAD (– 292 mV),

2× [2Fe–2S] catalytic wave at
+ 300 mV (NHE)
Eukaryotic

Aldehyde XO Moco Au+ Benz- Active cofactors: [204]
oxido- 2× [2Fe–2S] neomycin aldehyde Moco at Au
reductase PG, GC and other [2Fe–2S] at C

aldehydes Prokaryotic

Sulfite de- SO Moco PG/DDAB Sulfite Prokaryotic [212]
hydrogenase Heme c

Sulfite SO Moco PG Sulfite Chicken [211]
oxidase Heme b5 Au/HS-C6OH at – 120 mV

Au/MU direct redox [213]
Au/mercapto- couple FeII/III

undecanamine Human
Au/MUA/ Single domains [214]
MU/PAA

DMSO DMSOR Moco PGE + DDAB Sulfoxides, Single peak [208]
reductase nitrate, at 632 nm in [207]

tertiary the UV spectrum
amines upon electro-
oxides, chemical
carboxyl- reduction

Arsenite DMSOR Moco PG+ ates MoVI/IV is [209]
reductase High poten- polymyxin Arsenite highly cooperative

tial [3Fe–4S] PG/DDAB
Rieske PG/adsorbed
[2Fe–2S] enzyme

5.1
Enzymes of the Xanthine Oxidase
and Dimethyl Sulfoxide Reductase Families

Enzymes of the XO family catalyze the oxidative hydroxylation of a vast group
of heterocyclic compounds including pyridines, purines, pteridines, pyra-
zolopyrimidines and various aromatic and aliphatic aldehydes [202]. The best
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studied enzyme of this family is xanthine oxidoreductase (XOR). XOR com-
prise four redox active cofactors: a five-coordinated mononuclear Mo ion, two
non-identical [2Fe-2S] clusters and FAD. A voltammetric study of a mem-
ber of the XO family was performed with the Rhodobacter capsulatus XDH at
a DDAB-modified PG-electrode [203]. Three distinct couples were observed
in a CV at potentials comparable with those found by potentiometry. The
highest reversible redox peak was observed at –300 mV (vs. NHE) which re-
sulted probably from an overlap of the FAD/FADH2 and the first iron-sulfur
center [2Fe–2S]2+/+. The weak signal at around –400 mV was attributed to the
second [2Fe–2S]2+/+. The peaks appearing between –510 mV and –550 mV
were assigned to MoVI/V and MoV/IV, because they were absent when the
Moco-free enzyme was studied. EPR-studies supported this interpretation of
the CV results.

Upon the addition of xanthine, a catalytic current evolved starting at
+400 mV (vs. NHE) indicative of electrochemically driven enzyme turnover.
This potential was about 600 mV more positive than the potential where the
XDH redox-active centers were fully oxidized. At lower potential, no cataly-
sis was obtained. From these findings, it has been postulated that the enzyme
requires oxidative activation to restore catalytic activity and the site of this
oxidation is the pterin ring [203]. Reversible redox transformation of the Mo
active site at the electrode leads to anodic activation and cathodic deactiva-
tion of XDH. In this process, the tricyclic pyranopterin backbone of Moco
may be seen as a bridge between the Mo active center and the other cofactors,
permitting the intramolecular electron exchange.

Recently, aldehyde oxidoreductase (AOR) was studied by direct electro-
chemistry at carbon and gold electrodes, using neomycin as promoter [204].
Only one reduction reaction was obtained at carbon electrodes for soluble
and adsorbed AOR with E0′ between –257 mV and –280 mV (vs. SHE, pH 7.6).
This was assigned to the more exposed iron-sulfur cluster. Reduction of the
Moco occured at a much more negative potential at gold electrode modified
with neomycin.

Enzymes of the DMSOR family catalyze two-electron oxo- or hydride-
transfer reactions of sulfoxides, nitrate, tertiary amine oxides and carboxy-
lates. In these enzymes, the Moco consists in an oxomolybdenum group
coordinated to two bidentate pterin-dithiolene ligands. Additional ligands at
the Mo site in this family are serine, cysteine or selenocysteine [198, 205, 206].

The voltammetric response from a DMSO reductase was obtained using
the protein isolated from R. capsulatus [207]. The communication between
the Moco and the electrode was possible by the usage of the surfactant DDAB
on the PGE. The MoVI/V wave exhibited a pH dependence of ca. –59 mV/pH
unit in the range 5–9, which consisted in a single electron/proton transfer
reaction in this pH domain. The calculated pKa (9.0) was assigned to the
protonation of MoV = O to yield MoV–OH. Interestingly, the potential of the
MoV/IV couple was constant, in contrast to the behavior of the DMSOR from
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E. coli, where each single transition was coupled with a sequential single
proton transfer reaction. Upon electrochemical reduction, a single peak at
632 nm was visible in the UV spectrum. After adding the substrate, it was pos-
sible to detect an increase of the reduction current. Also voltammetric studies
of the catalytic activity of DMSOR adsorbed at a graphite electrode indicated
that the electron pathway is directed through MoV [208].

Different results were obtained for arsenite oxidase from Alcaligenes fae-
calis, belonging also to the DMSOR family [209]. In this study of the adsorbed
enzyme, only a single couple of peaks was identified assigned to MoVI/IV. No
EPR signals due to MoV were detected, supporting the conclusion that the
MoVI/IV is highly cooperative. In addition, the couple position was pH sensi-
tive with a one to one proton/electron ratio. The main difference of arsenite
oxidase and DMSO reductase was that in DMSO reductase the Mo atom is
coupled to a serine residue, while in arsenite oxidase this position is taken by
an alanine, which is not coordinated to the Mo atom.

5.2
Sulfite Oxidase

Enzymes of the SO family comprise the plant assimilatory nitrate reduc-
tases and sulfite-oxidizing enzymes.The latter can be separated into the sulfite
oxidases (SO) mainly found in eukaryotes, and the sulfite dehydrogenases
(SDH) found in bacteria, distinguished by their ability to transfer electrons
to molecular oxygen. However, both types can use cytochromes as electron
acceptors for the oxidation of inorganic sulfite to sulfate:

SO3
2– + H2O → SO4

2– + 2H+ + 2e– . (5)

In mammals, SO comprises a Moco-containing subunit connected by a flex-
ible polypeptide chain region to a second subunit with a b-type heme [210].
The two-electron oxidation of sulfite to sulfate occurs at the Moco with con-
comitant reduction of MoVI to MoIV. The intramolecular electron transfer
between the Moco and the heme cofactor (FeII/III) is fundamental for the Mo
reoxidation. For this reaction to occur, a backbone rearrangement was pos-
tulated that moves the heme and Moco domains close together to achieve
the electron exchange, which otherwise is unlikely due to the large distance
between the two redox centers. The natural electron acceptor for SO is Cyt c.

The potential employment of SO in amperometric biosensors has long
been recognized. Sulfite is an important preservative in foods and drinks and
its analytical determination in solution and in gas phase has been the subject
of many investigations. Many strategies have been studied in order to develop
a SO biosensor with small redox mediators or Cyt c. Recently, the proof of
principle for sulfite biosensors exploiting direct interaction between electrode
and chicken liver SO was delivered [211, 212].
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Spectroelectrochemical results with thiol-modified Au electrodes and
CV studies at pyrolytic graphite and thiol-modified Au electrodes demon-
strated that SO communicates directly with the electrode through its heme
domain [211, 213]. In the absence of substrate at 11-mercaptoundecanol-
modified Au electrode the oxidation and reduction peaks corresponded to
the heme FeII/III redox couple with E0′ = – 120 mV [213] and a heteroge-
neous electron transfer rate constant in the order of ks = 15 s–1. The oxidation
peak current increased proportional with sulfite concentrations between 10
and 100 µM and approached saturation at 3 mM. Catalytic sulfite oxidation
was demonstrated also at pyrolytic graphite, at mercapto-6-hexanol modi-
fied polycrystalline gold [211] and 11-mercaptoundecanol/mercaptoundecan-
amine monolayers on gold [213]. At PG-electrodes the rate is about 5 times
slower than at modified gold, but still slower than in the homogeneous solu-
tion. The pH-dependence of the bioelectrocatalysis indicated also a backbone
rearrangement for the electron transfer at the electrode.

We were able to show DET of human SO at gold electrodes modified
with a monolayer of MUA/MU and covered with the cationic polyelectrolyte
polyallylamine to obtain an overall positive charged surface [214]. A single re-
versible redox couple with a midpoint potential of –166 mV (SCE) was visible
that changes to a catalytic oxidation current upon addition of sulfite. Using
the same electrode modification for the single SO-heme domain an oxida-
tion occurs at –154 mV very close to the value for the holo SO. However, no
catalytic current was observed in the presence of sulfite. This clearly showed
that the heme domain is the electron transducing unit, but has no catalytic
function. A further elucidation of the function of the single domains was de-
livered by investigating the electrochemical behaviour of both domains and
the holo-enzyme involving Cyt c as mediator [214]. In this investigation, we
exploited the fast direct electrochemistry of Cyt c (FeII/III) on gold electrodes
modified with MUA/MU (Sect. 3.1) and its ability to act as electron acceptor
of SO. For this study it was also important that Cyt c could freely rotate be-
tween electrode and protein reaction partners as has been earlier reported for
its interaction with other enzymes at electrodes [19, 20, 31].

In the presence of Cyt c and SO, the CV showed clearly a single redox
couple assigned to the oxidation and reduction of Cyt c. At the negatively
charged electrode, SO did not show any electrochemical activity. A pro-
nounced catalytic current was observed after addition of sulfite, that is both
dependent on SO activity and sulfite concentration. The second order rate
constant for the SO catalyzed Cyt c reduction was calculated to be k = 4.47±
0.13×106 M–1 s–1 (Fig. 6).

The same experiment was performed using the SO-Moco domain, and in-
terestingly the interaction was still possible (Fig. 7). The rate constant of the
reaction between the SO-Moco domain and Cyt c is much lower than for
holo-SO (k = 0.19±0.05×106 M–1 s–1). The electron transfer between Moco
and Cyt c appears to be the limiting step, since the rate of reduction of the
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Fig. 6 Scheme and CV of the bioelectrocatalytic sulfite oxidation in the A absence and
B presence of SO mediated by Cyct c measured with a MU/MuA (3 : 1)-modified Au wire
in 5 mM K-phosphate buffer, pH 8.5, 10 mM sulfite, 30 µM Cyt-c, scan rate 5 mV/s, Ref-
erence electrode + 326 mV vs. NHE

Fig. 7 Scheme and CV of the electrocatalytic sulfite oxidation by 4.84 µM Moco domain
B mediated by Cyct c other conditions as Fig. 6. A CV without Moco domain in the
presence of Cyt c and sulfite

SO and Moco by the substrate is expected to be the same. Furthermore,
for this reaction Mo is essential, because no catalysis was recorded for the
MPT-containing protein lacking the Mo atom. Also, in this experiment the
heme domain was catalytically inactive supporting the above discussed con-
clusions. Details of this interaction and its application for biosensors will be
published elsewhere.

The voltammetric response of the Mo center of the bacterial SDH from
Starkeya novella in the presence and absence of substrate has also been re-
ported [212]. Bacterial SDH is a heterodimer of a Moco containg domain
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and a Cyt c containing domain and shows some characteristics of eukary-
otic SOs, like the inhibition by small anions. However, some differences were
observed like the absence of the eukaryotic characteristic low-pH EPR spec-
trum [215]. For this investigation a PGE surface was modified by DDAB and
signals from the single redox sites were recorded. The higher potential MoVI/V

couple exhibited pH dependence in agreement with the uptake of a single
proton upon one-electron reduction. While the potential of MoV/IV couple
was pH independent in the range 5–10 and the FeIII/II showed a potential in
between these two Mo transitions. Introduction of sulfite to the electrochem-
ical cell resulted in a pronounced increase of oxidation current. From the pH
dependence of the catalytic current, it was possible to find the pKa values of
7.2 and 10. The higher pKa value was explained by deprotonation of the ty-
rosine residue close to the active site that is responsible for stabilizing the
substrate at the active site by hydrogen bonds. The origin of the lower pKa
could be due to the substrate pKa (HSO3

–/SO3
2–), or a shift of the MoVI/V

potential, which below pH 7 becomes significantly more positive than the
heme couple. The involvement of an amino acid residue in the switching of
the electron transfer between the two cofactors remains also possible. These
studies on SDH gave an overview on this complex system; however, they still
did not clarify the role of the pterin ring and showed differences to the model
for eukaryotic SO.

6
Conclusion

In recent years, a toolbox of methods has been developed that enables to
investigate and exploite the direct electronic communication with redox pro-
teins and complex enzymes. Self-assembled monolayers of desired charges,
colloids and surfactants are among the well established approaches for the de-
sign of the sensor surfaces, where the enzymes are studied in different level of
integration.

Hemeoxygenases catalyze various important reactions are therefore among
the most attractive targets for bioelectrochemists, who could demonstrate
steroid hydroxylation, demethylation, dealkylation, dehalogenation and
epoxidation. However, many of the reactions may also proceed with per-
oxide, which is always formed in side reactions. Possibly the assembly of
microsomes with enriched CYP-enzymes on an electrode [223] will overcome
limitations due to uncoupling for hydroxylation of otherwise inert carbons in
substances of pharmaceutical interest.

With most enzymes, bioelectrocatalytic substrate conversion is only seen
in µmolar to millimolar range. This restriction is due to a kinetic limitation
of the heterogeneous electron transfer between the enzyme active site and the
electrode, which can be overcome by engineering specific attachment regions
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and electron transfer bridges. Sulfite oxidase is an example where the electron
transduction is much faster when Cyt c is introduced.

The DET to small redox proteins and to peroxidases is of particular inter-
est for bioanalytics as they show interaction with reactive (oxygen) species.
We already now witness research application for in vivo studies of patho-
physiological processes, evaluation of the quality of food, cosmetics, and
pharmaceutical formulas.

In recent years, we have profited from molecular biology, nanotechnology
and surface chemistry because they provide tools for the molecular design
of proteins and nanostructuring of surfaces. Important impact is also com-
ing from novel methods of spectroscopy and in situ imaging techniques for
mapping and control of single-molecule activity or visualization of molecules
during their redox processes. The discovery of microorganisms loaded with
cytochromes in their outer membranes [216] will broaden the scope of DET
sensors to whole cell-based assays.

The understanding of the molecular mechanism may lead to tailor made
catalytic systems. These do not necessarily have to be of pure native origin.
Recent work indicates the potential of engineering sites for surface binding
and coupling of redox active dyes, de-novo designed redox proteins and ge-
netic chimeras as well as of fully synthetic structures and biohybrid synthetic
structures with catalytic redox activity.
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Abstract Protein engineered biosensors provide the next best step in the advancement
of protein-based sensors that can specifically identify chemical substrates. The use of
native proteins for this purpose cannot adequately embrace the limits of detection and
level of stability required for a usable sensor, due to globular structure restraints. This
review chapter attempts to give an accurate representation of the three main strategies
employed in the engineering of more suitable biological components for use in biosensor
construction.

The three main strategies in protein engineering for electrochemical biosensor imple-
mentation are: rational protein design, directed evolution and de novo protein design.
Each design strategy has limitations to its use in a biosensor format and has advantages
and disadvantages with respect to each. The three design techniques are used to mod-
ify aspects of stability, sensitivity, selectivity, surface tethering, and signal transduction
within the biological environment.

Furthermore with the advent of new nanomaterials the implementation of these
design strategies, with the attomolar promise of nanostructures, imparts important gen-
erational leaps in research for biosensor construction, based on highly specific, very
robust, and electrically wired protein engineered biosensors.
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Abbreviations
αHL α-Hemolysin
α-TNTscFV Anti-TNT antibody fragment
AChE Acetylcholinesterase
β-CD β-cyclodextrin
BP Binding protein
BR Bacteriorhodopsin
Cyt c Cytochrome c
DDI DNA directed immobilization
dsDNA Double-stranded DNA
ELISA Enzyme-linked immunosorbent assay
epPCR Error-prone PCR
ET Electron transfer
FAD Flavin adenine di-nucleotide
FRET Fluorescence resonance energy transfer
FMN Flavin mononucleotide cofactor
GBP Glucose binding protein
GDH Glucose dehydrogenase
GOx Glucose oxidase
HRP Horseradish peroxidase
MBP Maltose binding protein
NA Neutravidin
NTA Nitrilotriacetic acid
PCR Polymerase chain reaction
PQQ Pyrroloquinoline quinone
QBP Quinone binding protein
RC Reaction centre
SAM Self assembling monolayer
SDM Site directed mutagenesis
SiNW Silicon nanowires
ssDNA Single-stranded DNA
SWNT Single-walled nanotubes
TMADH Trimethylamine dehydrogenase
TNT 2,4,6-Trinitrotoluene
WT Wild type

1
Introduction

Biosensors offer the potential to detect widespread diverse molecular species
in a complex mixture. Even though protein-based biosensors have been suc-
cessfully developed, the task of identifying a protein with the desired analyte
specificity and transducer mechanism can be arduous [1], with the detec-
tor instrumentation also needing to be changed to suit the unique signal
transduction properties of the natural protein. A powerful tool currently be-
ing used to expand the biosensor family is protein engineering; this could
eliminate the limitation of creating biosensors only with naturally occurring
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biological macromolecules. The ultimate vision may be a generic biosensor,
with a modular molecular-engineering system in which the integrated signal
transduction function and the specific binding site could be modified sepa-
rately without hindrance to the interaction between them.

In the first instance, it is necessary to identify the characteristics of dif-
ferent approaches that may achieve this. Three prevailing methods in protein
engineering exist: rational protein design, directed evolution and de novo de-
sign. The first two methods have become some of the most powerful and
widely used tools in enzyme biotechnology. Rational protein engineering in-
volves the creation of defined mutations (substitution, deletion or insertion)
in the sequence of a gene coding for a protein that results in specific changes
in amino acid sequence of the protein, leading to desirable changes in func-
tion. It uses methods such as site directed mutagenesis and megaprimer PCR
mutagenesis (variation of site directed mutagenesis), while directed evolution
uses DNA shuffling, error prone PCR, chemical and radiation mutagenesis,
which produce a random generation of mutations in the gene sequence that
ultimately, through screening of thousands of mutants, presents a modified
version of the protein that may have enhanced features for any desired phe-
notype. Figure 1 illustrates the methods for rational protein engineering. De
novo protein design is characterized as the complete construction of a novel
protein structure encompassing all protein folding concepts, including the
physical forces that stabilize native protein structures (van der Waals interac-
tions, electrostatics and environment free energy) and the understanding of
all amino acid interactions.

To use rational redesign of a target protein for biosensor development
requires certain pieces of information; the most obvious being the gene cod-
ing sequence. However, information on the structure and chemistry (either
crystal or NMR structure), in sufficient detail, needs to be available so that
specifically desired amino acid changes in the sequence can begin to be de-
signed. Changes in the amino acid sequence, although made at single points
may not be inconsequential for the whole protein. The basic forces (van der
Waals and electrostatic interactions, hydrogen bonds, the hydrophobic forces,
and the favourable packing interactions associated with the condensed state
of protein interiors and exteriors) that determine the non-covalent interac-
tions within the polypeptide chain, with the surrounding solvent, and with
ligands will be affected by any such changes and need to be well understood.

The ultimate goal in protein engineering for electrochemical biosensor
implementation is the creation of stable, highly selective protein macro-
molecules with an up to attomolar-sensitive analyte binding entity, comple-
mented by a high throughput direct electron transfer link to an electrode
surface. Each of the protein engineering techniques could be used in the
development of functional biosensors, either by engineering an appropriate
signal transduction function or appropriate analyte specificity. The protein
design process can thus be divided into different steps: the design of the
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Fig. 1 The techniques used for rational protein engineering. These include M13 phage
cloning, SDM via dsDNA plasmid and megaprimers
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Table 1 Summary of protein engineering techniques and uses in biosensor applications

Protein engineering Engineering purposes
technique

Rational protein design Stability, sensitivity, selectivity, signal transduction,
surface tethering

Directed evolution Stability, sensitivity, selectivity
De novo protein design Stability, sensitivity, selectivity, signal transduction,

surface tethering

overall scaffold and its transduction capability and the design of active sites.
Table 1 summarizes the uses of the three protein engineering approaches on
biosensor applications.

2
Rational Protein Design

To understand these approaches in the context of protein engineered biosen-
sors, used in conjunction with electrochemical transduction methods, the
results of research using these techniques must be considered. A great deal
of work has focused on several aspects of this vision, but mostly without
biosensor applications in mind. It is clear that while protein engineering is
an attractive way in which to create the designer protein biosensor, the de-
sign process is not trivial. This can be seen for example if we consider how
rational protein design might be used to improve biosensor performance.
As always, rational protein engineering of suitable macromolecules begins
with the structural analysis of the protein, found in the Protein Data Bank or
Swiss-Prot, using visual software (SwissPDB, Insight, Rasmol, etc.).

2.1
Engineering Protein Stability

One of the main problems of many biosensors is their lack of intrinsic stabil-
ity. In some notable cases this has not been a drawback, allowing for example,
the successful commercialization of glucose biosensors world-wide. However,
the majority of enzymes, with existing functionality suitable for biosensors,
are labile and require stabilization to produce viable devices [2, 3].

The rational design of a mutation that will increase the ∆G of folding
requires a deep understanding of the forces underlying the energy balance
of protein and solvent in the folded as well as the unfolded state. Trivially,
∆G = ∆H – T∆S indicates that there are principally two ways to stabilize
a protein, via ∆H or ∆S. In practice, this mission is still difficult to design and
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it is nearly impossible to decompose the effect of a mutation by reasoning. For
example, a Ser → Pro mutation in a surface loop is not likely to remove or add
any special atomic interactions. This mutation is more likely to affect the en-
tropy of the unfolded protein and is therefore, often referred to as an example
of “entropic stabilization” [4]. Entropic stabilization is a term used to describe
the relationship of the entropy between the folded and unfolded states, where
decreasing the latter results in the folded state becoming more energetically
favourable. If the ∆H and ∆S of such a mutation are measured, however, it
will be seen that enthalpy does play a role.

It is obvious however, that all terms that contribute to ∆H and/or ∆S con-
tribute to ∆G and thus, to the stability of a protein. Some important terms are
van der Waals interactions, hydrogen bonds, salt bridges, torsion potentials,
bond stretching, planarity of conjugated systems, π–π stacking, the entropy
of water (this is by far the biggest term of all, and probably the least well un-
derstood), interactions with ions, loop tension, helix dipole interactions, and
disulfide bridges.

An interesting example of a rational approach to engineering an enzyme
for a biosensor application is described by Yoshida and Sode [5]. Using the
glucose dehydrogenase (GDH) enzyme, containing pyrroloquinoline quinone
(PQQ) as its prosthetic group, a series of substitution mutations were made to
investigate the thermal stability of the protein. The mutant GDH, Ser231Cys,
showed higher thermal stability than the wild type. The Ser231 residue was
consequently replaced with a series of amino acids, and their thermal stability
and kinetic activity analyzed. The amino acid variants included Ser231Met,
Ser231His, Ser231Asp, Ser231Asn, Ser231Leu, and Ser231Lys. All the vari-
ants showed similar stability to the wild type except the Ser231Lys mutant
which showed a higher thermal stability. The specific activity of the mutant
increased slightly (10% increase) compared to the wild type. The authors fur-
thermore, suggest this mutation constitutes a better enzyme system for use as
a glucose sensor as it retains an almost 10-fold higher activity than any glu-
cose oxidase. However, the accessibility of the active site and advantages in
interference of the PQQ prosthetic group in an electrochemical environment
have not been established. Thermal stability of proteins is a major research
area for use in sensor applications as thermal stability often results in a longer
shelf life for viable biosensors while maintaining result integrity [2, 6–9].

2.2
Engineering Protein Sensitivity

There is an enormous potential in the genetic engineering of enzymes to cre-
ate more selective and sensitive biomolecules that will eventually improve the
detection limit of current biosensors and aid in the development of superior
analytical characteristics. There are many examples of rationally designed
proteins for increased sensitivity and selectivity in the literature [9, 10], usu-
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ally focused on the design of residues around the binding site, but also
associated with the prosthetic group. The most relevant to biosensors are the
advances in acetylcholinesterase-based biosensors. For example, the design of
a biosensor for the detection of dichlorvos at attomolar levels was described
in Sotiropoulou et al. [11], where a highly sensitive double mutant (E69Y
Y71D) of the Drosophila melanogaster acetylcholinesterase (AChE) was cre-
ated with a decrease in the detection limit for dichlorvos to 10–17 M. This
work uses the rational design approach (Fig. 1) employing computer model-
ing and site directed mutagenesis to select and mutate individually selected
residues close to or in the active site. In this instance residues 69 and 71 are
targeted (Fig. 2).

Fig. 2 Mutations E69Y and Y71D completed by Sotiropoulou et al. [11] on Drosophila
melanogaster acetylcholinesterase
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2.3
Engineering Tethering Capability in Proteins

The interface between the protein and the transducer in a biosensor is pos-
sibly the most critical junction that needs to be designed. For an electro-
chemical amperometric biosensor, the properties of this interface may also
be relevant to the charge transfer process between the protein and the elec-
trode [12, 13]. Classically enzyme–electrode attachment in biosensors has
involved chemical or physical methods that have not involved engineering
the protein [14–17]. However, facilitating tethering as an inherent property
of the protein can potentially offer certain advantageous features such as site
directed orientation. Several strategies have been widely used to capture or
anchor biomolecules at surfaces depending on the type of protein [18]. The
common approach, however, is the engineering of a component onto the C
or N-terminal sequence of the protein, providing a “tail” generally protrud-
ing from the protein for interaction. These include histidine tags, polylysine
residues, and DNA hybridization [1, 9, 12, 19–24].

The addition of a histidine tag on the end terminal sequence of a protein
enables coupling with a chemically modified electrode surface, for example,
with a self-assembled monolayer of hydroxyl- and Ni(II)-nitrilotriacetate-
terminated headgroups to which the protein is site-specifically coordinated
via attachment of the histidine tag to the Ni(II) ion [25, 26]. This type of
attachment has been used for sensors based on both enzyme and binding
protein biomolecules [12, 13, 20, 24]. Much of the enzyme work using this
strategy remains relatively unspectacular in terms of the enzyme properties
itself, as the active redox site remains buried within the tertiary protein struc-
ture and a mediator is still required. However, it is an effective and well-tried
reversible immobilization method that has been exhaustively optimized for
protein purification (metal affinity chromatography).

An excellent example of a directly tethered protein substrate onto an elec-
trode surface is illustrated by Trammel [20]. Here the immobilization de-
scribed is of a photosynthetic reaction centre (RCs) from Rhodobacter
sphaeroides onto a gold surface with the RC primary donor looking towards
the substrate by using a genetically engineered polyhistidine tag (His7) at the
C-terminal end of the M-subunit and a Ni2+-NTA terminated self-assembled
monolayer (SAM). With the addition of an electron acceptor, ubiquinone-10,
illumination of this RC electrode generated a cathodic photocurrent. The ac-
tion spectrum of the photocurrent coincides with the absorption spectrum of
RC and the photocurrent decreases in response to the herbicide, atrazine.

Cyclic voltammetry of gold modified electrodes containing immobilized RC
between 0.2 and 0.9 V versus a control at 50 mV/s revealed an irreversible ox-
idation with a peak potential at 0.7 V. This peak was assigned to the oxidation
of the primary donor. This approach was successful in proving that Ni2+ NTA
terminated SAM on gold provides a useful platform for immobilization of pro-
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teins; however, it does not achieve any charge “communication” between the
protein and transducer surface to generate an amperometric signal.

Clearly, the polyhistidine tag for immobilization is not the critical element
for this; any amino acid tag could be added to the end terminal of the protein,
by protein engineering for immobilization, if it creates a useful chemistry for
immobilization. For example, a polylysine chain can also be useful to attach
to a carbon-based electrode as the lysine residues adhere easily by hydropho-
bic interaction, or can be chemically coupled onto say, a carbon electrode
surface.

Beissenhirtz et al. [27] demonstrates a tethering approach, for electro-
chemical sensing of superoxide, using cysteine mutations on the surface of
a superoxide dismutase monomer. These mutations allowed for attachment to
a gold surface via the new thiol group present on the surface of the monomer.
The mutant monomers when attached to a gold surface showed quasi-
reversible direct electron transfer. In particular mutant Ser145Cys showed
a noticeable shift in the potential towards more positive values compared to
the WT. This method for immobilization onto an electrode surface provides
an alternative to using his-tag sequences and can specifically orientate the
engineered protein depending on where the mutations are designed.

2.4
Towards Charge Transfer Communication

From these simple his-tag immobilization systems, methods still need to be
designed to create and integrate the transduction component. If the protein
is to be designed for electrochemical amperometric measurements, then un-
derstanding the principle of electron transfer (ET) in proteins is important in
finding strategies for facilitating electrical communication between proteins
and their surrounding environment. One important factor that influences the
electron transfer rate is the distance between the redox site and the electrode.

Direct electron transfer between protein and an electrode is controlled
mainly by three factors [28]:

• Reorganization energies
• Potential differences and orientations of the redox-active sites involved in

each oxidation state
• Distances between redox-active sites and charge transfer agent/mediator

In proteins, the electron transfer rates drop by 104 when the distance between
an electron donor and acceptor is increased from 8 to 17 Å [29]. Analo-
gies can be gained from examination of an optical Förster resonance energy
transfer system where distance between acceptor and donor determine the
fluorescence coupling efficiency [30]. For example, Medintz et al. [21] re-
ported a prototype biosensor, which uses a maltose binding protein (MBP)
biorecognition element as the basic sensing unit. NTA Ni2+ binding provides
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a generic site for tethering his-tag proteins, so that MBP with the C-terminal
engineered with a histidine tag for attachment onto the surface could be an-
chored at a biotin-NTA coated surface, self-assembled on NeutrAvidin (NA).

In this instance, MBP binds the cyclic sugar β-cyclodextrin (β-CD), and
a competitive binding assay is set up whereby a dye labelled β-CD is coimmo-
bilized on the same surface as the MBP on a modular “tether arm” (Fig. 3).
For the FRET system to work, rational selection of a residue close to the ac-
tive site is required in order to attach a donor molecule. Thus, residue 95 was
mutated to Cys and CY3 dye attached.

Fig. 3 The design of a maltose sensor using a histidine tagged mutant MBP with
residue 95 substituted for a cysteine residue for attachment to a CY3 dye. The MBP is
tethered to the gold surface via Ni2+-NTA attachment while the hybridized DNA arm is
fluorescently labelled to institute a FRET signal when maltose is not present. With the
addition of maltose the β-CD on the DNA arm is replaced reducing the overall FRET

By using DNA as part of the tether arm, the target analogue and signal
transduction functionalities (β-CD and acceptor dye) could be anchored to
the sensor surface via DNA directed immobilization (DDI), using hybridized
DNA interactions with modified oligonucleotides. The transduction princi-
ple then follows competitive displacement of β-CD with maltose, at the MBP
binding site. Movement of the β-CD analogue into or out of the protein-
binding site is coupled with obligatory movement of the integrated signaling
dye, and this spatial displacement forms the basis for quantitative reporting
of analyte sugar concentration by changes by FRET.

By using protein engineering techniques in designing the binding site
Medintz et al. [22] implemented a general design strategy continuing from
this work. This was demonstrated for example, in the development of a TNT
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sensor. The binding site is created using an antibody fragment, α-TNTscFv
(derivative of an antiTNT antibody) with a polyhistidine tag introduced via
a cloning vector onto the C-terminal of the protein. This also demonstrates
a suitable strategy for use in the absence of direct structural information on
the α-TNTscFv and its polyhistidine tail. A homology model was formulated
based on the degree of sequence homology between the α-TNTscFv and scFv
crystal structure. Location of point mutations were selected based on:
• Surface-exposed residues to facilitate labeling
• Proximity to peptide turns
• Locations distal from the binding site
• Locations distal from already present cysteines
• Selection of residues which would have minimal effect on overall structure

Four mutations at residues G13C, L145C, A210C, and A241C (Fig. 4) were un-
dertaken. However, mutations are not necessarily inconsequential: 241 was
found to interfere with the histidine tail and mutation at residue 13 resulted
in inclusion bodies. Finally after ELISA screening mutation 145 was found to
have suitable activity.

Fig. 4 The a-TNT scFv fragment with residues G13, L145, A210 and A241 shown. The 12x
histidine tag is also shown

Thus, this mutant could be dye-labelled with AFF 532 and the acceptor and
donor positions suitably engineered to achieve the same FRET scheme de-
scribed above: competitive replacement of TNB (attached to the DNA modu-
lar arm) with TNT reduces FRET (Fig. 5).
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Fig. 5 TNT sensor design with a-TNT scFv antibody fragment attached to the Ni2+-NTA
via a 12x histidine tag. AFF 523 dye is covalently attached to mutated residue 145 that
creates a FRET response when the DNA modular arm is in close proximity (TNT analogue
molecule bound to DNA). On addition of TNT the TNT analogue is replaced removing the
DNA arm from the antibody binding site and reducing the overall FRET

2.5
Artificial Cofactors and Reporter Groups

Interestingly, the analogous electrochemical amperometric system does not
seem to have been reported as yet, and similar models that bring redox
“donor” and “acceptor” within close proximity through protein engineering
are less common. However, Benson and Trammell [19, 31] also used his-tag
coupling to anchor their binding proteins (BPs), and needed to employ a co-
valently bound redox system to act as a reporter of the binding process.
They describe the use of the ligand-mediated hinge-bending conformational
change in the construction of a chemical sensor, by modulating electronic
coupling between the surface of a self-assembled nanostructure and a cova-
lently linked redox-active reporter. MBP, GBP, and QBP have all been used in
the construction of such amperometric biosensors using this self-assembled
nanostructure (Fig. 6). The MBP was tethered to the gold surface by the in-
troduction of a classical polyhistidine tag onto the C-terminal sequence of
the protein using a cloning vector with C-terminal his-tag present, but the
most interesting feature of this engineered enzyme was that SDM was used to
substitute residue Gly174 for cysteine, so that the synthetic Ru(II) “cofactor”
could be covalently linked to the Cys174 residue.

Thus, a multicomponent nanostructured layer was self-assembled onto
a gold electrode consisting of a thiol-reactive, hydroxyl-terminated mono-
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Fig. 6 The design for a reagentless electrochemical maltose sensor. Comprised of a self-
assembled layer on a gold electrode consisting of a thiol-reactive, hydroxyl-terminated
monolayer (iii), doped with Ni-NTA groups (ii), to which an oriented MBP monolayer is
attached via a C-terminal oligohistidine tag. A redox reporter group (i) is covalently at-
tached to a cysteine, such that it is positioned between the electrode and MBP surfaces.
In the absence of maltose, the open conformation permits strong electronic coupling be-
tween the electrode surface and the reporter group, whereas in the closed form, this
interaction is weakened

layer, doped with Ni-NTA groups, to which the his-tag oriented binding
protein (e.g. maltose binding protein, MBP) monolayer was attached via the
C-terminal oligohistidine sequence. The synthetic redox reporter group, in-
troduced by covalent attachment to the cysteine, was designed such that it was
positioned between the electrode and MBP surfaces. In the absence of mal-
tose, the open conformation permitted strong electronic coupling between
the electrode surface and the reporter group, whereas in the closed form
with bound maltose, this interaction was weakened and binding followed am-
perometrically, with the strongest current being observed in the absence of
maltose at the redox potential of the reporter group. As with the comparable
FRET systems, an important feature of this model is the distance between the
redox reporter and the electrode, depending on binding. Since the binding
protein itself does not contain redox groups, this approach is then not feasible
by protein engineering alone.

On the other hand, this is to some extent reminiscent of the fusion protein
approach using fluorescent conjugates based on FRET between green fluor-
escent protein (GFP) variants fused to the N and C-termini of the maltose
binding protein (MBP) [32], glucose binding protein (GBP) [33], and ribose
binding protein (RBP) [34]. These fusion proteins show ligand-dependent
changes in the fluorescence intensity emission of the FRET acceptor. Al-
though the absolute changes are not large, the fusion proteins can be used as
sensors by monitoring changes in the ratio of donor and acceptor emission
intensities. The most important advantage of these sensor constructs is that
the entire sensor is genetically encoded and hence can be used in in vivo stud-
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ies. Similar fusion of electron transfer proteins could conceivably produce the
“electrochemical” equivalent of this system.

2.6
Communication with Existing Redox Groups

Lysine has been a particularly versatile mutation because it offers a way to
introduce electron transfer mediators (ferrocene) to anchor onto the polyly-
sine chain. Achieving direct electron transfer between the active centre of
the enzyme and electrode is crucial for the further development of amper-
ometric enzyme biosensors [35, 36]. Direct electron transfer with wild type
enzymes has been observed on small redox proteins such as cytochrome c [14],
horseradish peroxidase (HRP) [37], and lactase [15]. However for most oxi-
doreductase enzymes, their active site redox centres are embedded deep inside
the glycoprotein shell, such that charge transport communication is weak. For
example, the FAD group of GOx is deeply embedded within a protective protein
matrix (Fig. 7), so that the matrix or glycoprotein shell surrounding the redox
site creates an effective kinetic barrier for electron transfer.

Fig. 7 Glucose oxidase (GOx) molecule showing the FAD cofactor embedded within the
protein matrix
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Chen et al. [38] described a polylysine chain cloned into an expression
vector containing a glucose oxidase (GOx) sequence, using 10 lysine residue
primers with HindIII and Not1 restriction sites. These restriction sites were
used to insert the sequence of lysines into an open reading frame between
the HindIII and Not1 restriction sites, yielding a GOx-lys fusion. Chemical
modification of this GOx-lys fusion protein by an EDC coupled reaction then
linked to ferrocenecarboxylic acid. This modification improved the signal
level from 5 µA for the wild type GOx to 12 µA for the mutant at a 10 mM glu-
cose solution. The linear range of the sensor was also doubled from 0–20 mM
for wild type to 0–45 mM for the GOx-lys mutant sensor. Clearly, the fer-
rocene is acting here as a mediator or electron shuttling agent and the marked
improvement in signal with ferrocene suggests that even when the enzyme is
covalently anchored to the electrode, it is not correctly “formatted” to achieve
direct electron transfer between the protein redox group and the electrode
without these extra surface redox groups.

X-ray structure studies by Hecht and coworkers [39] suggested that the
minimum distance from the redox-active centre, flavin adenine di-nucleotide
(FAD), of GOx to the surface of the enzyme is 8 Å and the minimum calcu-
lated distance between the nitrogen (N7 of the isolloxazine) part of the FAD
where the redox reaction occurs is 13–18 Å. Thus, electrochemical commu-
nication between enzyme and electrode is usually inhibited due to the buried
electroactive sites [40].

This problem was initially resolved with the introduction of ferrocene and
other mediators to mediate the electron transfer between the redox site and
an electrode surface [36]. However, understanding of electron transfer in pro-
teins has advanced considerably in recent years for both unimolecular and
biomolecular processes. In addition to novel methods to control and ma-
nipulate surface chemistry of electrodes facilitating heterogeneous electron
transfer with biomolecules, the possibility of engineering the enzyme must
also be considered.

Loechel et al. [41, 42] described a rational design approach for the
site-specific redox coupling of the protein trimethylamine dehydrogenase
(TMADH) to facilitate charge transfer between enzyme and an electrode. Pro-
tein engineering and site-specific chemical modification were used to extend
the electron pathway from the protein surface to a redox polymer. Critical to
this example was the knowledge of the electron transport pathway through
the enzyme, allowing the correct residues to be selected for mutation. After
creating a cysteine mutation on residue Y442, the mutant was successfully at-
tached to the redox polymer, poly-[Fe(5-NH2-phen)3]2+, which linked with
the electrode surface. This design enabled direct electrical communication
between the enzyme and electrode (Fig. 8).

The key to this success was that the Y422C mutant was designed for wiring
from the protein close to the 4Fe–4S centre, but the initial electron transfer is
activated on the opposite side of the protein, close to the FMN prosthetic group,
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Fig. 8 Schematic of electron transfer pathways through TMADH, from the substrate active
site to external acceptor docking site, showing positions of residues 442 and 648

by substrate (trimethylamine) binding at the active site. It is a two-electron
process resulting in the reduced anion. The iron-sulfur centre is normally
shifted to more positive potentials, giving a facilitated electron transfer path-
way through the enzyme and sequential one-electron transfers to the 4Fe–4S
cluster ([4Fe – 4S]2+ to [4Fe – 4S]+) achieve the reoxidation of the FMN.

The tethering of redox relay units on proteins was reported as a general
means to shorten intra-protein electron transfer distances, and to “electrically
wire” the redox centres of enzymes with bulk electrode supports [40]. It was
found that implanting of redox relay units in inner-protein sites, close to the
active site, is important to attain electron transfer paths between the enzyme’s
redox site and the macroscopic environment. Furthermore, the chain length
that tethers the relay unit to the protein was found to be central to the ef-
fectiveness of electrical contacting, where long, flexible, bridging chains were
found to facilitate the intra-protein electron transfer [43, 44].

Fig. 9 The completed design of a multilayer assembly of GOx, on a gold electrode. Cova-
lent linkage of GOx, on the gold electrode, followed by crosslinking of the enzyme layers
with the bifunctional disulfonato-diisothiocyanate-trans-stilbene. Further tethering of the
ferrocene electroactive units to the protein, electrically contacts its active site with the
electrode
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Figure 9 shows the completed design of a multilayer assembly of GOx,
on a gold electrode. Covalent linkage of GOx, on the gold electrode, fol-
lowed by crosslinking of the enzyme layers with the bifunctional disulfonato-
diisothiocyanate-trans-stilbene, yields enzyme assemblies with a controllable
number of layers. Further tethering of the ferrocene electroactive units to the
protein electrically contacts its active site with the electrode. The attachment
of an electron-relay unit to the redox-protein shortens the electron-transfer
distances, and facilitates the electrical communication between the redox-
centre and the electrode. [45]. Although in this example no protein engineer-
ing was conducted, a good strategy for future biosensor development through
introduction of a tethered redox molecule can be made much easier and site
directed using a rational approach to engineer specific mutations [46–50].

3
Future Protein Evolutionary Approaches

While rational design or redesign is an effective tool for optimizing and al-
tering protein function, one drawback of rational design is that the structure
and mechanism of the proteins to be designed must be understood. Un-
fortunately, the number of structures in the protein databases is increasing
dramatically while knowledge about the protein structure and function is still
quite limited. Furthermore, it is extremely difficult to predict long-range ef-
fects of residues far from the active site on the structure and function. More
studies show that those long-range effects are important in protein design.

4
Directed Evolution

In contrast to the rational design, directed evolutionary design or design
through combinatorial methods requires little prior knowledge of the protein
structure. Random mutations can be generated in the whole gene by error-
prone PCR (epPCR) or at specific residues by introducing oligonucleotides
with degenerated sequences. The use of degenerate oligonucleotides is also
the method of choice if an entire sequence is subject to randomization. In
contrast, if several randomly distributed mutations are to be introduced into
a gene, random point mutagenesis by epPCR is commonly applied [51]. How-
ever, the inherent bias of nucleotide transitions over transversions and the
restrictions imposed by the genetic code do not allow for the introduction of
all 20 amino acids at each position of the protein by epPCR. In fact, for any
given amino acid residue, an average of 5.7 amino acid substitutions are ac-
cessible by epPCR [52]. The effect of these mutations can be enhanced with
DNA shuffling.
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Fig. 10 The DNA shuffling method. A parent gene can be either directly treated with
DNaseI or mutagenized, e.g. by epPCR, before fragmentation, to create a pool of ho-
mologous variants that contains beneficial, deleterious or neutral point mutations. Novel
recombinations accompany reassembly of the random fragments into full-length genes.
Improved variants are selected and provide the starting point for another round of shuf-
fling

Table 2 Different recombination techniques

Group Technique Refs.

Shuffling Recombination of small fragments Shuffling [53]
based on homology in the sequence Family shuffling [60]
between mutations that stem from RPR
all kinds of mutagenesis strategies RETT [61]
or different family members

Full-length parent Recombination of small fragments RACHITT [63]
shuffling from different origin using one

or more full-length parent strands
Single cross-over Recombination of non-homologous ITCHI [64]

genes by ligating front and back SCRATCHY [65]
of two different genes, selection
of new genes on size

Domain swapping Recombination of structural, functional Exon shuffling [66]
or less homologous parts of different
family members

In vivo Recombination using gap repair CLERY [67]
recombination system of yeast ot recE/recT system

of E. coli
Synthetic shuffling Recombination of (un)known mutations [68]

in synthetic oligonucleotides
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The invention of DNA shuffling by Stemmer et al. [53, 54] has stimu-
lated much research in the area of directed evolution. DNA shuffling entails
molecular mixing of similar genes in vitro, and allows mutations to be ex-
changed among sequences by recombination (Fig. 10). Initially, DNA from
a single mutant or a pool of mutants is cleaved with DNaseI, resulting in
a pool of overlapping DNA fragments of different sizes. These random frag-
ments are purified and reassembled into full-length genes in a self-priming
PCR-like reaction. During this self-priming chain extension process, single-
stranded fragments anneal to each other based on their complementarity;
recombination occurs when two fragments from different parent genes prime
each other. The results are combinations of mutations from different copies.
The enormous combinatorial potential that is realized by enabling pool-wise
recombination from multiple parental sequences allows DNA shuffling to
rapidly access vast areas of sequence space. Table 2 summarizes several DNA
shuffling techniques that are used to enhance the mutagenesis rate in directed
evolution.

4.1
Directed Evolution for Stability

In other fields, directed evolution has been used on many occasions for the
development of novel mutants with increased stability [2, 52, 55, 56], sensitiv-
ity and selectivity [57, 58]. More specific to biosensor applications is the work
done by Minagawa et al. [59] with lactate oxidase. Increasing the thermosta-
bility of lactate oxidase significantly prolongs the lifetime of these biosensors.
Originally having obtained the more thermostable mutant of lactate oxidase
via a rational design approach with two mutations (E160G/V198I), further
improvement was made to the thermostability of E160G/V198I lactate ox-
idase using directed evolution. A library of mutant lactate oxidase genes
were constructed via error-prone PCR and DNA shuffling, and screened for
thermostable mutant lactate oxidase using a plate-based assay. After three
rounds of screening a thermostable mutant lactate oxidase, which had six
mutations (E160G/V198I/G36S/T103S/A232S/F277Y) was found. The half-life
of this lactate oxidase at 70 ◦C was about 2 times that of E160G/V198I and
about 36 times that of the wild type enzyme. The amino acid mutation pro-
cess suggests that the combined neutral mutations are important in protein
evolution [60–68].

4.2
Directed Evolution for Transduction

Evolution of in-built redox transduction properties has not been well ap-
plied to biosensors, although manipulation of mid-point potentials, through
changes in the amino acids close to the redox prosthetic groups, has been
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explored, especially in the context of the study of enzyme kinetics. In terms
of biosensors, we can obtain further insight into the possibilities for trans-
duction manipulation by looking again at examples where an optical system
has been employed. Bacteriorhodopsin (BR) for example, has a number of
intrinsic characteristics that have made it a useful component for consider-
ation in transduction systems. It illustrates therefore the potential capability
of protein engineering that may also be applied for redox transduction. The
native BR protein is already remarkably stable across a wide range of con-
ditions [69]. The protein possesses unique photophysical properties which
are attractive for manipulation and demonstrate how this might be achieved
more widely. Wise et al. [7] used directed evolution on BR for improvement
of light transduction. In this work five different engineering approaches were

Fig. 11 Br is an ion pump that results in the net transfer of a proton from the intracellular
to the extracellular surface. Key residues are highlighted, and the proton transfer channel
is shown
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examined, including single residue replacement through to randomized re-
placement and finally directed evolution. Using the first two alone a 700-fold
improvement was achieved in the performance of the protein. Such “tuning”
can also be combined with other properties. Helebrecht et al. [70] for example
described the direct evolution of thermostability and photophysical charac-
teristics of BR (Fig. 11).

Directed evolution is best envisioned in terms of a hypothetical “muta-
tional landscape” [7]. An uneven “photochemical” landscape is a result of
the localized nature of the characteristics being optimized; thermal stability
involves a much larger portion of the protein and can be accomplished via
a variety of complementary mutations.

5
De Novo Design

The assembly of smaller peptide motifs (maquettes) into de novo designed
proteins is another way to impact the protein design. This design strategy
has several advantages in that the maquette stabilizes the desired folding of
the designed protein and also acts as a probe. The maquette construct has
a defined specificity and so allows the use of different maquettes for vary-
ing metal ion sensors. Several successes have been published concerning the
design of α-helical bundle proteins that incorporate hemes or iron-sulfur
clusters [71–73]

A different and quite successful tactic in designing peptide models for met-
alloprotein active sites is to mount the metalloprotein ligands on a more rigid
scaffold of known secondary and tertiary structure. Self-associating helices
are the scaffold of choice, upon which metal ligands have been arranged with
the aid of computer design algorithms [74]. This appears attractive for fu-
ture electrochemical amperometric biosensors, where the metal redox group
in the protein is engineered to be directly accessible to an electrode scaf-
fold material [75]. Recent developments in nanostructure materials, including
electrode materials (e.g. carbon nanotubes), make the feasibility of achieving
the molecular scale integration of these scaffold more reasonable.

Nanostructure electrode materials are increasingly becoming more pop-
ular as novel materials for biosensors. Nanotechnology refers to research
and technology development at the atomic, and molecular scale, leading to
the controlled manipulation and study of structures and devices with length
scales in the 1 to 100 nanometer range. Objects at this scale, such as “nanopar-
ticles”, take on novel properties and functions that differ markedly from
those seen in the bulk scale. The small size, surface tailorability, improved
solubility, and multifunctionality of nanoparticles open many new research
avenues for biologists [76]. Some of the most recent biosensor develop-
ments using nanoscale materials seem very promising but rather quite prim-
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itive in terms of protein engineered biological substrates and site-specific
immobilization.

Cui et al. [77] was one of the first to describe a highly sensitive, real-
time electrically based sensor for biological and chemical species based
on boron-doped silicon nanowires (SiNWs). Biotin-modified SiNWs were
used to detect streptavidin in a picomolar concentration range, where biotin
was covalently attached to a monomeric layer covering the SiNWs. In add-
ition, antigen-functionalized SiNWs showed reversible antibody binding and
concentration-dependent detection in real-time.

Amperometric sensor attempts using CNT have focused mostly on protein
adsorption onto the surface [78]. To date these results are promising, showing
the possibility of a better protein–electrode interface for electron transfer than
using more classical electrode materials, but they have not yet fully joined the
possibilities of protein engineering with nanostructured materials.

Cytochrome c for example, which has previously been adsorbed onto
macroelectrodes [14], has been adsorbed onto a single-walled carbon nano-
tube (SWNT)-modified electrode. The direct electrochemistry of cyto-
chrome c (Cyt c) was studied by cyclic voltammetry and the results indicated
that Cyt c remained in its original structure and did not undergo structural
change after its immobilization on the SWNT. Further results demonstrated
that the SWNT had promotional effects on the direct electron transfer of Cyt c
and also indicated that the immobilized Cyt c retained its electrocatalytic
activity to the reduction of H2O2.

Alternatively, taken together with the most recent of the peptide designed
systems these nanostructured materials offer enormous potential for future
novel versatile biosensor capability. This has the ability to include not just pri-
mary metal ligands, but also have secondary ligand shells that may stabilize
metal-ligating residues through hydrogen bonds or hydrophobic interactions.
Lombardi et al. [79] targeted the class of carboxylate-bridged di-iron proteins
that includes methane monooxygenase and the R2 subunit of ribonucleotide
reductase amongst other well-known examples. Upon comparing active site
sequences and geometries in a “retrostructural analysis” of the native pro-
teins, a Glu–X–X–His metalbinding motif was found to reside within a four-
helix bundle, with defined and well-conserved geometries, despite very low
overall sequence homologies. Based on this, a “primordial” four-helix bundle
was designed with histidine and glutamic acid metal ligands placed in pos-
itions a and d of the classic coiled-coil heptad repeat sequence.

This motif therefore offers a “primordial” redox centre for electrochemical
communication. Furthermore, included in the design was a second shell pro-
viding hydrogen-bonding interactions to the ligating residues, and access to
the metal “active site”. These peptide scaffolds provide the perfect opportu-
nity to mount electron donor and acceptors within a biomimetic framework.
This framework can be used essentially for the creation of a vast number of
biosensors with a wide range of detectable substrates, not only metal ions but
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also the α helical bundle creates an excellent electron transfer pathway from
substrate-specific protein to the signaling species.

The use of de novo protein design in the construction of four-helix bundle
maquettes for metal ion sensitivity and electron transfer, from active pro-
tein to electrode surface, herald the most promising work in this field of
protein engineering centered on electrochemical biosensors. With a de novo
designed scaffold almost perfected the next stage includes the addition of
a de novo designed biorecognition element to complement a completed de
novo designed biosensor (Fig. 12). De novo designed biorecognition sub-
strates have not been used in electrochemical sensor design as yet but mul-
tiple substrates have already been generated using computational design [80]
utilizing information obtained from known enzyme active site structures
and interactions.

Fig. 12 De novo designed macromolecules for biosensor design. Where currently only
electrode + scaffold have been utilized and electrode + scaffold + biorecognition design
present the next step in de novo designed biosensors

Case et al. [81] describes the incorporation of an amino-terminal bipyridyl
ligand into a designed three-helix bundle. An electron transfer system with
a variable intra-helical distance between redox partners was further accom-
plished, with the donor and acceptor distance estimated at 6 Å.

A multilayered functional model for electron transfer is illustrated by Will-
ner et al. [82]. The structure incorporates designed heme–peptides on a gold
electrode, generating vectorial electron transport that can be coupled to
redox-active proteins. A four-helix bundle, oriented by attachment to a cyclic
peptide at one end and with cysteine tags at the other end, was attached
to the surface of a gold electrode via a covalently attached disulfide bond
formation and a linker (Fig. 13b). Two hemes were incorporated into the four-
helix bundle, and stepwise, vectorial electron transport from the electrode
to the proximal and then distal heme could be observed. Proteins such as
cytochrome c, nitrate reductase, and Co(II)-substituted myoglobin were asso-
ciated with the solvent-exposed end of the designed electron transfer peptide.
When protein layers were covalently crosslinked using glutaraldehyde, a sta-
ble, integrated electron-transfer multilayer could be formed with biocatalytic
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Fig. 13 a Fluorescent de novo design of a four helix bundle with variable distance be-
tween donor and acceptor species. b A layered electrode-supported biocatalytic assembly,
in which the protein is a natural redox-active catalyst such as nitrate reductase

properties. Restricting the metal ion concentration to reduce electron trans-
fer subsequently controlled this multilayer. Figure 13a illustrates the design of
a four-helix bundle, utilizing existing fusion protein concepts to provide a de
novo designed FRET sensor [82].

6
Engineering Protein Structure
for Electrochemical Actuation and Transduction

Although this review has focused on potential opportunities to communi-
cate with redox systems in proteins, as transducers of a biosensor analyte
activated signal, protein engineering opens up the possibility of designing
other electrochemically measurable signals. For example, an intrinsic signal-
transduction mechanism is provided by the measurement of electrical cur-
rents resulting from the opening and closing of protein pores in membranes.
The construction of such biosensors requires the formation of a multicom-
ponent macromolecular assembly and usually involves a membrane protein,
and so requires the fabrication of a robust lipid bilayer. The attention to
lipid bilayers in biosensors is an extensive area, with the opportunity for
peptide design and synthesis recognized quite early in its evolution. For ex-
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ample, α-Hemolysin is a 293-residue monomer that is water-soluble, binds
spontaneously to a variety of lipid membranes, and self-assembles to form
heptameric pores from identical monomers [83, 84]. These pores have fur-
ther been engineered to respond to different chemical or physical switches.
A β-barrel structure forms the basis of the pore and this is ideal as histidine
residues can be introduced at the bottom of the pore to form the primary
coordination of a metal binding site [85].

In an effort to rationally design and construct sensors for specific chem-
icals in solution, various types of analyte binding sites were engineered into
the channel formed by Staphylococcus aureus α-hemolysin (αHL) [85–87].
Binding sites for the divalent cations were formed by altering the number
and location of coordinating side chains, e.g. histidines and aspartic acids,
between positions 126 and 134 inclusive, using SDM.

Since the experimentally determined narrowest segment of the channel’s
pore diameter is 2 nm [84] the pore is large enough to accommodate engineered
analyte binding sites. However, the pore is sufficiently small that the binding of
an analyte to a receptor site inside the pore will cause marked changes in the
channel’s current. In addition, unlike many voltage-gated channels, the αHL
channel remains in the fully open state for long periods of time.

Kasianowicz and Bezrukov [88] have shown that the wild type αHL (WT-
αHL) can sense different ions in solution and can be used to determine their
concentration. For example, the reversible binding of hydrogen or deuterium
ions to the channel causes rapid current fluctuations. The rate constants and
equilibrium constants for these reactions were determined using the pH de-
pendence of the current spectral density, and provided the analytical basis to
use αHL in sensing applications.

Detection of transition metal divalent cations was demonstrated by
Kasianowicz et al. [89], where five consecutive amino acids in a glycine rich
region of the protein (residues 130–134, inclusive) were replaced with his-
tidines using SDM and a rational design approach. The mutated channel
forms a pore regardless of the mutations and can be blocked via the addition
of 100 mM Zn(II) added to either side of the membrane [86]. The channel can
be blocked from either side of the pore as the Zn(II) ions, in affect, clog the
lower end of the barrel where the histidine residues have been introduced.
Further work by Kasianowicz et al. [87] identified several residues that were
near one mouth of the pore, and suggested that the pore’s secondary struc-
tural motif is β-sheet. This was completed via a series of histidine scanning
mutations, where residues 129, 130, 131, 132, 133, 134 (Fig. 14) were substi-
tuted to histidine and screened for pore forming activity as a function of
Zn(II) concentration.

The application of engineered “DNA-nanopores” to sense individual
DNA strands with single-base resolution was demonstrated in Howorka
et al. [90]. Each nanopore was built by covalently attaching an individual
ssDNA oligomer within the lumen of an engineered version of the αHL pore
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Fig. 14 Molecular structure of Staphylococcus aureus α-hemolysin (aHL) with residue
mutations 126, 128 and 130 shown at the bottom of the β-barrel

from Staphylococcus aureus. This biosensor element was capable of identi-
fying individual DNA strands with single-base resolution. The binding of
single-stranded DNA (ssDNA) molecules to the tethered DNA strand caused
changes in the ionic current flowing through a nanopore. On the basis of
DNA duplex lifetimes, the DNA-nanopores were able to discriminate between
individual DNA strands up to 30 nucleotides in length differing by a single
base substitution. This was exemplified by the detection of a drug resistance-
conferring mutation in the reverse transcriptase gene of HIV. Furthermore,
the approach was used to sequence a complete codon in an individual DNA
strand tethered to a nanopore.
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7
Conclusion

Progress in biosensor development has had a major overhaul over the past
5 years. Proteins used in the development of sensing apparatus can no longer
remain in their native wild type state as growing demands for increased sen-
sitivity, stability, selectivity and ease of diversification cannot be met within
the current collection of native peptides nature has to offer. The implementa-
tion of protein engineering techniques into biosensor substrate optimization
has provided the solution.

With the increasing protein data bank collection the use of rationally
designed proteins can only increase exponentially. Principally with our en-
hancement in the understanding of amino acid interactions, protein folding
and overall protein structural integrity commitments, generic alterations can
be prepared to hundreds of protein constructs within a single family, creat-
ing a wide variety of host peptides with engineered properties, useful for any
given biosensor requirement. Furthermore, attachment of redox relays for
charge transfer [40, 42], histidine tags for protein tethering [12, 24], polyly-
sine residues for mediator adsorption [38] and in-built coupling of electron
acceptors [19, 91] provides the next best step for biosensor development. SDM
has successfully been used in the construction of a direct electron transfer
pathway from the electrode to enzyme active site [42] either via molecular
wiring or nanoparticle electron shuttling [35], constituting the dawn of the
next generation biosensor [15].

Directed evolution provides perhaps the finest method of obtaining aug-
mented protein characteristics. The ease of obtaining mutations has not been
kept up by the screening techniques, leaving daunting numbers of muta-
tions uncharacterized [57]. More recently however, high throughput methods
have been introduced, drastically reducing the time and effort involved in ac-
quiring a desired outcome [92]. Even with the desired mutations a rational
approach is always necessary for the final attachment and optimization of the
protein to the transduction material.

The ultimate goal of protein engineered biosensors is to specifically de-
sign the entirety of the protein construct [72, 74]. In doing this the minimal
amount of protein matrix is used in obtaining a specific binding or catalytic
activity. Still in its initial stages de novo protein engineering shows incred-
ible potential as a tool for the synthesis of all future biosensor applications
eliminating the need for wild type enzyme optimization.

With the introduction of nanoscale materials a new field of research has
commenced to incorporate our understanding of proteins with the advan-
tages offered from working in the nanoscale range [76, 93]. Bionanosensors
or Nanobiosensors are fast becoming the preferred mode of research when
dealing with sensor detection ranges below the attomolar range [77]. From an
electrochemical point of view, a nanoscale electrode does not suffer from dif-
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fusion related problems and ideally individual nanoelectrodes can be tethered
to single peptide molecules. In the instance of CNT arrays hundreds of differ-
ent species of proteins, each with differing substrate selectivity, can be wired
up in the construction of a multisubstrate biosensor.

This review has attempted to give the reader an insight into the basics con-
cerning protein engineering for biosensor implementation in a fast develop-
ing arena. The vast amount of research currently being conducted throughout
the world emphasizes the potential and opportunities in this field.
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Abstract Herein I will provide a brief overview of artificial receptors with emphasis on
molecularly imprinted polymers (MIPs) and their applications. Alternative techniques to
produce artificial receptors such as in silico designed and modelled polymers as well as
different receptors designed using libraries of more or less natural composition will also
be mentioned. Examples of these include aptamers and bio-nanocomposites. The physi-
cal presentation of the receptors is important and may depend on the application. Block
polymerization of MIPs and grinding to particles of suitable size used to be the pre-
ferred technique, but today beaded materials can be produced in sizes down to nanobeads
and also nanofibers can be used to increase available surface area and thereby capacity.
For sensor applications it may be attractive to include the artificial receptors in surface
coatings or in membrane structures. Different composite designs can be used to provide
additional desirable properties. MIPs and other artificial receptors are gaining rapidly
increasing attention in very shifting application areas and an attempt to provide a sys-
tematic account for current applications has been made with examples from separation,
solid-phase extraction, analysis, carbohydrate specific experiments, and MIPs-directed
synthesis.

Keywords Aptamers · Combinatorial libraries · Ion channel sensors · MIP catalysis ·
MIPs · Molecularly imprinted polymers · Solid-phase extraction
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1
Introduction

Nature has provided us with a large number of highly efficient natural
molecules that can perform very efficient recognition and/or catalytic reac-
tions. These are typically not isolated reactions but in some context as one
of a sequence of reactions or for triggering or confirming some event. There-
fore these molecules, usually more or less complicated protein structures,
such as enzymes and membrane receptors, can be virtual molecular ma-
chines containing several functionalities in sophisticated dynamic operation,
often concerted with other molecular systems. Only part of the molecule is
involved in the actual molecular recognition or catalytic reaction. Because
of flexible conformation and mechanisms such as allosteric and transducing
functions there is more of a risk for lower stability and even specificity than
with smaller molecules with a singular function. The most common reason
for opting for artificial receptors is operational stability and robustness. Other
reasons could be limited availability and difficult isolation of the natural sys-
tems. It can also be problematic to find or develop natural receptors for all
kinds of targets, especially for smaller molecules.

Herein I will provide a brief overview of artificial receptors with emphasis
on molecularly imprinted polymers (MIPs) and their applications. Template-
driven synthesis of MIPs has some drawbacks, such as availability of template
or necessity to reuse the template for economical reasons, toxicity, which
make designer approaches attractive. Alternative techniques to produce arti-
ficial receptors such as in silico designed and modelled polymers as well as
different receptors designed using libraries of more or less natural compo-
sition will therefore be mentioned. Examples of these include aptamers and
bio-nanocomposites. The physical presentation of the receptors is important
and may depend on the application. Block polymerization and grinding to
particles of suitable size used to be the preferred technique, but today beaded
materials can be produced in sizes down to nanobeads and also nanofibers
can be used to increase available surface area and thereby capacity. For sensor
applications it may be attractive to include the artificial receptors in surface
coatings or in membrane structures. Different composite designs can be used
to provide additional desirable properties.

MIPs and other artificial receptors are gaining rapidly increasing attention
in very shifting application areas and an attempt to provide a systematic ac-
count for current applications has been made. The early applications were
mostly in separation and today solid phase extraction is becoming an import-
ant application field with a number of commercial products. Other common
applications are in analysis and in sensors. Carbohydrate specific receptors
are an interesting emerging area and so is MIP-directed synthesis.
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2
Types of Artificial Receptors

2.1
MIPs

The usual way to produce molecularly imprinted polymers is to employ the
target molecule (or a similar derivative of it) as a template around which in-
teracting and cross-linking monomers are arranged and co-polymerized to
form a block that contains a number of cavities each with a template molecule
inside (Fig. 1). Since the monomers initially have arranged spontaneously
through noncovalent or forced by covalent interactions to form a complex
with the template the resulting binding sites will be complementary to the
template in size, shape, and position of the functional groups [1]. After poly-
merization, the polymer block is ground into small particles of a size suitable
for the application and the template removed. The binding sites that have
been imprinted on the polymer are now capable of selectively rebinding to the
template or the target molecule.

In comparison with biological receptors the MIPs, although they can rec-
ognize and specifically bind their target molecules, are large, rigid, and in-
soluble, whereas their natural counterparts are smaller, flexible, and, in most

Fig. 1 Schematic representations of two different molecular imprinting principles: In non-
covalent imprinting the preassembly of the functional monomers around the template
is driving their molecular interactions. In covalent imprinting a polymerizable deriva-
tive of the imprint molecule is synthesized by covalent coupling of the monomers to
the template. Removal of the template by solvent extraction or chemical cleavage re-
sults in binding sites complementary in size and chemical functionality to the template.
Reproduced from [1]
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instances, soluble. MIPs particles can have thousands or millions of binding
sites, whereas biological receptors may have just one. Because of the way the
binding sites are created in MIPs, especially in those imprinted using non-
covalent monomer-template interactions, their distribution, accessibility and
binding properties are heterogeneous. This may not always be problematic,
but it is obvious that it can be difficult for this type of artificial receptor to
substitute for natural receptors in certain applications. Nevertheless, to date
MIPs synthesized by radical polymerization of functional and cross linking
monomers with vinyl or acrylic groups using noncovalent interactions with
the template are the most common form of artificial receptors. Their synthe-
sis is straightforward and there is a vast choice of available monomers: carry-
ing basic (e.g., vinylpyridine) or acidic (e.g., methacrylic acid) groups. They
could be permanently charged (e.g., 3-acrylamidopropyltrimethylammonium
chloride) or hydrophobic (e.g., styrene) as well as such leading to hydrogen
bonding (e.g., acrylamide). Addition of a solvent to the polymerization mix-
ture that induces a porous structure in the polymer facilitates the access of the
analyte molecules to the imprinted sites. The use of such porogens will be fur-
ther discussed in the next section. There are many, more detailed overviews
in literature describing different ways to prepare MIPs. One recent review has
compiled a large number of applications with relation to the composition of
the MIPs used [2].

Newer imprinting approaches include other materials, such as polyphe-
nols and polyurethanes that may be easier to synthesize in the desired form
or be better suited to a given application. On the other hand these materials
have the drawback of a more limited choice of functional monomers. Sol–gels
such as silica and titanium dioxide are also finding wider use as imprinting
matrices.

2.2
Combinatorial Libraries

In the MIPs technology a template is needed for the receptor synthesis. Differ-
ent approaches have been attempted to avoid this drawback. One possibility
is to use combinatorial chemistry to produce libraries of potential receptors
from which the most suitable one is selected by some screening proced-
ure [3]. Combinatorial chemistry became very popular in the 1990s in the
pharmaceutical industry as a tool for producing drug candidates and has
since matured in various directions. The general concept of combinatorial
libraries was first developed for peptides and involved the generation of all
possible permutations of peptide sequences of a given length in connection
with subsequent screening and selection to identify the peptide with the best
binding activity to a certain target in the presence of less active peptides. The
field of applications for combinatorial chemistry has now expanded to include
proteins, synthetic oligomers, small molecules, and oligosaccharides.
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Preparation of libraries with the split and mix method. This is the most
common method to prepare immobilized libraries generating one-bead–one-
compound libraries. For a peptide library this means one sequence of amino
acids on a single 0.1 mm diameter bead. The split synthesis results in a collec-
tion of beads, each of which contains one specific peptide sequence consisting
of every possible combination of every amino acid used. The synthesis that is
fast and easy to carry out is, however, only applicable to the synthesis of pep-
tides that can be sequenced. One bead carries only ca. 100 pmol of peptide
which is sequenceable with modern Edman sequencing of small peptides, but
with other methods it is difficult to establish the identity of the active library
members. This is especially a problem for libraries of nonpeptide components
for which unique chemical tags to encode the structure of the library com-
pounds on each resin bead have to be developed, which can then be decoded
by sequencing or some other analysis, such as GC or HPLC. This is, however,
problematic because tags need to be chemically inert and reliably analyzed on
femtomolar scales from a single bead which makes screening of such libraries
and the subsequent decoding tedious and challenging and in most cases only
indirect.

Dynamic combinatorial libraries. Dynamic combinatorial chemistry re-
lies on the reversible connection of building blocks to give access to libraries
whose composition is not yet fixed but can change in response to its sur-
roundings [4, 5]. If bond formation is reversible, the library can rearrange,
controlled by the thermodynamics of the whole molecular ensemble. This
should lead to an amplification of host molecules with high affinity to the
added target molecule but this is not always the case. It has been shown that
statistical reasons can lead to the amplification of hosts with lower affinity.
The need for sufficient solubility of every single library member, the lack of
suitable reversible chemistry and the low level of reaction control are other
limitations. Most dynamic libraries are based on reversible chemistry such as
imine or disulfide formation. Research in the field of dynamic combinatorial
chemistry is, however, still at an early stage and interesting developments can
be expected, for example in glycobiology [5].

The step from combinatorial libraries to supramolecular chemistries is not
long. With supramolecular functionality the artificial systems become even
more similar to natural counterparts in that they can have more functions
built in, such as signal transduction mechanisms [6]. Even if the synthesis of
supramolecular complexes to a great part relies on self-assembly and template
effects, it may become too complex and the resulting molecules too fragile to
serve as robust artificial receptors.
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2.3
Aptamers

Functional nucleic acids are on the borderline between artificial and nat-
ural molecules. DNA and RNA can have many different functions besides
their well-known common roles. Nucleic acids can act as enzymes (deoxyri-
bozymes and ribozymes) and as receptors (aptamers). These functional nu-
cleic acids can either be found in nature or isolated from libraries of random
nucleic acids. Nucleic acid aptamers have been found to be highly useful mo-
lecular tools and the study of functional nucleic acids has become a very
important part of chemical biology. Aptamers can offer many of the proper-
ties that are desirable for artificial receptors such as flexibility, stability, ease
of immobilization and susceptibility to various chemical modifications and
labelling. They can be generated via “in vitro selection” or by SELEX (sys-
temic evolution of ligands by exponential enrichment) to bind diverse targets
also those for which antibodies are difficult to obtain (such as toxins).

Nucleic acid libraries are easily obtained via combinatorial chemistry syn-
thesis. Each sequence synthesized represents a linear oligomer of unique
sequence and the molecular diversity is dependent on the number of ran-
domized nucleotide positions. Typically libraries of ca. 1015 independent se-
quences are produced, with a variable region of 30 bases flanked by primers of
20–25 bases. A random sequence oligonucleotide library is incubated with the
target of interest using techniques such as affinity chromatography or filter
binding for separation. The isolated population of sequences is then amplified
for use in the following selection/amplification cycle. After affinity saturation
has been achieved, typically after 8–15 cycles, the enriched library is cloned
and sequenced. When the desired sequence has been identified the aptamer
can be produced in any quantities by chemical synthesis, which is a great
advantage.

Another advantage is that the selection mechanism can be used to produce
aptamers under any pre-defined conditions, making it possible to design re-
ceptors for tasks that cannot be met with proteins. Moreover, aptamers can
also be easily immobilized to provide a custom-made surface for specific ap-
plications. They can refold to their native conformation following one round
of sensing thereby being simple to implement in reusable devices. The change
in shape upon binding to their target can be conveniently coupled with vari-
ous signaling mechanisms, such as molecular beacons and quantum dots, for
easy monitoring of molecular recognition events [7].

2.4
Recognition by Designed Molecules

It would be very attractive to be able to design artificial receptors directly
based on computer modelling and design instead of screening large libraries
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of potential binders. Especially peptide and protein recognition by designed
molecules has been intensively studied because of the central role protein–
protein interactions have in biological processes. Understanding of such
interactions is of central importance to our knowledge about all normal and
abnormal cellular events and how diseases develop and how they can be treated.

To understand the nature of protein–protein interfaces particular emphasis
has been placed on structure, energetics, electrostatic complementarity, and
kinetics of protein–protein interactions. An important breakthrough was the
identification of “hot spots” on protein surfaces [8]. A hot spot is a defined lo-
cale of ca. 600 Å2 on the surface of a protein at or near the geometric center of
the protein–protein interface. The residues comprising the hot spot contribute
significantly to the stability of the protein–protein complex. Surrounding the
hot spot is an area of residues that contribute slightly less to the stability of the
complex. This outer area has been compared to an O-ring that excludes solvent
from the protein–protein interface, stabilizing the complex (Fig. 2).

There are many approaches to protein recognition by synthetic molec-
ules [8, 9]. The most promising routes involve specific metal coordination,
epitope-docking on miniature proteins, aptamer selection, non-natural pep-

Fig. 2 Schematic representation of a protein (enzyme): interior, exterior, and the hot spot.
Reproduced from [8]
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tide isosteres, functionalized platforms, secondary structure mimetics, mo-
lecular imprinting and receptors embedded in lipid layers. Here will be men-
tioned only a few techniques while (monoclonal) antibodies that are surpris-
ingly effective at protein surface recognition and the powerful phage display
techniques for producing peptides for the same purpose will be left out.

Functionalized platforms are a powerful concept for the development of ar-
tificial protein receptors. A complementary image of the desired hot spot on
the protein surface can be built up by functionalizing a large, preferably flat
platform like tetraphenylporphyrin with peptides [8]. Other useful platforms
are calix[4]arene, ruthenium bipyridine complexes, and beta-cyclodextrin
dimers.

Secondary structure mimetics. Strategies for alfa-helix and beta-sheet
recognition and stabilization have received much attention. Monomeric
alfa-helices may be stabilized through covalent attachment of N-terminal
templates which spatially orient H-bond acceptors for the amides at the
first turn of the helix. Rational recognition of the side chain functionality
found on protein surfaces has been studied using model alfa-helical peptides
and molecules designed for binding in competitive solvents. One approach
is based on the hydrogen-bonding complementarity between peptide car-
boxylate groups and synthetic receptors containing guanidinium sites. The
spacing of the functionalities on the complementary structure is critical in
order to keep in phase with the functional groups on the alfa-helix. Monosac-
charides have been employed as templates for the imitation of beta-turns
and polypyrrolinones as beta-sheet mimetics. Thus, the cyclic hexapeptide
somatostatin was imitated based on a beta-d-glucose skeleton and while
the backbone of 3,5-connected pyrrolinones imitates a beta-strand /beta-
sheet conformation that allows formation of intermolecular hydrogen bonds,
beta-turns can be imitated with alternating d,l-polypyrrolinones. More infor-
mation on these topics can be found in [8] and [9].

2.5
Natural Structures

There are many ways by which natural, more or less complex molecular as-
semblies can serve as a platform for or be combined with artificial receptors.
There are no clear borderlines between natural structures, structures used by
nature or artificial mimics. An example is lipid membranes. Natural receptors
are usually embedded in lipid bilayers and can for instance serve as specific
channels for effector molecules through cell membranes. It is, however, for
several reasons difficult to use the natural systems as they are, poor stability
being one main reason and difficult signal transduction another. Therefore,
methods have been developed to prepare stable biological membranes that
couple the biomimetic properties of bilayer lipid membranes (BLMs) with
the high stability of hybrid bilayer membranes (HBMs) resulting in a mixed
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Fig. 3 A ligand-gated ion channel protein. Complexation of the ion channel protein with
ligands allows the transport of transmembrane ions across the lipid bilayer. Reproduced
from [13]

hybrid bilayer lipid membrane (MHBLM). One example in which a natural
glutamate receptor was built into such an MHBLM was reported to yield a lin-
ear transmembrane current in response to 1–100 nM glutamate under flow
conditions [10]. Different ways to modify BLMs with artificial and natural re-
ceptors are summarized in short overview [11]. BLMs and single layer lipid
membranes can also be stabilized by a supporting porous filter. As an example
repetitive detection of adrenaline was reported using stabilized BLMs with
calix[4]resorcinarene as the receptor [12].

Ion channel sensors are particularly suited to detect large, hydrophilic ionic
species with high multiple charges. Typical analytes are bioactive substances
such as peptides, proteins, polysaccharides, and oligonucleotides as well as
multivalent inorganic ions. The working principle of this biomimetic sen-
sor type is similar to the transmembrane signaling used by ligand-gated ion
channels in biological membranes (Fig. 3). The transport of transmembrane
ions can be affected in many different ways by chemical modification of the
ion channel [13]. There are two different types of response mechanism for
ion channel sensors: (i) the analyte molecules form inclusion-type complexes
with the receptors and block physically the intramolecular channels, prevent-
ing redox markers from accessing the electrode surface. This approach closely
mimics ion channel proteins and is the basis for detecting electrically neutral,
redox-inactive analytes. (ii) The second mechanism is based on electrostatic
attraction or repulsion. When ionic analytes bind to the synthetic receptor
layer, they alter the net charge of the layer which regulates the oxidation or
reduction of easily charged electroactive ions (redox markers) at a receptor
monolayer that coats the electrode.

Ion channel sensors based on synthetic receptors were developed for hy-
drogen and metal ions, simple organic analytes such as phthalate and glucose,
and more complex analytes such as antibodies and concanavalin derivatives.
Phosphate esters, antibiotics, oligopeptides, DNA dendrimers, cyclodextrins,
calixarenes, and antigenic groups are typical examples from the wide range of
synthetic receptors that have been used in ICSs [13].



106 B. Danielsson

Metalloporphyrines are another type of natural molecule that offers almost
unique opportunities to design artificial receptors. They can be tailored at the
synthetic level by changing the sensor selectivity in a controlled way so that
it can be oriented towards a desired group of analytes. They have therefore
found use in sensor arrays [14] and can be combined with mass-sensitive de-
tection, such as QCM (quartz crystal microbalance), as well as potentiometric
and optical transducers.

3
Physical Arrangements

The physical arrangement and presentation of artificial receptors are very
diverse and becoming more adapted to the application and the variation is
largest for MIPs. From the beginning MIPs were prepared as block polymer
monoliths and mechanically ground to smaller sized particles (25–50 µm)
and packed into columns. Although simple this method has its drawbacks in
being time consuming and labor intensive, wasteful in material and produc-
ing particles of irregular size. Micro- to nanospheres can be produced using
polymerization by precipitation under careful control of the parameters gov-
erning the process (porogen amount, temperature, cross-linker etc). Typically
2–10 times more porogen is used than in bulk polymerization. The beads
precipitate as the polymerization proceeds and the growing polymer chains
become insoluble in the liquid phase [15].

A heterogeneous suspension polymerization method was developed in
Lund that could produce spherical beads of µm to mm size. In this method
the organic-based polymerization mixture is suspended as droplets in an ex-
cess of continuous dispersion phase (water or perfluorocarbon) by stirring
in the presence of a stabilizer – a suspending agent. These techniques were
recently reviewed [16] and one development of the suspension polymeriza-
tion allowed the polymers to be prepared under UV-light directly in solid-
phase extraction columns resulting in a time-saving automatable process that
is very convenient for screening purposes [17]. Other in situ polymeriza-
tion methods involved MIPs monoliths produced in capillary electrophoresis
columns [18]. By anchoring the monoliths to the inner wall of fused silica
capillaries using silanizing agents, frits at the column ends can be omit-
ted [19]. Very small particles with a molecular weight in the order of 106

(towards the size of a protein molecule) can be produced by adjusting the
precipitation polymerization conditions properly [20].

An alternative to nanobeads for achieving high surface area-volume ratio
may be to use nanofibers. Molecular recognition sites could be imprinted on
electrospun polymer nanofibers. The fibers were prepared from a mixture
of PET [poly(ethylene terephthalate)] and polyallylamine in the presence of
2,4-dichlorophenoxyacetic acid (2,4-D) as template and analyte [21].
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Imprinting at surfaces is especially useful in sensor applications since most
sensors available have a planar design. In most cases to date lipid membranes
have been used. Imprinted materials with binding sites situated at or close
to the surface of the imprinting matrix have many advantages – the sites are
more accessible, mass transfer is faster, the binding kinetics may be faster,
and target molecules conjugated with bulky labels can still bind. Unfortu-
nately, their preparation is less straightforward than for bulk polymers, and
they require specially adapted protocols. A polymer can be applied as a thin
film on a surface with a number of standard techniques, such as spin or spray
coating. Soft lithography [22] can be used to create patterned surfaces for
multianalyte sensors and high throughput screening systems, but may not be
compatible with all current methods for MIPs preparation.

MIPs have been synthesized at an electrode surface by electropoly-
merization [23] or at a nonconducting surface by chemical grafting [24].
Radio-frequency glow-discharge plasma deposition was employed to form
polymeric thin films around proteins coated with disaccharide molecules.
The disaccharides were covalently attached to the polymer film, creat-
ing polysaccharide-like cavities that exhibited highly selective recognition
for a variety of template proteins, including albumin, immunoglobulin G,
lysozyme, ribonuclease, and streptavidin. Protein molecules were adsorbed
on a mica surface and a sugar layer of 10–50 Å was spin-casted over the ad-
sorbed protein molecules. Finally, plasma deposition of C3F6 was used to
form a 10- to 30-nm-thick fluoropolymer thin film. The resulting plasma was
fixed to a glass cover slip with epoxy resin and oven-cured. With this method
it could be possible to develop highly selective MIPs for the proteins and high
molecular weight compounds [25].

It is also possible to generate imprints of cells and even larger objects.
Unless a specific cell surface molecule is targeted, this cannot be called mo-

Fig. 4 Schematic illustration of surface imprinting using biotemplates applied directly on
a pre-coated transducer. Reproduced from [26]
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lecular imprinting because of the size of the template. Anyway, template-
directed molding of polymer thin films can be performed to generate artificial
receptors directly on pre-coated piezoacoustic devices and interdigitated ca-
pacitors (IDCs). This approach is generally applicable and useful for the fab-
rication of robust nano- and microstructured sensor coatings. Label-free de-
tection of yeast and mammalian cells has been shown with these biomimetic
receptors even down to single cell detection [26]. The principle of such sur-
face imprinting is shown in Fig. 4. A pre-polymer film is applied on the
transducer covering the electrode structure. A stamp covered with a layer of
the template components (cells) is pressed onto the polymerizing thin film
during curing and then removed leaving a moulded sensor layer that reflects
the geometry of the bio-templates.

4
Applications

4.1
Separation, Enantiomer Separation

Applications of artificial receptors in separation have mostly been based on
MIPs and it is indeed one of the most widely used areas of MIPs. Especially
for the chiral separation of racemic mixtures, which is a common need in the
pharmaceutical industry, there was an early and great interest and also good
success. Many enantiomeric separations with baseline resolution were real-

Fig. 5 Experimental setup for flow injection analysis of 2,4-D using glass capillaries coated
with 2,4-D MIPs and chemiluminescent detection. From [53]
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ized. A separation factor of near 18 was obtained for the racemic resolution
of a dipeptide using only nonionic, noncovalent interactions [27].

Highly efficient MIPs for chiral discrimination were prepared under fa-
vorable conditions by use of trifunctional cross-linkers such as trimethylol-
propane or pentaerythritol triacrylate instead of the difunctional cross-linker
normally used. This resulted in hard and stable MIPs with increased binding
site density and thereby increased load capacity as well as better resolution
with a significantly lower percentage of cross-linker needed [28]. One gram
of such material could resolve between 0.1 and 1 mg of racemic mixtures of
peptides with baseline separation.

There is a great interest in using artificial receptors and especially MIPs in
environmental control and food analysis. More about that will follow in the

Fig. 6 Results from flow injection analysis of 2,4-D using 2,4-D MIPs in competitive mode
with peroxidase as enzyme label. From [53]
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sensing section but one example of separation could be given here. Ochra-
toxin is a well-known natural contaminant in cereals, rice, peanuts, coffee
beans, cottonseed, and decaying vegetation, which eventually enters the food
chain. It is highly carcinogenic and there is a great need to separate and
quantify it in food materials. In one study ochratoxin-A MIP particles were
synthesized from N-phenylacrylamide and packed into a microcolumn for
selective extraction of ochratoxin-A from wheat [29]. Pulsed elution using
methanol/triethylamine allowed good quantitative desorption of ochratoxin-
A with a recovery of ochratoxin-A from wheat extracts of 103±3%. Detection
with fluorescence at 385/445 nm afforded a detection limit of 5.0 ng/mL and
the analysis took less than 5 min.

A health-related, successful separation of nicotine from tobacco smoke is
noteworthy. In this case the MIP was prepared using methacrylic acid (MAA)
and ethylene glycol dimethacrylate (EDMA) and chloroform as a porogen.
The binding capacity for nicotine was very high (90 mg/g) and it was pointed
out that it is much more capable of removing nicotine from tobacco smoke
than commercial filter tips [30].

Although micro beaded materials are gaining popularity for good reasons
most of the works on separation using MIPs have been done with cross-
linked macroporous monolithic polymers which have been ground to small
particles and sieved into suitable fractions. Drawbacks are time-consuming
preparation with moderate yield of useful imprinted particles. A further dis-
advantage with these particles is their irregular shape, which is less suitable
for efficient packing and use in chromatographic separations. A good alterna-
tive are as mentioned above MIPs in the form of micro spheres. Micro beaded
MIPs with good selectivity and affinity against theophylline, caffeine, and
17-estradiol were prepared using the mentioned three molecules as templates
with dilute solutions of MAA and trimethylolpropane trimethacrylate [31].
This type of MIPs is highly desirable and will also find application in com-
petitive ligand binding assays, solid-phase microextraction (SPME), sensor
development, and capillary electrophoresis.

Still a novel technique for preparing MIPs in bead form down to nano-size
involves use of supercritical carbon dioxide as the medium. A recent study
used propranolol as a model template with MAA as the functional monomer
and DVB (divinylbenzene) as the cross-linker [32]. The imprinted binding
sites were chiral-selective with a cross-reactivity against ®-propranolol of
<5%. The overall binding performance of the imprinted nanoparticles was
comparable to imprinted polymers prepared in organic solvents. The use
of the nontoxic supercritical carbon dioxide as medium can greatly reduce
the consumption of volatile organic compounds and minimize environmental
pollution.

Although it is a clear advantage of the MIP technology that effective im-
prints can be made of small molecules for which antibodies may be more
difficult to obtain, there is a considerable interest in developing MIPs ca-
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pable of selectively binding proteins. Well functioning protein imprinting
would have great biological and technological importance. In contrast to
small molecules with few specific features to give specific imprints proteins
have too many and to large a variability and complexity of structure and com-
position to make it an easy task to prepare protein-specific MIPs. Because
of their size protein templates risk becoming trapped inside the polymer
structure when traditional imprinting techniques are used. Among alterna-
tive strategies the surface imprinting approach that was developed in Lund
has been one of the most effective strategies for the imprinting of proteins.
The first protein imprinting was performed on the surfaces of porous silica
particles using a silane-boronate monomer and glycoprotein transferrin as
the print molecule [33]. Later, this same strategy was applied to another pro-
tein, bovine pancreas ribonuclease A (RNase A). A metal-binding monomer,
N-(4-vinyl)benzyl iminodiacetic acid, was used to coordinate metal ions with
the imidazole groups on the histidines on the surface of RNase A [34]. In the
presence of metal ions, the MIP of RNase A showed a stronger affinity for
RNase A than the control silica-polymer hybrid particles prepared under the
same condition as the MIP but using BSA as the template did.

A monolayer surface-imprinting approach was also developed for im-
printing the glycoprotein RNase B on the surface of silica beads [35].
The polysaccharide group of RNase B was first connected covalently with
3-aminophenylboronic acid, the compound thus formed being coupled di-
rectly to the surface of the epoxy-activated silica particles. A recent review
article describes the state of the art of MIPs for the recognition of pro-
teins [36] by structuring the field into six areas:

1. Recognition through the placement of few constraints on the polymer;
2. Shape recognition with polyacrylamide gels;
3. Epitope approach: exploiting a small structural element of the protein for

its whole recognition;
4. Molecularly imprinted polymers grafted on surfaces;
5. Immobilizing the template on a surface;
6. Silica-based materials imprinted for protein recognition.

Examples from the different areas were given, some of them also cited above.
A promising approach based on the use of the silane monomers, conjugat-
ing the silica material to the concept of template immobilization (area 6) was
recently proposed [37]. The protein template (hemoglobin) is at first cova-
lently immobilized on the derivatized silica surface and then the polymer-
ization takes place. A comparison with imprinted silica beads obtained with
a conventional nonimmobilized hemoglobin template showed only a slightly
higher binding capacity for the proposed technique, but a far better perform-
ance in competitive binding experiments: MIPs were able to bind the template
specifically and it seemed that the binding cavities were more homogeneous.
A further advantage is that the immobilized template could be used for repet-
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itive re-creation of imprinted layers, which is of value for a mass production
of recognition layers, for instance for sensors.

4.2
Solid-Phase Extraction

There is no clear distinction between separation and sample clean-up and
sample preparation for biomedical, environmental, and food analysis as well
as product recovery for industrial processes have become the primary tar-
get for commercialization of artificial receptors, in particular MIPs. There are
many small companies now producing solid-phase extraction materials, MIP
Technologies AB in Lund, Sweden probably being the largest with ca. 30 em-
ployees (www.miptechnologies.com). They have a capacity to produce MIP
phases in a scale of up to 500 kg. The SPE sorbents developed by the company
are marketed under the trade mark SupelMIP™ by Supelco (Sigma–Aldrich)
who is the worldwide distributor.

MIPs seem to be a very suitable material for SPE. In comparison with
biological sorbents for immuno- or affinity-extraction MIPs are relatively
stable, have a higher adsorption capacity, can more easily be obtained for
small molecules, and are likely to be cheaper to produce. There is, however,
an inherent purity problem connected with the template-driven synthesis of
MIPs in that some of the template trapped in the material may gradually leak
out during use leading to erroneous results. That potential problem may be
avoided if the imprint is created not with the target compound itself, but with
a structurally related molecule. The polymer can still bind the target ana-
lyte, but it may be possible to eliminate any leaking template in the following
separation steps. A recent review on selective sample treatment using molec-
ularly imprinted polymers [38] compiles a large number of MIPs for SPE
of compounds from real matrices coupled off-line or on-line with analytical
methods, mainly LC. Most of the studies involved only one target, but MIPs
can also be developed for a group of structural analogues. The importance
of the selection of template in such cases was pointed out. For the extraction
of triazines (methoxy-, thiomethyl- and chloro-triazines) MIPs were made
with chlorotriazine (terbutylazine) or thiomethylazine (ametryn) templates.
The ametryn-MIP strongly retained the ten studied triazines with 60–100%
recovery while low recoveries were observed with the terbutylazine-MIP for
triazines that did not belong to the chlorotriazine group [39]. Similar results
had actually been obtained when using immunosorbents with antibodies
against the same targets. The situation was similar with MIPs produced for
phenylurea herbicides for which the recoveries were good for most pheny-
lureas with isoproturon as the template, while use of linuron as the template
led to low recoveries [40]. Other examples of class-selective MIPs for SPE
include phenolic acids and degradation products from organophosphorous
nerve agents [41] and anti-inflammatory drugs [42].
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4.3
Binding Assays, Antibody Mimics, Receptor Mimics, Sensors

A systematic approach to this section is difficult because different authors use
different definitions for sensors, assays and for what artificial sensors could
be. Again, most activities are found with MIPs and in particular MIPs used as
replacement for antibodies in ELISA-like assays and in biosensor-like appli-
cations. The practical applications of artificial receptors in membrane-bound
designs are fewer, maybe because of larger technical constraints, but there are
examples and possibly this is a field where nanotechnology fits in well. At-
tractive features of MIPs in analysis are their potential robustness and the
possibility to relatively easily make MIPs against small molecules and also
lower cost expectations. Thus, in most cases where you traditionally have
used antibodies, and sometimes enzymes, you could try an artificial receptor,
like a MIP. There are many reviews, such as [2, 8, 13, 43] that can give some
ideas, but otherwise it is your own fantasy that places limits on what could be
tried. Some examples will be given in the rest of this section.

Label-free detection in assays and sensor applications could be a problem
but mass-sensitive detection of binding using piezoelectric devices such as
QCM is a common approach as is surface plasmon resonance (SPR). Conduc-
tometric, capacitive and even calorimetric techniques have also been used.
A QCM device was used for highly sensitive detection of 2-methylisoborneol,
an off-flavor compound produced by a variety of microorganisms causing
odor problems in drinking water and in fish. By placing an intercalating ny-
lon layer between the QCM electrode and the MIP detection limits down to
10 ng/L could be obtained [44].

A piezoelectric sensor was also used for the analysis of microcystin LR,
which is a highly toxic compound produced by freshwater cyanobacteria that
could be present in aqueous samples. Microcystin MIPs were used for up to
1000-fold preconcentration by SPE from the water samples and as recognition
receptors in the piezoelectric sensor. The minimum detectable concentration
of toxin for this sensor was 0.35 nM which is below the required detection
limit (1 nM) for microcystin LR in drinking water [45].

QCM- and SAW (surface acoustic wave)-devices have been the transduc-
ers of choice in MIP-based detection of larger components like cells and
viruses. Yeast imprints were made on QCM electrode surfaces using the tita-
nium oxide sol–gel stamping method. The sensor surface showed a regular
honeycomb-like yeast imprint coating 1 µm deep imprints. The yeast cells
could be measured up to 21 g/L in growth media [46]. This detection sys-
tem was proposed for the fermentation and biotechnological industries for
cell counting and contamination detection. Viruses can also be detected using
this general surface imprinting concept that was mentioned in Sect. 3 [26].
Also capacitive detection was employed in these studies on viruses and cells.
An example of capacitive detection of a low molecular analyte was reported
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for creatinine that could be detected by a decrease in the electrode cap-
acitance using a capacitive sensor based on MIP photografted onto a gold
electrode. There was no response to the addition of sodium chloride, crea-
tine, urea, or glucose and the detection limit for creatinine of 10 µM, should
be sufficient for medical applications [47].

Conductometry can be used in many situations to detect binding events
or reactions when there is an accompanying change in the distribution of
ionic species. A conductometric sensor for atrazine using MIP as a recogni-
tion agent was prepared by using MAA and EDMA in the presence of atrazine
as the template. The useful range was 0.01–0.5 mg/L, and the membrane was
stable for up to 4 months without loss of sensitivity [48].

Another fairly general concept for detection is holographic sensing. This
consists of a combination of a simple reflection hologram with an analyte-
selective “smart polymer” with optical interrogation and a reporting trans-
ducer. Holographic sensors undergo visible optical changes in response to
fluctuations in analyte concentration. The replay wavelength shifts as a conse-
quence of the swelling/contraction induced in the base hydrogel, which alters
the spacing between the embedded diffraction grating and thus varies the
wavelength of the reflected light. A responsive gel for l-lactate could be pro-
duced through conjugation of a ligand that upon complex formation with
the analyte charge change within the gel phase. Different boronic acid-based
receptors were synthesized and it was found that the incorporation of 3-
acrylamidophenyl boronic acid into an acrylamide hydrogel produced the
largest response toward l-lactate [49].

Fluorescence-based sensors are highly sensitive and convenient for analy-
sis. Wherever direct analyses of target molecules are possible and changes
of fluorescence intensity appear in the presence of target molecules without
any use of external reagents or conjugates it the most attractive situation [2].
The use of external fluorescence (conjugates) is presently a practiced method.
Indicator-displacement assays including fluorescent-based assays have re-
cently been reviewed [50]. Direct chemiluminescence may also be used.
A chemiluminescence flow through sensor for 1,10-phenanthroline based on
the combination of molecular imprinting and chemiluminescence was pre-
sented [51]. When analyte and H2O2 passed into the MIP column with the
buffer stream, these were complexed by the pyridine–Cu(II) binding sites on
the MIP and reacted with the H2O2 molecules. During the H2O2 decompos-
ition, superoxide radical ions form and react with 1,10-phenanthraline and
liberate a chemiluminescence signal. This liberates the binding site for an-
other analyte molecule.

Chemiluminescence is also a popular detection method in competitive as-
says. In the first 2,4-D imaging assay analogous to a competitive enzyme
immunoassay reported, microtiter plates were coated with polymer micro-
spheres imprinted with 2,4-D using poly(vinyl alcohol) (PVA) as the glue. In
a competitive mode the analyte-peroxidase conjugate was incubated with the
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free analyte in the microtiter plate; the bound fraction of the conjugate was
then quantified using luminol. The light emission was measured by imaging
with a cooled CCD camera. With this method, 2,4-D could be measured up
to 34 nM with a useful range from 68 nM to 680 µM, and it was possible to
measure a large number of samples simultaneously [52]. In a subsequent pa-
per an imprinted polymer-based capillary assay using chemiluminescence and
a PMT for 2,4-D detection was reported. A glass capillary was modified by
covalently attaching 2,4-D MIP to the inner capillary wall. 2,4-D was labelled
with tobacco peroxidase and used as a tracer in a competitive format in which
the bound fraction of the conjugate was quantified in flow injection detection
mode. The MIP capillary could be regenerated after each measurement, thereby
allowing for consecutive measurements of large numbers of samples. The as-
say could be easily transformed into a FIA system and automated. A detection
limit two orders of magnitude lower was achieved when detection was done in
a discontinuous mode and the chemiluminescence light was conducted to the
photomultiplier tube by an optical fiber bundle. A dynamic range of detection
from 5 pg/mL–100 ng/mL (22.5 pM–450 nM) was obtained [53].

Aptamer-based detection methods are usually based on fluorescent meas-
urements. In the overview on nucleic acid aptamers and enzymes as sensors
previously cited [7] different detection methods including fluorescence spec-
troscopy are presented. A few other interesting reports on aptamers should be
included. A new approach for generating unmodified DNA aptamers that can
be immediately transformed into effective signaling probes without the need
for further optimization was recently presented [54]. Signaling aptamers are
aptamer probes that couple target binding to fluorescent-signal generation.
The normal way to obtain signal generation capability is by post selection mod-
ifications. An alternative method is to create signaling aptamers directly by
in vitro selection. The actual structure-switching idea takes advantage of the
universal ability of any aptamer to adopt two different structures: a duplex
structure with an antisense DNA and a complex structure with the cognate
target. An aptamer can switch structures from duplex to complex upon target
addition and, if the aptamer is labelled with a fluorophore and the antisense
DNA is labelled with a quencher, the structure-switching process can be syn-
chronized to fluorescence signaling. The new strategy permits the creation of
standard aptamers that are encoded with a duplex-to-complex switching ca-
pability and can be converted into signaling probes immediately upon their
isolation.

The fact that protein concentrations can vary over several orders of mag-
nitude in many physiological and pathological processes presents an an-
alytical problem. Affinity analysis of proteins with a very wide dynamic
range can usually not be realized with a single affinity probe but requires
multi-affinity probe analysis. In a study using kinetic capillary electrophore-
sis (KCE) for generation of smart DNA aptamers with high selectivity and
a wide range of predefined Kd values a set of three aptamers with differ-
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Fig. 7 a Schematic representation of the anti-idiotypic imprinting approach. After removal
of the template (light gray) from the MIP (in black), the binding cavity was used to dir-
ect the assembly of the reactants (gray) to give products (gray) mimicking the original
template (light gray). b Chemical structure of the template, 2-(4-amidinophenylamino)-4-
chloro-6-phenylethylamino-s-triazine (1). c Synthetic reactions investigated. Reproduced
from [61]
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ent Kd-values was designed [55]. The dynamic range for a single-probe an-
alysis is ca. 2 orders of magnitude. With the multi-probe set the dynamic
range was more than 4 orders of magnitude. Finally, an interesting Quantum-
Dot/Aptamer-Based Ultrasensitive Multi-Analyte Electrochemical Biosensor
should be mentioned [56]. Nanocrystal tracers were used for designing multi-
analyte electrochemical aptamer biosensors with subpicomolar (attomole)
detection limits. Such quantum-dot (QD) semiconductor nanocrystals offer
an electrodiverse population of electrical tags. Four encoding nanoparticles
(cadmium sulfide, zinc sulfide, copper sulfide, and lead sulfide) can be used to
differentiate the signals of four DNA targets, SNPs, or antigens in connection
to stripping voltammetric measurements of the corresponding metals. This
combination results in the extremely high sensitivity mentioned.

Thermometric monitoring. Another possibility for label-free detection of
binding events and reactions is the use of calorimeters. In enzyme tech-
nology the enzyme thermistor is widely used for this purpose since most
enzymatic reactions are accompanied by heat evolution in the range of
5–100 kJ/mol [57]. The combination of a calorimetric transducer – the ther-
mistor – with analyte recognition by a catalytically active MIP was recently
demonstrated for the first time [58]. Both effects, the binding/desorption and
the catalytic conversion of the substrate, were reflected by concentration-
dependant heat signals. This will be further discussed below (Fig. 7).

4.4
Carbohydrate Specific Receptors

Structural analysis of glycoconjugates is getting increasing attention due to
the important functions that glycosylation have in many biological systems.
Conventional structural analysis, although very efficient and exact today,
is extremely laborious and requires sophisticated instrumentation. Analysis
based on molecular recognition appears promising and carbohydrate-binding
proteins such as lectins and also antibodies are very useful, but have the usual
limitations of lack of robustness and availability. The design of artificial re-
ceptors that can compete with the natural systems in selectivity and affinity
is an attractive area of research. Sugar recognition, especially in aqueous so-
lutions at neutral pH has been particularly focused because of its potential
applications in the development of glycomic tools, sensors, and therapeutic
agents. A few examples to illustrate current activities in this field will be given
below.

Sulfated sugars are a class of complex compounds with central biolog-
ical roles in mammals. Among them, heparan sulfates are multifunctional
cell regulators, whose biological activities are related to their sulfation pat-
tern. Determination of fine structures of these sulfated sugars such as the
distribution of the biologically relevant 2-O- and 6-O-sulfate substitutions on
sugars in the heparin sulfate molecule is important for understanding the
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biological functions. The applicability of molecular imprinting technology
for recognition of specific sequences was investigated using glucose-6-O-
sulfate as a model [59]. It was found that MIPs can specifically recognize
sulfated sugars by the introduction of primary amines at the polymer side.
Imprinted polymers showed excellent selectivity with regard to the sulfate
position, the sugar configuration, and the presence of N-acetyl groups. Stud-
ies of carbohydrate-binding proteins from a different angle, by probing with
a library of inhibitors, was demonstrated in a study in which dynamic com-
binatorial libraries were generated from a pool of thiol components through
reversible thiol-disulfide interchange and screened using QCM. Dimers based
on 1-thio- and 6-thio-mannose analogues were found to be the most efficient
concanavalin A inhibitors [5]. A cadmium-centered tris-boronic acid recep-
tor was synthesized and its binding properties were screened towards various
carboxy- and phospho-sugars with a quick 96-well plate assay [60]. The ac-
tual receptor showed high affinity toward specific sugar derivatives in protic
media at neutral pH, especially for gluconic acid and to a lower degree to
glucoronic acid and lactobionic acid.

4.5
MIP-Directed Synthesis

MIPs have been developed as artificial receptors in order to mimic the active
sites or binding sites of enzymes, antibodies, and natural receptors, but with
different properties such as higher robustness and ability to work in harsher
environments. There is obviously an interest to take MIPs further than just to
recognition. One application is to use MIPs for screening of new inhibitors or
antagonists [16]. Another attractive application is to use the nano-cavities of
MIPs as reactors for the synthesis of inhibitors or drugs. Recently, the “anti-
idiotypic” approach was developed in which the MIP is assisting the synthesis
and screening of inhibitors [61]. A polymer imprinted with a known inhibitor
for the enzyme kallikrein was synthesized. Different inhibitor building blocks
were then allowed to assemble and interconnect in the imprinted site, leading
to a combinatorial library of new enzyme inhibitors (Fig. 7).

This in-cavity synthesis was developed further to exploring the feasi-
bility of combinatorial drug or lead candidate “cloning” – a process that
exploits properties (shape, size, and electronic features) embedded in the
historical drugs or advanced drug candidates to identify novel biologically
active entities as starting points. It was demonstrated, for the first time,
that a MIP can act as a highly regioselective nano-reactor for the Huis-
gen 1,3-dipolar cycloaddition of azides and alkynes, which usually leads to
a mixture of 1,4- and 1,5-regioisomers [62]. Unlike the previously reported
regioselective MIP nano-reactors, these imprinted cavities bind two reactants
by means of only noncovalent interactions, similar to what is utilized by
enzymes.
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The “direct molding” approach was developed for the direct generation
of inhibitors inside the active sites of the enzymes as an extension of the
“anti-idiotypic” approach and of the bio-imprinting method [63]. In the dir-
ect molding process, the binding sites of the enzymes are used instead of the
cavities of the imprinted polymers. A library of building blocks for enzyme
inhibitors was first incubated together with the enzyme, those of appropriate
functionality and size spontaneously self-assembling at the binding sites of
the enzyme, resulting in the in situ formation of enzyme inhibitors. This ap-
proach allows the direct generation of new inhibitor hits for the enzyme from
a library of starting building blocks and does not need any known bioactive
molecule to start with. There are, however, drawbacks in costs and the num-
ber of available reactions so further developments of both approaches can be
expected.

Synthetic biomimetic catalysis by molecular imprints as an alternative to
the use of biomolecules such as enzymes and catalytic antibodies is an ap-
pealing idea. Molecular imprinting with substrates or their transition state
analogues can be a first step. At the same time, functional groups can be
incorporated that act as binding sites, coenzyme analogs, or catalytic sites
within the cavity and in a defined stereochemical manner [64]. These arti-

Fig. 8 Heat signals of the reactions of the bifunctional MIP and NIP with 5 mM phenylac-
etate. Start of substrate flow at 0 min and start of washing with buffer at 45 min. The curve
close to the baseline represents the NIP. Inset shows two different interactions between
the polymer and the substrate inside the MIP at times between 25 and 45 min. From [58]
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ficial polymeric catalysts will hopefully be more durable and more resistant
to harsh environments than biomolecules, which would be highly advanta-
geous for industrial continuous transformation and/or conversion reactions.
In order to improve the reaction rates of catalytic MIPs a new preparation
method for an esterolytic imprinted polymer with catalytic sites on the sur-
face was proposed. A template was prepared by immobilizing a transition
state analogue (phosphoramidic acid derivative) of an esterolytic reaction
within porous silica particles. Polymerization within the pores was carried
out using 4-vinylimidazole as a functional monomer and DVB as a cross-
linker. The polymer was thereafter released by dissolution of the silica sup-
port with hydrofluoric acid. The idea was to get a more flexible matrix
and to generate the binding sites near the surface for improved reaction
rate. The catalytic properties were studied by incubation with three different
4-nitrophenylesters and spectrophotometric determination of the released
4-nitrophenol [65]. This approach yielded a polymer that exhibited higher
relative catalytic activity than conventional catalytic MIPs.

Further insights in the mechanisms involved in the binding and cataly-
sis using this catalytic MIP were obtained with use of an enzyme thermis-
tor loaded with the catalytic polymer [58].The enzyme-like catalysis and
antibody-like binding of a bifunctional MIP could now be simultaneously re-
solved for the first time (Fig. 8). The bifunctionality is based on two different
types of recognition sets in the MIP, which could be distinguished by the dif-
ferences in heat generation using the flow-through thermistor. Thus, the MIP
thermistor allows measurements of two events: substrate conversion in the
catalytic sites and its adsorption at the binding sites. With this method it will
be possible to construct label-free multianalyte detectors and gain a closer
insight into the interactions between the polymer catalyst and the substrate
which is necessary to optimize the polymer synthesis for an efficient tailor-
made catalyst.
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Abstract This article takes a special focus on signal amplification technologies in im-
munoassays and new generations of lateral-flow assays. Novel signal amplification tech-
nologies based either on new classes of biofunctional nanocrystals consisting of releasable
fluorophores or on aggregation-induced emission (AIE) can improve the sensitivity and
the limits of detection in immunoassays. A bio-barcode assay also allows signal am-
plification by utilizing antibody-coated magnetic beads to concentrate the analytes and
antibody-coated gold nanoparticle probes to carry with a large number of oligonu-
cleotides. These innovative technologies boost the development of immunoassays.



124 C.P.-y. Chan et al.

Growth in rapid immunoassay is fueled by the increasing number of diabetics, the
globalization of infectious diseases and the surge in cardiovascular and other chronic dis-
eases as well as other chronic conditions. Rapid, near patient, decentralized, point-of-care
(POC) tests are emerging as a tool for more efficient diagnosis and patient evaluation.
Technological innovations in lateral-flow assays have enabled a move to bring testing
closer to the patient. A novel “digital-style” lateral-flow assay provides semi-quantitative
results by simply counting the number of red lines in the test without any expensive read-
ing instrument. An immuno-threshold-based assay can give a signal directly proportional
to the concentration of a hapten to prevent confusion on interpretation of the test results.
In addition, POC tests become more meaningful to healthcare professionals by combin-
ing the benefits of new technologies to provide quantitative results. A molecular compact
disc provides a high-resolution imaging capability that can identify and quantify many
different antigens simultaneously in highly complex immunoassays.

Further advances in immunoassays will bring diagnostic testing even closer to the pa-
tient, and can help physicians to monitor diseases that require immediate test results,
thereby enhancing the quality of patient care.

Keywords Aggregation-induced emission (AIE) · C-reactive protein (CRP) · Cortisol ·
Fatty acid-binding protein (FABP) · Fluorescein diacetate (FDA) · Lateral-flow assay ·
Nanoparticle

1
Introduction

Immunoassay, the most widely used analytical technology in biodiagnos-
tics, includes the determination of antigens, hormones, drugs and antibodies.
Immunoassays have been used in hospitals, laboratory medicine, and re-
search since the mid-1960s. They are performed in central laboratories using
a variety of instrument-based technologies or on-site via rapid test tech-
niques, primarily lateral-flow assays. The rapid development of immunoassay
technology was made possible by monoclonal antibodies or antibody-like
molecules including novel fusion proteins, antibody mimics, and antibodies
determining antigen-antibody complexes and by the application of recom-
binant antigens. There are assay formats for measuring proteins in solu-
tion [e.g. enzyme-linked immunosorbent assays (ELISA) and immunospot
assays], on the surface of cells (e.g. flow cytometry), within cells (e.g. im-
munohistochemical and immunofluorescent microscopy) and in organs (e.g
in vivo imaging with labeled antibodies).

A wide range of labeling and signal-enhancement strategies have been de-
veloped that allow ligand binding to be detected through association of the
ligand with a “read-out” antibody that has particular fluorescent, colorimet-
ric, histochemical or radioactive properties. Advances in nanoscience have
a significant impact on these strategies, boosting the development of a variety
of important technologies. The impact of these new technologies is particu-
larly large in diagnostics, where a number of nanoparticle-based assays have
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been introduced for the detection of biomarkers. Given the variety of strate-
gies afforded through nanoparticle technologies, a significant goal is to tailor
nanoparticle surfaces to selectively bind a subset of biomarkers, either for dir-
ect detection and characterization or to sequester the target molecules for
later study using other available techniques. To date, applications of nanopar-
ticles have largely focused on DNA- or protein-functionalized nanoparticles
used as the target-specific probes. Polymerase chain reaction (PCR) has en-
abled rapid advances in the development of powerful tools for detecting
and quantifying DNA targets of interest for research, forensic, and clini-
cal applications [1–3]. The development of comparable target amplification
methods for proteins or DNA could substantially improve medical diagnos-
tics and the developing field of proteomics [4–7]. The SuperNova® System
is a novel signal amplification technology based on a new class of biofunc-
tional fluorogenic nanocrystals to improve the sensitivity and the limits of
detection in immunoassays [8–13]. It also allows the quantitative detection of
pathogen DNA. Another novel class of biofunctional silole nanocrystals with
aggregation-induced emission (AIE) feature has potential to create highly
sensitive immunoassays [14].

Although it is impossible to chemically duplicate analytes yet, the analyte
can be tagged with oligonucleotide markers that can be subsequently ampli-
fied with PCR and then identified by DNA detection [15–20]. This approach
is often referred to as immuno-PCR that allows the detection of proteins
with DNA markers. A bio-barcode assay utilizes antibody-coated magnetic
beads to capture and concentrate the analytes, which are subsequently labeled
with gold nanoparticle probes conjugated with specific antibodies and DNA
barcodes [21–26]. The DNA barcodes are then released from the complex
and detected via hybridization. This system allows signal amplification as the
nanoparticle probe carries a large number of oligonucleotides per protein
binding event and PCR can further enhance the sensitivity. This technology
can also be applied to multiplexed assays by using different DNA barcode se-
quences conjugated with specific antibodies on each gold probe as indicators
for different protein markers.

Recently, there has been increasing interest in multiplexed assays, espe-
cially its impact on genomics. Conventional immunoassay platforms have
limited multiplexing capacity and high sample volume requirements. High-
throughput multiplex immunoassays that measure hundreds of proteins in
complex biological matrices in parallel have become significant tools for
quantitative proteomics studies, diagnostic discovery and biomarker-assisted
drug development [27–32]. Another aproach to multiplexing is a “molecu-
lar” compact disc, which provides a high-resolution imaging capability that
can identify and quantify many different antigens simultaneously in highly
complex immunoassays [33, 34].

At present there are a number of commercially available methods of de-
termining haptens. However, such methods frequently suffer from the dis-
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advantage of producing an increasing signal as the concentration of the
hapten decreases (competitive assay format). This easily causes confusion.
It would be desirable to provide a method that allows the determination
to produce a response which increases with the concentration of the hap-
tene. An immuno-threshold-based assay can give a signal directly propor-
tional to the concentration of the hapten [35]. Also, a one-step, homogeneous
non-competitive immunoassay for haptens using a highly specific antibody
against the immune complex (IC) formed between an antibody and an an-
alyte has been demonstrated [36]. The detection is based on Förster-type
resonance energy transfer (FRET) between two fluorophores.

New generations of immunodiagnostic tests are suitable for application in
point-of-care (POC) testing—the processing and analysis of samples at the
patient’s bedside or in a physician’s office. Such testing enables the inclu-
sion of real-time results into the patient care process. It allows a physician to
quickly gain a more complete clinical impression, integrate the lab results into
the diagnostic process, manage the patient’s care based on timely lab data,
and much more easily monitor the results of therapeutic intervention. The
current generation of immunodiagnostic tests has benefited from industry
improvements and breakthroughs in lateral-flow immunoassays [35, 37–41].

2
Nanoparticle-Based Signal Amplification Technologies

Advances in nanotechnology have had significant impacts on the field of
biodiagnostics [42–44]. In our previous studies, we applied novel signal am-
plification technologies based on new classes of biofunctional fluorogenic
nanocrystals to improve the sensitivity and the limits of detection in im-
munoassays [8–14].

2.1
SuperNova® System-Nanoencapsulated Microcrystalline Particles
for Superamplified Biochemical Assays

A novel class of particulate labels based on nanoencapsulated organic mi-
crocrystals with the potential to create highly amplified biochemical assays
was demonstrated [8]. Labels were constructed by encapsulating microcrys-
talline fluorescein diacetate (FDA; average size of 500 nm) within ultrathin
polyelectrolyte layers of poly(allylamine hydrochloride) and poly(sodium
4-styrenesulfonate) via the layer-by-layer technique (Fig. 1). Subsequently,
the polyelectrolyte coating was used as an “interface” for the attachment of
anti-mouse antibodies through adsorption. A high molar ratio of fluorescent
molecules present in the microcrystal core per biomolecule (on the particle
surface) was achieved.
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Fig. 1 Schematic illustration of the preparation of biolabeled, polyelectrolyte-encapsulated
organic microcrystals. FDA was ball milled into micrometer-sized crystals in an aqueous
surfactant (SDS) medium (introducing charges onto the originally uncharged microcrys-
tal surface), followed by a encapsulation with polyelectrolyte multilayers of nanometer
thickness, and b the attachment of a specific immunoreagent. Adapted from [8]

The applicability of the microcrystal-based label system was demonstrated
in a model sandwich immunoassay for MIgG detection (Fig. 2). Following the
immunoreaction, the FDA core was dissolved by exposure to organic solvent,
leading to the release of the FDA molecules into the surrounding medium.

Amplification rates of 70- to 2000-fold (expressed as an increase in assay
sensitivity) of the microcrystal label-based assay compared with the corres-
ponding immunoassay performed with direct fluorescently labeled antibod-
ies are reported. Our approach provides a general and facile means to prepare

Fig. 2 Principle of a sandwich immunoassay using FDA particulate labels. a The analyte
is first immobilized by the capture antibody preadsorbed on the solid phase and then
b exposed to antibody-labeled microparticle detectors. Every microparticle contains 108

FDA molecules. c High signal amplification is achieved after solubilization, release, and
conversion of the precursor FDA into fluorescein molecules by the addition of DMSO and
NaOH. Fluorescence intensity is proportional to the analyte concentration. The surfac-
tant is not shown in the last step; some surfactant may be adsorbed to the polyelectrolyte
layers and some may be released with the fluorescein. Adapted from [8]
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a novel class of biochemical assay labeling systems. The technology has the
potential to compete with enzyme-based labels, as it does not require long
incubation times and a stopping step, thus speeding up bioaffinity tests.

2.2
Nanocrystal Biolabels with Mega-Releasable Fluorophores
for Immunoassays

We further simplify the signal amplification technology by using a two-step
approach to encapsulate nanocrystalline FDA with an average size of 107 nm
with ultrathin polyelectrolytic distearoylphosphatidylethanolamine (DSPE)
lipids coupled with amino(poly(ethylene glycol)) (PEG2000-Amine) [9]. This

Fig. 3 Schematic illustration of the preparation of biofunctional fluorescent labels. In
a previous study [8], a FDA was milled into microcrystals with an average size of 500 nm,
stabilized with SDS surfactant, followed by encapsulation of polyelectrolyte multilayers,
and the attachment of biorecognition molecules, e.g., antibodies. b A simple two-step ap-
proach is described in the current study: FDA was milled into nanometer-sized (107 nm
on average) crystals in an aqueous surfactant (DSPE-PEG(2000)Amine) medium and sub-
sequently biorecognition molecules, e.g., antibodies were deposited. The structure of
DSPE-PEG(2000)Amine is shown in the inset. Adapted from [9]
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polyelectrolyte coating was subsequently used as an interface for the at-
tachment of biorecognition molecules through adsorption (Fig. 3). In brief,
a suspension of 5% (w/w) FDA in 1.25% (w/w) DSPE-PEG(2000)Amine was
milled for 48 to 72 h using a process developed by Elan Drug Delivery Inc.
(King of Prussia, PA). The temperature was maintained at 20 ◦C to prevent
the material from hydrolyzing. The pretreated particle suspension was diluted
to 0.0626% (w/v) and incubated with 200 µg/mL biomolecules (e.g. antibod-
ies, streptavidin) in 10 mM phosphate-buffered saline (PBS, pH 7.4) at room
temperature for 1 h. The supernatant was removed after centrifugation at
16 000 g for 10 min. After three repeated centrifugation/washing cycles, the
coated particles were finally separated from the mixture.

A high fluorescein equivalent (FE) value (2.6×106) and a high molar ratio
of released fluorescent molecules per binding event (2.8×104) were achieved
in this nanocrystal biolabel system.

Fig. 4 Principle of a sandwich fluorescent immunoassay using nanocrystalline FDA con-
jugates. The analyte is first incubated with the capture antibody preadsorbed on the
microtiter plate and then exposed to nanocrystalline FDA conjugates. High signal ampli-
fication is achieved after solubilization, release, and conversion of the precursor FDA into
fluorescein molecules by the addition of DMSO and NaOH. a The previous microcrystal
(500 nm in average size) contained 108 FDA molecules, and a limit of detection of 4 µg/L
was achieved [8]. b A much lower limit of detection of 0.057 µg/L and minimized non-
specific interactions are demonstrated using the DSPE-PEG(2000)Amine-modified FDA
as labels although each nanocrystal contains 2 orders of magnitude fewer fluorescein
molecules. Adapted from [9]
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The analytical performance of the nanocrystal-based label system is
evaluated in a model sandwich immunoassay for the detection of MIgG
(Fig. 4). After separation of the non-bound antibody nanocrystal labels,
fluorophores are released by hydrolysis and dissolution of the nanocrys-
talline FDA. Due to the release of the fluorophores into a large volume of

Fig. 5 a Sandwich fluorescence immunoassay using Gt α MIgG-FDA nanocrystals (•) and
using Gt αMIgG-FITC from Arista (�), Sigma-Aldrich (�), and Molecular Probes (�)
as labels. The inset graph shows the amplification of the fluorescent intensity (∗). Good
linearity is observed in all cases using FDA nanocrystals as the label (R2 = 0.9954) and
direct FITC labels from Arista (R2 = 0.9962), Sigma-Aldrich (R2 = 0.9915), and Molecu-
lar Probes (R2 = 0.9947). There is no increase in fluorescent intensity by increasing the
MIgG concentrations using FDA-nanocrystal labels without addition of DMSO/NaOH as
the releasing agent (∗). b Alternatively, use of the signal-to-noise ratio instead of the flu-
orescence intensity unit to compare the sensitivity of the assay using FDA-nanocrystals
and Gt αMIgG-FITC as detector antibodies. Error bars correspond to standard deviations
((SD, n) 3). Adapted from [9]
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organic solvent/sodium hydroxide mixture, self-quenching is suppressed.
The FDA[DSPE-PEG(2000)Amine]-modified biolabels form a highly stable
colloidal suspension and, when coated with antibodies and used in an im-
munoassay, resulted in minimal non-specific interactions.

Figure 5a shows the calibration curves of Gt α MIgG-FDA nanocrystal la-
bels in comparison with a direct FITC-labeled antibody conjugate. A limit of
detection of 0.060 µg/L was achieved with the FDA-labeled antibodies. The
detection limit of the FDA conjugate is lower by a factor of 5–28 than that
of the direct FITC conjugate. Table 1 shows that the signal-to-noise ratio of
the assays using nanocrystalline FDA-labeled antibodies was higher than the
ratios of assays using the direct FITC-labeled antibodies at all analyte concen-
trations and was also higher than the ratios of assays using microcrystalline
FDA conjugates in the previous study [8]. The greatest increase in the signal-
to-noise ratio was observed in the low concentration range (Fig. 5b).

The FDA conjugates appear to be very useful in maximizing the sensitivity
of a fluorescent assay. Using nanocrystalline FDA antibody conjugates allows
for a low detection limit and a sensitivity that was 400- to 2700-fold higher
compared with a state-of-the-art immunoassay using directly fluorescent-
labeled antibodies.

2.3
A Highly Sensitive Fluorescent Immunoassay
Based on Avidin-labeled Nanocrystals

The applicability of NeutrAvidin-labeled nanocrystals was demonstrated in
an immunoassay using the avidin–biotin technique [11]. This can be ap-
plied to detect different kinds of analytes that are captured by correspond-
ing biotinylated biomolecules in different bioanalytical applications. Biotiny-
lated antibody and NeutrAvidin-labeled nanocrystals were applied to the
assay sequentially. The performance was then compared with the traditional
sandwich-type assay for MIgG detection. Following the immunoreaction, the
nanocrystals were released by hydrolysis and dissolution instigated by adding
a large volume of organic solvent/ sodium hydroxide mixture. The limit of de-
tection was lowered by a factor of 2.5 to 21 while the sensitivity was found
to be 3.5- to 30-fold higher than in immunoassays using commercial labeling
systems [e.g. fluorescein 5-isothiocyanate (FITC) and horseradish peroxidase
(HRP)]. This study shows that using fluorescent nanocrystals in combination
with the avidin–biotin technique can act as a flexible probe to be applied in
different kinds of immunoassays.

The biofunctional nanocrystals were also applied to detect different kinds
of clinically interesting plasma proteins with high sensitivity, low limits of
detection and short incubation times [12].
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2.4
Biofunctional Organic Nanocrystals for Quantitative Detection
of Pathogen Deoxyribonucleic Acid

A novel application of dissolvable, organic, and biofunctional nanocrystals
for the quantitative detection of a PCR product was reported [13]. FDA was
milled in a solution of a polymeric surfactant to create a stable, nanosized
colloid with an interface for coupling streptavidin molecules (Fig. 6). The
application of these particulate labels for the quantitative detection of bi-
otinylated human papillomavirus (HPV) DNA, amplified in a standard PCR
procedure, was demonstrated. A set of consensus primers, 5′ biotinylated
PGMY09/11 [45], was used to amplify HPV-DNA from various concentra-
tions of HPV 16, HPV 18 and HPV 45 plasmids. Biotinlyated HPV-DNA was
amplified and hybridized specifically with DNA probes that had been im-
mobilized on a NucleoLink™ microplate (Fig. 7). The biotin molecule of the

Fig. 6 Preparation of biofunctional fluorescent labels. A simple two-step approach is de-
scribed in the current study: a FDA was milled into nanometer-sized (107 nm on average)
crystals in an aqueous surfactant (DSPE-PEG(2000)Amine) medium and b subsequently
adsorbed with streptavidin molecules. The FDA conjugated streptavidin can be used to
capture any biotinylated biomolecules. Adapted from [13]

Fig. 7 Amplified HPV-DNA hybridization using nanocrystalline FDA as label. a The am-
plified HPV-DNA labeled with biotin was first hybridized with the immobilized probes
in the microtiter plate and then b captured by the nanocrystalline FDA conjugated with
streptavidin. c High signal amplification was achieved after solubilization, release and
conversion of the precursor FDA into fluorescein molecules by the addition of DMSO and
NaOH. Adapted from [13]
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specific hybridized HPV-DNA was finally coupled with streptavidin that had
been conjugated with FDA nanocrystals. After the affinity reaction, the FDA
molecules were dissolved and concomitantly converted into fluorescein. The
performance of the nanocrystal biolabel system was then compared with
various directly labeled systems (i.e., FITC and peroxidase). This approach
resulted in a high selectivity, short incubation times and a sensitivity up to

Fig. 8 Quantitative evaluation of the nanocrystalline FDA conjugates as shown in Fig. 7
by using different amplified HPV-DNA labeled with biotin that were separately hybridized
with the immobilized probes of HPV 16 (�), 18 (�) or 45 (�) in the microtitre plate. Error
bars correspond to standard deviations (±SD, n = 3). Adapted from [13]
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147 times greater than obtained from state-of-the-art, directly fluorescent-
labeled streptavidins. This innovative method offers a rapid detection of
small amounts of nucleic acids because less target material and thus fewer
PCR cycles are required.

The performance of the streptavidin-FDA nanocrystal label was com-
pared with directly FITC-labeled and HRP-labeled streptavidin conjugates.
Although the HRP system allowed ultra-sensitive detection of HPV-DNA
(down to 100 copies/µL), the method did not provide quantitative informa-
tion on the viral load. Neither did the FITC-labeled streptavidin conjugates.
In contrast, the nanocrystalline FDA system did produce quantitative results
without non-specific interactions with the other probes (Fig. 8). Moreover,
depending on the amplicon concentration and the HPV genotype, the FDA
system yielded much higher S/N ratios (Table 2) with a concomitant sensi-
tivity enhancement by a factor of 2.8 to 147.0 compared with the directly
FITC-labeled streptavidin (Table 3). The high sensitivity of the particle-based
conjugates probably results from the boosting effect of the dissolving dye
molecules, but the minimized quenching could also have contributed to the
improved signal.

As well as detecting HPV, it is also important to discriminate between
high-risk (HR) and low-risk (LR) HPV genotypes. The assay described above
reliably detects 11 HR-HPV genotypes and yields the highest S/N ratios

Table 2 Signal-to-noise ratios (S/N) of FDA-labeled, FITC-labeled and HRP-labeled strep-
tavidin

S/N of streptavidin conjugate
FDA FITC HRP

Biotinylated HPV 16
(copies/µL)
103 18.22 1.44 6.78
104 30.09 1.21 8.56
105 70.82 1.11 6.78

Biotinylated HPV 18
(copies/µL)
103 20.33 1.33 4.20
104 45.50 1.21 9.91
105 78.34 1.22 6.45

Biotinylated HPV 45
(copies/µL)
103 15.62 1.33 8.03
104 34.19 1.21 6.69
105 135.01 1.28 5.66

Adapted from [13]



136 C.P.-y. Chan et al.

Table 3 Sensitivity-to-sensitivity ratios (S/S) of FDA-labeled and FITC-labeled strepta-
vidin

S/S of Streptavidin-FDA/Streptavidin-FITC
16 18 45

Biotinylated HPV
(copies/µL)
103 9.06 14.08 2.79
104 34.46 68.34 54.47
105 146.96 84.50 96.96

Adapted from [13]

(Table 4). We immobilized the 11 HR-HPV genotypes in a single well and
hybridized them with different amplicons by using FDA/FITC/HRP-labeled
streptavidin for detection. The labeled amplicons and the FDA/FITC/HRP

Table 4 Signal-to-noise ratios (S/N) of FDA-labeled and HRP-labeled streptavidin for
detection of multiple genotypes in a single well

S/N of streptavidin conjugate
FDA HRP

Biotinylated HPV
105 copies/µL
16 43.28 8.36
18 58.06 9.29
31 56.72 9.96
33 50.11 8.81
35 58.65 9.25
39 97.34 9.47
45 92.96 8.83
51 69.74 8.31
56 68.16 9.14
58 106.93 9.60
68 108.02 8.95

Biotinylated HPV
104 copies/µL
16 15.94 3.60
45 66.40 4.66

Biotinylated HPV
103 copies/µL
16 13.62 2.85
45 8.37 3.36

Adapted from [13]
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labeled streptavidin were added sequentially to coated microtitre plates to
permit maximal binding. Compared with other reagents used to detect PCR
products (e.g., ethidium bromide and radioisotopes), FDA is non-hazardous
and fast because there is no color processing. After addition of the releasing
reagent, the instant fluorescence intensity is over 90% of the maximum and
reaches the maximum within 5 minutes.

We have demonstrated a novel signal amplification technology for a HPV-
DNA hybridization assay based on FDA nanocrystals encapsulated within
PEG-Amine-modified phospholipids (DSPE-PEG-(2000)Amine). The surface
modification of the nanocrystalline biolabel system prevents non-specific
binding and particle aggregation. It provides an interface for conjugation
with streptavidin. The FDA nanocrystals are nearly water-insoluble precur-
sors of fluorescein, which are dissolved and hydrolyzed by treatment with an
organic solvent/hydroxide mixture. This technology allows easy quantifica-
tion of PCR products and markedly increased sensitivities and S/N ratios over
established systems. It should be noted that there is a clear potential for fur-
ther improvement, to develop early-stage and instant detection systems for
various diseases.

2.5
Silole Nanocrystals as Novel Biolabels

A novel class of biofunctional silole nanocrystals with the potential to create
highly sensitive immunoassay was demonstrated for the first time [14]. Bi-
olabels were constructed by encapsulating nanocrystalline hexaphenylsilole
[Ph2Si(CPh)4; HPS] within ultrathin polyelectrolyte layers via the layer-by-
layer technique that provided an “interface” for the attachment of antibodies
(Fig. 9). A high ratio of fluorescent dyes to biomolecules (2.4×103) was
achieved without self-quenching problem. The general concept of the appli-
cation of the nanocrystalline silole biolabels as fluorescent labels in FIAs is
depicted in Fig. 10.

The siloles are non-emissive (off) when molecularly dissolved in organic
solvents at room temperature, while the silole molecules in poor solvents
cluster into nanoaggregates, which are highly emissive and boost the photo-
luminescence quantum yields by up to 2 orders of magnitude [46]. A DMSO
solution of HPS (22 µM) was virtually nonemissive. Only a noisy curve was ob-
tained even in a 100 times magnified photoluminescent spectrum. However,
after putting the same concentration of HPS in a poor solvent (e.g., water),
an intense signal was recorded under identical measurement conditions. This
intriguing and not yet completely understood aggregation-induced emission
(AIE) feature is an invaluable property for the development of ultrasensitive
FIA.

A 40- to 140-fold higher sensitivity with the assays using the nanocrys-
tal biolabels was observed compared with the direct FITC-labeled antibod-
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Fig. 9 Schematic illustration of the preparation of biofunctional silole nanocrystals.
a HPS was synthesized according to a published experimental procedure [46] and b was
ball-milled into nanocrystals in an aqueous surfactant, followed by c encapsulation with
polyelectrolyte multilayers of nanometer thickness, and d the attachment of a specific im-
munoreagent. Adapted from [14]

Fig. 10 Principle of a sandwich immunoassay using nanocrystalline silole biolabels. a The
analyte is first immobilized by the capture antibody preadsorbed on the solid phase
and then b exposed to antibody-labeled nanocrystal detectors. Fluorescence intensity is
proportional to the analyte concentration. Adapted from [14]

ies, depending on the analyte concentration. The higher sensitivity of the
nanocrystal biolabels compared with standard FITC conjugates may be ex-
plained by the boosting effect of the higher ratio of dye molecules to binding
molecules, and the suppressed self-quenching by the AIE feature could also
have contributed to the improved signal. Chemo- and photostabilities make
siloles a useful tool for labeling purposes. The preparation of nanocrys-
talline HPS biolabels is straightforward to perform and controllable. By using
a nanoscale polyelectrolyte coating as an interface for bioconjugation onto
the nanocrystals, the siloles do not need to be water-soluble nor possess
groups for bioconjugation, as this functionality is provided by the polyelec-
trolytes. The quenching problem normally arising from high F/P ratio labels



New Trends in Immunoassays 139

can be prevented due to the AIE feature of siloles. Synthesis of water-soluble
amphiphilic siloles through appropriate chemical modifications is now in
progress. The soluble siloles may be used in homogenous assays, i.e., all
reagents present in solution to achieve the measurement without any separa-
tion step.

We believe that, after optimization, the use of siloles provides us with
a useful alternative to organic fluorophores.

2.6
Nanoparticle-Based Bio-Barcode Technology

An ultrasensitive method for detecting protein analytes has been developed.
Mirkin et al. reported a bio-barcode assay as shown in Fig. 11 to detect
analytes at levels 6 orders of magnitude below conventional diagnostic im-
munoassays [22]. The bio-barcode assay utilizes antibody-coated magnetic
beads to capture and concentrate the analytes. The captured analytes are
labeled with gold nanoparticle probes that are conjugated with specific an-
tibodies and single-stranded DNA or double-stranded DNA barcodes. The
resulting complexes are separated magnetically and washed to remove excess
probe. The DNA barcodes are then released from the complex and detected
via hybridization to a surface immobilized DNA probe and an oligonucleotide
functionalized gold nanoparticle as shown in Fig. 12 [21]. The gold particles
are enlarged through silver deposition, and the light scattered from the par-
ticles is detected [23]. Therefore, the detection of a specific DNA barcode
sequence indicates the presence of a specific protein. The increased sensitivity
is derived in part from the release of multiple barcodes per captured ana-
lyte [22]. The number of barcodes released is dependent on the size of the
gold particle, with a 15 nm diameter gold particle containing up to 100 DNA
barcodes [24]. Because the nanoparticle probe carries with a large number
of oligonucleotides per protein binding event, there is substantial amplifica-
tion. Using this system to detect prostate-specific antigen (PSA), the detection
limit was 30 attomolar [21]. Alternatively, a polymerase chain reaction on the
oligonucleotide barcodes can boost the sensitivity to 3 attomolar. Compara-
ble clinically accepted conventional assays for detecting the same target have
sensitivity limits of ∼3 picomolar, 6 orders of magnitude less sensitive than
this system.

A more recent report describes an alternative approach to labeling the an-
alyte after capture onto antibody coated magnetic beads [25]. This approach
utilizes a biotinylated secondary antibody which is labeled with streptavidin-
coated gold nanoparticles and biotinylated barcode DNA. Once the barcode
DNA is released from the complex, the barcode DNA is detected as described
above. Using the biotin-streptavidin approach, a 1000-fold improvement in
detection limit was achieved with an excellent dose response compared with
the best ELISA system.
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Fig. 11� Nanoparticle-based Bio-Barcode Technology. A Probe design and preparation.
B PSA detection and barcode DNA amplification and identification. Adapted from [22]

This technology can also be applied to multiplexed assays by using dif-
ferent DNA barcode sequences conjugated with specific antibodies on each
gold probe as indicators for different protein markers. This system is homo-
geneous, which makes this assay faster and simpler than heterogeneous
immuno-PCR systems and can also increase the sensitivity because the cap-
turing step is more efficient. In addition, it provides a high ratio of PCR-
amplifiable DNA per labeling Ab, which results in a substantial increase
in assay sensitivity. Moreover, direct detection or PCR is carried out on
samples of barcode DNA that are free from analytes, most of the biolog-
ical components, microparticles and nanoparticles. This step substantially
reduces background signal. Furthermore, this system has the potential for
massive multiplexing and the simultaneous detection of many analytes in one
solution.

Fig. 12 Gold nanoparticles modified with oligonucleotides were used to indicate the
presence of a particular DNA sequence hybridized on a transparent substrate in a three-
component sandwich assay format. Adapted from [21]
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3
New Generations of Immunodiagnostic Tests

Lateral-flow tests, also known as immunochromatographic tests, have been
a popular platform for rapid immunoassays since their introduction in the
mid-1980s. The features of lateral-flow tests shown below make them ideal for
rapid point-of-care testing:
• User-friendly format that can be used by non-lab trained operators;
• Result available in short time (e.g. 5–30 minutes);
• Long-term stability over a wide climatic range (i.e., may not be necessarily

be refrigerated).

3.1
A Novel Credit-Card Style Assay for Bedside Determination
of Fatty Acid-Binding Protein

Heart-type fatty acid-binding protein (H-FABP), a low molecular mass cyto-
plasmic protein (15 kD) abundant in heart muscle cells, has a high potential
as a sensitive biomarker for early diagnosis of acute myocardial infarction
(AMI) [47–50]. This relatively small protein is involved in cellular long-chain
fatty acid metabolism [51]. The concentration of H-FABP in the plasma of
healthy persons is relatively low (2–6 µg/L) [52]. It is released rapidly from
damaged cells into the circulation and is cleared from the circulation by the
kidney with a plasma half-life of 20 min [47]. H-FABP levels rise as early as
1–3 hours after the onset of AMI, peak at 6–8 hours, and return to normal
within 24–30 hours. Although FABP shows release characteristics from in-
jured myocardium and elimination rates from plasma that are similar to those
of myoglobin, several clinical studies have revealed a superior performance
of H-FABP over myoglobin for early AMI detection as well as early estima-
tion of infarct size [52–55]. In a multi-centre study (EUROCARDI), H-FABP
was pointed as the most sensitive biochemical marker for early diagnosis of
AMI [56]. H-FABP is also superior to CK-MB or cardiac troponins in the
early detection of ischemic myocardial necrosis [57, 58]. The fact that it shows
a ratio of cytoplasmic to vascular concentration one order of magnitude higher
than any other cardiac protein makes H-FABP the most sensitive and specific
marker for AMI diagnosis within 3 hours after the onset of infarction.

Using H-FABP as an early cardiac marker to confirm or exclude a di-
agnosis of AMI soon after the onset of symptoms, a one-step FABP im-
munotest, the so-called CardioDetect® shown in Fig. 13, has been successfully
developed [37–39, 41].
• It is a commercially available FABP rapid test with a Conformité Eu-

ropéenne (CE) Mark approval.
• It is a rapid chromatographic immunoassay designed for qualitative deter-

mination of H-FABP in whole blood, plasma and serum samples.
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Fig. 13 CardioDetect® (rennesens GmbH, Berlin) is offered in CardioDetect® self version
for self-testing (the upper one; its two separate test fields allow one repetition) and Car-
dioDetect® med version for hospital use (the middle one; containing one test field and
a label on which to note patient data). The test at the bottom with the State Food and
Drug Administration (SFDA) of China approval is also now being manufactured in China
by Shenzhen Kang Sheng Bao Bio-Technology Co., Ltd. (Shenzhen). Adapted from [41]
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• The estimation of the test-strip results can be performed visually by the
naked eye. The results can also be quantified by a test reader.

• After application of sample onto the test-strip, the result is available within
15 minutes.

• It can be stored at 4–8 ◦C for up to 1 year without any loss of activity.
• The whole blood immunotest requires no sample pretreatment and thus

can be applied in emergency situation.
• Combined with the well-established markers, troponins, it may allow

more accurate targeting of appropriate therapy and considerable cost sav-
ings than the current diagnostic tests, i.e. ECG, troponins, myoglobin and
CK-MB tests.

In our previous study [41, 49], 434 plasma or serum samples from 218
patients admitted to the Coronary Care Unit (CCU) and Chest Pain Unit of
the Prince of Wales Hospital in Hong Kong presenting with chest pain and
suspected AMI were investigated. The diagnostic performance of the Car-
dioDetect® self was evaluated according to the time interval from the onset
of symptoms to analysis. The areas under the receiver operating characteris-
tic (ROC) curves are shown in Table 5. Similar performance of measurements
with the CardioDetect® and the FABP ELISA was observed. The areas for the
CardioDetect® and the FABP ELISA were significantly greater than those for
cardiac troponin I (cTnI) and creatine kinase (CK) within 6 hours after the
onset of symptoms. Thus, FABP has great potential as an excellent cardiac
marker for the diagnosis of AMI in the early phase.

Whole blood samples from 38 patients admitted to a hospital in Bernau
(Brandenburg, Germany) and 171 patients at the Deutsches Diabetes For-
schungsinstitut Düsseldorf (German Diabetes Research Institute) were also
studied. The specificities of the CardioDetect® were 94% and 85.1% respec-
tively. Both sensitivities and negative predictive values (NPV) were 100%
implying that 100% of non-AMI patients could be excluded with no false
negative results.

Table 5 Area under the ROC curve of different diagnostic tests for detection of myocardial
infarction

Hours after Area under the ROC Curve
onset of Number of CardioDetect® FABP ELISA cTnI ELISA CK activity
symptoms samples

0–3 71 0.80 0.83 0.50 0.61
> 3–6 156 0.93 0.95 0.83 0.86
> 6–12 181 0.98 0.98 0.97 0.98
> 12–24 148 0.90 0.98 0.99
> 24 227 0.57 1.00 0.90

Adapted from [41]
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The potential impact of CardioDetect® is enormous. Its application to
the detection of myocardial infarction is considerable, particularly if it leads
medical doctors to more accurate and earlier AMI diagnosis, allowing bet-
ter treatment to reduce patient morbidity and mortality, as well as avoiding
unnecessary stay at hospital of non-AMI patients that would bring import-
ant economic and human advantages. Its simplicity of use could even make it
a user-friendly test to be employed by chronic patients at home. This sophisti-
cated but simple looking and highly effective diagnostic tool enables medical
doctors and the entire population to prevent diseases of growing worldwide
importance that cause extensive disability and take far too many lives.

3.2
Novel “Digital-Style” Rapid Test Simultaneously Detecting Heart Attack
and Predicting Cardiovascular Disease Risk

An early cardiac marker, H-FABP, and an established risk marker for heart
attack, C-reactive protein (CRP), were combined in a simple, rapid, and semi-
quantitative “digital-style” lateral-flow assay as shown in Fig. 14 [40]. There
is a vital need for developing a relatively simple and rapid test to confirm
or exclude suspected AMI patients and simultaneously to identify apparent
non-AMI patients at risk of developing cardiovascular events at an early stage.
To interpret different clinical outcomes, monoclonal antibodies specific to
H-FABP and CRP were employed to a “digital-style” rapid test with more than
one line shown on the test zones (Fig. 15).

Fig. 14 Main components of a “digital-style” rapid test for prognosis of cardiovascu-
lar diseases and early diagnosis of heart attack. A Top view; B cross-section. Adapted
from [40]

A total of 162 plasma samples from Country Brandenburg Hospital in
Bernau (Germany) with CRP concentration between 0.03 and 283.2 mg/L
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Fig. 15� Principle of the “digital-style” rapid test. An early cardiac marker, H-FABP, and an
established risk marker, CRP, were combined in a lateral flow assay. H-FABP and CRP can
also be detected simultaneously to give many different combinations. Adapted from [40]

were assessed using an in-house enzyme-linked immunosorbent assay
(ELISA) and a newly developed “digital-style” assay. There was a good linear-
ity (r2 = 0.9392) and agreement by Bland and Altman statistic plot between
these two methods. The intra- and inter-assay coefficients of variation (CV)
were less than 15%. The “digital-style” assay with high stability provides long
storage time and allows mass production and preparation of large batches.

A novel “digital-style” semi-quantitative lateral-flow assay simultaneously
detecting heart attack and predicting early cardiovascular disease risk, just
by simply counting the number of red lines in the test without any expen-
sive reading instrument, has been successfully developed (Fig. 16). Medical
doctors can early predict the extent of the risk and prescribe heart-attack-
preventing therapy.

Fig. 16 Interpretation of the test results of the “digital-style” rapid test. There are many
different combinations for H-FABP and CRP simultaneously detected that are not shown
here. Adapted from [40]

3.3
One-step Quantitative Cortisol Immunodiagnostic Test
with Proportional Reading

Rapid quantitative immuno-detection of haptens by lateral-flow assay with-
out “typical” competitive inhibition results has been studied. An immuno-
threshold-based assay for quantitative detection of cortisol has been de-
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Fig. 17 Schematic diagram of a one-step quantitative immuno-threshold-based cortisol
lateral-flow assay. A Top view; B cross-section. Adapted from [35]

veloped as shown in Fig. 17 [35]. It is a rapid chromatographic immunoassay
designed for quantitative determination of cortisol in whole blood samples. It
requires no sample pretreatment and gives result within 15 min. It gives a sig-
nal directly proportional to the cortisol concentration in samples (Fig. 18).
This technique provides a practical calibration curve with detection limit of
3.5 µg/L. The intra- and inter-assay CVs are 6% and 10% respectively. Cross-
reactivity with related steroids is acceptably low: corticosterone (3.4%), cor-
tisone (2.1%), deoxycorticosterone (2.0%), 17a-hydroxyprogesterone (0.4%),
and progesterone (0.05%). Furthermore, the test strips show the advantages
of long shelf life and high stability that allow mass production and prepar-
ation of large batches.

This immuno-threshold-based principle can also be employed for detect-
ing all low-molecular-weight haptens. It may be a useful and convenient test
format for drug detection.

4
Other Ingenious Technologies

4.1
One-Step Homogeneous Non-Competitive Immunoassay for Small Analyte

Competitive immunoassays are usually performed for detection of small ana-
lytes. However, due to the non-specific nature of competitive immunoassays,
often many false positives are generated. Also, the interpretation of the result
can be confusing.

Pulli et al. described a one-step, homogeneous non-competitive immuno-
assay for small analytes using recombinant antibodies and morphine as the
model analyte [36]. A highly specific antibody against the immune complex
(IC) formed between an anti-morphine antibody and morphine was selected
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Fig. 18 Principle of the cortisol immunodiagnostic test with proportional reading. Control
line is omitted for simplicity. Adapted from [35]
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from a naïve scFv phage display library. The in vitro phage library selection
procedure avoids the difficulties associated with the production of anti-IC
antibodies by animal immunization. The anti-morphine and the anti-IC an-
tibodies were labeled with a pair of fluorescence resonance energy transfer
(FRET) fluorophores. In the FRET assay, 5 µg/L of morphine in saliva, which
is clearly below the recommended cutoff level, can be detected without cross-
reactivity to codeine or heroin. The assay time is 2 minutes.

This assay is fast and very simple to perform. To further simplify the use,
the reagents can be kept in dry form in a vessel. The saliva sample is added,
and the results can be read after a couple of minutes by a portable fluorome-
ter. The method can be easily introduced in routine analysis. The only piece
of equipment required is a fluorometer capable of FRET measurements. Fur-
thermore, the production of recombinant antibody Fab fragments by fermen-
tation can be easily scaled-up, enabling inexpensive manufacturing of large
amounts of reagents. As a whole, there is a big demand for a sensitive, spe-
cific, and fast assay method for many small molecules, e.g., pharmaceuticals,
drugs of abuse, steroids, and toxins. Because in principle the immunoassay
described herein can be applied to any kind of small analytes, it offers a novel
solution to this need.

4.2
A Compact Disc as Low-cost, High-sensitivity Readout System
for Multiplex Immunoassays

Highly complex immunoassays that identify and quantify many different
antigens simultaneously need high-resolution imaging capability. However,
as microarray elements become smaller and smaller for larger and larger
numbers of simultaneous tests, the state-of-the-art CMOS or CCD technolo-
gies cannot achieve sufficient imaging resolution at this moment. Confocal
scanners using a microscope lens can provide the required resolution, but
their use is limited by the cost, size and geometrical alignment of the optics.
Lange et al. demonstrated an inexpensive classical silver staining and stan-
dard compact disc (CD) reader technology for array-based assays [33, 34].
It employs a pick-up head of a compact-disc player in a slightly modi-
fied form to provide a high efficient and sensitive readout in immunoassay
(Fig. 19).

A conventional compact-disc pick-up reader works by focusing laser light
onto the surface of the CD. As the CD rotates above the reader, information
encoded as pits along a spiral track on its metal-coated surface can be read
by means of light reflected back through a lens onto a photodiode. The system
described by Lange et al. works in exactly the same way, but with a substrate
covered with a regularly spaced array of capture antibodies taking the place
of the CD. Using a sandwich immunoassay as an example, a capture antibody
is firstly stamped in a 25-micrometre square pattern onto a solid substrate.
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Fig. 19 Molecular compact disc. A substrate covered with a regularly spaced array of
capture antibodies acts as a molecular CD. When an antigen binds to an antibody, its
presence is signaled by a second, gold-containing detector antibody that catalyses the
deposition of reflective silver particles onto the substrate. Adapted from [34]

Then the desired antigen binds to this antibody. After that, a detector an-
tibody conjugated with gold nanoparticle binds to this antigen to make it
visible to the CD pickup head. This gold nanoparticle catalyses the deposition
of silver grains onto the substrate to which the capture antibody, antigen and
detector antibody are all now attached. The reflections from the silver grains
could be read by the CD pick-up head with a resolution of around 50 nm –
considerably smaller than the diameter of most of the silver nanoparticles,
which is of the order of several hundred nanometres. Using this system, the
detection limit in serum could be reduced from 1 µg/L down to 100 pg/L.
Lange et al. also demonstrated that different antigens were attached to their
specific capture molecule, well apart from each other on the substrate. By cor-
relating the density of the silver precipitate with the coverage of the antigen, it
might be possible to detect single molecules with the system. The technology
could be widely useful for low-cost, high-sensitivity readout systems for many
different types of assay.

5
Prospects

Regarding new trends in immunoassays, the discussion often heard these
days is an interest in multiplexing that help to define a patient’s medical
profile. The ability to evaluate one sample in one test for the presence or
absence of multiple analytes is very appealing. Multiplexed protein measure-
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ment is a rapidly advancing field. Biomarker data from multiplexed protein
measurement technologies will become increasingly the norm as we are en-
tering an era of personalized medicine. Multiplexed protein measurement for
biomarker-based diagnostic and prognostic testing will become the largest
growth segment of the immunodiagnostics industry [59]. It has the capacity
to identify surrogates that will be integrated into clinical indices, treatment al-
gorithms, and, ultimately, into dynamic disease models that permit real-time,
data-driven patient management.

Near patient testing is also one of the most rapidly growing segments as
tests that were done in the central lab are now available as near patient tests.
This has lead to an explosion of new tests and technologies. A key to effective
point-of-care testing programs is the ability to link POC devices with cen-
tralized management stations and a healthcare system’s primary information
system. In this way, the POC test can be easily added to the patient’s medi-
cal record. Very few lateral-flow tests provide quantitative results that can be
downloaded on a computer or have the ability to send results to a receiving
network. Improvements in all of these aspects will go a long way to increase
the use of lateral-flow tests in the professional sector. In addition, more and
more lateral-flow tests using saliva, urine and sweat for analysis can make
them more patient-friendly.
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Abstract Proteins bear important functions for most life processes. It is estimated that the
human proteome comprises more than 250 000 proteins. Over the last years, highly so-
phisticated and powerful instruments have been developed that allow their detection and
characterization with great precision and sensitivity. However, these instruments need
well-equipped laboratories and a well-trained staff. For the determination of proteins
in a hospital, in a doctor’s office, or at home, low-budget protein analysis methods are
needed that are easy to perform. In addition, for a proteomic approach, highly parallel
measurements with small sample sizes are required. Biochips are considered as promising
tools for such applications.

The following chapter describes electrochemical biochips for protein analysis that use
antibodies or aptamers as recognition elements.

Keywords Antibodies · Aptamers · Biosensors · Immunosensors · Protein arrays ·
Protein chips · Proteomics



156 A. Warsinke

1
Protein Analysis in the Post-Genome Area

One of the driving forces in the development of new analytical methods for
protein analysis is a better understanding of the molecular basis of diseases,
the disposition for diseases, and the reactions of patients to certain drugs.
For the pharmaceutical industry, the driving force is to find new drug tar-
gets and new therapeutical treatments. Proteins bear important functions for
most of the life processes. Many proteins are enzymes catalyzing biochemi-
cal reactions, and are thereby vital to metabolism. About 4000 reactions are
known to be catalyzed by enzymes and the rate acceleration can be up to
1017 in comparison to the uncatalyzed reaction. Other proteins have struc-
tural or mechanical functions, such as proteins in the cytoskeleton, which
forms a system of scaffolding that maintains cell shape. Moreover, proteins
are also important in cell signaling, immune responses, cell adhesion and the
cell cycle.

The measurement of the levels of individual proteins in cells, tissues, ex-
tracts, and biological fluids is therefore of enormous importance for life
science research and clinical practice.

Personalized medicine means the prescription of specific therapeutics
best suited for an individual. It is usually based on pharmacogenetic, phar-
macogenomic, and pharmacoproteomic information, but other individual
variations in patients are also taken into consideration [1]. Although per-
sonalized medicine has started to become practice for the initial treatment
of diseases, like cancer, it is recognized that the time scale for manage-
ment of cancer and the treatment of other diseases will take much more
time. One disease in which pharmacogenetics is already applied is acute
lymphoblastic leukemia. Persons lacking the functional enzyme thiopurine
methyl transferase are treated with a tailored chemotherapeutic cocktail of
6-mercaptopurine, 6-thioguanine, and azathiopurine [2].

A good indicator for the status of personalized medicine is how the drug
labeling or package insert as a guide to how the drug should be used is re-
alized. In 2005, there were only 22 approved drugs with such labeling. Some
examples are shown in Table 1.

The main reasons for the delay in the realization of personalized medicine
is the extreme complexity, the lack of large statistically and comparable ap-
proved analytical data, and the reservation of the pharmaceutical industry
in the past which was more focussed on the developed of so-called “block-
busters”. However, the picture is changing since pharmaceutical companies
collaborate now more and more with biotech companies that develop the
needed technologies but do not have the resources to develop the extensive
practical applications. One example for a FDA-proven pharmacogenetic test
is the AmpliChip CYP450, which was developed in a collaboration between
Roche and Affymetrix. The microarray-based test is able to detect gene vari-
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Table 1 Examples of drugs where predictive pharmacogenetic testing is proposed
(adapted from [3])

Name of Manu- Disease Biomarker Label description
the drug facturer

Somatotropin Several Prader Willi Chromosome 15 Use of drug is indi-
Syndrome aberration cated for patients

with the presence
of the biomarker

Retinoid Roche Acute PML/RAR gene Use of drug is indi-
(Vesanoid) promyelocytic cated for patients

leukaemia with the presence
of the biomarker

Cetuximab Imclone/ Colorectal EGFR Use of drug is indi-
(Erbitux) BMS cancer cated for patients

with the presence
of the biomarker

Trastuzumab Roche/ Breast HER 2 Use of drug is indi-
(Herceptin) Genentech cancer protein cated for patients

overexpressing
the biomarker

Alpha1- Bayer Congenital PiMS or PiMZ Use of drug is
proteinase alpha1-proteinase alpha1-antitrypsin not indicated
inhibitor inhibitor deficiency for patients with
(Prolastin) deficiency phenotypes these phenotypes

Imatinib Novartis Chronic myeloid Philadelphia Use of drug is indi-
(Gleevec/ leukaemia Chromosome cated for patients
Glivec) Gastrointestinal positive CD117 with the presence

stromal tumours (c-kit) positive of the biomarker

ations of the genes CYP2D6 and CYP2C19, known to play a major role in the
metabolism of an estimated 25% of all prescription drugs.

Currently there is a debate regarding how long it will take that the clini-
cal practise will benefit from technologies developed for the different fields
of “-omics”. A critical study sees the potential rather in the medium term
(15–20 years) [3] whereas others rather in shorter term (5–10 years) [1, 2].

Besides new and improved genomic methods, a detailed analysis of pro-
teins becomes more and more important. Compared to the genome, which
is rather constant, a proteome differs from cell to cell, from different parts
of a body, and from body to body. Moreover, organisms express different
proteins in a life cycle and respond to environmental changes with different
proteins.

One way to indicate if the synthesis of a protein is initiated or not is to
determine the protein-coding m-RNA, also called as expression-profiling or
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transcriptomic approach. This can be done in a similar way as for genomic
studies with well-developed high-throughput methods, e.g., by using nucleic-
acid chip technologies.

However, since the produced m-RNAs correspond not inevitably with the
amount of the mature proteins, the transcriptomic approach will give only
some hints of which proteins could be present in the organism. As a conse-
quence, it is unavoidable to indicate and measure the mature proteins directly
in samples taken from the organism. In the past, there was a great hope that
with the help of proteomics new biomarkers—substances whose detection
indicates a disease or a particular disease state—can be found. There were
several studies where the protein patterns of body fluids (blood, serum, or
plasma) from sick and healthy persons were compared. Indeed, there have
been a lot of differences and new biomarkers have been proposed. However,
most of them did not withstand a critical validation. It was found that the dif-
ferences between protein patterns of two persons are often greater than the
differences due to diseases. In addition, the results often vary in dependence
of the sample pretreatment and the analytical method used.

It is estimated that the human proteome comprises more than 250 000
proteins. This estimation is based on the assumption that from the ∼25 000
human genes [4] about ten splice variants, post-translational modifications,
and cleavage products could exist. However, if the immunoglobulin-class pro-
teins also involved in this calculation, the number of proteins that could be
present in the body exceeds 10×106. The length of the polypeptide chain
in proteins can differ from a few amino acids to about 27 000. Moreover,
many proteins carry modifications like phosphorylations, glycosylations, acy-
lations, or contain additional compounds, like metal ions, heme, FAD, etc.

Due to the great variability of proteins, the analysis of proteins is much more
challenging than the analysis of DNA. It is obvious that substantial efforts are
needed to develop appropriate methods to analyze all the proteins in detail.

The analytical methods include protein sequencing (Edman sequencing),
protein identification and analysis of the protein modifications (MALDI-TOF
MS protein profiling, protein chips), localization of proteins on whole cells (flu-
orescence microscopy, X-ray tomography), identification of three dimensional
structures (X-ray crystallography, NMR, circular dichroism, Fourier trans-
form infrared spectroscopy and small angle X-ray scattering), protein–ligand
interaction analysis (yeast two hybrid techniques, affinity chromatography,
fluorescence resonance energy transfer and surface plasmon resonance) and
quantification methods (immunoassays, protein chips, reverse-phase chro-
matography or 2D electrophoresis combined with tandem mass spectrometry).

For a proteomic approach where a snapshot-like analysis of many proteins
at a given time under defined conditions in a cell, tissue or organ is needed
a highly parallel methodology is required.

The value of multiplexed protein measurement is being established in
applications such as comprehensive proteomic surveys, studies of protein
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networks and pathways, validation of genomic discoveries, and clinical
biomarker development.

Examples for technologies that have already been developed for these ap-
plications are given in Table 2.

Whereas 2D electrophoresis or HPLC combined with mass spectrometry
are mostly used for protein identification, immunoassays are seen as the gold
standard for the quantitative determination of proteins, especially in complex
media, like blood, serum, or food products. Although the development of new

Table 2 Applications and technologies for multiplexed protein measurements (adapted
from [5])

Application Technology Approxi- Technology Desired Experimental Refs.
category mate

multi-
characteristics specification design

plexing

Surveys of
most, large
changes in
protein
abundance

“Shotgun” mass
spectrometry

2500 Universal,
open
architecture

Semi-
quantitative;
CV 30%

Iterative,
cross-
sectional;
50 samples

[6]

Modelling
networks,
pathways,
physiological
and disease
states

Bead and chip
protein arrays;
indirect
immunoassays

250 Multiple
sets of
canonical
optimized
assays

Quantitative;
CV 10%

Longitudinal
or dose-
response

[7]

Biomarker
validation;
outcome
surrogates
in clinical
trials

Bead and chip
protein arrays;
sandwich
immunoassays

25 Flexible
platform
with rapid
assay
development

Quantitative;
CV 5%

Cross-
sectional
or
longitudinal;
500 samples

[8]

Panel-based
clinical
diagnostics

Multiplexed
immuno-
diagnostic
platform for
rapid,
point-of-care
testing or
automated
central
laboratory
testing

5 Specific,
highly
optimized
sets of assays

Quantitative;
CV 3%;
rapid format

Single sample
comparison
with
reference
range;
>10 000
samples

[9]

CV coefficient of variation
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methods in the field of mass spectrometry is in progress, quantification of
proteins is still a problem.

In contrast to mass spectrometry where high abundant proteins have to
be removed in a prepurfication step, immunoassays can handle such samples
without any special pretreatments.

To increase the sample throughput, to reduce costs, and to reduce time
for analysis protein arrays have been developed in different formats, by spot-
ting target proteins, antibodies or other binding molecules. However, for
proteomics, the chip technology is not as well developed as for nucleic-acid
analysis, since (1) the number of different protein species is a multiple of the
number of genes, (2) the physico-chemical diversity of proteins, e.g., the iso-
electric point, is more complex than that of nucleic acids consisting of only
four (five) unique building blocks, (3) up till now, no comparable methods
to PCR for “protein amplification” have been found, (4) due to the highly
complex 3D structures, interactions between proteins cannot be reduced to
a general code of “complementary” amino acid—like it works for nucleic acid
base pairing.

However, as long as the human proteome is not fully characterized and
new biomarkers have not been found, the determination of key proteins is
sufficient for clinical diagnostics. Here, factors like handling, price, and speed
are at the center of interest.

Electrochemical biosensors have the potential to be fast, small, reliable,
inexpensive and easy to handle. In this term, the commercially available
electrochemical glucose and lactate sensors for patient self-control and point-
of-care measurements have paved the way also for the development of other
biosensors, e.g., sensors for protein analysis. Although it is obvious that new
protein determination methods have a primary focus in the clinical area, it is
clear that other areas like basic research in life sciences, food, forensics, and
military research will also benefit from the developments of protein sensors.

The following gives an overview of important principles realized in elec-
trochemical antibody and aptamer sensors for protein analysis.

2
Antibody-Based Electrochemical Sensors

2.1
Antibodies as Specific Recognition Elements for Protein Analysis

Antibodies are well-established recognition molecules in quantitative protein
analysis. The high specificity and affinity of an antibody for its antigen al-
low the selective binding of the target protein in the presence of hundreds
of other substances, even if they exceed the analyte concentration by 2–3
orders of magnitude. Antibodies can be produced against most proteins. In
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addition to the standard methods for antibody generation like hybridoma
technology or polyclonal antibody recovery from the serum, nowadays also
recombinant technologies combined with in vitro evolutive methods, e.g.,
phage display [10] or ribosome display [11, 12] are used. These technologies
can be applied to modify an antibody molecule to the analytical require-
ments, e.g., by increasing the specificity, affinity, or stability [13, 14].

Moreover, recombinant antibody technology has now been developed to
a level that allows the expression of antibody fragments like Fab (fragment
antigen-binding) or scFv (single chain fragment variable) (Fig. 1) in E. coli
in large quantities and at an acceptable cost. In mammalian cell culture, the
yield is about 0.5–1 g/l with costs of 300 /g whereas in bacteria the yield can
be as high as 3 g/l with costs of 1 /g [16]. With recombinant antibody tech-
nology, additional peptide sequences or functional proteins can be attached
as tags that can be used for immobilization on a chip surface (Ingvarsson
et al. 2006) or for coupling of labeling compounds, e.g., alkaline phosphatase
(Wang et al. 2006).

Fig. 1 Schematic representation of an intact IgG antibody and important antibody frag-
ments that are often used in recombinant antibody technology. The small circles represent
the N-termini of the polypeptide chains (adapted from [15])

Analytical methods based on antibodies can be divided into direct and
indirect methods. Direct methods, like surface plasmon resonance (SPR),
reflectometric interference spectroscopy (RIfS), quartz crystal microbalance
(QCM), cantilever-based methods or isothermal titration calorimetry (ITC),
can usually record the antigen antibody binding in real time and without any
labeling compound [19–21].

For an indirect indication of analyte binding additional compounds or
helper reactions are needed. To date, a huge number of different labels, in-
cluding radioactive compounds, enzymes, fluorophores, redox compounds,
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cofactors, fluorescence quenchers, chemiluminescence metals, latex particles
and liposomes are used in immunoassays [22].

In principle, immunoassays with labeled compounds are carried out in two
different ways: (i) in competitive assays a labeled analyte competes with the
analyte for the antigen binding sites of the antibody. The key feature of a com-
petitive assay is that maximum assay sensitivity is attained using an amount
of antibody tending to zero. The sensitivity of a competitive immunoassay
is determined by the affinity of the antibody for its antigen. Since the affin-
ity of an antibody can be in the range of 105–1012 M–1 [23], competitive
immunoassays using antibodies with a Kd = 10–12 M reach their highest sensi-
tivity in the picomolar range. However, the lower detection limit can be much
lower when appropriate assay conditions are chosen. (ii) In non-competitive
assays (e.g., sandwich or sequential saturation assays) a significant excess
of antibodies over the antigen is used. Here, diffusion processes are much
more important than the affinity of the antibody used. While the lowest an-
alyte concentration detectable using competitive design is on the order of
107 molecules per milliliter, a non-competitive method is potentially capable
of measuring concentrations lower by several orders of magnitude [24]. In
addition, due to the excess of one immunoreactant, non-competitive assays
can be performed much faster than their competitive counterparts. Besides,
a classification due to amount of used antibodies immunoassays can also be
classified in heterogenous and homogenous immunoassays. In heterogenous
assays, a separation of the immunocomplex from the free immunoreactants is
necessary.

The most successful heterogenous immunoassay type is the enzyme-linked
immunosorbent assay (ELISA), which is performed in a 96-well microtiter
plate with immobilized antibodies or antigens, allowing the determination of
many of samples at once. After sequential incubations of sample, antibody-
or antigen-enzyme conjugate and enzyme substrate reagents with washing
steps in between the indication takes place by measuring the absorbance or
fluorescence of each well by a standard microtiter plate reader. In contrast,
no washing steps are necessary in homogenous immunoassays. Most of the
homogeneous immunoassays make use of the modulation of the enzymatic
activity or the fluorescence intensity due to the antigen antibody binding. For
homogenous enzyme immunoassays, one immunoreactant is coupled with an
enzyme (EMIT), substrate (SLFIA), inhibitor (EMMIA) or cofactor (ARIS),
or immunoreactants are coupled with two cooperating enzymes (Channeling-
EIA). For homogenous fluorescence immunoassays one (e.g., quenching IA,
polarization IA, confocal IA) or two (e.g., Förster Resonance Energy Transfer,
FRET) fluorophor- labeled immunoreactants are often used. Immunoassays
have been adapted to highly sophisticated automated analyzers facilitating
the analysis of a very large number of samples within a short time. Such
analyzers can handle homogeneous or heterogeneous test formats which are
performed in plastic tubes or in wells of 96-, 384- or 1536-microtiter well
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plates. Seidel et al. [25] described the use of gold-coated nanotiter plates
(75 nl/well) for a phase-separation fluorescence immunoassay (PSFIA). Re-
cently, Ghatnekar-Nilsson et al. [26] described atto-vial-based recombinant
antibody arrays containing vials with a volume of 6–4000 aL. In combina-
tion with a planar waive-guide detection system, these arrays were able to
detect proteins within subzeptomole range. In addition to multi-well plate as-
says, microspot assays are currently becoming more and more popular [27].
Here many different antibodies or antigens are spotted, e.g., with a piezo-
electrical pipetting system on a very small area on a planar chip. Since one
immunoreactive spot on a chip usually has an area of <10 µm2, the benefit
of this technology could be seen in (i) a dramatic reduction of reagent con-
sumption, (ii) in its use with cross-reactive antibodies for pattern recognition
or (iii) in providing more exact results by highly multiple determinations.

In contrast to DNA analysis, where different specificities can easily be
predetermined by simple chemical synthesis of the nucleotide sequence, the
generation of antibodies for each analyte needs many more efforts. For mi-
croarrays, fluorophores were usually used as the labeling compound. How-
ever, to increase the sensitivity, enzymes have also been applied as labels.

In 1999 Weller et al. [28] described an optical immunoassay with 1600
spots per 1.8 cm2 which can be used in environmental control for parallel
determination of different pesticides. With a volume of 2 nl per spot of an
antibody solution of 10 g/ml and 1000 spots per chip the total amount of an-
tibody per chip was calculated to be only 20 ng. Peroxidase was used as the
label and the chemiluminescence was indicated with a CCD camera. A simi-
lar approach was recently used for the screening of allergen-specific protein
IgE [29].

The company Molecular Staging in New Haven, Connecticut, is using an-
other method to increase the sensitivity for protein chips, the rolling circle
amplification technology. Thereby the proteins on a chip are detected by an-
tibodies that are conjugated to a single-stranded DNA. The end hybridizes
on a defined region of a circular DNA which elongates the antibody-coupled
DNA by the rolling circle principle. To the antibody-coupled elongated DNA,
many fluorophor-labeled oligonucleotide molecules can then be hybridized,
which gives a high fluorophor to antibody ratio [30].

2.2
Electrochemical Immunoassays

Electrochemical immunoassays are currently not as widely used for protein
analysis as optical immunoassays. However, since no microtiter plate reader
or other sophisticated optical detection systems are needed, the costs can be
reduced, and since no high voltage supply is necessary the measurements can
be done on-site. Other advantages of an electrochemical detection are that it
can be easily miniaturized, permitting detection in small volumes or integra-
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tion into microfluidic systems and the lack of interferences caused by turbid
or colored samples [31].

Although most of the electrochemical immunoassays use electrochemical
measuring cells, flow through detectors or microchips with potentiometric or
amperometric transducers (for immunoassays based on impedimetric trans-
ducers see [32]) the integration of amperometric electrodes directly in the
wells of microtiter plates has also been described [33, 34]. Thus the pipetting
and washing equipment from conventional ELISA methods can be used.

For electrochemical immunoassays, in principle the same assay for-
mats have been used as for optical immunoassays, like competitive, non-
competitive, heterogenous, and homogenous formats.

Instead of fluorophor-labeled immunoreactants, redox-labeled immunore-
actants are used in electrochemical immunoassays. The redox label should
have the following properties:
(i) It should be electroactive in a potential range of 0 mV to –200 mV [35].
(ii) It should not cause electrode fouling.
(iii) There should be no side reactions with the matrix.
(iv) It should be stable in buffer.
(v) Chemical groups for coupling should be available.
In non-amplified redox-labeled electrochemical immunoassays the indication
of one antigen or antibody molecule will generate only one signal equivalent.
Since the sensitivity of an amperometric sensor for the redox label is in the
lower micromolar to submicromolar range, this kind of assay can be used if
the analyte has to be determined also in that range, e.g., creatinine. In the
so-called size exclusion redox-labeled immunoassay (SERI), creatinine from
the sample competes with naphthoquinone-labeled creatinine conjugate for
the antigen-binding sites of the antibody. Unbound conjugate passes through
a membrane and is indicated at the amperometric electrode (E =– 195 mV
vs. Ag/AgCl) whereas antibody-bound conjugate is size excluded. This prin-
ciple allows a wash-free and therefore convenient determination of creatinine
within the submicromolar to submillimolar range [36]. The SERI principle
should also be applicable for protein analysis if small redox-labeled peptides
are used as competitor to the complete target protein for antibody binding.
Instead of using a membrane to separate the redox-labeled immunocomplex
from the free redox-labeled immunocomponent, Wang et al. [37] used cap-
illary electrophoresis on a chip (Fig. 2). The electrophoretic separation was
carried out in a 78-mm long separation channel (50 µm wide, and 20 µm
deep) on a glass chip and the indication of the ferrocene conjugate took
place on a gold-plated screen-printed carbon working electrode (+600 mV vs.
Ag/AgCl). It was shown that this principle can be used for low-molecular-
weight analytes by using a competitive principle but also for proteins by
using a non-competitive principle. 3,3′,5-triiodo-l-thyronine (T3) and mouse
IgG were determined with a detection limit of 2.5×10–6 µg/ml and 1 µg/ml,
respectively.
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Fig. 2 Scheme of a non-competitive electrochemical immunoassay based on elec-
trophoretic separation of the redox-labeled components. Ag mouse IgG; Ab-Fc anti-
mouse-IgG-ferrocene conjugate; RC reaction chamber; RB running buffer; B unused
buffer reservoir; IS internal standard; WE screen-printed working electrode (adapted
from [37])

Hemoglobin A1c (HbA1c)—a long-term diabetes marker has been deter-
mined with a flow immunoassay by using ferrocene-labeled anti-hemoglobin
antibodies (anti-Hb-IgG-Fc) and a boronate affinity column [38]. In a 60-min
preincubation step anti-Hb-IgG-Fc binds to HbA1c and hemoglobin. Subse-
quently, the HbA1c-anti-Hb-IgG-Fc complex is captured on a boronate gel.
After elution of the complex with 50 mM sorbitol, it is indicated within a elec-
trochemical flow trough cell containing a glassy carbon electrode (+600 mV
vs. Ag/AgCl). The linear measuring range was described to be 0–500 µg/ml
HbA1c.

For more sensitive immunoassays analyte accumulation or signal ampli-
fication principles are applied. Bordes et al. [39, 40] used in a multi-analyte
immunoassay a 5-min preconcentration step of the cationic labels used (fer-
rocene ammonium salt with Ep = +260 mV, cobaltocenium salt with Ep =
–1.05 V) at a negatively charged nafion-loaded carbon paste electrode result-
ing in a linear response down to 75 nM. However, to regenerate the sensor,
the nafion-loaded carbon paste surface has to be renewed after each measure-
ment.

Another possibility for amplification is to use immunocomponents that are
multi-labeled. Multi-labeling can be done by covalent coupling of a redox com-
pound to more than one amino or carboxylic group of the protein. However,
the amount of redox molecules that can be coupled in that way is limited.



166 A. Warsinke

To get a much higher labeling rate, Mak et al. [41] used encapsulated
microcrystals of a redox molecule. Therefore they encapsulated ferrocene mi-
crocrystals (1 µm in diameter) by using layer-by-layer (LbL) technology. An
anti-mouse-antibody was coupled to the encapsulated particles by adsorp-
tion which was used as indicating antibody in a sandwich immunoassay for
mouse IgG. The indication was carried out after a releasing agent was added
to mediate the dissolvation of the ferrocene microcrystals within and across
the capsule. With the so-called “supernova effect” many ferrocene molecules
were released and were detected by an amperometric sensor. The detection
limit for mouse IgG was 2.82 µg/l.

High sensitivities are also achieved when redox recycling is applied.
Thereby the redox compound is oxidized and reduced in a cyclic manner so
that the indication of one labeled antigen or antibody molecule will generate
multiple signal equivalents. Redox recycling can be done by using electrode–
electrode coupling.

It was used by Niwa et al. [42], Wollenberger et al. [43], and Hintsche
et al. [44] to enhance the sensitivity by one order of magnitude and to thereby
achieve detection limits in the lower nanomolar range. Therefore interdigitated
array electrodes (IDA) with an electrode width of 1.5 mm and an interelectrode
space of 0.8 mm were used. As the authors described, redox recycling with IDA
can be used for the design of an electrode-supported ELISA or for a separation-
free displacement assay. Anti-analyte antibodies that have been coupled to
small polymeric beads are saturated with a ferrocene-labeled analyte conju-
gate. The analyte displaces the conjugates, which are then detected by the IDA.
The advantage of this kind of redox recycling is that a sensitive amperometric
determination is reached without any transducer-immobilized biomolecule,
which makes the system more stable. However, high-quality IDA and a bipoten-
tiostat are also needed. Furthermore, the reliability of measurements in serum
or whole blood has not been shown until now.

Enzymes were used as a labeling compound to increase the sensitivity of
electrochemical immunoassays much further. Table 3 shows some examples
for enzymes that have been used as labels in electrochemical immunoassays.

Catalase is known to be one of the most active enzymes with a catalytic
reaction rate constant of approximately 105 sec–1. This enzyme was used as
labeling compound to improve the sensitivity of an immunoassay. After the
addition of hydrogen peroxide, the produced oxygen was measured with an
oxygen electrode as the transducer [68, 69].

One of the most popular enzymes in electrochemical immunoanalysis is
alkaline phosphatase (aP). This enzyme catalyzes a dephosphorylation reac-
tion of different organic phosphates. Some of the products formed as a result
of the reaction can be detected amperometrically in significantly low con-
centrations. This approach was introduced by J. Kulys et al. in 1980 [70].
Successful developments of the electrochemical immunoassays based on aP
determination was achieved by W.R. Heineman and his coworkers [71–74].
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Here, instead of p-nitrophenylphosphate, which is routinely used as an aP,
substrate for optical ELISA p-aminophenylphosphate (p-APP) and the more
stable phenylphosphate is used as substrates for aP. The enzymatically pro-
duced p-aminophenol (p-AP) or phenol can be indicated in micro- to sub-
micromolar concentrations at a glassy carbon electrode [58, 72, 75–77]. To
improve the sensitivity further, substrate recycling can be applied. Here, the
product of the enzyme label is not only measured once but is converted back
by an additional enzyme or on a second electrode to be measured again.

The formation of NAD+ from NADP+ [78], pyruvate from phospho-
enolpyruvate [79], phenol from phenol phosphate [80, 81] and aminophe-
nol from aminophenylphosphate by the aP label [82, 83] have been followed
by using enzymatic substrate recycling with electrochemical indication. The
commercially available amplified optical ELISA (AmpliQ from Dako, Novo-
Clone AELIA from Novo BioLabs) uses Iodonitrotetrazolium violet (INT-
violet) as diaphorase substrate [84, 85]. Instead of INT-violet for the electro-
chemical amplified immunoassay, ferricyanide was used as diaphorase sub-
strate [86]. The ferrocyanide that was produced by the diaphorase reaction
was indicated amperometrically, and thereby recycled back to ferricyanide
(Fig. 3). In similar configurations, ADH was replaced by formiate dehydroge-
nase, glucose dehydrogenase, carnitine dehydrogenase [87], or glycerol dehy-
drogenase [88].

Fig. 3 Schematic representation of an amplified electrochemical sandwich immunoassay
by using substrate recycling (adapted from [86])

Examples of protein determination with such a type of electrochemical im-
munoassays was described for the determination of goat IgG and human thy-
roid stimulating hormone (hTSH) by using a sandwich-type immunoassay in
combination with an oligosaccharide dehydrogenase/laccase bi-enzyme sen-
sor [82]. In a first investigation alkaline phosphatase was used for the model
compound IgG, and the liberation of p-aminophenol from p-aminophenyl
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phosphate was followed. This reaction, however, is known to suffer from
drawbacks related to the limited stability of both p-aminophenyl phosphate
and p-aminophenol in alkaline solution [74]. Therefore a large blank signal,
which in some cases exceeds the dynamic measuring range of the electrode,
is obtained and the incubation time is limited. Furthermore, the use of al-
kaline phosphatase requires a change of the pH between the immunoassay
and the electrode reaction. Therefore, β-galactosidase was used as labeling
enzyme. Since the optimum pH of β-galactosidase is close to that of the bi-
enzyme sensor (pH 6.5), the whole assay could be performed under the same
conditions. The sensitivity of the total assay was comparable to that of the
photometric test. For the determination of hTSH, the sandwich-type assay
has been performed using biotinylated tracer antibody and streptavidin-
β-galactosidase conjugate. The measuring range extends from 0.5 pg/ml to
20 ng/ml with a detection limit of 0.3 pg/ml. The electrochemical immunoas-
says mentioned were using amperometric transducers. A special application
of electrode supported EIA with a potentiometric transducer is the commer-
cially available Threshold Immuno-Ligand Assay System (Molecular Devices,
USA). Here, urease is used as the labeling enzyme. After incubation of the
analyte-containing sample with urease- and avidin-labeled immunoreactants,
the incubation mixture is passed through a filtration membrane with immo-
bilized biotin. After washing, the membrane-bound urease is indicated by
a light addressable potentiometric sensor [89].

Homogenous immunoassays are very attractive for use since no wash-
ing procedures are necessary. Athey et al. [45] have adapted a commer-
cially available EMIT (from Syva)–based on the modulation of the enzyme
activity—for the competitive determination of theophylline in whole blood
with theophylline-glucose-6-phosphate dehydrogenase conjugate. The pro-
duced NADH was determined by an amperometric detector at a potential of
+150 mV vs. Ag/AgCl.

2.3
Electrochemical Immunosensors

2.3.1
Direct Immunosensors

In contrast to electrochemical immunoassays, in immunosensors the anti-
body or its complementary binding partner is immobilized in direct spa-
tial contact with the transducer. Amperometric transducers are mostly used,
which are made from metals (e.g., gold, platinum) or carbon materials (e.g.,
graphite, carbon paste, glassy carbon). The immunocomponent can be im-
mobilized directly on the surface for example by adsorption, by thiol-gold
interactions, or by chemical coupling to carboxyl groups generated on the
surface of carbon electrodes. Indirect immobilization methods have been de-
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veloped by using membranes, polymers, gels, or paramagnetic microbeads in
front of the electrode [31].

Direct immunosensors can measure the antigen–antibody reaction with-
out any labeled immuno components, e.g., by using changes in charge densi-
ties or conductivities for transduction.

Thirty years ago Janata observed in an affinity sensor a potential change
when he incubated mannan with a potentiometric electrode covered with
PVC membrane-immobilized ConA [90]. Thereby, it was possible to follow
the binding process directly in real-time without any labeling.

In 1984, Keating and Rechnitz [91] used a potassium-sensitive electrode with
a dioxin-ionophore conjugate within a PVC membrane for the determination
of anti-dioxin-antibodies. Although many more publications have been pub-
lished describing similar effects [92–94], it is not yet completely clear whether
the potential change is a result of disturbed ion transport or of charge changes
at the protein surface during binding (for a critical review see [95]).

In addition to potentiometric techniques, amperometric techniques have
also been used for the construction of direct immunosensors. Sadik and van
Emon [96] described a polymer-modified antibody electrode in combina-
tion with pulsed amperometric detection (PAD). An antibody or a ligand that
binds the analyte of interest is immobilized on the surface of a membrane
electrode. The analytical signal was generated by applying a pulsed wave-
form between +0.6 and –0.6 V with a pulse duration of 120 and 480 ms. When
the current is sampled at the end of the pulse, the component, due to charg-
ing, is significantly reduced or close to zero, and the level of current due to
charging and discharging induced by pulsing can be treated as a constant.
Under these circumstances it has been postulated that the change in the re-
sponse level reflects only the binding of the analyte to the antibody and that
the pulse amperometric technique can be used to repulse the antigen from
the immobilized antibody and thereby regenerate the sensor. Recently, Grant
et al. [97] have used PAD for the determination of the protein bovine serum
albumin. They described that the actual source of the signal is as yet unclear,
but that the currents observed were due in some way to the antibody–antigen
interaction. Further investigations and controls are necessary to resolve the
background of the signal generation.

Since electrochemical transducers detect only species that reach the elec-
trode surface, it is possible to differentiate between molecules that are near
the transducer and molecules that are within the bulk. One principle is to hin-
der the diffusion of a redox active substance, e.g., potassium hexacyanofer-
rate(II) [98] or ferrocene-labeled glucose oxidase [99] to the electrode surface
as result of the antigen–antibody complexation. Analogous to this principle,
the diffusion of an enzyme to a mediator-modified electrode can be hindered.
Both principles are applicable especially for high-molecular-weight analytes,
like microorganisms and proteins. By hindrance of the ferrocene-labeled glu-
cose oxidase anti-dinitrophenyl-antibodies were determined within a concen-
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tration range of 1–50 µg/ml [99]. However, since the principle is sensitive to
defects within the layer, high-quality monolayers with a high reproducibility
have to be built up on the electrode surface.

Direct electrochemical immunosensors based on impedance spectroscopy
are described in Pänke et al. [32].

2.3.2
Redox-Labeled Immunosensors

Although direct electrochemical immunosensors for protein analysis without
any labeling compounds have been developed, most of the electrochemical
immunosensors are indirect ones and use redox-labeled or enzyme-labeled
immunocomponents.

In contrast to the electrochemical immunoassays where the redox-labeled
compound can diffuse to the sensor surface, in immunosensors the redox-
labeled immunocomponent is bound within the antigen–antibody complex.
Therefore, to enable an electrochemical indication, it is necessary that the re-
dox moiety is very close to the sensor surface. Often ferrocene is used as the
redox-labeling compound. The labeling can be done covalently via the amino
groups of the antibody molecule by using amino reactive ferrocene deriva-
tives. Akram et al. [100] used such a conjugate for the construction of a sand-
wich immunosensor for the determination of human chorionic gonadotropin
(hCG). A detection limit of 2.2 IU/L was described. For the determination of
the ratio of HbA1c to total hemoglobin, Halamek et al. [101] used another way
of ferrocene antibody conjugation. They used ferrocene boronic acid, which
binds to the cis-diols of the sugar moiety of the antibody. For the measure-
ment, in a first step total hemoglobin was captured on a surfactant-modified
gold electrode. After incubation with an anti-HbA1c antibody and subse-
quently with the ferrocene boronic acid the sensor bound ferrocene boronic
acid was indicated at a potential of +300 mV vs. Ag/AgCl.

Dai et al. [102] described an immunosensor for carcinoma antigen-125
(CA125) with horseradish peroxidase (POD) as the redox label. Serum CA125
has been widely considered to be an especially valuable serum marker with
a threshold value of 35 units/mL expressed by >80% of patients with non-
mucinous epithelial ovarian cancer. Since POD was not indicated via its bio-
catalytic activity, this sensor works substrateless and mediatorless. For the
construction of the sensor, the antigen (CA125) was immobilized with tita-
nium sol-gel on a glassy carbon electrode by vapor deposition. The CA125
to be determined competes with the immobilized CA for the binding sites of
the anti-CA125-POD conjugate molecules. By application of differential pulse
voltammetry (DPV) a peak current decrease was observed in the presence
of CA125. The detection limit for CA125 was 1.29 U/ml. However, a wash-
ing step after anti-CA125-POD conjugate incubation and oxygen exclusion
during DPV measurements are necessary.
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2.3.3
Enzyme Immunosensors

Enzymes are the most prominent labels in electrochemical immunosensor
development. In principle, all types of electrochemical immunoassays with
enzymes described in Sect. 2.2 have been realized with the recognition elem-
ent immobilized at the transducer surface.

Alkaline phosphatase was used for the immunochemical determination of
fatty acid binding protein (FABP), which is an early diagnostic marker for
acute myocardial infarction (AMI). Disposable electrodes were constructed
using graphite working electrodes that were coated with anti-FABP-IgG as
capture antibody. A sandwich principle was applied using anti-FABP-alkaline
phosphatase conjugate [103].

The advantages of using glucose oxidase are the high stability of the en-
zyme and substrate in solution, the moderate price, and above all the easy
and reliable indication (without electrode fouling) at a conventional platinum
electrode, which can be done via the consumed oxygen at –600 mV or via the
produced hydrogen peroxide at +600 mV vs. Ag/AgCl. The first publication
describing GOD as label for the development of immunosensors dates back
to 1977 when Mathiasson and Nilsson developed an albumin immunosensor
based on immobilized anti-insulin antibodies [104]. GOD was indicated by
oxygen consumption measurements.

Many proteins that need to be analyzed are enzymatically or non-
enzymatically modified. Often it is important to know the percentage of this
protein modification. For this purpose, two sensors are normally used. Re-
cently, we have developed a general principle by using only one sensor [105].

Fig. 4 Scheme for an enzyme immunosensor for the determination of the percentage of
protein modification exemplified on glycated hemoglobin (HbA1c) to total hemoglobin
(Hb) (adapted from [105])
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In a first step the binding sites of sensor immobilized capture molecules
are saturated with both the unmodified and the modified protein molecules.
Then the captured modified protein is indicated via an antibody that binds
specifically to the modified protein. In this way, an immunosensor is used
for direct determination of the HbA1c value (percentage of glycated to total
hemoglobin). GOD was used as the labeling enzyme and the enzymatically
produced hydrogen peroxide was indicated with the amperometric sensor. In
an optical test it was shown that anti-hemoglobin-antibodies as well as hap-
toglobin can be used as capture molecules. However, since the ratio of specific
to unspecific binding was superior in the case of using haptoglobin, the sen-
sor was constructed by using haptoglobin as capture the molecule (Fig. 4).
With this configuration it was possible to determine HbA1c in the clinically
relevant range of 5–20%.

2.3.4
Wash-Free Enzyme Immunosensors

For the enzyme immunosensors described above, several washing steps are
still necessary. To shorten the time of analysis and to improve the convenience
of handling wash-free enzyme immunosensors are highly desirable and in
the focus of many researchers of the biosensor community. For this purpose,
mostly proximity effects are utilized.

For a number of redox enzymes, the ability to catalyze electrode reactions
by a mediatorless mechanism was established, which is also known as direct
electron transfer [106]. In such cases, the electrons are transferred directly
from the electrode to the substrate molecule via the active site of the enzyme.
Therefore, electrons act as the second substrate for an enzymatic reaction and
the potential is shifted in the presence of the corresponding substrate. This
phenomenon results in catalytic elimination of the over-voltage.

The electrocatalytic properties of several redox enzymes permit their ap-
plication as labels for separation-free potentiometric or amperometric im-
munosensors. Binding of the electrocatalytically active enzyme label to the
electrode surface initiates an electrocatalytic reaction resulting in a potential
shift or a catalytic current. In the assay procedure, the antigen immobilized
on the electrode surface interacts with the enzyme-labeled antibody, resulting
in fixation of the enzyme to the electrode surface. Therefore, the formation
of antigen-labeled antibody complex on the electrode surface is accompanied
by a potential shift or the generation of a catalytic current. The presence of
free antigen in the solution leads to a competition for labeled antibodies. The
competition results in a decrease of the electrode signal. The decrease in the
rate of the potential shift in this case is proportional to free antigen concen-
tration in solution.

Laccase is known to catalyze the reaction of oxygen electroreduction via
a direct mechanism [107]. This property of the enzyme allows the detection
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of the biospecific interaction of laccase-labeled antibodies with an antigen-
modified electrode. Formation of a complex between the laccase-labeled an-
tibody and antigen on the electrode surface results in a considerable shift in
electrode potential. Immunosensors based on the laccase-labeled immunoa-
gents and direct potentiometric detection of antigen–antibody interaction
have been developed by Ghindilis et al. [108–111]. The laccase near the
electrode surface, which catalyzes the oxygen electroreduction, leads to an
increase in the electrode potential due to the catalytic removal of the re-
action overvoltage. Since only oxygen is needed as a laccase substrate, the
sensor works substrate-free. The analysis can be performed in a competitive
or in a sandwich scheme. A single measurement requires 20 min. Insulin and
mouse immunoglobulin were used in a model assay. For insulin, a concentra-
tion range of 10–1000 ng/ml was covered.

Peroxidase is known to catalyze direct (mediatorless) electroreduction of
hydrogen peroxide [106]. The electrocatalytic properties of peroxidase per-
mit its application as a label for immunosensors. Attachment of peroxidase to
the electrode surface in the presence of H2O2 initiates an electrocatalytic re-
action, resulting in a potential shift or a catalytic current. The direct electron
transfer of a peroxidase label was applied by McNeil et al. [112] for the devel-
opment of amperometric immunosensors using amperometric detection of
hydrogen peroxide electroreduction.

If an antibody is immobilized on a mediator-modified electrode, the
antigen-enzyme conjugate can only be determined if it is in direct contact
with the mediator.

The so-called “electrically wired” amperometric immunosensors nor-
mally use peroxidase as label and sensor immobilized osmium redox poly-
mers [113, 114] or tetrathiafulvalene [52] as mediators (Fig. 5). Only if the
peroxidase-antibody-conjugate is near the tetrathiavalene modified electrode
an electron transfer can take place. With this immunosensor rabbit IgG was
monitored in the range 5–100 ng/ml [52].

Another principle that has been used for wash-free enzyme immunosen-
sors is substrate channeling. Keay and McNeil [115] used an electrode with
coimmobilized antibodies and peroxidase. If the GOD-labeled antigen binds
to the antibody H2O2 “channels” to the peroxidase if glucose is added. The
H2O2 that is produced in the bulk is destroyed by catalase and cannot reach
the electrode. Since the peroxidase activity is measured at the electrode
(+50 mV), the bound GOD-labeled antigen can be quantified. This princi-
ple should be applicable for competitive and sandwich formats (Fig. 6A).
A similar principle but with peroxidase as labeling enzyme and with GOD im-
mobilized on the electrode was used by the Risphon group [48, 49]. Here, the
H2O2 is produced at the electrode interface and not in homogeneous solution.
This has the advantage that no catalase for H2O2 destruction has to be used.
The indication takes place by amperometric measurement of the peroxidase
reaction products (Fig. 6B).
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Fig. 5 Schematic representation of an “electrically wired” immunosensor based on
Wendzinski et al. [52]

Fig. 6 Two principles of wash-free enzyme immunosensors based on substrate chan-
nelling: A with and B without destruction reaction in the bulk [48, 49, 115]

However, due to the immobilized enzymes, the regeneration of these im-
munosensors is problematic. To avoid this problem, Ducey et al. [60] let the
substrate (p-APP) for the label enzyme (aP) diffuse through the back of the
microporous gold electrode so that the substrate concentration near the elec-
trode was high. Since no immobilized enzymes are used, this sensor can be
regenerated.
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3
Aptamers in Analytics

3.1
Aptamers as Specific Recognition Elements for Protein Analysis

Although most of the protein microarrays are being developed with antibod-
ies as recognition molecule [116, 117], alternative binders have already been
explored that could overcome certain limitations of antibodies. Compared to
antibodies, aptamers offer several advantages, e.g., ease of manufacture, pos-
sibility of regeneration, high stability under elevated temperatures and many
possibilities for labeling [118].

It is well known that DNAs and RNAs bind in vivo not only comple-
mentary nucleic acids but also small molecules or proteins. By using the
SELEX method (Systematic Evolution of Ligands by Exponential Enrichment,
Fig. 7) [119, 120], binders for proteins (Table 4), amino acids, nucleotides,
drugs, vitamins, and other organic and inorganic compounds have been
generated.

The preparation of these aptamers takes advantage of the well-established
nucleic-acid chemistry, polymeric chain reaction, and modern separation
techniques. Aptamers are selected from mainly random pools of RNA or DNA

Fig. 7 Principle of SELEX (Systematic Evolution of Ligands by Exponential Enrichment)
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Table 4 Examples of proteins against which aptamers have been developed

Target protein (Type of aptamer) Refs.

NS5B (RNA-Pol of Hepatitis C Virus)
(DNA) [121]
Complement C5 (RNA) [122]
Neutrophil elastase (DNA) [123]
α-Thrombin (DNA) [124]
HIV-2 Tat (RNA) [125]
Cytochrome c (DNA) [126]
NFAT (RNA) [127]
HIV-1 rev peptide (RNA) [128]
Bacteriophage MS2 coat protein (RNA) [128]
Transcription factor E2F (DNA) [129]
Neuropeptide nociceptin/orphanin
FQ (RNA) [130]
NS3 prot. domain hepatitis C virus (RNA) [131]
Human activated protein C (RNA) [132]
Platelet-derived growth factor
(PDGF)-AB (DNA) [133]
Ghrelin (RNA) [134]
Ricin A-chain (RNA) [135]
Tenascin-C [136]
Colicin E3 (RNA) [137]
Pepocin (ribosome inactiv. protein) (RNA) [138]
Anti-acetylcholine receptor antibody (RNA) [139]
Tenascin-C (RNA) [140]
Basic fibroblastic groth factor (RNA) [141]
P-Selectin (RNA) [142]
Influenza A virus haemagglutinin (DNA) [143]
HIV-1 integrase (DNA) [144]
HIV RT (RNA) [145]
HIV-1 RT (RNA) [146]

Vascular endothelial growth factor
(RNA) [147]
SelB (RNA) [148]
HIV-1 Rev (RNA) [149]
Interferon-γ (RNA) [150]
Hepatitis C NS3 (RNA) [151]
Anti-insulin receptor antibody
MA 20 (RNA) [152]
PSMA prostate-specific
antigen (RNA) [153]
L-Selectin (DNA) [154]
Human RNase H1 (DNA) [155]
Human Oncostatin M (RNA) [156]
Factor VIIa (RNA) [157]
Factor IXa (RNA) [158]
Cytotoxic T cell antigen 4 (RNA) [159]
HIV-1 gp120 (RNA) [160]
Streptavidin (RNA) [161]
HIV-1 Tat (RNA) [162]
Subtilisin (RNA) [163]
Thrombin (DNA) [164]
Yeast RNA polymerase II (RNA) [165]
Nuclear factor κB (DNA) [166]
Neuropeptide calcitonin gene-related
peptide 1 (RNA) [167]
Prion Protein PrPSc (RNA) [168, 169]
α-Thrombin (RNA) [170]
Angiopoietin-2 (RNA) [171]
IgE (DNA, RNA) [172]
Gonadotropin-releasing
hormone (DNA) [173]
HIV-1 Tat protein (RNA) [174]

by affinity chromatography, or other selection techniques suitable for the en-
richment of a desired property. The complexity of a typical combinatorial
oligonucleotide library obtained from 1-µmol scale solid-phase DNA synthe-
sis is limited to 1014–1015 individual sequences. After selection the enriched
sequences can be amplified and mutated and can be used as a new pool
for another selection step. After 8–15 cycles, aptamers have been obtained
that show affinities and specificities often described as good as antibodies.
Including cloning and sequencing, a typical SELEX experiment may take
2–3 months. Full-length aptamers are generally 70–80 nucleotides long but
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can be truncated to eliminate nucleotide sequences which are not necessary
for target binding. Thereby, functional aptamers with less than 40 nucleotides
have been obtained.

On the therapeutic front, aptamers have made tremendous progress and
are already in clinical trials only 8 years after establishing the technology. The
application of aptamers for in vivo diagnostics has already been explored. In
comparison to antibodies, aptamers have also some features that make them
very attractive for protein chips.

In contrast to antibodies, aptamers can easily be produced by chem-
ical synthesis. Thereby reporter molecules as biotin or functional group
for further conjugation can be attached at precise locations for label-
ing or immobilization. Aptamers containing 5-halo-uracil analogs (e.g.,
5-bromodeoxyuridine or 5-iodouracil) could be used to lock the bound pro-
teins irreversibly. Therefore, UV light is briefly shone on the mixture. The
photoaptamer–target pairs that have the bromodeoxyuracil adjacent to a ty-
rosine, or a similar electron-rich amino acid, at the time the UV light is
turned on become covalently cross-linked to each other. It was claimed that
the special requirements for photocrosslinking can increase the specificity by
a factor of about 1000 [175].

3.2
Aptamer-Based Assays

Although aptamers were discovered 16 years ago, they were for a long time
viewed as novelty molecules with only a few applications in analytics. Now,
a great variety of optical analytical methods have been developed using
mostly fluorophores as label molecules.

In analogy to antibody arrays, aptamer arrays have been developed for
the parallel determination of proteins. Since it is often emphasized that the
development of aptamers for a target could be faster and easier than the de-
velopment of an antibody, aptamers are often seen as recognition elements of
choice for the development of chips for proteomic applications. The company
Archemix for instance already uses aptamers to produce small arrays with
scanning fluorescence anisotropy readout. McCauley et al. [176] described
an optical sensor array for the determination of thrombin, bFGF, VEGF, and
IMPDH II and Bock et al. [177] a photoaptamer array for the parallel deter-
mination of 17 different proteins. Photoaptamers are a relatively new class
of capture reagents that augment specificity by a photochemical cross-link
after protein binding. Detection limits below 10 fM for several proteins were
reached. The company Somalogic in Boulder, Colorado, uses photoaptamers
containing photoreactive 5-bromodeoxyuridine (BrdU) for the production of
protein microarrays.

One great advantage of using photoaptamers is that the cross-over to other
spots can be avoided even under rigorous washing conditions.



180 A. Warsinke

In the area of homogeneous assays based on fluorescence intensity
changes, an adenosine aptamer labeled with fluorescein or acridine has for
instance been utilized to detect ATP [178]. Aptamers which couple target
binding to fluorescent-signal generation were termed by the same authors
“signaling aptamers” (Fig. 8).

In 2001, Hamaguchi et al. [180] described an aptamer beacon for the quan-
tification of thrombin. The 5′ and 3′ ends of the aptamer carry a fluorophore
and a quencher. Due to the thrombin binding, the 3D structure of the aptamer
(and therefore the distance of the fluorophore and the quencher) changes.
This was detected by a change in fluorescence intensity.

Fig. 8 “Signaling aptamers” based on the molecular beacon principle. A Principle of the
signaling mechanism of a standard molecular beacon. B Examples of signaling mechan-
isms with aptamers. F Fluorophore; Q Fluorescence quencher (adapted from [179])
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The group of Wilson has described a homogeneous DNA aptamer-based
bioanalytical method for IgE with a detection limit of 350 pM by using fluo-
rescence anisotropy [181].

A very low detection limit for a protein was reached by using the proximity
ligation assay combined with real-time PCR indication. Therefore two differ-
ent aptamers carrying additional DNA sequence extensions bind to separated
areas of the protein. Due to the proximity of both extensions, an oligonu-
cleotide sequence can hybridize to both ends, which are then subsequently
ligated. The ligation product is then amplified and quantified by real-time
PCR. Frediksson et al. [182] were able to detect 40×10–21 mol cytokine
platelet-derived growth factor (PDGF) without any washing and separation
steps. Another technique, the so-called “proximity extension” technique, is
also based on the close orientation of two different aptamers on the target
protein (e.g., thrombin). One aptamer has a circular DNA architecture and
the other one has an extension which, if the protein is present, binds to a de-
fined sequence of the circular DNA. Finally, the rolling circle principle is
applied for a highly sensitive detection [183] (Fig. 9).

Fig. 9 Proximity extension principle: Simultaneous binding of two aptamers to thrombin
primes DNA polymerase-mediated rolling circle amplification (adapted from [183])

3.3
Aptamer-Based Electrochemical Sensors

Aptamer-based sensors have already been described in the form of optical
sensors [184–186] electronic tongue, and optical sensor arrays [176, 187, 188].
In addition to optical transducers, other types of transducers have also been
used in combination with aptamers. Quartz crystal aptamer sensors that
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detect mass changes due to the analyte binding have been described for
the detection of 0.5 nM human IgE [189], for the arginine-rich motif Rev
peptide, which is involved in HIV-1 infection [190], for the HIV-1 Tat pro-
tein [191] and for thrombin and the anticoagulants heparin and antithrombin
III [192].

One of the obvious limitations of immunosensors is their poor capacity
for regeneration. Therefore one of the most attractive features of aptamers
in biosensor applications is their ability to be regenerable. Nucleic acids can
withstand repeated cycles of denaturation and renaturation. Several methods
can be used for regeneration: heat, salt, pH and chelating agents. However,
although aptamers seem to be potent antibody mimics for a general applica-
tion in analytics, a systematic analysis of aptamer structures and behavior is
needed to understand whether any overarching rules govern aptamer func-
tion in assays, as in the case with antibodies [175].

In the past, only a few aptamer sensors with electrochemical transducers
were described, but now they are starting to appear in the scientific commu-
nity.

Recently, a very sensitive displacement aptamer sensor for two proteins has
been described; by using quantum dot semiconductor nanocrystals as label
and electrochemical stripping detection for sensor readout [193]. Two differ-
ent aptamers for the binding of thrombin and lysozyme were co-immobilised
on a gold sensor surface. The protein sample was applied to the sensor
that had been preincubated with CDs-labeled thrombin and PbS-labeled
lysozyme. After displacement of the labeled proteins from the aptamers, the
remaining captured quantum dots were electrochemically measured. Since
CDs and PbS can be indicated at different potentials, lysozyme and thrombin
can be detected simultaneously. A detection limit of 54.5 amol thrombin in
100 µl sample was described. Unfortunately, after the displacement step, some
additional incubation steps are necessary before electrochemical indication
can take place.

Ikebukuro et al. [194, 195] described electrochemical aptamer sensors for
thrombin based on a sandwich principle. They used two different aptamers
which recognize two separated areas on the protein molecule. One aptamer
was coupled to the gold sensor surface and the other one was labeled with
glucose dehydrogenase. For the determination of the sensor bound glucose
dehydrogenase m-PMS and glucose were used as substrates and the enzymat-
ically reduced PMS was electrochemically indicated at a potential of +100 mV
(vs. Ag/AgCl). A linear measuring range of 40–100 nM and a detection limit
of 10 nm were described [194].

The principles described in 2.3 for wash-free antibody based sensors can
also be used for the development of wash-free aptamer sensors. In addition,
very interesting electrochemical aptamer sensors have been developed that
work in a similar way as the known beacon aptamers. Here, instead of the
fluorophor/quencher couple, a redox-labeled compound, e.g., ferrocene or
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Fig. 10 Principle of electrochemical aptamer-based sensors for the reagentless and
reusable determination of proteins. A Determination of platelet-derived growth factor
(PDGF) (adapted from [198]). B Determination of thrombin (adapted from [199])

methylene blue is attached to one end of the aptamer nucleic acid sequence.
The other end of the sequence is attached to the surface of a gold sensor
via thiol chemistry. Due to the analyte binding, the aptamer changes its con-
formation and thereby brings the redox label in close proximity to the sensor
surface. This can then be indicated, e.g., by differential pulse voltammetry.
These sensors work without any washing steps and are reusable. Such sensors
have been developed for thrombin [196, 197] with detection limits in the µM
to nM range. Recently, Lai et al. [198] used this principle for the determin-
ation of platelet-derived growth factor (PDGF) with detection limits of 1 nM
in undiluted blood and 50 pM in blood serum (Fig. 10a).

In contrast, Xiao et al. [199] have shown that the binding of the target pro-
tein (thrombin) to an aptamer sequences stabilizes the binding motif of the
aptamer and increases thereby the distances between methylene blue label
and the sensor surface. As a consequence, the electron transfer is stopped,
which is indicated electrochemically (Fig. 10b).



184 A. Warsinke

4
Parallelization of Protein Analysis with Electrochemical Biochips

For application of electrochemical biochips in proteomics or protein analysis,
principles are needed that allow a high degree of parallelization and minia-
turization. High parallel analysis procedure on a chip surface is not possible
by dispensing reagents to each spot—as it is realized for the microliter and
nanoliter plates.
(i) The binding partners should possess very high specificity for the target

molecule in order to prevent cross over to the compounds immobilized at
the other spots. Unspecific interactions with the “carrier” material should
be avoided. In order to prevent the cross talk between neighboring spots,
the signal generation must be restricted to the immediate vicinity of each
spot.

(ii) All electrodes or ISFETs of the chip should be readable individually.
Two different principles are feasible to avoid cross talk. Micromechanical gen-
eration of a “wall” between the spots effectively prevents the migration of
products which are generated by an enzyme label. This principle was applied
to create a low-density electrochemical DNA chip with 28 or 128 individ-
ual positions [200, 201]. Therefore polymeric ring structures of 10 µm height,
15 µm width and 10 µm distance were built up around each array position by
photolithography.

The second way to avoid cross talk between the spots is to use assay
techniques that indicate the binding partner only at the point where the
immunochemical complexation takes place. With this principle, additional me-
chanical barriers are not necessary. Substrate channeling assays or formats
using the direct electron transfer between the marker enzyme or redox la-
bel and the electrode or label-free immunosensor principles could fulfil these
demands.

Due to a multiplicity of unsolved problems, highly parallel electrochem-
ical chips for protein analysis are at the very beginning of development. On
the other hand, different technologies of DNA chip production may be trans-
ferred to the development of electrochemical biochips for protein analysis.

Electrochemical biochips for DNA sequences allow for the integration of
the signal generation using individually addressable microelectrodes or field
effect transistors by highly parallel amperometric or potentiometric measure-
ments. Recently, a fully processed 16 × 8 CMOS sensor array was described
with interdigitated gold electrodes arranged within a circular polymeric
ring structure described above [200, 201]. The interdigitated gold structures
with 1-µm-wide fingers, gaps of 0.8 µm, and 17 000 µm2 were generated
by the lift-off technique from a deposited 120-nm-thick gold electrode. By
using a micro spotter, single-stranded DNA molecules were immobilized
on the gold sensor surfaces. The biotinylated target from the sample and
an alkaline phosphatase-avidin conjugate was bound subsequently. After
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adding p-aminophenylphosphate, the released p-aminophenol was detected
by electrode–electrode recycling. The amplification factor was eight. The
cross-over of the enzymatically released p-aminophenol from one to the other
sensor positions has been avoided due the polymeric ring structure around
the electrode and the time-dependent measurement. This approach should

Fig. 11 ElectraSense Device (CombiMatrix Corp.) (A) for the electrochemical readout of
a 12 k DNA-Chip (B)
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principally be applicable also for a highly parallel determination of proteins.
Therefore alkaline phosphatase-labeled antibodies could be used.

The problem of how to get the huge number of the required antibodies
immobilised on a chip with spatial resolution could be solved by the princi-
ple of “refunctionalization” of a DNA array [202, 203]. Therefore, the array is
incubated with proteins that are conjugated with the respective complemen-
tary oligonucleotide sequence. Due to the high specificity of hybridization,
the protein-DNA conjugates will be guided and immobilized on the spots due
to their DNA sequences.

A CMOS-fabricated silicon microchip was used as a platform with more
than 1000 electrode spots [53]. For site-directed DNA synthesis, the authors
used an electrochemical method. Protons were generated electrochemically
on an addressed electrode spot, which caused a local pH change. Thereby, the
chemical synthesis of the oligonucleotides (phosphoramidite chemistry) was
controlled. The capture antibodies were labeled with oligonucleotides and
hybridized with the complementary oligonucleotides on the electrode spots
(refunctionalization approach). A sandwich-type multi-step principle with
electrochemical indication and peroxidase as label was applied for the paral-
lel determination of human alpha 1 acid protein, ricin, M13 phage, Bacillus
globigii spores and fluorescein [54]. Very recently, this technology was fur-
ther enhanced to create a electrochemical readout device called ElectraSense
(CombiMatrix Corp.), which uses a chip with 12 544 features (12 kChip) and
reaches a detection limit of 0.75 pM [204] (Fig. 11).

5
Conclusion and Outlook

Electrochemical biochips for protein analysis have been developed in a great
variety, mostly by using redox or enzyme-labeled antibodies. The detection
limits are usually within the nanomolar range, which is sufficient for many
analytes. For much lower detection limits, amplification techniques, e.g., re-
cycling have been applied, shifting the detection limits into the picomolar to
femtomolar range.

As for conventional immunoassays like ELISA, biochips often need several
incubation and washing steps. To make use of the full potential of chip and
sensor technology, like fast, convenient, inexpensive and sensitive detection,
the assay configurations needs to be simplified. First-wash and reagent-free
biochips have already been developed for protein analysis.

The development of new antibody-like recognitions elements, a chip-
integrated sample pretreatment, and a further miniaturization will pave the
way of electrochemical biochips into the doctor’s office and for point-of-care
measurements, making in future protein determinations as simple as blood
glucose measurements today.
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Abstract This chapter introduces the basic terms of impedance and the technique of
impedance measurements. Furthermore, an overview of the application of this trans-
duction method for analytical purposes will be given. Examples for combination with
enzymes, antibodies, DNA but also for the analysis of living cells will be described.
Special attention is devoted to the different electrode design and amplification schemes
developed for sensitivity enhancement. Finally, the last two sections will show examples
from the label-free determination of DNA and the sensorial detection of autoantibodies
involved in celiac disease.
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Abbreviations
AEC 3-Amino-9-ethylcarbazole
ac Alternating current
Cdl Double layer capacitance
CPE Constant phase element
dc Direct current
EIS Electrochemical impedance spectroscopy
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EIS structure Electrolyte-insulator-semiconductor structure
ELISA Enzyme linked immunosorbent assay
f Frequency
φ Phase shift (between voltage and current time functions)
FET Field effect transistor
FRA Frequency response analyser
HRP Horseradish peroxidase
I Current
IDEs Interdigitated electrodes
IgG Immunoglobulin of type G
IgA Immunoglobulin of type A
ISFET Ion-sensitive field effect transistor
ITO Indium tin oxide
LB Langmuir–Blodgett
MCB Mercaptobutanol
MIP Molecular imprinted polymers
OCP Open circuit potential
POD Peroxidase
PNA Peptide nucleic acid
PSS Polystyrene sulfonic acid
Rct Charge transfer resistance
Rs Solution resistance
SAM Self-assembling monolayers
SNP Single nucleotide polymorphism
τ Time constant for a system which can be described by a parallel circuit of

R and C (τ = RC)
t Time
TTG Tissue transglutaminase
V Voltage
VG Gate voltage (EIS structure)
ω Angular frequency
W Warburg impedance
Y Admittance
Z Impedance
|Z| Modulus (or absolute value) of impedance
ZR Real part of impedance
ZI Imaginary part of impedance

Impedance spectroscopy is a powerful method to analyse the complex elec-
trical resistance of a system and is sensitive to surface phenomena and
changes of bulk properties. Thus, in the field of biosensors, it is particu-
larly suited to the detection of binding events. In addition, it is a valuable
tool in characterising surface modifications, e.g. on transducer devices dur-
ing the immobilisation procedure of recognition elements. In this chapter,
a short introduction into the measuring principles will be given followed by
an overview on the usage of the technique in the area of biosensors. Finally
two examples from the field of immunosensing and DNA detection will be
presented and discussed.
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1
Introduction to Impedance Spectroscopy

The impedance Z of a system is determined by applying a voltage pertur-
bation of small amplitude and detecting the current response. From the
definition impedance is the quotient of the voltage-time function V(t) and the
resulting current-time function I(t):

Z =
V(t)
I(t)

=
V0 sin(2Πft)

I0 sin(2Πft + φ)
=

1
Y

(1)

In analogy to the conductance definition in a dc circuit one can define the
admittance Y as the reciprocal impedance or complex conductance. The
impedance is a complex value since the current can not only differ in the am-
plitude (as in the case for a pure ohmic resistance) but can also show a phase
shift φ compared to the voltage-time function (as in the case of capacitive or
inductive resistances). Thus, the value can be described either by the modulus
|Z| and the phase shift φ or alternatively by the real part ZR and the imaginary
part ZI of the impedance. This is illustrated in Fig. 1. Therefore the result of
an impedance measurement can be illustrated in two different ways, the Bode
plot using |Z| and φ as a function of log f or the Nyquist plot using ZR and ZI.

The name impedance “spectroscopy” is derived from the fact that usually
not only a single frequency is measured but impedance is determined at dif-
ferent frequencies. Thus, an impedance spectrum is obtained allowing the
characterisation of surfaces, layers or membranes as well as exchange and dif-
fusion processes. For this purpose the impedance spectrum is often analysed
by means of an equivalent circuit. The circuit, commonly consisting of resis-
tances and capacitances, represents the different physico-chemical properties
of the system under investigation [1–3]. Alternatively the description of the
system can be performed on the basis of transfer functions, which are de-
rived from the basic laws of the processes involved such as electrokinetics,
diffusion, partition, etc.

Fig. 1 Impedance is a complex value and defined as quotient of the voltage(time) and cur-
rent(time) function. It can be expressed as modulus |Z| and phase angle φ or can be given
by the real part (ZR) and the imaginary part (ZI) of impedance
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However, it is not only possible to describe a system, but the measure-
ment can be also used for analytical purposes. In this case the change of one
impedance element, a resistance or a capacitance, depending on the solution
composition is evaluated. In some cases it is also suitable to correlate the
overall impedance to a concentration change. This can result in a more sim-
ple measurement since here it is often sufficient to determine the impedance
at one selected frequency or within a limited frequency window (where the
relative changes are largest).

1.1
Impedance Elements and Simple Circuits

In electrochemical impedance spectroscopy, where the electrolyte solution is
one component of the system to be investigated, usually four elements are
used for the description of the impedance behaviour: ohmic resistance, cap-
acitance, constant phase element and Warburg impedance. These elements
and their definitions are summarised in Table 1.

An ohmic resistance R appears in the impedance spectrum when charge
carriers are transported within the bulk of a material, through thin layers or
across interfaces. An ohmic resistance causes no phase shift between the ac

Table 1 Impedance definition, frequency dependence and phase shift of different
impedance elements most often used for the description of (bio)electrochemical systems

Impedance Definition Phase Frequency
element angle dependence

R Z = R 0◦ No

C ZC = 1
j·ω·C 90◦ Yes

CPE ZCPE = 1
A(j·ω)α 0–90◦ Yes

W (infinite) ZW = σ√
ω

(1 – j) 45◦ Yes

σ = R·T
n2·F2·√2

(
1√

DO·cO
+ 1√

DR·cR

)

W (finite) ZW = R0
tanh l·√j·ω/D

l·√j·ω/D
0–45◦ Yes

ω angular frequency
l length of diffusion region
D diffusion coefficient
R0 diffusion resistance for ω = 0
cO,cR concentration of oxidized and reduced species
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voltage and the ac current and the impedance value is independent of the fre-
quency used for the measurement. This means the impedance is constant over
the whole frequency range.

A capacitance C appears when charge carriers are separated at interfaces
(e.g. electrochemical double layer) or at membranes or films. In a simplified
model this can be interpreted as a plate capacitor where the two “plates” are
separated by a non-conducting medium. A capacitance results in a phase shift
of –90◦ of the current-time function compared to the applied voltage function
and the impedance is strongly dependent on the frequency of measurement
(as also seen from the impedance definition in Table 1). Particularly at low
frequencies the capacitive impedance becomes very high.

Besides these two “basic” elements, often so-called distributed impedance
elements have to be included for an appropriate description of the impedance
behaviour of a real system. A constant phase element (CPE) is used when
an ideal capacitive behaviour with a phase shift of –90◦ is not observed. In
electrical engineering this corresponds to the behaviour of a “loss capacitor”.
The physico-chemical background can be of different origin but is very of-
ten a heterogeneity of the surface (e.g. microroughness) or a heterogeneity
of the bulk material (e.g. water content in a polymeric membrane). The de-
gree of frequency dispersion is indicated by the α-value: When α is 1, a pure
capacitive behaviour is observed, with decreasing α the properties show also
resistive behaviour and when α is 0 a pure ohmic resistance appears.

A second distributed impedance element often used in equivalent circuits
is the Warburg impedance W. Here, the system is under diffusion control; that
means that the diffusion of substances is limiting the current. This impedance
element is normally relevant at small frequencies and results in a linear
behaviour with a slope of 45◦ in the Nyquist plot. From this impedance be-
haviour the diffusion coefficient of the relevant species can be calculated (see
also Table 1). However, the so-called infinite Warburg impedance can only be
observed when the region available for diffusion is not limiting. For example
in a stirred cell the diffusion layer is finite. In this case the “finite” Warburg
impedance appears resulting in a bending of the impedance curve towards the
real axis at very low frequencies. This produces a distorted semicircle in the
Nyquist plot. In contrast finite diffusion in a thin layer cell (blocked ion trans-
fer at the end of diffusion layer) can result in increasing capacitive behaviour
(turn of the 45◦ line parallel to the imaginary axis).

The individual impedance elements can be connected in two ways: in se-
ries and in parallel. For the resistance and the capacitance this is illustrated
in Fig. 2. A series circuit means that the overall impedance is the sum of the
individual elements. Since the capacitive impedance is frequency dependent,
the whole impedance is also dependent on the frequency. This behaviour is
shown as Bode and Nyquist plots in Fig. 2. From both plots the resistance
in series can be easily determined. In the Bode plot the transition can be
clearly seen from the frequency range where the resistance is dominating to
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Fig. 2 The figure illustrates a series (left) and a parallel circuit (right) of a capacitance
and a resistance. The frequency dependence of the impedance is given as a Nyquist
plot (above) and Bode plot (below). The overall impedance is the sum of the individual
impedance elements in a series circuit whereas the reciprocal impedance (admittance) is
the sum of the reciprocal impedances of the individual elements for a parallel circuit

the range where the capacitance is controlling the impedance behaviour (by
the course of the phase shift).

In a parallel circuit the current has two ways to flow through the sys-
tem and will preferably choose the way of low impedance. Here the overall
impedance is the sum of the reciprocal impedance of the individual elements
(or in other words, the reciprocal impedance is the sum of the individual ad-
mittances). Thus, here a very different impedance spectrum is obtained. In
the Nyquist plot, a typical semicircle appears, the diameter of which repre-
sents the ohmic resistance. The Bode plot shows that at high frequencies the
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impedance is dominated by the capacitance whereas at low frequencies the
resistance can be determined.

1.2
Equivalent Circuits

Equivalent circuits are used in order to approximate the experimental
impedance data with the above mentioned ideal or distributed impedance
elements, both arranged in series and/or in parallel. Many electrochemical
systems have been analysed according to this procedure. For an individual sys-
tem under investigation one can probably find models in the literature for the
description of the impedance behaviour – at least as a starting point for the an-
alysis. In this chapter two examples will be illustrated and a general conclusion
for an electrochemical cell comprising a biological component will be drawn.

Electrode in Electrolyte Contact

When an electrode is immersed into an electrolyte solution the ac current
has to flow through the solution and has to pass the interface between the
electron- and ion-conducting phase. The equivalent circuit for this situation
is shown in Fig. 3 and is often referred to as Randles circuit. According to the
electrochemical theory a current flow is possible by charging and discharging
the double layer at the interface or by oxidising/reducing substances from the
electrode or in solution. Subsequently, the model of the interface is a parallel
circuit of the double layer capacitance Cdl and the charge transfer resistance
Rct. At low frequencies where the charge transfer might be faster than the dif-

Fig. 3 Randles equivalent circuit for an electrode in electrolyte contact. The double layer
capacitance Cdl results from the possibility of charge storage in the double layer at the
interface. The charge transfer resistance RCt denotes the possibility of current flow by
redox reactions at the interface and the Warburg impedance results from the current
limitation by diffusion from the bulk of the solution to the interface. Rs is the solution
resistance given by the ion concentration and the cell geometry. From the Nyquist plot Rs
and RCt can be easily determined, but also the σ value from the Warburg impedance can
be evaluated (see Table 1)
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fusion of the substances to the electrode a Warburg impedance needs to be
introduced in series to Rct for an appropriate impedance description. In se-
ries to this parallel circuit the solution resistance Rs is added. In the Nyquist
plot shown in Fig. 3 the values for Rs and Rct can be easily determined. From
the frequency at the maximum of the semicircle the double layer capacitance
can be calculated (ω = 2Πf = 1/RctCdl). The product of Rct and Cdl is often
termed as time constant τ of the electrochemical process. The 45◦ line indi-
cating Warburg limited behaviour can be extrapolated to the real axis. The
intercept is equal to Rs + Rct – 2σCdl from which σ and subsequently diffusion
coefficients can be calculated (see Table 1).

For analytical applications, however, the equivalent circuit is often sim-
plified by neglecting the Warburg impedance. This can be done by choosing
a frequency range where no 45◦ line in the Nyquist plot is observed and the
interfacial or bulk impedance is dominating.

Polymer Membranes in Electrolyte Contact

Polymeric membranes are often used for separation purposes and are applied
for the construction of sensors as immobilisation matrix for the recogni-
tion element or as filters improving the selectivity of the sensor by rejecting
disturbing substances. In general, the impedance behaviour of such mem-
branes can be described by a series circuit of two parallel RC combinations
describing the bulk properties of the membrane and the properties of the
membrane/electrolyte interface and a Warburg impedance for the diffusion
limitation [4]. Under the assumption of three well-separated impedance con-
tributions Fig. 4 illustrates the behaviour in the Nyquist plot. From the first
RC term the membrane resistance and the geometrical membrane capaci-
tance can determined. These values are governed by the chemical nature of
the polymer, the pore size and distribution, the water content, the electrolyte
uptake and the membrane thickness. From the second RC term (second semi-

Fig. 4 The figure illustrates schematically the principle impedance spectrum of a poly-
mer membrane in electrolyte contact. The first semicircle describes the impedance of the
bulk of the membrane, the second semicircle represents the membrane-solution interface
and the 45◦ line shows the infinite Warburg impedance. It has to be noted that depending
on the nature of the membrane not all impedance contributions can always be seen. One
impedance may dominate over the others
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circle in the Nyquist plot) the values for the exchange resistance and the dou-
ble layer capacitance of the interface can be determined. Both values are also
influenced by the above mentioned membrane parameters with the exception
of the membrane thickness. At lower frequencies the Warburg impedance
dominates the impedance spectrum.

However, this general behaviour will not be necessarily observed for all
membranes. The values for the different impedance values might differ sig-
nificantly, so that for example only one semicircle occurs in the impedance
spectrum when the bulk impedance of the membrane is strongly dominat-
ing. This is an important aspect in impedance spectroscopy: In a series
of impedance contributions the largest impedance determines the overall
impedance behaviour to a large extent so that minor components cannot be
well-characterised. In the literature one can find examples concentrating on
the one hand on analysis of the bulk properties and on the other hand on ion
exchange at the interface – mainly because of membrane applications in sep-
aration (e.g. [5, 6]), sensor construction [7–9], fuel cell electrodes [10–12] or
applications in chemical ion sensors (ion-selective electrodes) [13–15].

Electrochemical Cell with a Biocomponent

For the characterisation of a biological material, e.g. antibodies or cells, elec-
trodes have to be introduced into the system forming an electrochemical cell.
By applying an ac voltage perturbation the current has to flow through all the
components of the systems – the working electrode, the biological material,
the solution and the counter electrode. The measured impedance is a sum
of all the individual contributions. Figure 5 gives a simplified equivalent cir-
cuit for this situation neglecting the potential contribution of the Warburg
impedance. For analytical applications two different situations can occur:

Fig. 5 Equivalent circuit for an electrochemical cell using two electrodes (working elec-
trode -WE- and counter electrode -CE-) and a biological component. Both electrodes
are exemplified by a parallel circuit of the double layer capacitance and a charge trans-
fer resistance. In series to the electrode impedance is the solution resistance RS and the
impedance of the biological component ZB. The working electrode can be modified with
the biocomponent and thus appears as the sensing electrode. This is indicated by the
dashed box. For this kind of measurement the other impedance elements should be com-
paratively small. When the biological component needs to be investigated in solution, its
value should determine the overall impedance to a large extent and the impedance of the
electrodes should be small. This kind of investigation is indicated by the dotted box
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1. The impedance of the biological material is investigated as a function of
the concentration of a certain analyte in solution or as a function of time.
This is analogous to the analysis of the solution resistance as a function of
ion concentration in solution. In both cases the impedance of the two elec-
trodes has to be small compared to the impedance to be determined. This
can be achieved using electrodes with a rather large surface area. In add-
ition non-specific adsorption of biological material from solution has to be
avoided since this would also increase the interfacial impedance.
An example for this kind of measurement is the determination of the cell
mass during a fermentation process [16, 17]. The increasing density of
cells within the solution results in an impedance increase which can be
easily monitored.

2. Alternatively, the biological component is immobilised on the work-
ing electrode and the interaction with an analyte molecule is detected.
Here the impedance of the sensing electrode (working electrode modi-
fied with the biological component) controls the overall impedance. Thus,
the impedance of the counter electrode has to be significantly smaller.
Usually this is achieved by use of an electrode with an area which is at
least 10 times larger than the sensing electrode. In addition, the surface
can be roughened by electrochemical metal deposition or metal dissolu-
tion. By use of a supporting electrolyte (0.01–1 M) the solution resistance
can be adjusted to not limit the current response. For measurements
with such surface-modified sensing electrodes redox-active compounds
are commonly added to the solution, which results in a well-defined charge
transfer resistance Rct. If the redox-active compound is omitted a rather
capacitive impedance behaviour will be observed (since Rct will become
extremely large). Thus, a binding event at the electrode can be detected by
following the change in Rct in the first case or the change in the capaci-
tance in the second case.
By analysing the impedance behaviour over a broad frequency range the
respective region where the impedance is dominated by the impedance
element under investigation can be identified. Thus, for analytical applica-
tions it is often possible to limit the frequency window for the impedance
analysis. In some applications also a single frequency measurement is
sufficient. For example, this can be used in the measurement of chem-
ical sensitive semiconductor structures which show a very capacitive be-
haviour [18, 19].

1.3
Impedance Measurement

The impedance can be measured in the frequency and in the time domain.
In both cases a perturbating signal is applied to the system and the re-
sponse is recorded. In the frequency domain this is an ac excitation voltage
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of small amplitude (usually within the range 5–50 mV) and the correspond-
ing ac current which will be detected as a function of the frequency of the
applied voltage. Since the impedance is a complex value the modulus/phase
shift or the real/imaginary part couple have to be determined. Nowadays this
can be easily performed with a frequency response analyser (FRA). Alterna-
tively a lock-in amplifier can be used. In the time domain the perturbation
is a potential step function, and the response the corresponding current time
function. To obtain the impedance in the frequency domain from this kind
of measurement a Fourier transformation is necessary. Another technique
which can be termed as multisine technique applies different frequencies at
the same time to the system. In this case impedance data can be obtained
rather fast, however also here a Fourier transformation is necessary to trans-
fer the data into the normal format of the frequency domain.

In general some requirements have to be fulfilled in order to get a reliable
impedimetric description of the system:
1. The response of the system should only be originated by the perturbation

applied. This means other conditions have to be controlled to be constant
(e.g. temperature).

2. The system should react linearly on the perturbating signal. This means
that the impedance should be independent on the amplitude of the pertur-
bation applied which has to be verified experimentally.

3. The system has to be stable during the measurement and should not
change because of the perturbation applied. (This can be tested by re-
peated measurements. For changeable systems the faster multisine tech-
nique might be advantageous.)

4. The impedance has to be a continuous and finite-valued function in the
frequency range of the measurement.

These are important features which have to be controlled during the
impedance analysis of a system. More accurately, the measured impedance
data should follow the Kramers–Kroning relation which allows the calculation
of the ZI = f (ω) function from the ZR = f (ω) function [1].

The frequency range which has to be analysed varies with the system
under investigation. However, the range in general is from several tens of kilo-
hertz, where the capacitive impedance becomes rather small and often the
impedance is determined by the solution resistance, to 10–1 or 10–3 Hz, where
often the diffusion is limiting. Commercial instruments easily cover a range
from 10–5 to 106 Hz.

For electrochemical impedance spectroscopy it is often necessary to con-
trol the situation at the working electrode: (1) In some cases impedance
can be measured at the so-called open circuit potential (OCP). This means
a situation which has equilibrated at the electrode depending on the solution
composition. However, this situation has to be stable during the measurement
as mentioned above. Here a simple two electrode arrangement can often be
used. (2) Alternatively, a dc potential has to be fixed at the working electrode
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in order to define a situation at the electrode or to enforce a process to occur
(e.g. an oxidation process). This is a typical potentiostatic mode where a three
electrode arrangement is necessary. However, ac voltage and current appear
only in the working/counter electrode circuit. (3) Another possibility is to de-
fine a current to flow over the working electrode. This can be achieved in
a galvanostatic mode again with a three electrode arrangement.

Modern impedance analyzers also contain data evaluation software and fit-
ting programmes which allow the calculation of transfer functions according
to an equivalent circuit. These equivalent circuits are based on a physico-
chemical model of the system under investigation, as described, e.g. in
Sect. 1.2. As a starting point for the description of an individual system one
can find models in the literature or one can choose an equivalent circuit from
the implemented software. In order to verify the validity of the chosen cir-
cuit not only does the fit quality in relation to the experimental curve need
to be evaluated, but also a variation of experimental parameters such as elec-
trolyte or analyte concentration, layer thickness or electrode area. From such
an analysis of the impedance data the frequency range necessary to determine
a parameter of interest can also be deduced. For analytical application, it is
also possible not only to reduce the frequency range, but to limit the measure-
ment to a few or even one selected frequency. Here the impedance parameter
of interest (e.g. resistance or capacitance as a function of a concentration to
be determined) can be obtained from a fit of the measured impedance data
by a verified equivalent circuit or the overall impedance can be directly cor-
related to a concentration.

2
Overview on Biosensorial Applications

In analytical science, the term biosensor is used when the biochemical recog-
nition event is integrated with the signal transduction into a single device.
Thus, an electrochemical biosensor represents some kind of “bioelectronic
device” [20] which is based on the interaction of biomolecules with a conduc-
tive or semiconductive support and the electronic transduction of a specific
biological reaction associated with the biological function. The biological
components might be proteins, including enzymes, receptors and antibod-
ies, nucleic acids, or low molecular weight molecules such as cofactors,
inhibitors or antigens. More recently, artificial recognition elements such
as molecular imprinted polymers (MIPs), peptide nucleic acids (PNA), ap-
tamers, abzymes, a.o., have been developed for sensorial applications. The
detection process involves the formation of a recognition complex between
the sensing biomolecule and the analyte at the interface of the electronic
transducer which directly or indirectly alters the electrical properties of the
recognition surface. Electrochemical biosensors for direct and often label-
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free measurement of various analytes are especially attractive because of
their fast performance and less demanding instrumentation (e.g. [21–23]).
In this context, impedance spectroscopy is perfectly qualified for the read-
out of biosensors since it provides detailed information on the resistive and
capacitive properties of the recognition surface. Because of the affordable
availability of impedance instrumentation nowadays, a trend towards the de-
velopment of impedimetric biosensors has currently been observed. This can
be seen from the increasing number of publications on this topic over the
past few years. A simple inquiry with the search engine from the ISI Web of
Science using the catchword “impedance spectroscopy” yielded a remarkable
number of 1400 hits for the year 2006. If the term “biosensor” is added to
the search still 50 publications are returned. Figure 6 shows the result of such
searches for the last 10 years.

Impedance spectroscopy is applied in bioanalytics both to monitor the
fabrication of biosensors and the biosensorial recognition process. Applica-
tions have been demonstrated for all types of (bio)analytes such as proteins,
nucleic acids, whole cells, microorganisms, antibodies and antigens. A de-
tailed and complete description of the different approaches is difficult; thus,
the present chapter tries to give an overview on the various strategies that
have been attempted to design impedimetric biosensors without claiming to
be complete. The presentation is focused on general concepts, some selected
examples and discusses novel designs which were published. Alternative re-
views on impedimetric biosensors are available [24–26].

The various efforts for specific and sensitive detection can either be clas-
sified according to the electrode material (metals, metal oxides, glassy car-

Fig. 6 Number of publications on impedance spectroscopy and biosensors for the last
10 years. Open and hatched bars correspond to bibliographic searches using the key-
word combination “impedance spectroscopy AND biosensor” with ISI Web of Science and
Pubmed, respectively
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Table 2 Elements of impedimetric biosensors. The various approaches in literature consist
of these main elements in nearly any combination

Electrode Electrode Recognition elements Elements for signal
material geometry for selectivity and amplification

specificity and analytes

• Gold, platinium, • Single working • Antibodies and • Enzyme labels
and other metals electrodes of their antigens • Redox probes,
• Glassy carbon different shape • Nucleic acids labels and
• Metal oxides • Proteins, enzymes, mediators

(e.g. ITO, etc.) receptors, and • Nanoparticles
• Nanoparticles • Interdigitated their substrates, • Liposomes
• Semiconducting electrodes for inhibitors,

materials in-plane cofactors
• Field-effect impedance • Molecular imprinted

devices measurements polymers (MIP)

bon, semiconductors, etc.), the electrode geometry (conventional electrode
arrangement or “in-plane” measurement), the analyte (proteins, antibodies,
nucleic acids, etc.), or according to the mediator or amplification protocol
used (enzyme labels, redox labels, antibodies, polyelectrolytes, conductive
polymer films, carbon nanotubes, nanoparticles, etc.). Table 2 summarises
the typical elements of such a biosensor. The numerous approaches in lit-
erature apply these main elements in nearly any combination. In the fol-
lowing, the impedimetric biosensors will be divided into two categories.
The first approach uses the electric properties at the surface of a single
working electrode (“one sensor electrode” approach). The second method
is based on two shortly spaced electrodes (“in-plane” geometry). In the lat-
ter case, the recognition reaction can also occur in the gap between the
two electrodes.

2.1
Impedimetric Detection Using a Single Sensor Electrode

Biosensors of this type follow the idea that the impedance at a single working
electrode should determine the overall impedance. Thus after modification
with the recognition element, this electrode becomes the “sensing” electrode.
This approach is sometimes also referred to as “interfacial” measurement.
Figure 7a shows the schematic structure of such an impedimetric biosen-
sor. Different options exist for the evaluation of the recognition event at
the sensor surface; besides the simple detection of the overall impedance at
selected frequencies one can analyse the changes in electrode capacitance
or resistance.
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Capacitance and Resistance Measurements

When the biosensor electrode is immersed in an aqueous solution an elec-
trochemical double layer is formed. The capacitance Cdl depends on all com-
pounds present at the interface, which are predominantly solvent molecules,
ions, immobilised biomolecules, and optional films which promote the im-
mobilisation and detection processes. A capacitance change is induced when
the dielectric constant or the thickness of the double layer on the transducer
surface changes. Both options have been a matter of examination [26, 27].
When constructing a capacitive biosensor, the electrode surface is usually
covered with an additional insulating layer to reduce Faradaic currents (i.e.
to increase the charge transfer resistance in parallel to the capacity). The
biorecognition element is immobilised on top of this layer.

Capacitance measurements in the absence of Faradaic currents also allow
for the investigation of the influence of the electrical field on the biological
recognition event by applying different dc working potentials [28]. The in-
teraction between the recognition element and the analyte as well as their
orientation might be influenced by the applied dc potential, particularly when
the components of the interaction are charged.

The alternative approach for impedimetric detection of analyte binding
is the determination of the charge transfer resistance Rct. These Faradaic
impedance measurements are usually performed in the presence of a redox
couple in solution and rely on the change in the barrier for the redox con-
version by the formation of the recognition complex itself or a subsequent
complex. The ferri-/ferrocyanide system is often chosen for this purpose. For
sensitive detection, impedance spectra are generally recorded for dc poten-
tials equal to the open circuit potential (OCP) of the employed redox couple.
Although an appropriate redox probe is necessary, the Faradaic impedance

Fig. 7 Schemes of impedimetric biosensors using a modified working electrode as sen-
sor (a) or an in-plane arrangement of two electrodes (interdigitated electrodes IDE) (b).
Immobilisation occurs in a on the electrode and in b between and/or on the electrodes
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measurement is considered to be more sensitive since the changes in Rct are
usually larger than the respective capacitance changes.

Although very often used, the presence of a redox couple is not absolutely
necessary. The measurement in an inert electrolyte solution results usually in
a much higher impedance, but as long as the impedance changes upon the
biorecognition process are reproducible as well this kind of measurement can
result in reliable data. Particularly interesting is this approach when the con-
ductivity of the recognition layer is changed by the specific binding event (as
shown for example with proteins embedded in a lipid layer).

Sensor and Sensor Preparation

Typical transducer elements are carbon and metal electrodes. Preferentially
gold is chosen, because it allows the application of thiol chemistry for im-
mobilisation [29–32]. Additionally, thin oxide layers on the electrode surface
like indium tin oxide (ITO) or platinum/platinum hydroxide electrodes pro-
vide hydroxyl groups for silanisation chemistry [33]. Metal oxides of plat-
inum [34, 35], tantalum [22, 36] and titanium [37] have also been used for
capacitance-based detection. Semiconductor-based systems appear as a spe-
cial group of devices which will be treated separately below.

Self-assembled monolayers (SAM) are frequently used to promote the
immobilisation of the biorecognition element. Such films are formed spon-
taneously by chemisorption and self-organisation from solution [30, 38–40].
Long-chain thiols can effectively block the electrode surface from unwanted
reactions and thus are often used in capacitive sensors. Since the SAM films
do not have specific recognition properties, the biocompound is normally
coupled to the surface with functionalised SAMs [41]. Alternatively the SAM
layer has to be structured in order to create recognition sites. This can be
termed as a kind of surface imprinting [42, 43]. An alternative method to obtain
well-ordered recognition layers is the transfer of a lipid bilayer (from lipo-
somes) or a Langmuir–Blodgett (LB) film onto the electrode surface [44, 45].
Other immobilisation protocols rely on the preparation of thin polymer films,
electropolymers or bioaffinity layers (e.g. avidin films capable for binding
biotinylated biomolecules). More recently polyelectrolyte films have been in-
troduced for biomolecule immobilisation. This technique is based on the
layer-by-layer adsorption of oppositely charged polymers on the transducer
surface and is particularly suited for the preparation of multilayers [46, 47].

Impedimetric Immuno- and DNA Sensing

As already implied, impedimetric analyte detection is frequently applied for
immunosensing. This originates from the fact that classical immunoassays
(ELISA) are wide-spread and used in clinical diagnostics, food quality con-
trol, environmental analysis, for the detection of pathogens, toxins, and ex-
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plosives or drugs. Even though immunosensing is an established technique,
background for the sensorial developments with impedimetric detection are
the demands of point-of-care diagnostics with the need of rather simple
equipment and the potential for a label-free analysis.

For immunosensing two immobilisation strategies are possible. The sensor
chip can either be modified with antibodies binding the respective antigen
molecule or the antigen itself is immobilised, which binds then the comple-
mentary antibody. In both cases the binding event results in a change of the
electrical surface properties, although in the latter case larger changes can be
expected because of the high molecular weight and the low dielectric constant
of antibodies.

Initially capacitive sensors were preferably used for the detection of im-
mune reactions [30, 31, 48, 49]. Charge transfer can be diminished, e.g. by
long-chain SAM layers. In combination with a potential-jump method very
sensitive measurements have been reported [23]. In order to reduce the
influence of non-specific binding, which would influence the capacitance
in a similar way compared to the specific interaction, a differential mode
of measurement was proposed [35]. Antibodies can be incorporated into
Langmuir–Blodgett films while retaining their binding properties. This can
result in very ordered recognition structures [44, 50].

Resistance-based sensors have also been developed [51–53]. For example,
the human mammary tumor-associated glycoprotein was detected with spe-
cific antibodies immobilised on gold by spontaneous adsorption. The binding
of the complementary antigen resulted in a change of the charge transfer
resistance Rct [52]. Another system used ultrathin platinum layers and eval-
uated the conductivity changes based on an impedance model analysis [53].
But, the change in ion conductivity of a lipid bilayer with incorporated ion
channels can also be used for the antibody-antigen binding detection [54, 55].

A special approach for the immobilisation can be seen in the use of con-
ducting polymers such as polypyrrole. This can help in amplifying the re-
sponse since the conductivity of the polymeric network is strongly influenced
by conformational changes induced by binding events [56, 57]. Biotinylated
polypyrrole films were used for the immobilisation of biotinylated antibodies
via avidin [58]. Antigen binding was connected with an increase in the charge
transfer resistance. The respective detection limit was 10 pg mL–1 of human
IgG.

Besides immunosensing, the impedimetric detection of nucleic acids is
also a matter of research. ssDNA and dsDNA have been discriminated using
a hanging mercury drop electrode [59, 60]. Desorption of denaturated ssDNA
was accompanied by a larger dielectric loss than desorption of native dsDNA.
This was explained with the higher flexibility of the ssDNA compared to the
rigid dsDNA double strand.

For a sensorial application more interesting are investigations on gold elec-
trodes. Several sensor systems have been reported for a voltammetric analysis
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of the hybridisation [61–65]. But here the addition or the coupling of a redox
indicator is necessary. The presence of ss- or dsDNA on the electrode surface
was found to result in different molecular structures which can be evaluated
by different spectroscopic and microscopic methods [66]. This provides the
basis for impedimetric detection of oligonucleotide concentrations and single
base pair mismatches, as will be shown in Sect. 3 [67].

In analogy to the immune detection using conductive polymers, probe
DNA can also be linked to conducting polymer films to evaluate the change
in interface properties after target DNA binding. Here an increase in re-
sistance was observed which could be used for a sensorial detection of
suitable sensitivity [68–70]. Amplification of the response by the use of
nanoparticles coupled to an oligonucleotide has been reported [71]. As an al-
ternative to polypyrrole a quinone-containing polymer was developed [72]
or polythiophene was used [73]. The impedance technique can be used
not only for the detection of DNA-DNA binding but also for the analy-
sis of DNA-analyte interactions. Several small organic molecules but also
large proteins show a specific interaction with DNA duplexes. This can be
used for an analytical determination of these substances. Examples are cis-
platin [74] or mythramycin, a.o. [75], but also specific DNA-binding pro-
teins [76].

Molecular imprinted polymers are a rather new group within the recogni-
tion elements. They provide a surface which acts as a “negative” of the analyte
and thus can recognise it within a mixture. Because of its chemical nature it
can be reproducibly fabricated in different formats and is rather long term
stable in different environments. Besides its application in chromatographic
separation interesting examples have been reported for applications in sen-
sors (see the chapter by Danielsson). For an impedimetric transduction of the
binding event, particularly thin surface films are suited. Thus, capacitive sen-
sors have been developed for organic molecules [42, 77] but also for whole
cells and viruses [78, 79].

Impedimetric Enzyme- and Cell-based Sensors

In the area of enzyme sensors amperometric electrodes are by far the most at-
tractive transducers. This is because of the ease of use and their wide dynamic
range. However, the change in redox conversion of a redox-active compound
by the turnover of an enzyme (in the presence of the respective substrate) can
also be detected by following the charge transfer resistance. This has been
demonstrated for glucose detection using glucose oxidase and parabenzo-
quinone as mediator [80].

In contrast to the transduction process itself impedance measurements
have found increasing applications in optimising biosensors mainly by fol-
lowing the different steps of surface modification during sensor prepar-
ation. This includes formation of SAMs, Langmuir–Blodgett films, adsorption
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layers, a.o., but also the binding of the recognition element to the transducer
surface (e.g. [81–83, 169]).

Another direction in using impedance for sensing can be seen in the in-
corporation of a “signaling” protein in a lipid layer on an electrode and eval-
uating the conformational changes upon interaction with a specific analyte.
Often this is accompanied by changes in ion mobility through the surface-
confined film. Thus, conductivity changes can be analysed. One example of
sensing substrates and inhibitors is given by Naumann et al. [84]. The authors
used peptide-tethered lipid membranes on a gold support with cytochrome c
oxidase. Impedance spectroscopy was used to study proton transport across
the membrane. Impedance spectra could be correlated to the concentration
of inhibitor and substrate of the enzyme. Other examples are the detection of
paraoxone [85], quinacrine [86], or the bacterial toxin streptolysin [87], but
also proteins or DNA can be analysed [88].

In analytics not only substrates and inhibitors of enzymes have been de-
termined, but also the enzyme activity itself has often been analysed. Here
an interesting approach was introduced by using degradable polymer films.
These polymers can be coated onto an electrode and impedimetrically char-
acterised. The degradation by a biocatalytic reaction can occur directly by
the enzyme acting on the polymer chains or by products of the enzymatic
conversion. The diminished film thickness is easily followed by impedance
measurements. This has been shown for urea [89], glucose [90] and enzymes
such as chymotrypsin or lipase [91]. This scheme can be nicely combined
with immunoassays using enzymes as labels [89].

Recent developments are cell-based assays for the detection of specific
analytes or for the screening of large libraries of substances for their biolog-

Fig. 8 a Experimental setup for the impedimetric characterisation of a tissue culture
(four-electrode measurement: ac current flow in the outer circuit and ac voltage detec-
tion between the two other electrodes) b Simplified equivalent circuit for the impedance
description consisting of the solution resistance RS, the membrane capacity CM and the
resistances for the internal and external charge carrier transport RI and RE (adapted
from [97])
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ical effect. This relies on the concept of effect monitoring. Here, parameters
are needed that report the response of the whole biological system with re-
spect to the stimulus under investigation. Impedance is one of the suitable
parameters because it can be used for the indirect detection of metabolic
activity, cell adhesion on surfaces, response to potential drugs and for cyto-
toxicity tests [92, 93]. First examples have been reported analysing the status
of a cell culture [94–97]. Figure 8 illustrates a typical experimental setup for
cell-based measurements and a simplified equivalent circuit describing the
impedance of a cell layer as a parallel circuit of intracellular and extracellular
pathways. It has to be mentioned that cells can also be cultivated directly on
the working electrode with an appropriate surface modification.

Impedance is not only suited to give information on the status of surface-
fixed cells, but can also be used for the detection of the number of cells in
solution. This has been intensively investigated in microbiology and was used
for the detection, quantification, and identification of bacteria [98, 99], and
resulted also in micromachined devices for cell counting [100] or cell differ-
entiation [101].

Amplification of Impedimetric Signals

Despite the potential for a direct binding detection many interfacial impedi-
metric assays suffer from the fact that the generated signals (changes in Cdl
and/or Rct) are relatively small. This problem is intensified when the sur-
face coverage with the recognition complex is low and small amounts of
the analyte have to be detected. This has led to the development of sev-
eral amplification strategies. In order to increase the capacitance change due
to an altered dielectric constant, polymeric membranes were used for fixa-
tion of the recognition element. Indeed, the incorporation of antibodies into
a membrane induced a change of Cdl. As an example Maupas et al. [102]
have modified platinum electrodes with different polymeric layers and used
them in a flow injection system for real-time immune detection. As men-
tioned above a conducting polymer layer can be nicely used for generating an
enhanced signal [56, 68, 70].

Bresler et al. developed a strategy for sensitivity enhancement by using
a capacitive sensor structure (based on passivated interdigitated electrodes)
and combining the antigen-antibody reaction with a second binding event
and thus coupling catalase to the surface. The enzymatic activity of catalase
converts H2O2 to oxygen. The gas bubbles formed near the surface change the
dielectric constant drastically and thus allow a very sensitive detection, which
was shown, e.g. for HIV antibodies [103].

A very simple amplification route has been introduced by the Willner
group [104, 105]. Binding of negatively charged liposomes to the recognition
surface can drastically alter the charge transfer of a redox couple, particularly
when it posses the same charge as, e.g. ferri-/ferrocyanide. Figure 9 illustrates
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Fig. 9 Amplification of the impedimetric detection of a binding event using secondary
binding reactions coupling liposomes to the electrode surface. The change in surface
properties by the DNA binding is much enhanced by negatively charged liposomes which
can repel the ferri-/ferrocyanide redox couple much more effectively from the electrode
surface resulting in a significant impedance increase

the general assay procedure. In the scheme, the DNA hybridisation is followed
by one or several secondary binding steps resulting in an accumulation of
highly charged liposomes on the electrode.

A smart amplification approach was taken over from classical immunoas-
says and includes the application of enzyme labels bound to a component
of the sensing system. The enzyme label catalyses the formation of an in-
soluble product which precipitates onto the electrode surface and amplifies
the changes of Rct and Cdl [106–111]. The principle was introduced for the
detection of DNA [106] and antibodies against dinitrophenyl at an elec-
trode surface functionalised with the self-assembled monolayer (SAM) tech-
nique [107]. Horseradish peroxidase (HRP) was used as the enzyme label. The
technique can also be applied for the detection of autoantibodies in physio-
logical samples [112]. This will be illustrated in Sect. 4.

The HRP label was also used for DNA detection of the Tay–Sachs genetic
disorder with high sensitivity [106]. Further applications of this amplification
method, but with alkaline phosphatase as the label, have been demonstrated
for the analysis of viral RNA and single nucleotide polymorphisms [113, 114].
Amplified DNA detection was achieved using liposomes labelled with mul-
tiple HRP tags, which resulted in an amplification factor of approximately
105 [110].

An enzyme label was also used for the impedimetric detection of bacteria
cells of Escherichia coli [115]. The electrode surface was initially modified with
an E. coli antibody. The binding of the cells were subsequently detected with
Faradaic impedance measurements. Signal amplification was achieved using
a secondary antibody against E. coli, which was modified with alkaline phos-
phatase catalysing the oxidation of 5-bromo-4-chloro-3-indolyl phosphate
yielding the insoluble indigo derivate. The detection limit was 6000 cells mL–1.

This amplification technique enables the detection of very low surface
coverage of antibody-antigen complexes. However, a regeneration of the sen-
sor surface is difficult, if not almost impossible, and impedes a repeated
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usage of the sensor. A way out of this problem might be the application of
nanoparticles which have been also applied for signal generation and amplifi-
cation [71, 75, 116–118]. Examples are gold nanoparticles which were used for
electrode modification [75, 119] or quantum dots [116] which were coupled to
oligonucleotides and thus able to bind to surface-confined DNA. Also in this
case the interfacial charge situation is altered and thus the negatively charged
redox compound ferri-/ferrocyanide is repelled from the electrode surface.

Semiconductor Devices

A special field in impedance related sensors are semiconductor-based struc-
tures. Mainly these are semiconductor/insulator structures which detect
chemical changes at the insulator surface in contact with the solution by ana-
lysing the semiconductor/insulator interface. The classical ion-sensitive field
effect transistor (ISFET) which can be combined with enzymes or antibod-
ies yielding enzyme FETs (ENFETs) or immunoFETs (IMFETs) is outside the
focus of this review [120]. Although this device has an inherent impedance
conversion from the high impedance line between the semiconductor bulk
and the gate to the low impedance line between source and drain, the out-
put is a simple source-drain current and thus, the device does not follow
the general idea of impedance measurement discussed within this chap-
ter. However, the FET-derived, but simplified structure, electrolyte-insulator-
semiconductor (EIS structure) is characterised by capacitance measurements
and therefore will be discussed here. A general scheme is given in Fig. 10.

Fig. 10 Schematic view on an EIS structure (electrolyte-insulator-semiconductor). The gate
voltage VG is varied in order to establish different states at the semiconductor-insulator in-
terface such as accumulation, depletion, and inversion. The ac voltage is applied to measure
the capacitance changes caused by VG variation and the biosensing event (CE – counter
electrode, RE – reference electrode)
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First attempts to measure capacitance changes on Si/SiO2 surfaces take ad-
vantage of the fact that silicon is commercially available, easy to handle and
biocompatible. Structures can be miniaturised and produced in large quan-
tities. Long time EIS structures have been only seen as an intermediate step
towards ISFET development, but meanwhile they have gained attention as
a separate sensor platform mainly because of their ease of preparation and
the progress in instruments detecting capacitance changes.

Enzymes can be effectively coupled to ion-sensitive semiconductor struc-
tures when the enzyme reaction changes the ion concentration near the sur-
face as shown with protons [121, 122] and fluoride ions [123]. When the semi-
conductor structure carries the respective ion-sensitive layer, an interfacial
potential is generated affecting the space charge region in the semiconductor
which can be analysed by following the capacitance of the structure. For EIS
structures, examples are the detection of penicillin using penicillinase [124]
or organophosphorous pesticides using the respective hydrolase [125]. Very
often the shift of the capacitance-voltage curve along the voltage axis is eval-
uated rather than the impedance change by the biocatalysis. Also in this area
impedance measurements are used for the characterisation of the immobili-
sation steps (e.g. [126, 127]).

There are also several attempts to combine immune reactions with
semiconductor-based sensors. However, the formation of the immune com-
plex often does not enhance the overall impedance or change the charge
situation on the gate. Thus, a limited number of systems have been reported.
Moreover, for the detection of charged proteins the measurements are addi-
tionally sensitive to the ionic strength of the solution.

Using immobilised antibodies on Si/SiO2 surfaces the antigen α-fetoprotein
was detected down to 1 ng mL–1 (15 pM) [128]. A similar approach was used
to detect enterotoxins. A capacitance change was observed after incubation
with 10 µg mL–1 (0.4 µM) [129].

Because of the high charge in a DNA strand semiconductive heterostruc-
tures have been successfully used to detect nucleic acids. The charge accu-
mulation during hybridisation results in a change of the flat band potential
which can be easily detected by capacitance measurements [130–134]. How-
ever, different sensitivities have been reported and not all factors determining
the signal output are fully understood. Thus, recent investigations concen-
trate on elucidating these parameters and modelling the response of the
device [135, 136].

In the field of semiconductor devices a lot of effort is still going on in
order to overcome practical limitations as for example the limited sensi-
tivity. One direction can be seen in the use of modified device structures
and the application of nanowires [137, 138]. Although high sensitivities have
been reported, the reproducible production and operational stability are still
a problem.
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2.2
Impedimetric Sensors Using Interdigitated Electrodes

Instead of using the surface of a single working electrode an in-plane geom-
etry can be applied, which makes use of two closely spaced electrodes. Two
electrodes are prepared on an insulating substrate in a finger-like struc-
ture leaving a small non-conductive gap between them. These electrodes
are termed as interdigitated electrodes (IDEs) and can be formed from dif-
ferent metals such as palladium [139], titanium [140], platinum [141] and
gold [142]. The geometry takes advantage of the changed conditions for the
current flow which occurs mainly very near to the surface and thus shows
a much higher sensitivity towards surface changes compared to the con-
ventional design. The biorecognition element can be immobilised on both
electrodes, in the gap between the electrodes or on top of both. This elec-
trode design has an additional advantage since by preparing the electrodes on
a chip the whole electrochemical setup is already integrated and no external
electrodes are needed. The basic scheme is shown in Fig. 7b.

Immune detection using IDEs takes advantage of the change in resist-
ance close to the surface due to protein accumulation and the change in the
dielectric properties due to the presence of substances with a lower dielec-
tric constant compared to water. Thus, a label-free detection becomes feas-
ible [143–145]. This kind of measurement can be also applied to the detection
of DNA hybridisation without the need of a label. This relies mainly on the
changed charge accumulation after double strand formation [141–143, 146].

Receptor-ligand binding is often accompanied by structural changes of the
complex. This can be also used for a sensitive ligand detection particularly
when a receptor is used, which is a chemically gated transport protein such
as the nicotinic acetylcholine receptor. Incorporated in a lipid membrane,
acetylcholine but also receptor antagonists can be measured by capacitance
changes [147].

IDE-based sensors have also found application in enzyme detection. For
example, an enzyme-based impedimetric sensor was developed for the de-
tection of collagenase. Impedance changes were induced by the proteolytic
digestion of gelatine-coated interdigitated electrodes [148]. In this case, en-
zyme degradation of the layer produced a rapid increase in the impedance
due to a changed thickness of the layer. The change in impedance with pro-
tease digestion was correlated to the solubilisation of the gelatine layer from
the sensor surface. Other examples based on the enzyme catalysed polymer
transformation, explained in Sect. 2.1, are sensors for urea [149, 150] or crea-
tinine [150].

However, for the direct binding detection the sensitivity is often limited
for practical applications. Thus, several amplification protocols have been
developed (see also Fig. 11). First of all, the transducer itself provides the
potential for further sensitivity enhancement. A highly sensitive response of
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Fig. 11 Examples for sensor systems using in-plane impedance detection. a Direct bind-
ing detection by evaluating the change in conductivity and dielectric constant near the
surface by the binding event. b Amplification of the binding event by use of gold nanopar-
ticle labelled molecules. The catalytic activity of the gold surface is used for a silver
precipitation enhancing the diameter of the gold particle. This results in the formation of
a conductive bridge between the electrodes. c Antigens labelled with a conductive poly-
mer decrease the resistance of the gap. d An enzyme label (HRP) converts iodide to
iodine, which can permeate a membrane and enhance the conductivity of a polymer film
between the electrodes

the sensor requires strong electrical fields due to short distances of the elec-
trodes [151]. Typical distances between the electrode fingers are in the range
of 1–10 µm and are limited by the fabrication procedure. However, electrode
widths from 500 nm [143] to less than 200 nm have meanwhile been achieved.
A theoretical analysis demonstrates that 80% of the current between the elec-
trodes with a spacing of about 250 nm will flow in a layer not higher than
250 nm above the surface. This may illustrate that a reproducible production
of interdigitated electrodes with dimensions in the nanometer range will sig-
nificantly increase the sensitivity for a direct binding analysis.

In analogy to amplification schemes developed for impedimetric sensors
using a single sensor electrode also on IDEs additional films, enzyme la-
bels, or nanoparticles can be applied. For example the DNA hybridisation
can be extremely sensitively detected by use of Au nanoparticles coupled to
an oligonucleotide. The catalytic properties of the nanoparticle surface can
be used for a silver deposition and thus an enlargement of the particles.
When this enlargement proceeds to an extent that the surface-bound par-
ticles face each other, then a conductive pathway is formed between two
electrodes [152, 153]. This is schematically shown in Fig. 11b and results in an
ultrasensitive detection scheme.

An alternative approach for sensitivity enhancement in immunosensing
uses conducting polymer chains coupled to the antigen (see Fig. 11c) [154].
After binding of the modified antigen to the recognition surface, the conduc-
tance of the gap increases and detection becomes possible. The same effect
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can be induced, if an enzyme label is coupled to the antigen. In this case,
the sensor surface can be additionally covered with a membrane permeable
for iodine, which is produced by the enzyme label HRP. After binding of
the antigen HRP conjugate iodine is generated from iodide and hydrogen
peroxide, which leads to an increased conductance of the promoting film con-
sisting of tetra-tert-butyl copper phthalocyanine within the gap [155] (see
Fig. 11d). Another example relies on the production of a gas on the sensor
surface by the activity of catalase which was labelled to a secondary binding
protein [103].

The various examples in the literature may illustrate the potential of the
impedance technique for analytical purposes. However, reproducibility and
reliability of the sensors is often a problem particularly when repeatedly used
or applied in real samples. In the following sections two examples will be
demonstrated showing the useful sensorial properties of a reusable DNA sen-
sor and a disposable antibody sensor applicable in serum samples.

3
Impedimetric DNA Detection

Based on recent progress in genomics the interest in DNA detection devices
has increased drastically. Various fields of application have been opened up
for devices which allow a highly efficient analysis of DNA sequences. Exam-
ples are the identification of pathogenic species in medicine or food industry
and paternity tests in criminology. Also the need for an early identification
and therapy of genetic diseases plays a key role in the development of new
diagnostical tools for a sensitive, selective and quantitative DNA detection.

From the analytical point of view there are mainly two different ap-
proaches to identify the sequence of bases within a DNA strand. On the one
hand there are biochemical sequencing techniques, and on the other hand
methods allowing the detection of specific hybridisation events between two
complementary strands. The high costs, time consumption and the complex-
ity of nucleotide sequencing resulted in an increasing usage of hybridisation-
based approaches. Here, one DNA strand (probe DNA) is immobilised on
a surface. By contact with a solution containing the complementary DNA
(target) both DNA strands hybridise forming a double strand. The detection
of the hybridisation event can be achieved by different transduction princi-
ples making use of changes in the interfacial properties, mass accumulation,
changes in optical density or simply exploiting the detection of a label (mostly
an optical). Examples are shown with fluorescence [156–158], quartz crys-
tal microbalance [159, 160], surface plasmon resonance [161], a.o. A more
detailed overview will be given in the chapter by Bier.

Recently there has been an increasing interest in electrochemical devices
for hybridisation detection since they allow a simple, fast and sensitive analy-
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sis without usage of expensive equipment. Very often the hybridisation event
is detected by voltammetric measurements of a redox label which interacts
with or is directly bound to the DNA [162–165]. The elimination of the re-
dox label simplifies and speeds up the whole process and reduces the cost
for each analysis. Currently label-free detection of hybridisation is mainly
achieved by oxidation of the DNA bases [166–168] or by monitoring the con-
ductance/resistance or capacitance of the surface after the DNA binding event
(see Chap. 2).

3.1
Sensor Concept

Impedance spectroscopy has the potential to monitor DNA hybridisation on
electrodes directly, without any label. This is reasonable if no trace amounts
of DNA have to be analysed. A fixed ssDNA layer acts as the recognition
element and a gold chip electrode can be used as transducer (see Fig. 12).
Probe DNA is immobilised on the gold surface via a thiol modification at
the 5′-end of the DNA. Unspecific binding between the electrode and other
components of the test solution is reduced by blocking the surface with a hy-
drophilic, short thiol as, e.g. mercaptobutanol (MCB). The treatment of the
surface with the thiol also ensures that the immobilised ssDNA is exposed to

Fig. 12 DNA sensor. Principle of electrode construction and DNA detection. Probe DNA is
immobilised on cleaned gold chip electrodes. Blocking of the surface with MCB prevents
unspecific binding. Hybridisation changes the surface properties and thereby hinders the
redox conversion of ferri-/ferrocyanide. This is detected by impedance spectroscopy. The
change of surface properties is reversible by denaturation of the DNA duplex
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the solution and thus available for hybridisation. The surface concentration
of ssDNA can be detected for example by hybridisation with methylenblue-
labelled DNA and a voltammetric read out [65]. The surface coverage of
about 5–9 pmol/cm2 is sufficiently high for an impedimetric detection and
sufficiently low to avoid steric hindrance during the binding of the comple-
mentary strands.

The impedance is analysed in the presence of a redox component in solu-
tion, here ferri-/ferrocyanide. The measurement is thus based on the change
of the interfacial impedance for the redox conversion of the hexacyanoferrate
ion due to the hybridisation process. Binding of the target DNA causes an in-
creased barrier for the redox reaction because of charge accumulation and
therefore should result in a reduced charge transfer depending on the amount
of bound DNA. In contrast, denaturation of the DNA duplexes on the elec-
trode surface induces a higher charge transfer and therefore a decrease of the
impedance [67].

Impedance spectra of a denaturated and hybridised surface are shown in
Fig. 13a as Nyquist plot and demonstrate that the impedance increases after
hybridisation. From an analysis of these spectra using a simplified Randles
equivalent circuit without a component for the Warburg impedance (Fig. 13b)
the values of charge transfer resistance and capacitance are available. This
analysis shows that after hybridisation the charge transfer resistance, which
reflects the diameter of the half circle in the Nyquist plot, rises up several
times. In contrast, the changes of the capacitance are in range of the measur-
ing error.

Fig. 13 A Impedance spectra of a denaturated and hybridised sensor surface displayed as
a Nyquist plot (conditions: sodium phosphate 0.1 M; pH 7.0; 10 mM ferri/ferrocyanide;
OCP; frequency range 0.3 to 10 kHz). B Equivalent circuit which is used for analysing
the impedance spectra with solution resistance (RS), charge transfer resistance (Rct) and
electrode capacitance (Cdl). C Charge transfer resistance of a denaturated and hybridised
sensor surface calculated from a fit of the measured impedance curve to the equivalent
circuit in (B)
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For sensor applications the change of the charge transfer resistance can be
analysed in different ways: (1) First, the difference between the charge trans-
fer resistance before and after hybridisation can be taken as sensor signal.
(2) Alternatively, the ratio between both Rct values can be calculated. The re-
sulting factor describes the relative increase in the impedance after contacting
the sensor electrode with the solution under investigation. In the following
the latter approach is used for the description of the sensing properties of the
electrode.

3.2
Sensor Properties

Reusability. For repeated usage of the sensor the denaturation procedure is
very important. In general, various compounds such as isopropanol, guani-
dine hydrochloride, sodium carbonate and urea are used for denaturation
of duplex DNA. For the choice of denaturation procedure using impedance
measurements as transduction principle a few aspects have to be considered.
First a stable impedance signal for the ssDNA modified (denatured) surface
has to be achieved. Second a high hybridisation efficiency has to be guar-
anteed even after several denaturation cycles. This means that the surface
properties of the electrode should not be altered by the denaturation pro-
cess while effectively breaking the double strand structure on the electrode.
Thus, not all denaturation procedures are suitable for an impedimetric assay.
For example guanidinium hydrochloride and isopropanol change the surface
properties in such a way that the impedance changes are diminished after
a few detection cycles. With urea, on the other hand, the sensor surface be-
comes reusable and only a small increase of Rct for the denatured state can
be observed after each cycle. Additionally, a high relative signal increase after
hybridisation can be retained.

Selectivity. Alternating incubations of the sensor chip with complementary
and non-complementary ssDNA strands demonstrate the specificity of the
recognition interface. After hybridisation of the complementary strand the
charge transfer resistance increases about three times in relation to the de-
naturated state. In contrast, the incubation with a non-complementary strand
has a negligible effect on the charge transfer resistance (< 5%). This is illus-
trated in Fig. 14. The redox reaction of ferri-/ferrocyanide is only altered after
hybridisation with complementary target DNA but it is not influenced in the
presence of non-complementary DNA. This indicates low unspecific binding
of oligonucleotides to the surface.

Sensitivity. When the sensor surface is exposed to different concentrations of
complementary DNA the resulting impedance changes accordingly. The curve
obtained for an 18-mer oligonucleotide is shown in Fig. 15b. The curve has
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Fig. 14 Change of the charge transfer resistance RCt after incubation of the sensor surface
with complementary (C) and non-complementary (N) target DNA illustrated as relative
change compared to the Rct value of the denatured sensor

Fig. 15 A Impedimetric results of a mismatch detection expressed as relative impedance
changes compared to a hybridisation with a complementary strand. The mismatch
strands vary in the type of mismatch (GT, GA, GG) and in the position within the du-
plex counted from the solution end of the strand (4,10,14) (conditions: 18-mer modified
gold electrode; 0.1 M phosphate buffer pH 7; 10 mM ferri-/ferrocyanide). B Affinity curves
obtained for a fully complementary 18-mer and a strand containing a GT mismatch at
position 14. The lower affinity can be deduced from the shift of the curve to higher
concentrations

a sigmoidal shape and describes the affinity between the sensor surface and
the respective ssDNA strand in solution. The half maximum signal for the
complementary DNA is observed at 350 nM. The linear range is between 0.1
and 1 µM and marks the concentration range applicable for DNA quantifica-
tion.

Mismatch detection. Detection of single base pair mismatches within DNA
duplexes (single nucleotide polymorphism) is of importance in medical ther-
apy and diagnostics. Therefore, sensor constructions which can discriminate
single base pair mismatches are of particular interest. For the impedimetric
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sensor presented here a smaller Rct value can be found for all strands con-
taining a single mismatch compared to the situation of a fullmatch strand
binding. In addition, different mismatches (variation of position in the strand
and/or type of base pair mismatch) result in different impedance changes.
This is shown in Fig. 15a.

For example, the GT mismatch causes decreasing changes of the charge
transfer resistance when the distance of the mismatch position in the immo-
bilised DNA duplex from the electrode surface is reduced (GT4 → GT14).
On the other hand, all possible types of mismatches in position 14 from the
5′-end of the target strand yield nearly the same change of charge transfer re-
sistance signal, which is lower than a GT mismatch signal in position four or
ten.

To exclude that the observed effects are caused by reduced affinities, bind-
ing curves are recorded for the mismatched ssDNA targets as well. Figure 15b
shows the affinity curve for the GT-14 mismatch in comparison to the full-
match strand. As expected, the mismatch reduces the affinity between the
immobilised probe and the target DNA. However, saturated DNA duplex
coverage of the electrode is observed for 10 µM target DNA, which is also
the working concentration for the mismatch detection measurements. This
proves that the variation in Rct for the different mismatches is not caused by
different affinities. Thus, structural differences are behind this effect, which
can be used for an analytical detection of SNPs.

In conclusion, it can be stated that based on ssDNA modified Au-chip elec-
trodes and an impedimetric surface analysis a label-free and repeated DNA
detection is possible in the nanomolar concentration range with low unspe-
cific binding of non-complementary DNA.

4
Impedimetric Detection of Autoantibodies Involved in Celiac Disease

For the detection and quantification of antibodies, various immunological
methods such as ELISAs (enzyme-linked immunosorbent assay), western blot
procedures or line assays are available. A common feature of these methods is
that they require either expensive technical equipment or are characterised by
rather extensive work demanding a skilled person. Therefore these common
biochemical immunoassay methods are restricted to the laboratory.

For the development of small-scale devices, which can be used by un-
trained persons and which are suited for point-of-care measurements, elec-
trochemical immunosensors are promising alternatives. In contrast to the
above mentioned standard biochemical immunoassays, where the antigen is
immobilised onto a microplate or a membrane, electrodes serve as solid sup-
ports. Here, the formation of the antigen-antibody complex on the electrode
surface is detected by electrochemical means making use of the changed
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interfacial properties. Besides amperometric and potentiometric detection,
impedance spectroscopy has gained increasing attention. However, as al-
ready indicated in Sect. 2.1, amplification of the impedance signal is often
necessary in order to detect substances in the relevant concentration range.
Herein one approach is the formation of a precipitate on the electrode sur-
face by an enzymatic reaction which results in an increase of the interfacial
impedance.

One example for such an impedimetric immunosensor for the diagnosis
of the autoimmune disorder celiac disease is described in this section. Au-
toimmune diseases result from disturbances in the immune defence reaction
which triggers the immune system to the production of antibodies directed
against structures of the own body. Therefore these antibodies are termed
autoantibodies. Celiac disease is caused by an incompatibility against ce-
real proteins, especially gliadins. Consuming wheat, rye or barley, a.o., leads
the immune system to the production of antibodies mainly directed against
gliadins and tissue transglutaminase (TTG). These two types of autoanti-
bodies are responsible for an inflammation reaction in the small intestine
that prevents the absorption of essential nutrients. For the diagnosis of this
disease, the concentrations of antigliadin and antitransglutaminase autoanti-
bodies in human serum are valuable clinical markers [83].

4.1
Sensor Preparation and Assay Procedure

For the preparation of a suitable immunosensor which enables an electro-
chemical detection of the relevant autoantibodies, different approaches for
immobilisation of the antigens onto the gold electrode surfaces can be ap-
plied. Besides polymer films, covalent coupling or bioaffinity approaches,
more recently the polyelectrolyte adsorption technique (or layer-by-layer
technique [46, 47]) has gained some interest. The method relies on the ad-
sorption of oppositely charged macromolecules to the surface and thus also
allows the immobilisation of proteins. The method is rather simple and par-
ticularly suited for when disposable sensors are developed. For the construc-
tion of sensors for antigliadin antibodies but also for antiTTG antibodies
poly-(styrene sulfonic acid) (PSS) can be used. This polyelectrolyte forms
a negatively charged layer on the electrode surface which enables the electro-
static binding of gliadins and TTG. Residual and unspecific binding sites are
finally blocked with bovine serum albumin.

After exposing this ready-to-use immunosensor to a solution containing
the relevant autoantibody, two further incubation steps have to be performed:
First with a secondary, peroxidase-labelled antibody and second with a sub-
strate solution consisting of 3-amino-9-ethylcarbazole (AEC) and H2O2. The
peroxidase catalyses the conversion of AEC to 3-azo-9-ethylcarbazole, which
forms a precipitate on the sensor electrode surface. The resulting interfacial
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Fig. 16 Schematic presentation of the antigen (gliadin or TTG) immobilisation, immune
reaction and signal amplification on gold electrodes modified with the polyelectrolyte
poly-styrenesulfonic acid (PSS). Binding of proteins is achieved by electrostatic inter-
action with the negatively charged PSS layer. Blocking of residual and unspecific bind-
ing sites is performed with bovine serum albumin (BSA). Signal amplification of the
antibody-antigen interaction is achieved by a second POD-labelled antibody with subse-
quent conversion of the enzyme substrates (AEC + H2O2)

change of the electrode is finally measured by EIS in the presence of a redox
mediator [Fe(CN)6]3–/4– [112]. The procedure is illustrated in Fig. 16.

4.2
Immunosensors Based on Gold Electrodes

After preparation of the immunosensor using gold wire electrodes and per-
forming the immunoassay procedure as described in Fig. 16, the impedance
of the sensor electrode can be measured after the different incubation steps
of the assay. In the course of the immunoassay procedure, an increase in the
interfacial impedance is detected with each successive step (Fig. 17a). The
increase from the ready-to-use immunosensor (a) to binding of antigliadin
antibodies (b) and incubation with secondary POD-labelled antibodies (c) is
relatively low. However, a drastic impedance increase can be detected after
POD-catalysed oxidation of its AEC substrate (d). The amplification step
generates a signal allowing the quantification of different antibody concentra-
tions.

Fitting of the impedance spectra according to a simplified Randles equiva-
lent circuit shows that changes in the solution resistance Rs and the double
layer capacitance Cdl are only small, but a clear increase in the charge transfer
resistance Rct can be observed. Therefore Rct can be elucidated as the sensor
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Fig. 17 A Impedance spectra of the gliadin-immunosensor after the different steps of
the assay procedure: a ready-to-use immunosensor; b binding of antigliadin antibod-
ies; c incubation with secondary POD-labelled antibodies; d POD-catalysed oxidation of
AEC (impedance measurement: 5 mM phosphate buffer pH 7; 5 mM ferri-/ferrocyanide;
OCP). B Calibration graph established by incubating the immunosensor with solutions
of different concentrations of antigliadin antibodies. Fitting of the RCT values accord-
ing to a sigmoidal equation resulted in a half-maximal saturation of c1/2 = 613 nM and
a correlation of r2 = 0.96

parameter. By investigating solutions of different antigliadin antibody con-
centrations, it can be seen that increasing Rct values correspond to increasing
amounts of the autoantibody. The correlation can be described by a calibra-
tion graph in the range from approximately 10 nM to 1 µM and is shown
in Fig. 17b. The experiments may illustrate that modified gold electrodes in
combination with a sandwich-type of assay and an impedimetric detection
are suitable for the detection of physiologically relevant autoantibody concen-
trations.

4.3
Immunosensors Based on Screen-printed Electrodes

The impedance analysis of modified metal electrodes provides sufficient sen-
sitivity for autoantibody detection. However, disposable sensors are needed
when the analysis is performed close to the patient, e.g. at the physician’s site.
With this respect screen-printing technology opens the door to a large number
of sensor electrodes with reproducible properties and a reasonable price.

In this section the application of screen-printed gold electrodes as im-
munosensors is exemplified for the detection of antitransglutaminase anti-
bodies – the other important diagnostic marker for celiac disease. For the
immobilisation of the antigen (transglutaminase) onto the surface of screen-
printed electrodes, the same immobilisation strategy applied for the fixation
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of gliadins onto gold wire electrodes can be used. The assay procedure and
the impedance analysis can be performed in a planar chip cell with several
electrodes (Fig. 18). The measurement also results in increasing interfacial
impedance values after the successive incubation steps and enables a reliable
detection of antitransglutaminase antibodies after the peroxidase-catalysed
AEC oxidation. In contrast to the gold wire-based immunosensor, no com-
plete semicircles can be obtained within the frequency range from 0.5 to
1000 Hz. Furthermore, only little differences in the impedance values are
detected between the ready-to-use transglutaminase immunosensor, the im-
munosensor after binding of antitransglutaminase antibodies and after the
incubation of the sensor with secondary POD-labelled antibodies. Only the
amplification step by the peroxidase reaction results in a clear signal increase,
although the impedance differences between the ready-to-use immunosen-
sor and the sensor after the assay procedure is smaller compared to the gold
wire-based gliadin sensor [169].

Fig. 18 Schematic view of the measuring cell used for the impedimetric detection of
autoantibodies based on a screen-printed electrode chip

Fitting of the impedance spectra of the ready-to-use immunosensor and
the immunosensor after POD-catalysed AEC oxidation, according to a sim-
plified Randles equivalent circuit, revealed that the Cdl element has to be
replaced by a constant phase element (CPE) (see inset Fig. 19). This can be
explained by the relatively rough surface of the screen-printed electrodes, in
comparison to gold metal electrodes, which leads to an increase in the het-
erogeneity of the electrode surface. However, the very low variation in the α

values (α = 0.90±0.02) between different immunosensors results in a highly
reproducible determination of antitransglutaminase antibody concentrations
by evaluating the Rct value. This enables the establishment of a calibration
graph with a very high correlation of r2 = 0.98.

Measurement of impedance data in the whole frequency range is techni-
cally expending. This procedure can be simplified by performing impedance
measurements at only two selected frequencies which guarantee reliable fit-
ting results. From the Bode plot in Fig. 19 it can be seen that fitting of
impedance data obtained at only 0.5 and 100 Hz results in a curve approx-
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Fig. 19 Bode plot of measured impedance data and fitted impedance curves of a TTG
immunosensor after the assay procedure (after AEC oxidation): (�) impedance data;
(•) phase angle; (—) fitting results of the impedance curve and the phase angle shift
using a Randles equivalent circuit containing a CPE element. The fit is only based on the
measured data at 0.5 Hz and 1000 Hz. Insert: Fitting of impedance spectra of the ready-
to-use immunosensor and the immunosensor after the AEC oxidation step according to
a Randles equivalent circuit containing a Cdl element (—) or alternatively a CPE (—)

imation nearly close to the measured data points over the whole frequency
range. Only at higher frequencies do small deviations appear in the absolute
impedance, however this is not important for the determination of Rct as the
sensor parameter.

4.4
Analysis of Human Sera

For demonstrating the suitability of the developed immunosensor for clinical
purposes, different human sera can be analysed for their autoantibody con-
centrations. The results are compared with a commercially available line assay
(Seramun Diagnostica Ltd., Germany). In order to get a reliable diagnostic
indication for celiac disease, human sera have to be analysed for their autoan-
tibody concentrations from the IgG and the IgA subtype of immunoglobulins.
IgA analysis is performed similar to the IgG detection, only the second POD-
labelled antibody is replaced by a POD-labelled antiIgA antibody.

Table 3 collects the data obtained with the impedimetric immunosensor
and a commercial immunoassay. It can be seen that sera which are clas-
sified as positive in the line assay with respect to a distinct autoantibody
(P1–P4), also give in the measurement with the immunosensor high autoan-
tibody concentrations. Negative sera (N1–N4) are explicitly identified by both
assay procedures. Even discrepant samples (e.g. P1 and N4 with respect to the
antitransglutaminase antibody concentration from the IgG and IgA subtype,
respectively) are recognised by both immunoassay procedures.



Impedance Spectroscopy and Biosensing 231

Ta
bl

e
3

A
ss

ay
re

su
lt

s
of

di
ff

er
en

t
(c

lin
ic

al
un

am
bi

gu
ou

sl
y

ch
ar

ac
te

ri
se

d)
hu

m
an

se
ra

an
al

ys
ed

w
it

h
th

e
de

ve
lo

pe
d

im
m

un
os

en
so

r
an

d
w

it
h

a
co

m
m

er
ci

al
ly

av
ai

la
bl

e
lin

e
as

sa
y.

P
–

se
ru

m
w

hi
ch

is
po

si
ti

ve
fo

r
ce

lia
c

di
se

as
e;

N
–

ne
ga

ti
ve

se
ru

m
;(

+
)

po
si

ti
ve

te
st

ed
se

ru
m

;(
–)

ne
ga

ti
ve

te
st

ed
se

ru
m

;(
+

/
–)

w
ea

k
po

si
ti

ve
se

ru
m

.A
nt

it
ra

ns
gl

ut
am

in
as

e
an

ti
bo

dy
co

nc
en

tr
at

io
ns

ar
e

gi
ve

n
in

kΩ
be

ca
us

e
of

th
e

la
ck

of
co

nc
en

tr
at

io
n

va
lu

es
in

th
e

ca
lib

ra
ti

on
gr

ap
h

(d
ilu

ti
on

w
as

us
ed

),
n.

d.
–

no
t

de
te

rm
in

ed

Im
m

un
os

en
so

r
Li

ne
as

sa
y

A
nt

ig
lia

di
n

A
nt

iT
T

G
A

nt
ig

lia
di

n
A

nt
iT

T
G

Sa
m

pl
e

Ig
G

(µ
M

)
Ig

A
(µ

M
)

Ig
G

(k
Ω

)
Ig

A
(k

Ω
)

Ig
G

Ig
A

Ig
G

Ig
A

P1
84

0
+

14
0

+
74

+
/

–
93

+
/

–
+

+
+

/
–

+
P2

39
6

+
56

–
60

–
20

–
+

–
–

–
P3

n.
d.

n.
d.

19
8

+
14

4
+

n.
d.

n.
d.

+
+

P4
n.

d.
n.

d.
10

9
+

13
7

+
n.

d.
n.

d.
+

+
N

1
48

–
77

–
n.

d.
n.

d.
–

–
n.

d.
n.

d.
N

2
54

–
67

–
n.

d.
n.

d.
–

–
n.

d.
n.

d.
N

3
n.

d.
n.

d.
60

–
21

–
n.

d.
n.

d.
–

–
N

4
n.

d.
n.

d.
66

–
44

+
/

–
n.

d.
n.

d.
+

/
–

+
/

–



232 O. Pänke et al.

In summary, it can be concluded that the impedimetric immunosensor of-
fers comparable results to a commercially available assay. Furthermore, the
immunosensor can clearly distinguish between the different sera. That means
a differentiation of positive sera in weak and strong reacting specimens is
possible.

The detection of individual autoantibodies against gliadin or TTG by
impedance measurements can serve as a basis for the development of a mul-
tianalyte assay procedure. Future work will focus on the production of mul-
tiparameter immunosensor chips which are able to detect several antibodies
simultaneously. Hereby the use of industrially manufactured screen-printed
electrodes facilitates a reproducible, large-scale production of disposable im-
munosensors. Furthermore, the electrochemical evaluation of the sensor sig-
nal by impedance spectroscopy at evaluated frequencies enables the develop-
ment of small scale devices which are applicable for point-of-care measure-
ments.

5
Conclusions

In conclusion it can be stated that impedimetric detection can achieve the
necessary analytical sensitivity for practical applications in medicine, gene
analysis, food industry or environmental analysis. Interdigitated electrodes
and amplification protocols contribute enormously to the present state-of-
the-art. However, many sensors described in the literature have not been
tested with real samples. Additional problems are expected when interfering
compounds are present and non-specific binding occurs. This is much more
severe in impedance analysis compared to optical or amperometric detection
and will increase the reported detection limits. Furthermore the recording
of a full impedance spectrum within a broad range of frequencies is time-
consuming but not always needed. Thus, until now impedimetric techniques
are preferentially used as a characterisation method rather than as analyti-
cal method for daily routine applications. However, the label-free and direct
binding detection is so attractive that the door to the analytical applications
has been widely opened. Therefore, it can be expected that further research
will be directed to simplify measurement schemes and devices (e.g. single or
dual frequency measurement), robust amplification cycles and applications
under real conditions.
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Abstract The achievement of very high sensitivity is a major goal in biological assays such
as the monitoring of DNA hybridization or protein interactions. This chapter reviews
progress in the development of nanomaterials for amplified biosensing and discusses dif-
ferent nanomaterial-based bioamplification strategies. The emergence of nanotechnology
is opening new horizons for highly sensitive bioassays and for novel biosensor proto-
cols that employ electronic, optical, or microgravimetric signal transduction. Antibodies
or nucleic acids functionalized with metal or semiconductor nanoparticles have been
employed as amplifying tags for the biodetection of proteins and DNA. The coupling
of different nanomaterial-based amplification platforms and amplification processes dra-
matically enhances the intensity of the analytical readout and leads to ultrasensitive
bioassays. The remarkable sensitivity of the new nanomaterial-based sensing protocols
opens up the possibility of detecting disease markers, biothreat agents, or infectious
agents that cannot be measured by conventional methods.

Keywords Amplification · Bioelectronic detection · Biosensors · DNA · Nanomaterials ·
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1
Why Amplification?

Amplification of analytical signals is of considerable research interest in de-
tecting trace levels of analytes of clinical, security, or environmental signifi-
cance. Highly sensitive methods are needed for measuring disease biomark-
ers present at ultra-low levels during early stages of the disease progress. Such
early detection should facilitate the treatment of diseases. While the poly-
merase chain reaction (PCR) amplification has revolutionized genetic testing,
it is somewhat restricted owing to its complexity, potential contamination
and cost. Highly sensitive monitoring of protein interactions is particularly
challenging owing to the absence of PCR-like amplification protocols. Signal
amplification has also attracted considerable attention for ultrasensitive de-
tection of infectious agents or biothreat agents. New highly sensitive bioagent
detection protocols could prevent outbreaks of foodborne illnesses or provide
an early warning of their release, and hence minimizing human casualties.
Conventional (optical and electrochemical) sandwich bioaffinity assays have
the drawback of capturing a small number of tracers per binding event.

The achievement of highly sensitive biodetection requires novel ap-
proaches that combine different amplification platforms and amplification
processes. Enzymes have been used traditionally as amplifying labels for
detecting biomolecular interactions. Nanotechnology offers unique opportu-
nities for developing novel highly sensitive biosensing devices and ultrasen-
sitive bioassays. This chapter reviews recent advances in the use of nanoma-
terials for amplified biosensing and discusses different nanomaterial-based
amplification pathways aimed at addressing the high sensitivity demands of
modern biosensing protocols.

2
Nanoparticle-Based Amplification of Biomolecular Interactions

Nanotechnology offers highly innovative approaches for the monitoring of
biomolecular interactions. The attractive properties of nanomaterials offer
excellent prospects for increasing the sensitivity of bioaffinity assays of pro-
teins and nucleic acids by several orders of magnitude. The creation of de-
signer nanomaterials for specific sensing applications greatly benefits from
the ability to vary the size, composition, and shape of such materials, and
hence tailoring their physical properties. Owing to the tiny size of nano-
materials, their properties are strongly influenced by the binding of target
biomolecules. Nanoparticles of different dimensions and compositions have
been widely used in recent years as sensitive and versatile tracers for the
optical, electronic, and microgravimetric transduction of different biomolec-
ular recognition events [1–5]. The dramatic signal enhancement associ-
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ated with the use of nanoparticle-amplifying tags and with the formation
of nanoparticle-biomolecule networks provides the basis for ultrasensitive
optical and electrical detection with PCR-like sensitivity. Such procedures
combine the amplification properties of nanoparticle-biomolecule assem-
blies with highly sensitive optical or electrochemical transduction schemes.
Multi-amplification schemes, coupling several nanomaterial-based amplifica-
tion units and processes, can also be designed for addressing further the high
sensitivity demands of modern bioassays. The catalytic properties of metal
nanoparticles stimulate their enlargement by the same metal or another one
to offer dramatic signal amplification. An enormous amplification can be
achieved by maximizing the number of tracers captured per binding event,
e.g., by encapsulating numerous signal-generating molecules within a mi-
crosphere host (“carrier”). These nanomaterial-based amplification schemes
can be coupled with additional amplification processes, such as enzymatic
recycling or surface accumulation. The following sections discuss modern
nanomaterial-based amplification routes for ultrasensitive optical, electronic,
or microgravimetric bioassays.

3
Nanoparticle-Amplified Optical Bioaffinity Assays

The driving force behind the use of nanoparticle tracers in optical bioas-
says has been to address the drawbacks of organic fluorophores. Such abil-
ity of nanoparticles to transduce biomolecular binding events was demon-
strated first by Mirkin’s laboratory [6, 7]. These studies demonstrated that
the aggregation of gold nanoparticles, induced by DNA hybridization, leads
to materials with remarkable optical properties. For example, the distance-
dependent optical properties of aggregated gold nanoparticles were ex-
ploited for developing a simple and fast colorimetric protocol for detecting
polynucleotides [7]. Such hybridization-induced aggregation of nanoparticle-
modified DNA led to a rapid change of the solution color from red to
blue. The resulting gold-nanoparticle/DNA networks displayed remarkably
sharp DNA melting curves that allowed convenient differentiation of oligonu-
cleotides with single base mismatches [6, 8].

Mirkin [9] reported on a highly sensitive scanometric DNA array detection
based on the use of oligonucleotide targets, labelled with gold nanoparticles,
for recognizing DNA segments on a chip. When coupled with a signal-
amplification method based on nanoparticle-promoted (hydroquinone-
induced) reduction of silver(I), the sensitivity of this scanometric array
detection system exceeds that of the analogous fluorophore system by two
orders of magnitude. The silver precipitation relies on the chemical reduc-
tion of silver ions by hydroquinone to silver metal on the surface of the
gold nanoparticles. Such silver enhancement facilitated visualization of the
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nanoparticle tag and enabled quantitation of the hybridized target based on
the imaged gray-scale values. In addition, the use of nanoparticle tags al-
tered the melting profiles to offer effective discrimination against single-base
mismatches.

Willner’s group [10] reported on the use of gold nanoparticles for ampli-
fied optical transduction of aptamer–protein interactions. The gold nanopar-
ticle tags were functionalized with the thiolated aptamer, with about 80
aptamers per particle. Binding of the target thrombin protein to the function-
alized aptamer resulted in aggregation of the gold nanoparticles and led to
a decrease in their plasmon absorbance spectra.

Surface-enhanced Raman scattering (SERS) is another spectroscopic
transduction mode that can greatly benefits from the use of gold nanoparti-
cles. Cao et al. [11] used nanoparticles functionalized with oligonucleotides
and Raman-active dyes for detecting DNA hybridization. The gold nanopar-
ticles facilitated the formation of a silver coating that acted as a promoter for
the Raman scattering of the dyes. High sensitivity down to the 20 femtomo-
lar DNA level was reported. Multiplexed detection was accomplished by using
different Raman dyes.

The high-fluorescence intensity of quantum dots (QD) nanocrystals can
also be exploited for highly sensitive bioassays. Hahn et al. [12] developed
a highly sensitive protocol for detecting a single bacterial pathogen E. coli
O157 cell using CdSe/ZnS core-shell QD conjugated to streptavidin. This sys-
tem displayed two orders of magnitude higher sensitivity (as well as higher
stability) compared to commonly used fluorescent dyes.

3.1
Nanoparticle-Based DNA-Barcode

The bio-barcode assay (Fig. 1), developed by Mirkin’s group, is a power-
ful amplification method for detecting proteins down to the low attomolar
level [13]. This powerful method relies on magnetic spheres functionalized
with an antibody that binds specifically the target protein and a secondary
antibody conjugated to gold nanoparticles that are encoded with 15–20 mer
oligonucleotide strands that are unique to the target protein. Magnetic sepa-
ration of the complexed probes and target followed by thermal dehybridiza-
tion of the oligonucleotides on the nanoparticle surface allowed highly sen-
sitive scanometric measurements of the target protein by identifying the
oligonucleotide sequence released from the nanoparticle probe. Substantial
amplification was achieved since each nanoparticle probe carried a large
number of oligonucleotides per protein binding event. Since the extent of sig-
nal amplification correlated with the amount of DNA on each nanoparticle
carrier (i.e., a high ratio of barcode to target recognition element), efforts
have been made to maximize the DNA loading [14]. “Large” gold nanopar-
ticles of up to 250 nm diameter offered ca. two orders of magnitude higher
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Fig. 1 Nanoparticle-based DNA barcode method for detecting proteins. The system relies
on magnetic spheres loaded with antibodies (A) that specifically bind to the target anti-
gen (B) and gold nanoparticles that are encoded with DNA (C) that is unique to the target
protein target and antibodies that can sandwich the target captured by the microparticle
probes (Reproduced from [13] with permission.)

DNA loading than smaller (13–30 nm) particles. A multi-analyte immunoas-
say could be accomplished by using different oligonucleotide sequences for
encoding different target antigens. Note that with 20-mer oligonucleotides
there are 420 unique coding combinations.

The nanoparticle-based bio-barcode assay was applied for detecting the
prostate-specific antigen (PSA) at the low attomolar level, i.e., a sensitivity
that is six orders of magnitude greater than the corresponding ELISA as-
say, and for measuring picomolar levels the pathogenic Alzheimer’s disease
marker ADDL in cerebral spinal fluid [15]. The bio-barcode concept was ex-
tended also to PCR-less amplified detection of DNA hybridization down to
the 500 zeptomolar level (corresponding to 30 copies in 30 µL samples) [16].
Niemeyer’s team recently demonstrated a sensitive optical sandwich im-
munoassay of proteins using difunctional DNA-gold nanoparticles [17]. In
this case, the sandwich immunoassay resulted in the formation of multilayers
of DNA-linked gold nanoparticles that were detected by UV/Vis spectroscopy.

3.2
Tag-Embedded Particle Carriers

An attractive protocol for amplifying optical detection of biomolecular in-
teractions involves the encapsulation of a huge amount of a fluorescent tag
within a nanoscale carrier [18, 19]. Trau et al. [19] developed on a highly
sensitive immunoassay of proteins based on polyelectrolyte-encapsulated mi-
crocrystalline fluorescent material interfaced to the antibody. A dramatically
(∼2000-fold) amplified immunoassay was obtained in connection to the re-
lease of the fluorescent molecules to the detection medium following the
antibody–antigen interaction. An analogous route for maximizing the num-
ber of fluorescent molecules per binding event, based on encapsulation of
a fluorescent dye within silica nanoparticles functionalized with an oligonu-
cleotide probe, was reported by Zhao et al. [19]. This protocol offered a very
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low detection limit of 0.8 fM, along with effective discrimination against
mismatched DNA. The silica matrix also provided good protection against
bleaching of the fluorophore. The fluorescence-bioconjugated silica nanopar-
ticles were also applied for ultrasensitive bacterial detection, down to a single
E. coli O157 cell [20]. A similar encapsulation of electroactive markers for
amplified bioelectronic detection is described below.

3.3
Nanoparticle-Based Amplification of Surface Plasmon Resonance
and Chemiluminescence Detection

Surface plasmon resonance (SPR) is attractive method for real-time label-free
monitoring of biomolecular interactions. The technique relies on measuring
changes in the refractive index of a prism coated with a thin metal film as-
sociated with the binding event. The sensitivity of SPR-based bioassays is
commonly limited by the inability to measure small changes in the refractive
index. Keating’s team [21] demonstrated the utility of gold nanoparticle tags
for dramatically amplifying the SPR detection of sandwich DNA hybridiza-
tion. Such use of gold nanoparticle labels led to a ten-fold increase in the
angle shift, that corresponded to a 1000-fold sensitivity enhancement (com-
pared to the unamplified binding event) and to a detection limit of ∼10 pM.

Chemiluminescence and electrochemiluminescence (ECL) are powerful
analytical techniques involving the formation of light-emitting excited-
state species. Zhang et al. [22] reported recently on the gold-nanoparticle-
catalyzed chemiluminescent detection of the luminol/hydrogen-peroxide
system. Such enhancement has been attributed to the ability of gold nanopar-
ticles to facilitate the radical generation and electron transfer processes taking
place on the surface of the nanoparticles. The catalytic behavior of lumi-
nal on gold nanoparticles was exploited by the same group for dramatically
enhancing its ECL response in alkaline and neutral media [23]. Willner’s
group demonstrated the use of platinum nanoparticles as catalytic labels
for enhanced chemiluminescent detection of DNA hybridization [24]. The
Pt-nanoparticles were modified with thiolated DNA complementary to the
captured target, and catalyzed the generation of chemiluminescence in the
presence of the luminol/hydrogen-peroxide system.

3.4
Enzyme-Stimulated Growth of Nanoparticles for Amplified Optical Assays

The integration of metal nanoparticles with enzymatic reactions is a relatively
new field that offers great promise for designing sensitive biocatalytic assays.
For example, the catalytic properties of metal nanoparticles have recently
been exploited by Willner’s team for amplified biocatalytic optical assays in
connection to enzymatically induced particle growth processes [25–29]. Such



Amplified Biodetection 245

biocatalytic enlargement of gold-nanoparticles involves the reduction and
deposition of a metal onto the nanoparticle by an enzymatically generated re-
ducing agent. It has been exploited for the quantitative optical monitoring of
several enzymatic reactions. For example, the NADH-stimulated enlargement
of gold-nanoparticle seeds by the biocatalytic deposition of copper shells was
exploited for the optical detection of ethanol in the presence of alcohol dehy-
drogenase [25]. Such NADH-mediated enlargement of gold nanoparticles by
the biocatalytic deposition of copper shells is displayed in Fig. 2. Similarly, an
optical detection of glucose was accomplished through a hydrogen-peroxide
induced growth of gold nanoparticles with gold in the presence of glucose
oxidase [26]. Biometallization-based sensing of nerve agents was also re-
ported [27]. In this case, the nerve agent blocks the biocatalytic enlargement
of gold nanoparticles by the thiocholine product of the acetylcholine–esterase
enzymatic reaction. The neurotransmitter-mediated growth of gold nanopar-
ticles was used for probing the activity of tyrosinase in connection to the
biocatalytic conversion of tyrosine to l-DOPA [28].

Fig. 2 Enlargement of Au-nanoparticle seeds by the biocatalyzed deposition of copper
shells (A) Using NADH; (B) using enzymatically-generated NADH. (Reproduced from [25]
with permission.)
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4
Nanoparticle-Enhanced Electrochemical Bioassays

Electrochemical biosensors are devices that intimately combine a biological
recognition element to an electrode transducer. Such devices have received
a major share of the attention in biosensor development [29]. As desired
for numerous decentralized applications, electrochemical transduction is ex-
tremely useful for delivering the diagnostic information in a simple, fast, and
cost-effective fashion in connection to compact (hand-held) instrumentation.

Several electrochemical protocols offer great promise for ultrasensitive
nanoparticle-based transduction of biomolecular interactions. Such metal
nanoparticle-tagging is an attractive labelling method in bioaffinity assays
systems since it enhances the signal by generating thousands of detectable
metal ions for each binding event. Anodic stripping voltammetry (ASV)
has been particularly useful for detecting metal nanoparticle tracers, owing
to its “built-in” electrolytic preconcentration step that leads to a remark-
able sensitivity [30]. About 7 years ago, Limoges’s group [31, 32] and our
group [33] demonstrated the use of gold nanoparticle tags for stripping-
based electrochemical detection of DNA hybridization and antibody–antigen
interactions. Such protocols relied on capturing the gold nanoparticles to
the hybridized target or captured antibody, followed by their dissolution in
acidic bromine-bromide solution and ASV measurement of the metal tracer.
A huge number of gold(III) ions are thus released from each captured gold
nanoparticle. (A 20-nm spherical gold nanoparticle theoretically contains
2.3×105 gold atoms.) Solid-state measurements of the metal nanoparticle tag
(without dissolving it) have also been realized through a “magnetic” collec-
tion of the DNA-linked particle assembly onto an electrode transducer [35].
Such bioassay involved the hybridization of a target oligonucleotide to probe-
coated magnetic beads, followed by binding of the streptavidin-coated gold
nanoparticles to the captured target, catalytic silver precipitation on the gold-
particle tags, a magnetic attraction of the DNA-linked particle assembly and
a chronopotentiometric detection.

Since the sensitivity of such stripping-based electronic bioassays depends
on the size of the metallic tag, a dramatic amplification of the hybridization
signals is expected in connection to larger nanomaterial tags. For example,
a substantial sensitivity enhancement can be achieved by using the metal
nanosphere tracers as catalytic labels for subsequent enlargement and fur-
ther amplification. This was demonstrated for autocatalytic enlargement of
the gold tag in connection to nanoparticle-promoted reductive deposition
of gold [33, 34] or hydroquinone-induced silver [36, 37]. Combining such
enlargement of the metal-particle tracers with the effective “built-in” ampli-
fication of ASV paved the way to sub-femtomolar detection limits [34]. The
silver or gold reduction/deposition process must be controlled as a trade-
off between larger enhancement and a background contribution (due to
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non-specific metal deposition on the solid-phase support or on the neg-
atively charged DNA). A triple-amplification bioassay, coupling polymeric
carrier-sphere amplifying units (loaded with numerous gold nanoparticles
tags) with the “built-in” preconcentration of the electrochemical stripping
detection and catalytic electroless enlargement of the multiple gold-particle
tags has also been demonstrated [38]. Such enlargement of numerous gold
nanoparticles tags (on a carrier sphere) represents the fourth generation of
amplification (Fig. 3), starting with the early use of single gold nanoparticle
tags [31–33]. In addition to ASV measurements of the metal tags, it is now
possible to employ new highly sensitive ion selective electrodes (ISE) as trans-
ducers. For example, it was shown recently that such potentiometric silver
sensors offer highly sensitive monitoring of antibody–antigen interactions in
connection to silver nanoparticle-conjugated secondary antibodies [39].

Fig. 3 Gold nanoparticle tracers for bioelectronic detection: different generations of am-
plification platforms: (from left to right) A single nanoparticle tag; catalytic enlargement
of the nanoparticle tag; polymer carrier bead loaded with numerous gold nanoparticle
tags; catalytic enlargement of multiple tags on the carrier bead

Instead of enlarging the metal nanoparticle tracer, it is possible to in-
crease the amount of the metal marker and hence the sensitivity of such
electrochemical detection by using micrometer-long metal nanowires [40].
Indium nanowires have been shown to be particularly useful for such sensi-
tive DNA detection in view of the favorable stripping-voltammetric behavior
of indium. Such nanowires were prepared using a porous-membrane template
electrodeposition route in connection to a short gold segment for conjugat-
ing the thiolated DNA probe. The use of micrometer-long wire tags results
in greatly enhanced sensitivity (compared to spherical nanoparticle tracers)
and with fM detection limits. DNA-templated metallization represents an-
other approach to increase the amount of the metal tracer and hence for
amplifying the electrochemical response. This relies on the vectorial elec-
trostatic “collection” of silver ions along the captured DNA target, followed
by hydroquinone-induced reductive formation of silver aggregates along the
DNA skeleton, along with stripping detection of the dissolved nanoscale sil-
ver cluster [41]. Enzymatically deposited silver along the DNA backbone can
also lead to an amplified electronic detection of DNA hybridization [42]. This
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protocol involves the capture of an alkaline-phosphatase enzyme tracer, and
biocatalytic generation of aminophenol that reduces silver ions in the solu-
tion and deposits them onto the DNA duplex. Such a biometallization route
offers high sensitivity, down to the 100 aM (10 zmol) of the target DNA.

It is possible to use metal nanoparticle labels as catalytic labels in a man-
ner analogous to the common use of enzyme tags in sandwich assays. Polsky
et al. [43] recently reported on the use of nucleic-acid functionalized Pt
nanoparticles as catalytic labels for amplified ampeonetric detection of DNA
hybridization and of aptamer–protein interactions. Capture of the Pt-DNA
conjugate was followed by electrocatalytic reduction of hydrogen peroxide as
the readout signal (Fig. 2). Similarly, binding of the Pt-particle-aptamer con-
jugate to the aptamer-thrombin complex offered highly sensitive detection
of thrombin down to the 1 nM level. Yang’s group recently described a simi-
lar use of gold-nanoparticles labels for amplified electrochemical detection
of protein immunoassays in connection to electrocatalytic reduction of nitro-
phenol [44]. Highly sensitive measurements of prostate specific antigen (PSA)
down to 1 fg/mL were reported. Signal amplification of impedance biosensors
by labelling the analyte with nanoparticles [45] or nanocrystals [46] has also
been reported for protein or DNA biosensors.

Nanoparticle-induced generation of conductivity paths across a microelec-
trode gap can also be exploited for highly sensitive and selective detection
of DNA hybridization. Mirkin’s team developed an array-based electronic
detection system utilizing oligonucleotide-functionalized gold nanoparticles
and closely spaced interdigitated microelectrodes [47]. The oligonucleotide
probe was anchored in the gap between the two-band microelectrodes. The
hybridization event localized the gold nanoparticles in the electrode gap,
and along with subsequent silver deposition led to measurable conductivity
signals. Such hybridization-induced generation of a “conductive bridge” of-
fered high sensitivity with a 0.5-picomolar detection limit. Control of the salt
concentration allowed high point-mutation selectivity without thermal strin-
gency. Changes in the resistance across a microelectrode gap, resulting from
the hybridization of nanoparticle-labelled DNA, were exploited also for a par-
alleled array readout system [48]. A self-contained microanalyzer was used
for parallel readout of the entire array, indicating great promise for point-
of-care applications. Applicability of these resistive measurements for the
detection of single nucleotide polymorphism (SNP) was illustrated by Dies-
sel’s group [49]. Factors affecting such silver-enhanced bioanalyte detection
were discussed by Moller et al. [50].

4.1
Internal Encapsulation or External Loading of Redox Markers

Another attractive route for amplifying bioelectronic signals relies on maxi-
mizing the number of signal-generating tags per biorecognition event. For ex-
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ample, dramatic signal amplification can be achieved by linking the biorecog-
nition units to polymeric microspheres carrying multiple redox tracers. For
example, ultrasensitive electrical detection of DNA hybridization was re-
ported on the basis of polystyrene beads impregnated with the ferrocenecar-
boxaldehyde redox marker [51]. The hybridized system with the captured
“electroactive beads” was transferred into an acetonitrile solution where the
beads were dissolved and the tags were released. This allowed the chronopo-
tentiometric detection of the target DNA down to the 5×10–21 mol (31 000
molecules) level. Similar polystyrene carrier spheres loaded with a large
number of electrogenerated chemiluminescence (ECL) labels [Ru(bpy)+2

3 ]
were shown useful as carriers for ultrasensitive ECL detection of DNA hy-
bridization [52] and protein immunoassays [53] down to the 1 fM and
10 ng/mL levels, respectively. The [Ru(bpy)+2

3 ] markers were released fol-
lowing the binding event in an acetonitrile solution containing the tri-
n-propylamine ECL co-reactant. Another approach for internal loading of
numerous electroactive markers relies on the cavity structure of apofer-
ritin [54]. Liu et al. reported on the encapsulation of ferricyanide within such
apoferritin “carrier” in connection to electrochemical immunoassay of IgG
down to the 0.52 pM level (Fig. 4).

Polymeric beads carrying numerous DNA tags were used for ultrasensitive
electrochemical immunoassays of proteins [55]. Such amplification feature
of polymeric carrier beads was combined with the highly sensitive stripping
response of the guanine and adenine nucleobases to create distinct identifi-
able oligonucleotide barcodes for electrochemical immunoassays. Oligomer
tags with different predetermined A/G ratios yielded recognizable electro-
chemical signatures useful for simultaneous electrochemical immunoassays
of several proteins. Similarly, it is possible to greatly amplify the coulomet-
ric detection of DNA hybridization by capturing a gold nanoparticle loaded
with hundreds of DNA oligonucleotides to which numerous Ru(NH3)3+

6 tags
are bound (Fig. 5). This DNA sensor could detect as low as femtomolar
(zeptomoles) DNA targets. Lin’s team reported on the use of silica nanoparti-
cle carriers functionalized with numerous poly(guanine) for highly sensitive
voltammetric immunoassays of the tumor nomarker TNF-α in connection to
a Ru(bpy)+2

3 -induced catalytic oxidation of guanine [57].
Instead of using polymeric carrier spheres, it is possible to encapsulate

a huge amount of the signal-generating redox marker as a microcrystal
in combination with a layer-by-layer (LBL) technology. Mak et al. [58] re-
ported on an amplified electrochemical sandwich immunoassay based on
such polyelectrolyte-coated ferrocene microcrystal (Fig. 6). Capturing of the
antibody-conjugated ferrocene microcrystal was followed by release of a large
amount of the redox marker through the capsule wall (by a releasing agent),
and led to a highly sensitive amperometric biodetection.

Carbon nanotubes can also serve as amplification platforms in connection
with their loading with numerous signal-generating molecules. For example,
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Fig. 4 A Magnetic beads and electrochemical sandwich immunoassay protocol based on
biotin-functionalized hexacyanoferrate MLAN labels. B Typical square wave voltammo-
grams of electrochemical immunoassay with increasing concentration of the IgG (from
a to e, 0.1, 0.5, 2, 10, and 20 ng mL–1 IgG, respectively). (Reproduced from [54] with
permission.)

Wang et al. developed a highly sensitive bioelectronic protocol for detecting
proteins and DNA [59]. In this procedure, CNT played a dual amplification
role in both the recognition and transduction events, namely as carriers for
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Fig. 5 Amplified chronocoulometric DNA detection. Electrochemical signals are gener-
ated by chronocoulometric interrogation of [Ru(NH3)6]3+ that quantitatively binds to
surface-confined capture probe DNA via electrostatic interactions (Reproduced from [56]
with permission.)

Fig. 6 Schematic diagram illustrating a the preparation of microcrystal-labelled antibody
conjugate and b the principle of microcrystal-labelled electrochemical immunoassay (Re-
produced from [58] with permission.)

numerous enzyme tags and for accumulating the α-naphtol product of the
enzymatic reaction onto the electrode. A coverage of around 9600 enzyme
molecules per a CNT (i.e., binding event) was estimated. Such CNT-derived
double-step amplification pathway (of both the recognition and transduction
events) allows the detection of DNA and proteins down to 1.3 and 160 zmol,
respectively, in 25–50 µL samples and indicates great promise for PCR-free
DNA analysis. The concept was used recently by Rusling’s team for highly
sensitive immunodetection of the PSA cancer biomarker in serum and tis-
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sue lysates in connection with HRP-loaded CNT [60]. Further sensitivity
enhancement was achieved by a LBL assembly of multilayer enzyme films on
the CNT template [61]. The coupling of CNT carriers and protein multilayer
architectures was shown to maximize the ratio of enzyme tags per binding
event and hence can offer a remarkably high amplification factor.

5
Amplified Microgravimetric Bioassays Monitoring

Microgravimetric transducers monitor mass changes that occur during the
binding of target analytes to the surface-confined recognition layer. Metal
nanoparticles have been used by Patolsky et al. [62] as “weight” labels for
amplified microgravimetric monitoring of bioaffinity events (particularly
DNA hybridization). For example, dendritic amplified detection of DNA hy-
bridization was accomplished in connection with a nucleic-acid functional-
ized gold nanoparticles. Amplified detection of single-base mismatches was
also reported by the same group [63]. This protocol involved a polymerase-I-
induced coupling of biotinylated base complementary to the point-mutation
site, and subsequent detection of the biotin label using an avidin-gold
nanoparticle conjugate that stimulated the catalytic electroless deposition of
gold. Iron-oxide (Fe3O4) nanoparticles (145 nm) “mass enhancers” were also
used for amplifying the microgravimetric DNA-hybridization detection of
E. coli 0157 : H7 [64].

6
Summary

Nanotechnology offers innovative approaches for the monitoring of biomolec-
ular interactions and unique opportunities for designing highly sensitive
bioassays based on different amplifying labels. The studies described in this
chapter demonstrate the broad scope of bioconjugated nanoparticles for
amplified transduction of biomolecular interactions. Given the huge ampli-
fication afforded by nanoparticle tags, such nanomaterials provide the basis
for ultrasensitive assays of proteins and nucleic acids, approaching PCR sen-
sitivity. The remarkable sensitivity of the new nanomaterial-based sensing
protocols opens up the possibility of detecting disease markers, infectious
agents, or biothreat agents that cannot be measured by conventional methods.
Such highly sensitive biodetection schemes could provide early detection of
diseases or warning of a terrorist attack. The use of nanoparticle tags for
detecting proteins is still in its infancy, but the lessons learned in ultrasen-
sitive DNA detection should provide useful starting points. The successful
realization of the new signal-amplification strategies requires proper atten-
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tion to non-specific adsorption issues that commonly control the detectability
of bioaffinity assays. Proper surface blocking and washing steps should thus
be employed to avoid amplification of background signals associated with
non-specific adsorption of the nanoparticle amplifiers. Newly introduced
nanomaterials are expected to further expand the scope of nanomaterial-
based biosensors.
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Abstract Semiconductor nanoparticles (NPs) or quantum dots (QDs) exhibit unique pho-
tophysical properties reflected by size-controlled fluorescence, high fluorescence quantum
yields, and stability against photobleaching. These properties are utilized by applying the
QDs as optical labels for the multiplexed analysis of immunocomplexes and DNA hy-
bridization. Also, semiconductor QDs are used to probe biocatalytic transformations. The
time-dependent replication or telomerization of nucleic acids, the oxidation of phenol
derivatives by tyrosinase, and the hydrolytic cleavage of peptides by proteases are probed
by using fluorescence resonance energy transfer or photoinduced electron transfer. The
photoexcitation of semiconductor NP–biomolecule hybrids associated with electrodes
enables the photoelectrochemical transduction of biorecognition events or biocatalytic
transformations. This is exemplified with the generation of photocurrents by duplex DNA
assemblies bridging CdS NPs to electrodes, and by the formation of photocurrents as a re-
sult of biocatalyzed transformations, or redox protein-mediated electron transfer in the
presence of the NPs.

Keywords Biosensor · DNA · Photocurrent · Protein · Quantum dots ·
Semiconductor nanoparticles

1
Introduction

Semiconductor nanoparticles (NPs) or quantum dots (QDs) reveal unique
photophysical properties that offer significant advantages in their application
as optical labels for sensing and, specifically, biosensing. The semiconductor
QDs are characterized by high fluorescence quantum yield stability against
photobleaching, and size-controlled luminescence properties [1–5]. The ef-
ficient fluorescence and stability of the QDs add improved sensitivities and
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prolonged lifetime to the use of the QDs as optical labels. The size-controlled
luminescence functions of the QDs demonstrates, however, the major advan-
tages of the QDs as optical labels, since particles of the same material with
variable sizes may be used as fluorescent labels for the parallel multiplexed
analysis of different analytes. Furthermore, unlike molecular fluorophores
that reveal narrow excitation spectra, semiconductor QDs absorb light over
a broad spectral region. This allows the simultaneous excitation of many
different-sized QDs at the same excitation wavelength while imaging in paral-
lel the fluorescence of the different QDs. Also, efficient methods to synthesize
semiconductor QDs and to chemically modify the surfaces of the QDs by
functional capping monolayers or thin films have been developed in recent
years [6, 7]. These functional QDs allow the secondary tethering of ligands or
receptor units to the surface of the QDs, thus yielding QD–ligand conjugates
where the NP acts as an optical transducer for recognition of sensing events
occurring on the surfaces of the NPs.

Quantum dots reveal also photoelectrochemical properties [8]. The pho-
toexcitation of the semiconductor QDs results in the transfer of an electron
from the valence band to the conduction band, thus yielding an electron-
hole pair. While the luminescence properties of the QDs originate from
the radiative electron-hole recombination, the trapping of conduction-band
electrons in surface traps yields sufficiently long-lived electron-hole pairs
that permit the ejection of the conduction-band electrons to electrodes (or
solution-solubilized electron acceptors) giving rise to photoelectrochemi-
cal current generation. The ejection of the conduction-band electrons to
the electrode, with the concomitant transfer of electrons from a solution-
solubilized electron donor yields an anodic photocurrent (Fig. 1A), whereas
the transfer of the conduction-band electrons to a solution-solubilized elec-
tron acceptor followed by the supply of electrons from the electrode to
neutralize the valence-bound holes yields a cathodic photocurrent (Fig. 1B).
Enormous research activities are directed towards the utilization of semi-

Fig. 1 Photocurrent generated by semiconductor NPs associated with electrodes. A Anodic
photocurrent. B Cathodic photocurrent
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conductor QDs associated with electrodes for developing light-to-electrical
energy conversion systems. The coupling of semiconductor QDs–biomolecule
conjugates to electrode surfaces might control the photocurrent generation
through biorecognition or biocatalytic processes occurring on the electrode
surface.

The present article summarizes some recent research activities directed to
the utilization of semiconductor QDs as optical labels or photoelectrochemi-
cal transduction elements for the sensing of biorecognition and biocatalytic
transformations. Specifically, we will emphasize the use of the QDs as op-
tical labels that follow dynamic biochemical transformations, or as photo-
electrochemical transduction means for biorecognition events or biocatalytic
transformations.

2
Semiconductor Quantum Dots as Optical Labels for Bioanalysis

Functionalized semiconductor QDs have been used as fluorescence labels for
numerous biorecognition events [9–12] including their use in immunoassays
for protein detection (Fig. 2A) and nucleic acid detection (Fig. 2B). For ex-
ample, CdSe/ZnS QDs were functionalized with avidin, and these were used
as fluorescent labels for biotinylated antibodies. Fluoroimmunoassays utiliz-
ing these antibody-conjugated NPs were successfully used in the detection of
protein toxins (staphylococcal enterotoxin B and cholera toxin) [13, 14]. Sim-
ilarly, CdSe/ZnS QDs conjugated to appropriate antibodies were applied for
the multiplexed fluouroimmunoassay of toxins using a sandwich configura-
tion (Fig. 3A). The sandwich immunoassays for the simultaneous detection
of the four toxins (cholera toxin, ricin, shiga-like toxin 1, and staphylococcal
enterotoxin B) by using different-sized QDs were performed in single wells

Fig. 2 Fluorescence analysis of A antigen by antibody-functionalized QDs, and B DNA by
a nucleic acid-functionalized QDs
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Fig. 3 A Parallel optical analysis of different antigens in a well-array format using the
fluorescence of different sized quantum dots. B Fluorescence spectrum observed upon
analyzing the four analytes, 1 µg mL–1, by the different sized QDs (a) and deconvoluted
spectra of individual toxins: CT (b), ricin (c), SLT (d), and SEB (e). (Reprinted in part with
permission from [15], © 2004, American Chemical Society)

of a microtiter plate in the presence of a mixture of all four QD–antibody
conjugates (Fig. 3B) [15], thus leading to the fluorescence that encodes for
the toxin. In another example, multiplexed immunoassay formats based on
antibody-functionalized QDs were used for simultaneous detection of Es-
cherichia coli O157:H7 and Salmonella Typhimurium bacteria [16] and for
the discrimination between the diphtheria toxin and the tetanus toxin pro-
teins [17].
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Fluorescent QDs were used for the detection of single-nucleotide poly-
morphism in human oncogene p53 and for the multiallele detection of the
hepatitis B and hepatitis C virus in microarray configurations [18]. DNA-
functionalized CdSe/ZnS QDs of different sizes were used to probe hepatitis B
and C genotypes in the presence of a background of human genes. The dis-
crimination of a perfectly matched sequence of p53 gene in the presence of
background oligonucleotides that included different single-nucleotide poly-
morphism sequences was detected with true-to-false signal ratios higher
than ten (under stringent buffer conditions) at room temperature within
minutes. Also, QDs were used for microRNA detection in microarray con-
figuration [19]. The streptavidin-conjugated QDs were used to label miRNA
targets biotinylated at their 3′ termini, and hybridized with the correspond-
ing complementary DNA probes immobilized on glass slides. The resulting
fluorescence from the QDs that labeled the miRNAs was then used as readout
signal (Fig. 4A). Analysis of a model system indicated that the detection limit
for miRNA was ∼0.4 fmol and that the detection dynamic range spanned
about two orders of magnitude, from 156 to 20 000 pM (Fig. 4B). The method
was applied to develop an assay for profiling 11 miRNA targets from rice
(Fig. 4C).

Fig. 4 Analysis of miRNA by means of fluorescent QDs. A Organization of the
streptavidin-labeled QDs on a DNA/miRNA duplex bound to a glass support. B Fluor-
escence intensities observed upon analyzing different concentrations of a target miRNA
(panel I), and derived calibration curve (panel II). C Analysis of 11 target miRNAs from
rice in an array format. (Reprinted by permission in part from [19], © 2005, Oxford
University Press)
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Also, DNA/QDs conjugates were used as fluorescence probes for in situ hy-
bridization assays (FISH). For example, the QD-based FISH labeling method
was used for the detection of the Y chromosome in human sperm cells [20].
A QDs-based FISH method to analyze human metaphase chromosomes was
reported [21] by using QD-conjugated total genomic DNA as a probe for the
detection of EBRB2/HER2/neu gene. Also, the FISH technique was used for
the multiplexed cellular detection of different mRNA targets [22].

Extensive efforts are directed to the incorporation of semiconductor QDs
into cells [6, 23–25]. The fluorescence properties of the QDs were applied to
image intracellular regions and, specifically, to follow intracellular mobility of
receptors in living cells. For example, the early stages of the transmembrane
receptor tyrosine kinases (RTKs)-dependent signaling in living cells were im-
aged by following the binding of the QDs bearing the epidermal growth factor
(EGF–QDs), and the subsequent activation of the EGF receptor by erbB1 [26].
By using a combination of the EGF–QDs and the fluorescent protein-tagged
receptor (erbB1–eGFP), the binding and endocytic uptake of EGF–QDs was
followed (Fig. 5A). Endocytosis of both components of the EGF–QDs/erbB1–
eGFP complex proceeded rapidly, and the colocalization was mainly inside
the cell, in endosome vesicles (Fig. 5B). It was shown that upon incorporation
of the QDs into the cell, endocytic vesicles underwent Brownian movement
and vesicular fusion (Fig. 5C).

The superior photophysical features of semiconductor QDs (high fluo-
rescence quantum yields and stability against photobleaching) are, however,

Fig. 5 Fluorescent imaging of: A Chinese hamster ovary (CHO) cell subjected to the
expression of enbB1-eGFP acceptor treated with biotin-labeled EGF and imaged by
steptavidin-functionalized QDs. (At 4 ◦C the ligand binds to the cell membrane, while at
37 ◦C intracellular penetration of the ligand is observed). B Time-dependent endocytosis
of the ebrB1-eGFP/EGF-QDs. C Dynamics of endosomal fusion of the ebrB1-eGFP/EGF-
QDs in the cells. (Reprinted with permission from [26], © 2004, Macmillan)
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demonstrated in organic solvents, and their introduction into aqueous me-
dia is usually accompanied by a drastic decrease in the luminescence yields of
the QDs. This is, presumably, due to the reaction of surface states with water,
a process that yields the surface traps for the conduction-band electrons. As
biorecognition events or biocatalytic transformations require aqueous envi-
ronments as the reaction media, it is mandatory to preserve the luminescence
properties of the QDs in aqueous systems. Different methods to stabilize the
fluorescence properties of semiconductor QDs in aqueous media were re-
ported, including their surface passivation with protective layers [27, 28], and
the coating of the QDs with protecting silica films [29, 30] or polymers [31].
Although these methods preserve the photophysical properties of the QDs,
the passivation layers limit the useful application of the QDs to follow bio-
chemical processes. Quantum dots could be employed as optical labels that
follow dynamic biological processes such as biocatalyzed transformations or
structurally induced biomolecular changes, e.g., opening of hairpin nucleic
acids by the hybridization of DNA, or changes in protein configurations, using
fluorescence resonance energy transfer (FRET) or electron transfer quench-
ing as photophysical probing mechanisms [32, 33]. The sensitivity of these
photophysical processes to the distance separating the donor–acceptor or
chromophore–quencher pairs prevents, however, the use of the fluorescent
QDs as optical probes for dynamic bioprocesses due to the relatively thick
capping layers that passivate the NPs. Hence, a very delicate nanostructuring
of the capping layer is essential to allow the use of QDs as active components
in energy/electron transfer reactions in aqueous media.

Several methods to stabilize semiconductor QDs with water-soluble mono-
layers that retain high fluorescence yields of the particles have been re-
ported [6, 34, 35]. For example, CdSe QDs with a high fluorescence quantum
yield of 25% and a narrow size distribution were synthesized in a single-
step procedure in water using glutathione (GSH) as a stabilizing agent [36].
Similarly, the synthesis of glutathione-capped CdTe (GSH–CdTe) QDs with
tunable fluorescence in the range of 500–650 nm and quantum yield as high
as ca. 45% was described in aqueous media and employed for the stain-
ing of fixed-cell [37]. Another method for the preparation of water-soluble
QDs relied on the exchange of native organic ligands, trioctylphosphine oxide
(TOPO), on the surface with thiolated molecules. The bidentate surface lig-
ands composed of derivatives of dihydrolipoic acid (DHLA) were used for
the preparation of aqueous soluble CdSe/ZnS QDs [27, 38, 39]. The DHLA lig-
ands provide stable interactions with the QD surfaces due to the bidentate
chelate effect of the dithiol groups. Another method to stabilize semiconduc-
tor QDs in aqueous media is based on the exchange of organic ligands with
mercaptoacetic acid (MAA) [28, 40, 41].

Different sensing schemes have been developed that use QDs as FRET
donors. For example, CdSe/ZnS QDs conjugated to nucleic acids have been
used to follow the biocatalyzed replication of DNA [42]. CdSe/ZnS NPs were
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functionalized with the DNA primer (1), which is complementary to a do-
main of M13mp18 DNA (2). Hybridization of the single-stranded M13mp18
DNA (2) with the (1)-nucleic acid-functionalized QDs, followed by the repli-
cation of the assembly in the presence of polymerase and the nucleotide
(dNTP) mixture that included Texas Red-functionalized dUTP (3), resulted
in the incorporation of the dye labels into the DNA replica (Fig. 6A). The
Texas Red dye was selected as energy acceptor since its absorption spectrum
overlaps the emission spectrum of the QDs. The FRET process from the semi-
conductor NPs to the incorporated dye units resulted in emission from the
dye with concomitant quenching of the fluorescence of the QDs (Fig. 6B). This
enabled not only the detection and amplification of the primary hybridization
of the analyte DNA with the (1)-probe nucleic acid, but also monitoring of the
dynamics of the time-dependent replication process.

Fig. 6 A Optical detection of M13 phage DNA (2) by nucleic acid-functionalized CdSe/ZnS
QDs. The replication of the analyte in the presence of the dNTP mixture that includes the
Texas Red-labeled dUTP (3) results in the incorporation of the dye into the replica and
stimulates a FRET process. B Time-dependent fluorescence changes upon incorporation
of the dye, (3), into the DNA replica, and the analysis of the M13 phage DNA according to
A: a 0, b 10, c 30, and d 60 min. (Reprinted with permission from [42], © 2003, American
Chemical Society)
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A similar approach was used to follow telomerase activity. The sensing of
telomerase activity is important since telomerase is considered an important
cancer marker. Nucleic acid residues consisting of the constant repeat units
of the telomers protect the chromosomes. These units are constantly short-
ened during the cell’s life cycles, and at a certain chain length of the telomers
they provide an intracellular signal terminating cell proliferation [43, 44].
The accumulation of telomerase in certain cells results in the build up and
elongation of the telomers chains parallel to their natural shortening and,
as a result, immortal cells are formed. Indeed, in over 95% of different can-
cer cells, elevated amounts of telomerase were observed, and the enzyme is
considered to be a versatile marker for malignant or cancerous cells [45, 46].
For analyzing telomerase activity, the CdSe/ZnS QDs were modified with
a nucleic acid primer (4) that is recognized by telomerase (Fig. 7A). In the
presence of telomerase and the nucleotide mixture dNTPs, which included

Fig. 7 A Optical analysis of telomerase activity by the incorporation of the Texas Red
dUTP (3) into the telomers associated with CdSe/ZnS QDs. B Time-dependent fluo-
rescence changes upon telomerization of the (4)-functionalized QDs in the presence
of telomerase extracted from 10 000 HeLa cells, dNTPs, 0.5 mM, and Texas Red dUTP,
100 µM, at time intervals corresponding to: a 0, b 10, c 30, d 60 min. C AFM image of the
telomers generated on the QDs. (Reprinted with permission from [42], © 2003, American
Chemical Society)
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Texas Red-functionalized dUTP (3), the telomerization of the nucleic acid as-
sociated with the QDs proceeded, while incorporating the Texas Red-labeled
nucleotide into the telomers (Fig. 7A). The FRET process from the QDs to the
dye units enabled the dynamics of the telomerization process to be followed
(Fig. 7B) [42]. The formation of the telomers on the QDs was also imaged at
the molecular level, using atomic force microscopy (AFM) (Fig. 7C).

Also, the association of maltose to the hybrid composed of the maltose-
binding protein (MBP) was examined by the application of a CdSe/ZnS QD
linked to the MBP [47]. CdSe/ZnS QDs were functionalized with MBP, and
these were interacted with a β-cyclodextrin-QSY-9 dye conjugate (Fig. 8A).
The β-cyclodextrin-QSY-9 dye conjugate resulted in the quenching of the lu-
minescence of the QDs by the dye units. Addition of maltose displaced the
quencher units, and this regenerated the luminescence of the QDs (Fig. 8B).
This method enabled the development of a competitive QD-based sensor for
maltose in solution. Similarly, a competitive QD-based assay for the detec-
tion of the explosive trinitrotoluene, TNT, was developed [48]. CdSe/ZnS QDs
were functionalized with a single-chain antibody fragment that selectively
binds TNT. The analog substrate trinitrobenzene (TNB) covalently linked to
the quencher dye (BHQ10), (5), was bound to the QD/antibody conjugate, and
the associated substrate quenched the fluorescence of the QDs (Fig. 9A). In
the presence of the TNT analyte, the quencher TNB-BHQ10 conjugate was
competitively displaced. This eliminated the FRET process between the QD
and the dye, resulting in the switching on of the fluorescence of the QDs
(Fig. 9B).

The hydrolytic functions of a series of proteolytic enzymes were analyzed
by the application of QDs modified with peptides as reporter units for the
biocatalytic transformations, and the FRET process as a readout mechan-

Fig. 8 A Application of CdSe/ZnS QDs for the competitive assay of maltose using the mal-
tose binding protein, MBP, as sensing material and β-cyclodextrin-QSY-9 dye conjugate,
β-CD-QSY-9, as FRET quencher. B Fluorescence changes of the MBP-functionalized QDs
upon analyzing increasing amounts of maltose. (Reprinted with permission from [47],
© 2003, Macmillan)
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Fig. 9 A Competitive analysis of TNT by the anti-TNT Ab associated with CdSe/ZnS QDs
and using BHQ-10 as quencher. B Derived calibration curve for the analysis of TNT.
(Reprinted with permission from [48], © 2005, American Chemical Society)

ism [49, 50]. CdSe QDs were modified with different peptides that included
specific cleavage sequences for different proteases, and quencher units were
tethered to the peptide termini. The fluorescence of the QDs was quenched
in the presence of the quencher–peptide capping layer. The selective hy-
drolytic cleavage of the peptides by the respective protease resulted in the
removal of the quencher units, and this restored the fluorescence of the
QDs. For example, collagenase was used to cleave the rhodamine Red-X dye-
labeled peptide (6) linked to CdSe/ZnS QDs (Fig. 10A). While the tethered
dye quenched the fluorescence of the QD, hydrolytic scission of the dye and
its corresponding removal restored the fluorescence (Fig. 10B). In a related
study, the activity of tyrosinase (TR) was analyzed by CdSe/ZnS QDs [51].
The QDs were capped with a protected l-DOPA monolayer. The tyrosinase-
induced oxidation of the l-DOPA units to the respective dopaquinone units
generated active quencher units that suppressed the fluorescence of the QDs
(Fig. 11A). The depletion of the fluorescence of the QDs upon their interac-
tion with different concentrations of tyrosinase (TR) was used to follow the
tyrosinase activity and the time-dependent dynamics of oxidation of the l-
DOPA residues (Fig. 11B). The analysis of TR activity by the QDs has practical
utility, in addition to the basic demonstration that QDs follow biocatalytic
processes. Elevated amounts of tyrosinase were found in melanoma cancer
cells, and thus, the rapid optical detection of this biomarker by the QDs might
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Fig. 10 A Application of CdSe/ZnS QDs for the optical analysis of the protease-mediated
hydrolysis of the rhodamine Red-X-functionalized peptide (6). B Decrease in the flu-
orescence of the dye and the corresponding increase in the fluorescence of the QDs
upon interaction with different concentrations of collagenase. (Reprinted with permission
from [50], © 2006, American Chemical Society)

be envisaged. The tyrosinase-stimulated oxidation of phenol residues was
further employed to use the QDs to monitor the activity of thrombin [51].
The CdSe/ZnS QDs were functionalized with the peptide (7) that includes
the specific sequences for cleavage by thrombin and the tyrosine site. The
tyrosinase-induced oxidation of tyrosine units yields the dopaquinone units
that quenched the fluorescence of the QDs (Fig. 12A). The hydrolytic cleavage
of the peptide by thrombin removed the quinone quencher units and restored
the fluorescence of the QDs (Fig. 12B).

The FRET quenching of CdSe/ZnS QDs was used to follow the hybrid-
ization of DNA in QDs/molecular beacons conjugates [52, 53]. Molecular
beacons (MBs) consisting of a QD and a quencher molecule attached to
opposite ends of a single-stranded DNA oligonucleotide were used. In the
absence of a target DNA the MBs existed in a hairpin structure in which
the QDs and the quencher were in close proximity. In this configuration, the
FRET quenching of the QDs occurred, and no fluorescence from the QDs
was observed. The hybridization of the target DNA with the single-stranded
loop of the beacon opened the beacon stem, and the QD and the quencher
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Fig. 11 A Analysis of tyrosinase activity by the biocatalytic oxidation of the methyl ester
tyrosine-functionalized CdSe/ZnS QDs to the dopaquinone derivative that results in the
electron transfer quenching of the QDs. B Time-dependent fluorescence quenching of the
QDs upon the tyrosinase-induced oxidation of the tyrosine-functionalized QDs: a 0, b 0.5,
c 2, d 5 and e 10 min. (Reprinted in part with permission from [51]. © 2006, American
Chemical Society)

adapted an extended configuration. The spatial separation of the QD from
the quencher restored the fluorescence of the QD (Fig. 13A). For example,
CdSe/ZnS QDs conjugated to molecular beacons (MBs) attached to a 4-
(4′-dimethylaminophenylazo)benzoic acid (DABCYL), quencher molecules,
were used to detect single-base mismatches with long term optical stabil-
ity [52]. Similarly, three different sized CdSe/ZnS QDs conjugated to MBs
attached to the black-hole quencher-2TM (BHQ2) were applied for the DNA
detection [53]. The QDs-conjugated MBs with BHQ2 showed high target dis-
crimination ability upon hybridization with the complementary target DNA,
single-base mismatched target DNA (SMT), and the non-specific DNA (NST)
(Fig. 13B). A 90% fluorescence intensity increase was observed in the pres-
ence of complementary target DNA as compared to the system that included
a non-specific target DNA.

The FRET process occurring within a duplex DNA structure consist-
ing of tethered CdSe/ZnS QDs and a dye was applied to probe DNA hy-
bridization and the DNase I cleavage of the DNA [54]. Nucleic acid, (8),-
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Fig. 12 A Sequential analysis of tyrosine activity and thrombin activity by the tyrosinase-
induced oxidation of the tyrosine-containing peptide (7) associated with the CdSe/ZnS
QDs that result in the electron transfer quenching of the QDs, followed by the thrombin-
induced cleavage of the dopaquinone-modified peptide that restores the fluorescence of
the QDs. B Fluorescence of: a 7-modified QDs, b after reaction of the QDs with tyrosinase
for 10 min, and c after treatment of the dopaquinone-functionalized QDs with throm-
bin for 6 min. (Reprinted in part with permission from [51], © 2006, American Chemical
Society)

functionalized CdSe/ZnS QDs were hybridized with the complementary Texas
Red-functionalized nucleic acid (9) (Fig. 14A). The time-dependent reson-
ance energy transfer from the QDs to the dye units was used to monitor the
hybridization process. Treatment of the DNA duplex with DNase I resulted
in the cleavage of the DNA and the recovery of the fluorescence proper-
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Fig. 13 A Optical detection of DNA by a hairpin nucleic acid functionalized with
QD/quencher units. B Fluorescence intensities corresponding to: � without target DNA,
� with target DNA, 5′-AAACCCAAACCCAAA-3′, � single-base mismatched target
DNA, 5′-AAACCCGAACCCAAA-3′ (SMT), × non-complementary target DNA, 5′-AGG
TATGCTCACCTT-3′ (NST). (Reprinted in part with permission from [53], © 2007, IOP)

ties of the CdSe/ZnS QDs. After cleavage of the double-stranded DNA with
DNase I, the intensity of the FRET band of the dye decreased, and the fluo-
rescence of CdSe/ZnS QDs increased (Fig. 14B). The luminescence properties
of QDs were only partially recovered due to the non-specific adsorption
of the dye onto QDs.

Aptamers are nucleic acid sequences that reveal specific binding proper-
ties towards proteins or low molecular weigh substrates. The aptamers are
selected from a combinatorial library of 1015–1016 DNAs using the system-
atic evolution of ligands by the exponential enrichment (SELEX) procedure.
The recognition properties of aptamers were extensively used to develop
electrochemical [55, 56] or optical [57, 58] sensor systems. QDs were also
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Fig. 14 A Assembly of the CdSe/ZnS and Texas Red-tethered duplex DNA. B Fluorescence
spectra of: a the (8)-functionalized CdSe/ZnS QDs, b the (8)/(9) duplex DNA-tethered
to the QDs and the Texas Red chromophore, and c after treatment of the duplex DNA
tethered to CdSe/ZnS and the dye with DNase I. (Reprinted with permission from [54],
© 2005, American Chemical Society)

Fig. 15 Analysis of thrombin by the protein-induced separation of the anti-thrombin ap-
tamer blocked by a quencher-functionalized nucleic acid that restores the fluorescence of
the QDs

used to probe the formation of aptamer/protein complexes [59]. An anti-
thrombin aptamer was coupled to QDs and the nucleic acid sequence was hy-
bridized with a complementary oligonucleotide-quencher conjugate (Fig. 15).
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The fluorescence of the QDs was quenched in the QD-aptamer/quencher-
oligonucleotide duplex. In the presence of thrombin the duplex was sepa-
rated and the aptamer underwent a conformational change to the quadruplex
structure that binds thrombin. The displacement of the quencher units from
the blocked aptamer activated the luminescence functions of the QDs and
a ∼19-fold increase in their fluorescence was observed. In a related study,
thrombin was detected by the anti-thrombin aptamer conjugated to PbS
QDs [60]. Upon binding of thrombin to aptamer-functionalized QDs, the se-
lective fluorescence quenching was observed as a result of the charge transfer
process from thrombin to QDs. This method enabled the sensing of throm-
bin with a detection limit corresponding to ≈1×10–9 M, and it showed high
selectivity in the presence of high background concentrations of interfering
proteins.

3
Semiconductor Nanoparticles
for Photoelectrochemical Bioanalytical Applications

The photoexcitation of semiconductor QDs does not only lead to lumines-
cence properties, but the photogenerated electron-hole species might elec-
trically communicate with electrode surfaces, (Fig. 1). The photoexcited QDs
confined to electrode surfaces might directly communicate with the elec-
trode surface by injection of the conduction-band electrons into the elec-
trode, or by the sequential ejection of the conduction-band electrons to an
electron acceptor solubilized in the electrolyte solution and the transfer of
electrons to the valence-band holes. These two routes lead to the generation
of an anodic photocurrent or a cathodic photocurrent by the photoexcited
QDs, respectively. Different QD–DNA hybrid systems [61–63] or QD–protein
conjugates [64, 65] were assembled on electrodes, and the control of the
photoelectrochemical properties of the QDs by the biomolecules was demon-
strated. A layer-by-layer deposition of nucleic acid-functionalized CdS QDs
on electrodes was followed by the photoelectrochemical transduction of the
assembly process [61]. The system demonstrated the amplified analysis of
a DNA by photocurrent transduction. Semiconductor CdS NPs (2.6±0.4 nm)
were functionalized with one of the two thiolated nucleic acids 10 or 11 that
are complementary to the 5′ and 3′ ends of a target DNA molecule (12).
An array of CdS NP layers was then constructed on an Au electrode by
a layer-by-layer hybridization process using the target DNA as crosslinker
of CdS QD-functionalized with nucleic acids (10 or 11) complementary to
the two ends of the DNA target (Fig. 16A). Illumination of the array in the
presence of the sacrificial electron donor triethanolamine (TEOA) resulted
in the generation of a photocurrent. The photocurrents increased with the
number of layers of CdS NPs generated on the electrode (Fig. 16B). The pho-
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tocurrent action spectra followed the absorbance features of the CdS NPs,
implying that the photocurrents originated from the photoexcitation of the
CdS nanoparticles. The ejection of the conduction-band electrons into the
electrode occurred from the QDs that were in intimate contact with the
electrode support. This was supported by the fact that Ru(NH3)6

3+ units
(E0 =– 0.16 V vs. SCE), which were electrostatically bound to the DNA, en-
hanced the photocurrent from the DNA–CdS array. The Ru(NH3)6

3+ units

Fig. 16 A Layer-by-layer deposition of CdS NPs using (10)-and (11)-functionalized NPs
and (12) as crosslinker. The association of Ru(NH3)6

3+ to the DNA array facilitates charge
transport and enhances the resulting photocurrent. B Photocurrent action spectra gen-
erated by different numbers of CdS NP layers: a no CdS NPs, b–e one to four layers,
repectively. Photocurrents were recorded in the presence of triethanolamine 2×10–2 M.
C Effect of Ru(NH3)6

3+, 5×10–6 M, on the intensities of the photocurrents of layered CdS
NP assemblies: a and b two layers of CdS NP in the absence and presence of Ru(NH3)6

3+,
respectively; c and d four layers of CdS NP in the absence and presence of Ru(NH3)6

3+,
respectively. Photocurrents were recorded in the presence of 2×10–2 M triethanolamine.
(Reproduced with permission from [61], © 2001, Wiley-VCH)
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acted as charge mediators that facilitated the hopping of conduction-band
electrons from CdS particles, which lack contact with the electrode, due to
their separation by the DNA tethers (Fig. 16C). The electrical contacting of
the photoexcited QDs with the electrode surface through the DNA bridging
units is of fundamental interest.

The charge transport through DNA is a subject of scientific controversy,
and while several studies claimed that DNA acts as a conducting matrix [66],
most of the results suggest that nucleic acids with a random distribution of
bases behave as insulators [67]. The low photocurrents observed with semi-
conductor QDs separated by duplex nucleic acids from the electrode might
support the insulating features of DNA and suggest that the photocurrents
originate from QD–nucleic acid hybrid structures where the particles are
in close contact with the electrode. The ability to intercalate redox-active
components into a duplex DNA might provide, however, a means to elec-
trically contact the photoexcited semiconductor QDs with the electrode by
charge transport through the intercalated units. Indeed, redox-active inter-
calators incorporated into double-stranded DNAs that bridge semiconductor
QDs to electrodes demonstrated not only enhanced photocurrent generation,
but they enabled the potential-biased control of the photocurrent direction
generated by the QDs [62]. The dithiol-tethered single-stranded ssDNA (13)
was assembled on an Au electrode, and it was subsequently hybridized with
a complementary dithiolated ssDNA (14) to yield a double-stranded DNA.
The resulting surface was treated with CdS NPs to yield a semiconductor
nanoparticle interface bridged to the electrode surface, by means of the nu-
cleic acid duplex (Fig. 17). The irradiation of the dsDNA/CdS NPs-modified

Fig. 17 Directional electroswitched photocurrents in the CdS NPs/dsDNA/intercalator
system. A Enhanced generation of anodic photocurrent in the presence of the oxidized
methylene blue intercalator (15a) (applied potential E = 0 V). B Enhanced generation of
cathodic photocurrent in the presence of the reduced methylene blue intercalator (15b)
(applied potential E = –0.4 V)



274 M. Zayats · I. Willner

electrode, in the presence of triethanolamine (TEOA), as electron donor re-
sulted in an anodic low intensity photocurrent. Subsequently, methylene blue,
MB, (15) was intercalated into the (13/14)-dsDNA coupled to the CdS NPs
(Fig. 17A,B). The cyclic voltammogram of the system implied that at poten-
tials E > –0.28 V (vs. SCE) the intercalator exists in its oxidized form (15a),
whereas at potentials E < –0.28 V (vs. SCE) the intercalator exists in its re-
duced leuco form (15b). Coulometric analysis of the methylene blue redox
wave, E◦ = –0.28 V (vs. SCE), and knowing the surface coverage of the dsDNA,
indicated that approximately two to three intercalator units were associated
with the double-stranded DNA. An anodic photocurrent was generated in
the system in the presence of TEOA as electron donor and methylene blue
intercalated into the dsDNA, while applying a potential of 0 V (vs. SCE) on
the electrode (Fig. 17A). At this potential MB existed in its oxidized state
(15a), which acted as an electron acceptor. The resulting photocurrent was
ca. fourfold higher than that recorded in the absence of the intercalator. The
enhanced photocurrent was attributed to the trapping of conduction-band
electrons by the intercalator units and their transfer to the electrode that was
biased at 0 V, thus retaining the intercalator units in their oxidized form. The
oxidation of TEOA by the valence-band holes led then to the formation of
the steady-state anodic photocurrent. Biasing the electrode at a potential of
–0.4 V (vs. SCE), a potential that retained the intercalator units in their re-
duced state (15b), led to the blocking of the photocurrent in the presence of
TEOA and under an inert argon atmosphere. This experiment revealed that
the oxidized intercalator moieties with the DNA matrix played a central role
in the charge transport of the conduction-band electrons and the generation
of the photocurrent.

Figure 18A, curve (b) shows the photocurrent generated by the (13/14)-
dsDNA linked to the CdS NPs in the presence of the reduced intercalator

Fig. 18 A Cathodic photocurrents generated in the CdS NP/dsDNA system associated with
the electrode: a in the absence and b in the presence of reduced methylene blue interca-
lator (15b). The data were obtained at the applied potential E = –0.4 V vs. SCE and in the
presence of air. B Electrochemically switched anodic and cathodic photocurrents gener-
ated by the CdS NPs/dsDNA/15a/15b systems at 0 and –0.4 V, respectively, in the presence
of TEOA, 20 mM and air. Photocurrents were generated upon irradiation at λ = 420 nm.
(Reproduced with permission from [62]. © 2005, Wiley-VCH)
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(15b) under conditions where the electrode was biased at –0.4 V (vs. SCE) and
the system was exposed to air (oxygen). At the bias potential of –0.4 V (vs.
SCE), the intercalator units exist in their reduced leuco form (15b) that ex-
hibit electron-donating properties (Fig. 17B). Photoexcitation of the CdS NPs
yields the electron-hole pairs in the conduction-band and valence-band, re-
spectively. The transport of the conduction-band electrons to oxygen with the
concomitant transport of electrons from the reduced intercalator units to the
valence-band holes completed the cycle for the generation of the photocur-
rent. The fact that the electrode potential retained the intercalator units in
their reduced state, and the infinite availability of the electron acceptor (O2)
yielded the steady-state cathodic photocurrent in the system. The introduc-
tion of TEOA and oxygen to the electrode modified with (13/14) DNA duplex
and associated CdS NPs allowed the control of the photocurrent direction by
switching the bias potential applied on the electrode. Figure 18B depicts the
potential-induced switching of the photocurrent direction upon switching the
electrode potential between –0.4 V (cathodic photocurrents) and 0 V (anodic
photocurrents), respectively.

The self-assembly of CdS NPs on an electrode surface and the generation
of a photocurrent were employed as a readout method for the operation of
a DNA sensing machine [63] (Fig. 19A). The machine consisted of a DNA
track (16) that included a recognition sequence (I), a nicking sequence gen-
erated upon the formation of a duplex structure (II), and a reporter sequence
(III). Upon the hybridization of the analyte (17) and in the presence of poly-
merase/dNTPs and the nicking enzyme Nb.BbvcI, the DNA machine was
activated. This was reflected by the replication of the track and the subsequent
scission of the resulting duplex. The nicking process initiated the further
replication of the track while displacing the nucleic acid (18). Accordingly,
the sensing of (17) initiated the autonomous operation of the machine that
generated (18) as a “waste product”. The displaced product (18) was then
interacted with an electrode modified with the nucleic acid (19), complemen-
tary to the 3′-end of the product (18), and CdS NPs functionalized with the
nucleic acid (20), complementary to the 5′-end of the generated product (18).
This resulted in the self-assembly of the CdS NPs on the electrode and the
generation of a photocurrent (Fig. 19B).

The electrical contacting of semiconductor QDs with electrodes in the
presence of proteins seems to be more problematic due to the insulating
features of proteins [68]. The tailored organization of semiconductor QD–
protein hybrid assemblies on electrodes may lead, however, to electrically
contacted architectures that are controlled by the linked proteins. In the
two configurations, the semiconductor QDs are directly linked to the elec-
trode, and the proteins are associated with the QD surface, and the control
of the photoelectrochemical functions of the semiconductor QDs may then
be accomplished by two general paths: (i) Low molecular weight redox pro-
teins might interact with the QDs, and the electrical contact between the
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Fig. 19� Photoelectrochemical readout of the sensing of a nucleic acid by a DNA machine:
A Amplified analysis of the target DNA (17) by a DNA machine that generates the
“waste” product (18). The association of the (20)-functionalized CdS NP on the electrode
proceeds by the bridging of the NPs with the “waste” product (18). B Photocurrents ob-
served: a in the absence of the target DNA, and b In the presence of the target DNA,
1×10–6 M. The DNA-machine was operated for 90 min. (Reproduced from [63] by per-
mission of The Royal Society of Chemistry)

conduction-band electrons/valence-band holes with the redox centers of the
proteins might affect the photocurrents of the hybrid system. (ii) Biocatalysts
may be tethered to the QDs and their reaction products might act as electron
acceptor or electron donor units. These may then activate the photoelectro-
chemical functions of the QDs.

Indeed, enzymes or redox proteins were linked to semiconductor QDs, and
the resulting photocurrents were used to assay the enzyme activities, and to
develop different biosensors. Cytochrome c-mediated biocatalytic transform-
ations were coupled to CdS NPs, and the direction of the resulting photocurrent
was controlled by the oxidation-state of the cytochrome c mediator [64]. The
CdS NPs were immobilized on an Au electrode through a dithiol linker, and
mercaptopyridine units, acting as promoter units that electrically communi-
cate between the cytochrome c and the NPs were linked to the semiconductor
NPs (Fig. 20). In the presence of reduced cytochrome c, the photoelectrocat-
alytic activation of the oxidation of lactate by lactate dehydrogenase (LDH)
proceeded, while generating an anodic photocurrent (Fig. 20A). Photoexcita-
tion of the NPs resulted in the ejection of the conduction-band electrons into
the electrode and the concomitant oxidation of the reduced cytochrome c by
the valence-band holes. The resulting oxidized cytochrome c subsequently me-
diated the LDH-biocatalyzed oxidation of lactate. Similarly, cytochrome c in
its oxidized form was used to stimulate the bioelectrocatalytic reduction of
NO3

– to NO2
– in the presence of nitrate reductase (NR), while generating a ca-

thodic photocurrent (Fig. 20B). The transfer of conduction-band electrons to
the oxidized, heme-containing cofactor generated reduced cytochrome c, while
the transfer of electrons from the electrode to the valence-band holes of the
NPs restored the ground state of the NPs. The cytochrome c-mediated biocat-
alyzed reduction of NO3

– to nitrite enabled then the formation of the cathodic
photocurrent, while biasing the electrode potential at 0 V vs. SCE. The pho-
tocurrents generated by the biocatalytic cascades at various concentrations of
the different substrates are depicted in Fig. 20C. These results demonstrated
that the photoelectrochemical functions of semiconductor NPs could be used
to develop sensors for biocatalytic transformations. A related study has em-
ployed CdSe/ZnS QDs capped with mercaptosuccinic acid as protecting layer
for the generation of photocurrents in the presence of cytochrome c [69].

The use of enzymes as catalysts that generate a product that stimulates
the generation of a photocurrent by QDs was demonstrated with the de-



278 M. Zayats · I. Willner

Fig. 20 Generation of photocurrents by the photochemically induced activation of enzyme
cascades by CdS NPs. A The photochemical activation of the cytochrome c-mediated ox-
idation of lactate in the presence of LDH. B Photochemical activation of the cytochrome
c-mediated reduction of nitrate (NO3

–) by nitrate reductase (NR). C Photocurrents gen-
erated by the biocatalytic cascades in the presence of various concentrations of the
substrates (lactate/nitrate). (Reproduced from [64] by permission of The Royal Society of
Chemistry)
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Fig. 21 A Assembly of the CdS NP/AChE hybrid system for the photoelectrochemical
detection of enzyme activity (h = hole). B Photocurrent action spectra observed in the
presence of acetylthiocholine (21): a 0 mM, b 6 mM, c 10 mM, d 12 mM, e 16 mM, and
f 30 mM. Inset: Calibration curve of the photocurrent at λ = 380 nm at variable con-
centrations of 21. C Photocurrent spectra for the CdS/AChE system in the presence
of 21 (10 mM): a in the absence of inhibitor 23, b upon addition of the inhibitor 23
(1×10–6 M), and c after rinsing the system, exclusion of the inhibitor, and addition of
23 (10 mM). (Reprinted with permission from [65]. © 2003, American Chemical Society)
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velopment of an acetylcholine esterase-based biosensor of the enzyme in-
hibitors [65]. CdS NPs were assembled on an Au electrode, and the NPs were
further modified with acetylcholine esterase, AChE, (Fig. 21A). The biocat-
alyzed hydrolysis of acetylthiocholine (21) by acetylcholine esterase generated
thiocholine (22), which acted as an electron donor for the photogenerated
holes in the valence-band of the CdS NPs. The resulting photocurrents were
controlled by the concentration of the substrate (Fig. 21B), and the pho-
tocurrent intensities were depleted in the presence of inhibitors of acetyl-
cholinesterase, such as 1,5-bis(4-allyldimethylammoniumphenyl)pentan-3-
one dibromide (23) (Fig. 21C). The system was suggested as a potential sensor
for chemical warfare agents that act as inhibitors of acetylcholinesterase.

4
Conclusions and Perspectives

The unique photophysical properties and functions of semiconductor QDs
find growing interest in the area of nanobiotechnology. The high fluorescence
yields of QDs, their stability against photobleaching, and the size-controlled
luminescence features of QDs, paved ways to develop different biosensing
platforms. Besides the advantages of using the QDs as effective luminescent
labels, the multiplexed parallel analysis of targets by size-controlled lumines-
cent QDs that act as coding labels is of great promise for future bioanalytical
applications. The nanometer dimensions of QDs enabled their incorporation
into cells. The in vitro imaging of the QDs in different intracellular domains
has already been demonstrated. The incorporation of functionalized QDs into
cells that permits the following of dynamic intracellular metabolic processes
at the single cell level provides, however, exciting future opportunities. The
charge-ejection functions of semiconductor QDs also hold great promise for
future nanomedical applications of QDs. The ejection of conduction-band
electrons of semiconductor NPs into oxygen, and the formation of cell de-
structive agents is well established [70], and such particles were suggested as
cancer therapeutic materials. The successful incorporation of QDs into cells
suggests that cell-targeted QDs could be synthesized and act as tumor cell
killers. Experiments along these lines provide promising results.

The use of biomolecule–QD hybrid systems for photoelectrochemical ap-
plication is still at its infancy. The use of such hybrid structures for biosensing
has been demonstrated. Nonetheless, exciting future applications of these
hybrid structures may be envisaged. One direction might involve the use
of the hybrid structures as templates for the fabrication of devices. For ex-
ample, DNA acts as a template for the synthesis of metallic nanowires by
the reduction of metal ions linked to the DNA backbone. The QD-stimulated
photoelectrochemical reduction of ions associated with DNA may then lead
to metal–semiconductor–metal nanostructured devices. Furthermore, the
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activation of photoelectrochemical functions of QDs by enzymes hold great
promises for the future development of light-to-electrical energy conversion
systems, photo-biofuel cells. In view of the recent advances in the use of
biomolecule–QD hybrids, the future perspectives of these systems are bright
and promising.
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Abstract This review addresses the recent developments in miniaturized microsystems
or lab-on-a-chip devices for biosensing of different biomolecules: DNA, proteins, small
molecules, and cells, especially at the single-molecule and single-cell level. In order to
sense these biomolecules with sensitivity we have fabricated chip devices with respect to
the biomolecule to be analyzed. The details of the fabrication are also dealt with in this
review. We mainly developed microarray and microfluidic chip devices for DNA, protein,
and cell analyses. In addition, we have introduced the porous anodic alumina layer chip
with nanometer scale and gold nanoparticles for label-free sensing of DNA and protein
interactions. We also describe the use of microarray and microfluidic chip devices for
cell-based assays and single-cell analysis in drug discovery research.

1
Introduction

In recent years, miniaturized systems called lab-on-a-chip or the micro total
analysis system (µ-TAS) have been focused on as new microsystems for bio-
chemical analyses. These systems are expected to perform DNA, protein, and
cell analyses for drug screening and development of novel therapies. Espe-
cially, microarray and microfluidic types of chip devices (so-called biochips)
have been developed using micro- and nanotechnological techniques [1, 2].
These lab-on-a-chip systems can be used for high-throughput identifica-
tion of large numbers of potential drug targets, for example DNA, protein,
chemicals, etc. [3, 4]. Recent advances in the human genome project have
prompted the use of the miniaturized chip devices for high-throughput an-
alysis of the vast amount of information potentially available. In order to
obtain as much information as possible in a short time with a minimal use
of reagents, researchers require highly integrated and sophisticated devices,
such as microarrays and microfluidics. Thus, biochips suitable for different
biomaterial assay and detection technologies have been under intense inves-
tigation [1–4]. Microarrays have been mostly applied to the assessment of
the presence of a specific base sequence, or which genes are expressed and at
what level [5, 6]. They have also been employed in identification of peptides
and proteins as pharmaceutical drugs [7, 8]. Research market study an-
alysis (http://www.researchandmarket.com/reports/c21981) suggests the total
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biochip market size in 2004 was about US $2.0 billion and is forecast to grow
to about $5.1 billion in 2009 with a compound annual growth rate (CAGR) of
20.2%. Although the number of human genes was reported to be approximately
30 000 from the human genome project, the functions and expression mech-
anism for most of the genes remain unknown, because the fate of the genes’
functionality is determined after protein expression, but protein expression is
controlled by cellular function. Therefore, it is necessary to develop microar-
ray chip devices that can perform high-throughput screening and analysis of
proteins and cells at the single-cell and single-molecule level [9–11, 203].

To achieve single-cell or single-molecule analysis, highly integrated mi-
croarray and microfluidic systems that can perform assays at pico- and nano-
liter volume levels are highly desirable to realize post-genomic research, such
as proteomics and cellomics. Single-cell analysis contributes to elucidating
the functional mechanism of genes, proteins, and chemical responses, which
leads to clinical diagnosis and drug discovery [12–14]. In recent work, some
researchers reported cellular microarrays using biomaterial spotting tech-
niques for investigating gene expression or differentiation of some kinds of
cells [15, 16]. These microsystems can only screen and detect a group of cells
but not single-cell-based assays from bulk cell suspension. Using these de-
vices there is a great possibility of cross-contamination with neighboring cells
due to the absence of a physical boundary. Therefore, it is necessary to con-
struct a microarray or microfluidic system that can perform high-throughput
analysis of single molecules or cells with quantitative detection.

However, there are no reports available to the best of our knowledge
that describe high-throughput analysis of DNA, proteins, small chemical
molecules, and cells at the single-molecule and single-cell level together in
one place. Therefore, in this chapter we have addressed the analysis of DNA,
proteins, and cells using a pico- or nanoliter chamber array system. The
chapter is divided into three topics: DNA chip systems, protein chip systems,
and cell chip systems. Furthermore, each topic is divided into different sub-
sections of research, as shown in the contents section. The research results
presented here are mainly from our own group at JAIST, Japan. The chapter
ends with conclusions.

2
DNA Sensor Systems

2.1
Nanoliter Silicon Microchamber Array for Multiplexed Polymerase
Chain Reaction from a Single Copy DNA

Since the discovery of PCR technology by Prof. Mullis, which earned him
a Nobel Prize [17], it has opened new horizons for a limitless number of
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DNA-based research possibilities. Qualitative PCR is a well-established and
straightforward technology, but the quantification of specific target DNA se-
quences in a complex sample has been a difficult task. A number of variations,
caused by the manipulation of nucleic acids, that may occur during sam-
ple preparation, storage, or the course of the reaction hampered accurate
quantification. The exponential nature of the PCR amplification can signifi-
cantly magnify even minor variations in reaction conditions. Normalizing
the amount of PCR products of the specific template with respect to an
internal reference template has been partly successful against these varia-
tions. Since the challenge of accurate DNA quantification stimulated many
researchers, a great variety of protocols already exist for the utility of quanti-
tative PCR [18–20]. However, these methods are nearly exclusively restricted
to being applied for research purposes only because of two factors they have
in common: they are difficult tasks and are costly to run.

To supply the demand for faster, more accurate, and more cost-effective
PCR devices with a high-throughput capacity, three important properties have
directed the development of the next generation of PCR systems: automa-
tion, standardization, and miniaturization. Recently, Yang et al. [21] reported
a high-sensitivity PCR assay in polycarbonate plastic, disposable PCR mi-
croreactors. At a template concentration as low as ten Escherichia coli cells
(equivalent to 50 fg of genomic DNA), 221-bp product was successfully ampli-
fied within 30 min. Lee et al. [22] have described a microfabricated PCR device
for simultaneous DNA amplification and electrochemical detection on gold or
indium tin oxide (ITO) electrodes patterned on a glass substrate. A minia-
turized flow-through PCR with different template types in a silicon chip
thermocycler was also reported to have minimum power consumption [23].
With the flow-through PCR device of Fukuba et al. [24], 580 and 1450 bp of
DNA fragments were successfully amplified from E. coli genomic DNA and di-
rectly from untreated cells. For temperature control of their chip, six heaters
made of ITO were placed on a glass substrate to act as three uniform tem-
perature zones. Lee et al. [25] have recently reported a bulk-micromachined
PCR chip. They validated that the proposed chip amplified the DNA related
to the tumor suppressor gene BRCA 1 (127 bp at 11th exon) after 30 thermal
cycles in a 200-nL-volume chamber. Although most of the recent assays are ac-
curate and sensitive, they involve the definition of very stringent limits. The
PCR products are usually separated by gel electrophoresis, and the band inten-
sities are quantified by video imaging and densitometry. Additionally, Lagally
et al. [26, 27] have shown that microfluidic systems are capable of multiplexed
PCR reactions and robust on-chip detection.

Microchamber arrays etched on silicon or glass were also one of the
most reported miniaturized devices for multiple simultaneous DNA amplifi-
cation [28–30]. The minimum reported size for a microchamber for PCR was
demonstrated by Leamon et al. in connection with PCR [31]. They reported
a novel platform, namely PicoTiterPlate™, which enabled simultaneous am-
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plification of 300 000 discrete PCR reactions in volumes as small as 39.5 pL.
Following the PCR on the PicoTiterPlate™, the solution from each well was
recovered, and then quantified by TaqMan assay. As for the easy integration
with different applications, solid-phase amplification was also performed on
PicoTiterPlate™ by immobilizing the PCR product to a DNA capture bead in
each well. Thus, 370 000 beads bound with PCR product were obtained for
parallel processing in numerous solid-phase applications. The volume of a mi-
crochamber for a successful PCR amplification was reduced down to 86 pL by
Nagai et al. [28]. However, as the sample volume was decreased, the evapora-
tion of sample solution, and an introduction method of quite a small amount
of solution into the reaction microchamber, appeared as the major drawbacks.

In our research, for achieving simultaneous detection of several numbers of
target DNA, the feasibility of our microchamber array was further improved by
using TaqMan PCR [32, 33]. To the best of our knowledge, three different DNA
sequences were amplified from three different DNA templates and detected in
the same microchamber array simultaneously for the first time. In addition,
quantification of the initial DNA concentration present in a microchamber was
achieved from 0 to 12 copies per chamber, not only by monitoring the real-
time fluorescence intensity but also by observing the end-point fluorescence
signal. Therefore, this system proves to be a promising device for low-cost,
high-throughput DNA amplification and detection for point-of-care clinical
diagnosis, which can also be handled by nonspecialist users.

2.1.1
PCR Microchamber Array Chip System

Microchamber Array Chip Fabrication

The microchamber array chip for DNA amplification was fabricated using
micromachining techniques, including photolithography and anisotropic wet
etching on the optically polished side of a silicon (100) wafer; the details of
the protocols are described in depth elsewhere [30]. Briefly, the chip substrate
was designed to be 2.54×7.62 cm for compatibility with the dispensing sys-
tem employed. A photo mask with 1248 chambers having 24×52 patterns was
then printed on the surface that was coated with an OFPR-800 photoresist
layer by a photolithographic process. After NMD-3 solution, HF/NH4F, and
tetramethylammonium hydroxide (TMAH) treatments, the resulting cham-
ber array feature was observed by a Keyence digital microscope. Each cham-
ber was a parallelepiped with dimensions of 650×650×200 µm, pitch of
∼900 µm, and accommodated 50 nL (Fig. 1). The total number of chambers
on each chip was 1248. To achieve precise introduction of sample mixture into
the microchamber, only the inner wall surfaces of the microchamber were
prepared as hydrophilic by leaving an oxidized layer on them with photolitho-
graphic techniques, as recently described by Felbel et al. [34].



290 R.R. Sathuluri et al.

Fig. 1 A Photographic image of the microchamber array chip. The 1248 microchambers
are integrated on the 1×3 in of a silicon chip. B Scanning electron micrograph (SEM) of
a silicon microchamber array

Sample Loading with a Nanoliter Dispenser

The microchamber array chip was soaked in 1% (w/v) bovine serum albu-
min (BSA) solution overnight, then rinsed with deionized water and dried
in order to prevent nonspecific adsorption by coating the chamber wall. The
chip was placed onto the dispensing stage of a nanoliter dispenser from Carte-
sian Technologies. The precise dispensing of nanoliter volumes of solutions
exactly at previously determined locations had become very simple by using
their technology. The volume of dispensed solution in a single microcham-
ber was 40 nL. Mineral oil as a cover layer was coated onto the template
DNA-modified chip, and 40 nL of PCR mixture, which included target-specific
primers and probe, was dispensed into all of the microchambers through the
oil layer. After preparing this setup, the chip was placed onto a conventional
thermal cycling system to achieve PCR reaction. Thermal cycling was initi-
ated at 94 ◦C and held for 10 min, followed by 40 cycles of 94 ◦C for 10 s and
60 ◦C for 60 s. After the end of PCR amplification, the amplified DNA was ob-
served using a charge-coupled device (CCD) camera (Hamamatsu Photonics,
Japan), which was mounted on a fluorescence microscope (Leica, Heidelberg,
Germany). The inner walls of the microchambers were rendered hydrophilic
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Fig. 2 Illustration of preparation steps for on-chip DNA amplification. A Different types of
primers were dispensed into the microchamber and then dried. B Mineral oil was coated
on the chip after the primer solution was dried. C PCR mixture (40 nL) with no primers
was dispensed into each chamber through the oil layer. The solution sank to the bottom
and then spread to the microchamber walls

by the formation of an oxidized layer on their surfaces. After coating the
microchamber array with mineral oil, the remaining hydrophobic surface of
the microchamber prevented the spread of the aqueous solution to the out-
side of the microchamber. After dispensing of the aqueous sample solution,
it first formed a droplet, which in time was replaced with the oil in the mi-
crochamber, and settled inside the microchamber with the convection of the
oil, as illustrated in Fig. 2. The thickness of the oil layer had a significant ef-
fect on the protection of nanoliter-scale solutions from evaporation. The oil
layer was adjusted by controlling the volume of the oil drop. As the thick-
ness of the oil layer increased, the dispensing of the sample solution became
more erroneous (data not shown). The optimum thickness of the oil layer for
introduction of the sample mixture was chosen to be ∼200 µm.

Multiplexed Detection of Different Target DNA on a Single Chip

The target DNA sequence was amplified specifically in a nanoliter-volume mi-
crochamber, and the microchambers, in which the fluorescence signal was
released, were counted in consequence to TaqMan PCR. The cross-contami-
nation between chambers was tested by using alternate dispensing of wells
containing template and those without template. A high concentration of the
template DNA was introduced on alternate dispensing into the microcham-
bers. Fluorescence signals were obtained only from the chambers into which
template DNA was introduced. No fluorescence was obtained from the re-
maining chambers into which no template DNA was dispensed. Thus, it was
concluded that the selective distribution of the template DNA into the mi-
crochambers was achieved in our system.

There were several inhibition factors, such as nonspecific adhesion of bio-
materials, variety in the distribution efficiency of sample dispensing, and the
errors caused by PCR itself. Surface treatment of the microchamber was also
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an important factor affecting the efficiency of the PCR reaction. Several kinds
of surface treatment methods were reported by Shoffner et al. [35] to be useful
for avoiding the adsorption of biomaterials on the silicon surface. Erill et al. [36]
reported a systematic analysis of material-related inhibition and adsorption
phenomena in glass–silicon PCR chips. Their results suggested that the previ-
ously reported inhibition of PCR by silicon-related materials was caused mainly
by the adsorption of Taq polymerase at the walls of the chip due to increased
surface-to-volume ratios; thus, a straight chemical action of silicon-related ma-
terials on the PCR mixture was negligible. In contrast to Taq polymerase, DNA
was not found to be adsorbed in significant amounts. The net effect of poly-
merase adsorption could be prevented by the addition of a titrated amount
of a competing protein, BSA, and the ensuing reactions could be kinetically
optimized to yield efficient PCR amplifications. In our system, we combined
these advantageous points of previous reports. The surface of the microcham-
ber walls was first modified by an oxidized layer [34, 35] and then coated with
BSA [36]. Only a very low fluorescence signal could be observed when no BSA
coating was employed. Thus, it was found necessary to coat the oxidized walls
of the microchambers with BSA, in good agreement with the findings of Erill
et al. [36]. To quantify DNA concentration, a certain number of microchambers
were used as one region for only one concentration.

Figure 3A shows the fluorescence image of the chip after DNA ampli-
fication of three different target DNA sequences from three different DNA
templates. Visual comparison of the positive fluorescence intensity signals
with the negative ones greatly simplified the procedure to distinguish which
chamber contained the target DNA. If the target DNA sequence was present
in the dispensed sample, a high fluorescence signal was easily obtained in
consequence to TaqMan PCR. Additionally, the background fluorescence in-
tensity of the β-actin PCR system was found to be much lower than that of
the other two probes by using both our chip and the SmartCycler real-time
PCR system (Fig. 3B). The SmartCycler real-time PCR system results were
in good agreement with the results of our chip. The difference in the back-
ground fluorescence intensity was caused by the bp distance between the FAM
and TAMRA dyes of the TaqMan probes. In the TaqMan probe for the β-
actin gene, FAM was only 6 bp away from TAMRA, but FAM and TAMRA
were 26 and 31 bp away from each other in the probes for SRY and RhD
genes, respectively. Such a short distance of 6 bp between the dyes caused the
rapid quenching of the signal, and thus the β-actin system could release much
lower fluorescence signals after amplification in comparison with the other
systems. Although the PCR systems in this experiment had such different
background fluorescence intensities, accurate detection of TaqMan amplifi-
cation for all systems was achieved by using our chip. Since Rh(–) human
female genomic DNA did not contain SRY and RhD genes, almost none of
the microchambers showed a fluorescence signal. Both human male and fe-
male genomic DNA contained the β-actin gene; thus, a fluorescence signal
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Fig. 3 Multiple PCR analysis of β-actin, SRY, and RhD genes using three different kinds
of template DNA. A Photograph of fluorescence image of the microchamber array in
consequence to TaqMan PCR. B Average fluorescence intensity values obtained from 16
microchambers
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could be observed successfully in all microchambers of the related area on
the chip. The fluorescence intensity of the microchambers was also scanned
and evaluated using a DNA microarray scanner and its analysis system. The
fluorescence intensity values were obtained from 16 chambers. A remarkable
difference between the fluorescence intensities of the positive and negative
controls was observed clearly for all three DNA templates. This result indi-
cated that our system was capable of detecting different kinds of target DNA
sequences from different DNA sources simultaneously. Since TaqMan PCR re-
quired the same thermal cycling protocol for the amplification of many kinds
of target sequences, it was found to be the most suitable detection technique
for the microchamber array PCR systems in this report. For example, the de-
tection of genetic diseases, such as Down’s syndrome [37], 22q11.2 deletion
syndrome [38], and β-thalassemia [39], using TaqMan PCR has already been
reported. The simultaneous detection of these clinically important diseases
can also be performed by using our microchamber array-based PCR chip.

2.1.2
On-Chip Quantification of DNA

The quantification of the initial RhD gene concentration was also performed
by using the microchamber array, as shown in Fig. 4A. The amplification
of RhD gene was performed by dispensing different concentrations of tar-
get DNA into the microchambers. As target DNA was increased from 0 to 12
copies per chamber, the number of the microchambers with positive fluo-
rescence signal also increased. PCR amplification in almost the whole block
of the chip was achieved by using eight copies of the target DNA. When 0.4
copies of the target DNA were used, an average of two out of 60 chambers
(n = 3) showed a signal above the threshold level. The average fluorescence
intensity value of 1000 AU was determined as the threshold. The high fluores-
cence released in these two chambers could also be visually detected. Since 0.4
copies of the target DNA were enough to give a readable signal, this concen-
tration was determined as our limit of detection. The chambers with positive
fluorescence signals, which mean successful PCR amplification, showed easily
distinguishable fluorescence intensity, as shown in Fig. 4A.

Figure 4B plots the number of chambers with positive fluorescence sig-
nal versus input template DNA copy number for the amplification of RhD (B)
sequence. As target DNA increased from 0 to 12 copies/chamber, the num-
ber of microchambers with a positive fluorescence signal also increased.
It was possible to fit the data from 0 to 8 copies/chamber into a straight
line with the regression coefficients of 0.9879 for RhD sequence. The system
reached a saturation plateau after a DNA concentration of 8 copies/chamber,
indicating that a trace amount of target DNA was satisfactory for the de-
tection process. PCR amplification in almost the whole block of the chip
was achieved by using eight copies of the target DNA. Such a behavior indi-
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Fig. 4 A Photograph of fluorescence image for on-chip quantitative analysis of RhD gene.
B Plot of the average number of chambers within a specific fluorescence signal range
versus the number of target DNA copies related to the RhD gene after TaqMan PCR

cated the high detection capacity of our system, so that even a trace amount
of DNA copies would be satisfactory for a precise quantification. The copy
numbers above eight that would be amplified without any problems, how-
ever, could not be quantified. Even 0.4 copies of the target DNA was enough
to give a readable signal, which was determined as our limit of detection.
The average fluorescence intensity value of 1000 AU was determined as the
threshold. When 0.4 copies were dispensed, only two microchambers reached
within the 1000–1200 AU level. One would have expected to get four out of
ten microchambers to be positive and six to be negative if we had an aver-
age of 0.4 copies/microchamber, and every copy was intact. The polymerase
concentration, annealing temperature, MgCl2 concentration, and the specific
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primers and TaqMan probes should have been kept under the optimum con-
ditions in 40-nL volumes in the microchamber, which was a tedious task. The
instrumental limitations also added to the inefficiency of PCR, when such
a small volume containing such a trace amount of analyte was dispensed on
a microchamber array. Thus, the combined negative effects of biochemical
(resulting from the TaqMan PCR itself) and instrumental limitations caused
the appearance of only two microchambers out of 60 with positive signals
after TaqMan PCR on our system. Our method requires only counting the mi-
crochambers that show a positive fluorescence signal, in consequence to PCR
amplification. No special equipment for the detection of real-time fluores-
cence intensity is required for determination of DNA copy numbers. A simple
fluorescence microscope only, or a transilluminator used for gel electrophore-
sis, can be employed for accurate observation of the fluorescence released
microchambers with positive signals.

The microchamber array chip presented in this report could be used to
amplify multiple DNA targets in combination with a nanoliter dispenser. The-
oretically, the chip could be used to amplify and detect ∼1200 target DNA
simultaneously. The size and the total number of the microchambers are de-
termined by the dispensing system. The minimum solution volume that could
be dispensed with reliability was optimized as 40 nL for our experiments. If the
dispensing instrument could be improved to provide the dispensing of a lesser
volume of solution, the size of microchamber would become smaller and the
chip would become more integrated with a higher number of microchambers.
Such further integration of our microarray PCR chips with a miniaturized
thermal cycler unit is in progress in our laboratory. The microarray PCR chip
reported here has a significant potential to be implemented for a wide range of
applications. Overall, this system is a promising candidate for mass microfab-
rication due to its low-cost and high-throughput detection ability.

2.2
Quantitative Continuous-Flow PCR in Microfluidic Chip Systems
for Genetically Modified Foods Detection

In this part on DNA sensor systems, we deal with the development of mi-
crofluidic chip systems for continuous-flow PCR and their application to detect
genetically modified (GM) foods [204]. The development of a microfluidic de-
vice that would be suitable for high-temperature-based reactions becomes an
important contribution toward the integration of micro total analysis systems
(µTAS). These integrate several microdevices to perform diverse functions
such as sample preparation [40, 41], mixing [42, 43], and detection [44, 45],
and offer many advantages in the field of chemical and biochemical analysis
studies [46]. These functions are controlled by a microvalve [47, 48], microp-
ump [49, 50], or electrowetting switch [51], etc., which drive the liquid flow
in the microchannels. These components provide the basis for the prepar-
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ation of nano- or picoliter volumes of samples in the microchannels, which
allow rapid detection at low experimental cost with less reagent consumption,
less experimental waste generation, and reduction in the contamination risk
together with less manual effort. Many kinds of reactions are being used in
different chemical- or biochemical-mediated reactions, and some reactions re-
quire high temperatures, e.g., PCR. This reaction not only amplifies the specific
gene sequence, but also quantifies the amplified DNA using an intercalator or
a fluorescent probe, such as SYBR Green I, TaqMan probe, etc. [52]. Quantita-
tive PCR is essential in several fundamental research fields, such as genomics
and cell analysis. Furthermore, the technology is widely applied to analytical
methods for gene diagnosis, and discrimination of biological identities, such as
GM organisms. Improvement, however, is needed, since the current methods
require time-consuming procedures and are expensive. Therefore, the devel-
opment of a microfluidic device for high-temperature-based reactions would
provide an important contribution in the integration of µ-TAS.

Kopp et al. [53] first demonstrated a continuous-flow PCR using a glass-
based microfluidic device in 1998, and DNA amplification of 176 bp was per-
formed in 1.5–18.7 min (20 cycles). A continuous-flow reverse transcription
PCR that was integrated with a microfluidic device for reverse transcrip-
tion was also reported [54]. Additionally, the same group performed the
integration of a continuous-flow RT-PCR device with a laser-induced fluores-
cence (LIF) detection system, which allowed the detection of the amplified
products without gel electrophoresis [55]. Although continuous-flow PCR
has several advantages, such as a compact size, rapid DNA amplification,
and easier integration with other microfluidic devices than the other PCR-
based microdevices, for example microchamber-based PCR systems [28, 32],
there are many obstacles that need to be overcome for their application in
high-temperature-based reactions. One of the important problems lies in the
thermal interference between the different temperature heaters, which are
placed under the microfluidic device. Zhang et al. [56] reported temperature
analysis of glass–glass-bonded and silicon–glass-bonded devices using finite
element analysis (FEA). The temperature distribution in the microchannels
was analyzed by introducing a temperature-sensitive dye, and the fluores-
cence spectrum was measured [57]. Another drawback in continuous-flow
PCR is the generation of air bubbles in the microchannels, which decreases
the solubility of gas in the liquid solution while increasing the temperature
in the microchannels. This particularly occurs as a problem when the solu-
tions flow to the zone maintained at high temperature: the air bubbles form
just in front of the assay liquid, which makes the initial start-up flow rather
unstable. The stabilization of the initial start-up flow is an important is-
sue for microfluidic devices. To the best of our knowledge, previous reports
did not discuss this aspect in detail. Therefore, we report the fabrication of
a polydimethylsiloxane (PDMS)-based device and solve the problem of the
initial start-up by introducing a highly viscous liquid with a high boiling
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point (fluorinated oil), just before the introduction of the sample solution,
which in turn helped to increase the pressure of the sample solution in the
microchannels. Additionally, the technique was adapted for continuous-flow
PCR and applied to a practical case using a reference molecule for the quan-
tification of GM maize [58], as a model system of quantitative PCR analysis
on our chip.

2.2.1
Microfluidic Device Fabrication for Continuous-Flow PCR

Microfluidic devices with a microchannel geometry of 50×50 µm were made
from PDMS (Dow Corning, Midland, Michigan) by standard soft-lithography
techniques [59]. Access holes of 500-µm diameter were made for the inlet and
the outlet to inject and dispose of the liquid solutions. A fluorinated ethylene
propylene (FEP) tube (0.15± 0.05 mm i.d.) (BAS Inc., Tokyo, Japan) was in-
serted into these holes and sealed with small amounts of PDMS to prevent
liquid leaks. The PDMS device was hermetically bonded to the glass substrate,
which was coated with a thin film of PDMS using a spin-coater in connection
with reactive ion etching.

2.2.2
Experimental Setup and Stabilization of the Initial Start-up Flow

The experimental setup consisted of a microsyringe pump (KD Scientific
Inc., Holliston, MA, USA) and a 1-mL-volume syringe (Terumo Co., Tokyo,
Japan). The heaters were composed of aluminum blocks at 10×10 ×70 mm,
which were inserted with a cartridge heater and temperature sensor (Kyushu-
Nissho Co., Fukuoka, Japan). The temperature of the blocks was controlled
within ±1 ◦C by a thermocouple of type Φ1.6 K and a temperature controller
(Kyushu-Nissho Co, Fukuoka, Japan). A fluorinated oil (Y04, Universal Co.,
Tokyo, Japan) with a viscosity of 6 mPa at 95 ◦C, measured by using a vis-
cometer (model: VM-10A-L, CBC Materials Co. Ltd., Japan), was used in this
experiment. The device was placed on a cartridge heater and the oil was intro-
duced through the inlet by using a syringe pump. After introducing a moderate
amount of the fluorinated oil, the flow was stopped and exchanged for a syringe
with 20 µM Neutral Red (Wako, Osaka, Japan), which was dissolved in MilliQ
to visualize the flow by using a digital microscope (VH-Z75, Keyence Co., Os-
aka, Japan). The generation of air bubbles before the introduction of the sample
solutions under high-temperature conditions, which we call the initial start-up
in this study, makes the flow rather unstable. To overcome this problem, mod-
erate amounts of the fluorinated oil were added to the microchannels before
the sample solution in order to increase the internal pressure of the latter solu-
tion (data not shown). The method suggested in this study would provide more
flexibility and practical functionality for high-temperature reactions.
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2.2.3
Quantitative Continuous-Flow PCR

The DNA plasmids pMu15 with 60, 800, and 10 000 copies/µL were purchased
from Nippon Gene Co., Ltd. (Toyama, Japan) and used as the template DNA
for all PCR analysis. Primer pair M810 2 (M810 2–5′ and M810 2–3′ with
Mon-Taq) was used for the quantitation experiments using continuous-flow
PCR [60]. The primers and TaqMan probes labeled with Cy5 and BHQ-2 at
the 5′ and 3′ ends, respectively, were synthesized by Sigma Co., Ltd (Tokyo,
Japan). The PCR mixture for continuous-flow PCR consisted of 0.04 µL Ac-
cuPrime Taq polymerase in 1 µL 10× AccuPrime PCR Buffer I (Invitro-
gen, Carlsbad, CA, USA), 0.2 µg/µL BSA to prevent the adsorption of PCR
reagents, 0.5 µM each of the forward and reverse primers, 0.2 µM TaqMan
probe, and template DNA. The microchannel geometry was designed to allow
the PCR solutions to pass through two different temperature zones alternately
for 50 cycles. First, the fluorinated oil was injected into the microchannels,
and then the PCR assay mixture was introduced at a flow rate of 0.5 µL/min.
Thermal cycle conditions consisted of denaturation at 95 ◦C for 20 s, and
annealing and extension were set at 59 ◦C for 20 s. The PCR products were
collected in a vial and further analyzed by gel electrophoresis (3%) with
ethidium bromide staining.

2.2.4
Quantitative DNA Detection On-Device

First, a microfluidic device was fabricated for continuous-flow PCR, in which
the structure of the microchannels was designed so that the PCR solution could
flow alternately on different temperature zones, and such that it would allow
one to perform PCR with 50 cycles (Fig. 5a). Additionally, the pressurizing
channel that was laid on the unheated area was integrated into the outlet to pre-
vent the generation of air bubbles at the outlet zone due to the low pressure. This
concept was derived from understanding the pressure distribution in the case
of laminar flow, for example, in the microchannels, as shown in Eq. 1.

– ∆P =– (p1 – p2)∞L (1)

where p1 and p2 indicate the pressure in the upstream and downstream and L
indicates the distance between the upstream and downstream. Air bubble gen-
eration in the steady state while the solution passes from the inlet to the outlet
is another crucial drawback of working under high-temperature conditions.
The solutions flowed to the microchannels in the following order: the fluo-
rinated oil, 1 µL, followed by the PCR solution that contained 800 copies/µL
of plasmid DNA at a flow rate of 0.5 µL/min. The plasmid used in this ex-
periment was a standard molecule for which the quantification performance
had already been validated [58]. The solutions were exhausted through the
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Fig. 5 a Schematic illustration of the continuous-flow PCR device. b Gel electrophoresis
image of the continuous-flow PCR with lane M showing the standard DNA marker, lane 1
showing the amplified product of Mon 810 with 113 bp, and lane 2 showing the positive con-
trol. c and d Schematic illustration and image of the laser-based detection system. e Image
of the PDMS-based device, and the scanned data plotted according to the device surface

outlet after about 40 min and collected in a vial. DNA amplification was then
detected by running the samples on a gel electrophoresis system. The results
shown in Fig. 5b demonstrated that specific DNA amplification was achieved.
Additionally, DNA amplification was detected on the device by a laser-based
detection system developed by the Industrial Research Institute of Ishikawa
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(IRII), Ishikawa, Japan. The laser head, which could expose the excitation
wavelength of Cy5 at 640 nm and focus the fluorescence signals from the tar-
get molecules by a confocal system, was applied at a speed of 4 mm/s with the
simultaneous detection of the average fluorescence signals during intervals of
once each millimeter. A schematic illustration and an image of the experimen-
tal setup are shown in Fig. 5c and d, respectively. The laser head scanned the
surface of the device within the specified area as indicated in Fig. 5e. Quantita-
tive continuous-flow PCR was performed using a wide range of DNA template

Fig. 6 a Plot showing the dependence of the fluorescence intensity on the initial DNA
copies: A 10 000, B 800, C 6 copies/µL, D no DNA. b Relationship between the threshold
cycle (Ct) and the initial DNA copy
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concentrations, such as 60, 800, and 10 000 copies/µL. In this case, the solu-
tions flowed to the microchannels in the following order: the fluorinated oil,
1 µL, followed by PCR solution at a flow rate of 0.5 µL/min, while the heaters
were turned on. The increase in the fluorescence signal was delayed with de-
creasing DNA concentration, as we also observed in a typical quantitative PCR
(Fig. 6a). Moreover, the relationship between threshold cycle (Ct) and the ini-
tial DNA concentration showed an almost linear dependence (Fig. 6b). These
results showed that it would be possible to quantify the initial copies of the
template DNA on our microfluidic device.

We have therefore performed a continuous-flow PCR which applied the
novel liquid flow method for maintaining the stability of the initial start-up.
Additionally, quantitative continuous-flow PCR was performed in connec-
tion with a laser detection system. Although Obeid et al. [55] reported that
continuous-flow PCR was detected by LIF detection, their system could not
allow quantitative detection. Quantitative DNA analysis is important for envi-
ronmental inspection and food evaluation, etc., as well as biological studies;
thus, our PCR system has promising potential for applications in a wide range
of research.

2.3
Label-Free Optical Biosensor Based on Localized Surface Plasmon
Resonance (LSPR) and Interferometry for Biomolecular Interactions

In life sciences, there is a continuously growing interest to find new methods
and devices that would provide easy, highly reproducible, and sensitive sens-
ing assays for biomolecular reactions. Surface plasmon resonance (SPR) has
been the leading method in the label-free format. SPR relies on the changes
in the refractive index (RI) induced by the biomolecular recognition events
confined to the interface. The contributions to SPR have caused significant ad-
vances in label-free biosensor technology [61], and the portable SPR devices
have become attractive for on-field applications [62–64]. Imaging SPR has al-
lowed the implementation of an array format and significantly improved the
utility of the SPR technique [65–67]; however, its instrumental setup is com-
plicated for the development of hand-held devices. In efforts to overcome the
problems associated with the conventional SPR-based systems, optical interfer-
ometric transducers provided a strong alternative [68–71]. A sensor based on
inexpensive, optically flat, thin films of porous silicon was described by Sailor
and coworkers [72, 73]. By illuminating the sensor from the top, the authors
found an easy solution to an important drawback of SPR, the limited pene-
tration depth, [74–76] and detected the biomolecules on the sensor surface.
Recently, Pan and Rothberg [77] reported the optical detection of biomolecular
reactions on nanoporous aluminum oxide templates.

The research toward miniaturization has led us to the unique optical char-
acteristics of noble metals at nanoscale sizes, such as Au [78] and Ag [79]
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nanoparticles. The intense colors exhibited by colloidal solutions of noble
metal nanoparticles are due to the colloidal SPR phenomenon. The properties
of colloidal SPR are strongly dependent on the size, shape, and local envi-
ronment of the nanoparticles, as described by Mie theory [80]. According
to Mie theory, there is a restriction on the movement of electrons through
the internal metal framework when the size of the metal particle is scaled
down to the nanometer level (<100 nm) [81, 82]. The collective charge density
oscillations of nanoparticles are defined as localized surface plasmon reson-
ance (LSPR) [83, 84]. LSPR absorption bands are characteristic of the type
of the nanomaterial, the diameter of the nanoparticles, and their distribu-
tion [85, 86]. LSPR can detect an immediate change in the interfacial RI of
the surrounding medium [84–86], which is greatly affected by the attachment
of biomolecules at the colloid/solution interface [87–89]. LSPR phenomena
have been previously utilized to monitor biomolecular interactions by our
group [90–92] and others [87, 89, 93].

In this work, the combination of LSPR with interferometry using a porous
anodic alumina (PAA) layer chip for the detection of DNA hybridization
is demonstrated [205]. Au-capped oxide nanostructures were prepared on
the chip surface by gold deposition onto the chip to form a “caplike” layer
on top of the oxide nanostructure in an orderly fashion. One of the major
drawbacks of conventional Au nanoparticle-based LSPR chips is the compli-
cated chemistry required to form a self-assembled monolayer (SAM) of Au
nanoparticles. During the mass fabrication of numerous chips, the slightest
defects in the uniformity of SAMs cause significant problems in the repro-
ducibility and reliability of the results. When the Au-capped oxide nanos-
tructures are illuminated with visible light from the top, the electromagnetic
energy emitted from the nanostructures overlaps to form a linearly expand-
ing region. Thus, a wide electromagnetic region provided high sensing ca-
pabilities for biomolecular binding events. It is well defined that the shift in
the position of λmax is small in LSPR observations [83–89], whereas there
is a significant shift in the responses obtained from interferometric experi-
ments [68–71, 90]. The combination of LSPR with interferometry on a PAA
layer chip enables two important aspects of optical sensing systems: the shift
in λmax and the increment in the relative reflected intensity (RRI) in a new
and highly sensitive format. The excitation of the optical characteristics and
the detection were performed using only one optical fiber, which made our
device user-friendly and suitable for the development of hand-held diagnostic
devices.

2.3.1
Fabrication of Porous Anodic Alumina Layer Chip

For the preparation of the PAA layer on the aluminum (Al) substrate, we
in our laboratory at the Japan Advanced Institute of Science and Technol-
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ogy developed a two-step anodizing method [94]. Al sheets (Aldrich 99.999%,
25 × 25 × 0.5 mm) were degreased in acetone and then annealed at 480 ◦C
for 40 min to remove mechanical stress and recrystallize the metal. Subse-
quently, to smooth the surface morphology, the Al sheets were mechanically
polished with 6-, 3-, 1-, and 0.25-µm diamond suspensions. After rinsing in
acetone, ethanol, and distilled water, the Al sheets were electrochemically pol-
ished in H3PO4 + H2SO4 + H2O (8.5:1:0.5) + CrO3 (35 g L–1) for 10 min at
70 ◦C. The first anodizing step was conducted under the constant voltage of
40 V in a 0.3 M aqueous oxalic acid solution for 10–100 min (thickness of
PAA layer: 0.5–5 µm). The anode temperature was kept constant at 10 ◦C, and
the electrolyte was vigorously stirred during the process in order to maintain
the temperature and the electrolyte concentration. The details of the mech-
anism of the ordered formation of holes in the textured Al are not clear at
present; however, it is thought that each convex can induce the independent
formation of a hole due to its geometrical effect. After the first anodizing
step, the generated PAA layer was removed by immersing the sample in a so-
lution containing a mixture of phosphoric (1.8%, w/v) and chromic acids
(2%, w/v). After the removal of anodic Al, a textured pattern of concaves
was obtained on the surface of the Al sheets. Then, the second anodizing
step was carried out under the same conditions as described in the first
anodizing step for 10–100 min. PAA layers with various thicknesses were ob-
tained by changing the time for the anodizing steps. Finally, Cr and Au layers
were deposited onto the PAA layer using a thermal evaporator (SVC-700TM/
700-2, Sanyu Electron Co., Japan) to enhance the LSPR optical properties. The
growth rate and pressure were monitored using a quartz crystal microbal-
ance (QCM) (Model TM-200R, Maxtek Inc., Japan), and manually adjusted to
1.0 Å s–1 and 8×10–6 Torr, respectively. The PAA layer chip was plated with
a 50-Å Cr layer and a 150-Å Au layer.

2.3.2
Optical System

The instruments that were used for evaluation of the optical properties of
the PAA layer chip were based on an LSPR spectroscopy microscopy system
(Ocean Optics Inc., USA). The optical system was equipped with a tungsten
halogen light source (LS-1, wavelength range 360–2000 nm), spectropho-
tometer (USB2000 UV–visible, wavelength range 250–1100 nm), and an op-
tical fiber probe bundle (R-400-7 UV–visible, fiber core diameter 200 µm,
wavelength range 250–850 nm). The experimental setup for the optical prop-
erties evaluation is shown in Fig. 7. White light emerging from the optical
fiber bundle was incident onto the PAA layer chip from the vertical direc-
tion. The reflected light was coupled into the detection fiber probe in the same
bundle and analyzed using the UV–Vis spectrophotometer. All absorbance
spectra were taken from 400 to 850 nm at room temperature.
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Fig. 7 Experimental setup and construction of LSPR and interferometry-based label-free
optical biosensor with PAA layer chip

2.3.3
Label-Free Detection of DNA Hybridization

The synthetic oligonucleotides (23-mer) for the detection of apoE polymor-
phisms [95] were purchased from Fasmac Co. (Japan), and had the following
sequences:

Probe DNA: 5′-thiol-CAG GCG GCC GCA CAC GTC CTC CA-3′ has a sequen-
ce that is complementary to a fragment of allele ε3 and surrounds codon 112.

Target DNA: 5′-TGG AGG ACG TGT GCG GCC GCC TG-3′ has a sequence
that is complementary to a fragment of allele ε3 and surrounds codon 112.

Single-base mismatch target DNA: 5′-TGG AGG ACG TGC GCG GCC GCC
TG-3′ has a sequence that is the same as a fragment of allele ε4 and surrounds
codon 112. The single-base mismatch position is indicated with a boldface
letter. Oligonucleotide primers were designed as described in Hixon and
Vernier: 60 primer 1,5′-ACA GAA TTC GCC CCG GCC TGGTAC AC-3′, and
primer 2,5′-TAA GCT TGG CAC GGC TGT CCAAGG A-3′.

An aliquot (20 µL) of 10 µM thiolated probe DNA solution containing
100 µM 6-mercaptohexanol (Dojindo Laboratories, Japan) was introduced to
the Au-deposited PAA layer chip surface and incubated for 1 h. After the im-
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mobilization of probe DNA, the PAA layer chip surface was rinsed thoroughly
with 20 mM phosphate-buffered saline (PBS, pH 7.4) and dried at room tem-
perature. After the probe immobilization procedure, a desired concentration
of target DNA solution in PBS (20 µL) was introduced to the probe immo-
bilized PAA layer chip surface, and the hybridization reaction was allowed
while incubating for 1 h at room temperature. Single-base mismatch DNA in
PBS (20 µL) was also exposed to the probe DNA on the PAA layer chip sur-
face as described above. After a stringent washing of the surface, the changes
in the absorption spectrum caused by the hybridization reaction were moni-
tored. PCR amplification of DNA that was extracted from peripheral blood of
consenting adults of our lab was performed.

Figure 8A and 8B show the cross-sectional AFM analysis, correspond-
ing to the diagonal lines, of a PAA layer chip that was established by the
two-step anodizing process. The diameters of the nanopore and the inter-
pore were ∼60 (1.2×1010 pores/cm2) and ∼120 nm, respectively, before Au
deposition on the PAA layer chip. The dimension of the nanopore became
∼47 nm after the deposition of the Au layer. The overlaid images showing
the effect of Au deposition on the PAA layer are shown in Fig. 8C. An Au-
capped oxide nanostructure ∼45 nm in height was established on all sides
of the nanopore uniformly. The line profile was formed by a set of cones in-
stead of the expected cylinder-shaped internal pore. This deviation in the
expected shape resulted from the inability of the AFM probe tip to enter in-

Fig. 8 AFM analysis of PAA layer chip surface A before and B after Au deposition corres-
ponding to the diagonal lines. C Side-view images of the PAA layer chip surface before
(dotted line) and after (solid line) Au deposition
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Fig. 9 The detection of hybridization between DNA sequences related to apoE gene poly-
morphisms using an Au-deposited PAA layer chip A in wide range and B from 800 to
840 nm, by monitoring the optical responses of the bare PAA layer chip (black line),
Au-deposited PAA layer chip (red line), after 10 µM probe DNA immobilization on Au-
deposited PAA layer chip (blue line), after incubation with the buffer solution only (green
line), after hybridization with 10 µM single-base mismatch DNA (magenta line), after hy-
bridization with 10 µM target DNA (brown line), and after hybridization with a mixture
of target with single-base mismatch DNA in 1 : 1 ratio (gray line). C Optical characteris-
tics obtained after hybridization of 10 µM probe DNA with serial dilutions of target DNA
from 800 to 840 nm with the calibration plots for the dependence of the RRI
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side the nanopores due to its conical geometry with a relatively low aspect
ratio. Following Fig. 8C, the limited penetration of the tips into the nanopores
was evident when the expected depth of the nanopores was several microm-
eters. However, the fabrication of the PAA layer chips resulted in similarly
prepared nanopores with exactly the same dimensions and optical character-
istics. Binding of probe DNA immobilized on the PAA layer substrate to its
corresponding target DNA strand resulted in a change in the RI of the layer
medium, and was detected as a corresponding shift and an increase in the
RRI. Figure 9A shows the superimposed absorbance spectrum profiles ob-
tained from PAA layer chips, and Fig. 9B shows the spectrum from 800 to
840 nm. When the bare PAA layer was excited, we could observe only the
interferometric pattern (black line). After Au deposition, the absorbance in-
tensity increased significantly as a result of the LSPR characteristics (red line).
When the probe DNA was immobilized on an Au-deposited PAA layer sur-
face, we could observe both the red shift and an increase in the absorbance
intensity (green line). After a stringent washing of the surface, there was no
significant change in the probe DNA responses. Under similar conditions, but
in the presence of 10 µM single-base mismatch DNA sequences, a slight red
shift in wavelength of the interference fringe and LSPR patterns were detected
with minor amplitude fluctuations (blue line). However, the hybridization re-
action between 10 µM target and probe DNA caused a significant red shift in
wavelength and an enhancement in the RRI (magenta line). In the presence
of target DNA with concentrations ranging from 1 pM to 1 µM, pronounced
wavelength shifts and RRI occurred (Fig. 9C).

The large dynamic range and high sensitivity of the PAA layer chip with
respect to analyte concentration enables the quantification of biomolecules in
small volumes in a rapid and simple format. Our biosensor system represents
a unique approach to performing interferometry and LSPR that utilizes a very
simple and cost-effective optical setup with disposable chips. The PAA layer
chip appears to be scalable down to a single nanopore without loss of sensi-
tivity, and is amenable to integration with microfluidics for high-throughput
determinations.

3
Protein Sensor Systems

3.1
On-Chip Cell-Free Protein Synthesis Using a Picoliter Chamber Array

The progress in analyzing the human genome has shifted the focus of re-
search from genes to proteins [96–100]. Although the number of human
genes is reported to be 28 000–38 000 [101], the functions of most of them
remain unknown. A rapid and easy method for synthesizing gene products
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has yet to be developed [206]. Thus, in this section we report an in vitro pro-
tein synthesis system that was designed and constructed on the microarray
to make a protein library chip. The chip has proteins arranged in an array,
and can detect target molecules. Gene cloning and expression is widely used
in the preparation of proteins. However, some kinds of proteins often cannot
be expressed well in host cells. Our cell-free protein synthesis system could
be suitable for expressing such proteins. This protein synthesis system has
other advantages as well, such as labeling proteins with isotopes for detection
by NMR spectroscopy [102], easy purification of the synthesized protein, and
short protein synthesis time.

A highly integrated protein chip is a powerful tool for accelerating post-
genomic research. Our aim is to develop protein chips directly from a DNA
library using the in vitro protein synthesis system. Recently, a cell-free pro-
tein synthesis system from E. coli, rabbit reticulocytes, and wheat germ was
commercialized [103]. In this research, a rapid translation system from E. coli
was used for protein expression. Previously, we reported the development of
large-scale integrated picoliter microchamber arrays for PCR [28], the intro-
duction of a novel nanoliter dispensing system suitable for DNA amplification
on a microchamber array chip [30], the development of a simultaneous mul-
tianalyte immunoassay method for detecting human immunoglobulins based
on a protein chip and imaging detection [104], and the development of a new
approach for manufacturing encoded microstructures used as versatile build-
ing blocks for miniaturized multiplex bioassays [105]. Others have reported
the construction of protein chips [106, 107] or cell-free protein synthesis in
small chambers [108]. Kukar et al. detected eight samples simultaneously
on one chip [106], and Kojima et al. [107] constructed an electrochemical
immunochip including an assembly of 36 electrodes. There have been re-
ports of high-throughput screening of a mutated anti-human serum albumin
single-chain antibody (anti-HSA-scFv) using an in vitro protein synthesis
system [109, 110]. In these reports, two amino acids were mutated randomly,
and over 600 mutations were screened on 96-well plates. Our newly developed
chip could also be a powerful tool in similar applications.

High-throughput screening is required for the rapid elucidation of protein
functions. Microscale reactions have the advantages of short reaction time
and the use of small amounts of samples and reagents. Especially in a high-
throughput screening system, numerous samples must be analyzed simul-
taneously and, if possible, economically. Thus, we made a highly integrated
protein microchamber array chip by using microfabrication techniques and
PDMS. PDMS micromolding techniques have been used to fabricate microflu-
idic systems [111, 112]. Unlike traditional microfabrication materials, such as
silicon and glass, PDMS can be bonded and manufactured easily and effi-
ciently [113]. In addition, PDMS has some properties that are advantageous
for biochemical applications, such as high transparency in the 230–700 nm
wavelength range and high permeability to gases.
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3.1.1
Cell-Free Protein Synthesis Chip Fabrication

The photolithography process [113] has been used to fabricate thin microar-
ray sheets using PDMS. A master pattern was formed on a silicon wafer
using SU-8 photoresist. The PDMS prepolymer (Sylgard-184: Dow Corning,
USA) mixture was poured onto the master and covered with a transparency
film (overhead projector sheet). A multilayer stack of aluminum plates, the
master pattern, PDMS, a transparency film, a glass wafer, and rubber sheets
were clamped tightly and the PDMS prepolymer was baked and cross-linked
at 80 ◦C for 2 h. The resulting thin PDMS sheet that has over 200 000 mi-
crochambers (microholes) was put on a slide glass in acetone and treated
with oxygen plasma to bind the sheet to the glass. A reactive ion etching
(RIE) system was used for the oxygen plasma treatment. The PDMS sheet
has microholes and a hydrophobic surface. Thus, only the bottoms of the mi-
crochambers were hydrophilic and the solution easily remained in the cham-
bers. Three different types of chips were designed and fabricated (Fig. 10).

Fig. 10 Optical images of the PDMS/glass complex chambers. A Rectangular chambers
about 100×100×15 µm; the volume is about 150 pL. B Cylindrical chambers 20 µm in
diameter and 15 µm deep; the volume is about 5 pL. C Cylindrical chambers 10 µm in
diameter and 15 µm deep; the volume is about 1 pL

The PDMS microchamber was used for in vitro protein synthesis. The ri-
bosome source was based on a lysate from E. coli (RTS-500 kit: Roche, USA).
The wild-type GFP gene contained in the kit was used as a reporter gene and
expressed on the chips. Cell-free protein synthesis reagents were prepared ac-
cording to the supplier’s directions. The reaction solution was composed of
a mixture of 0.25 mL of E. coli lysate solution, 0.75 mL of the reconstituted re-
action mixture, 50 µL of the enzyme mixture, and the GFP vector at a final
concentration of 10 µg/mL. First, we dripped the in vitro protein synthesis
solution on the chip and removed the surplus. Next, the microchamber chip
was covered with a gap cover glass and sealed to prevent evaporation. There
was a 20-µm gap between the chip surface and the cover glass. This gap pre-
vented capillary action among the chambers. The chip was held at 30 ◦C, and
GFP expression was detected by an optical fluorescence microscope with an
FITC filter (excitation: 450–490 nm; emission: 515–565 nm).
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3.1.2
Cell-Free Protein Synthesis Using a Microchamber Array

RIE treatment (oxygen plasma treatment) was used to bind PDMS to a glass
slide. Three different types of PDMS chips were designed and fabricated
(Fig. 10). Since the PDMS and glass construction gives the chamber struc-
ture a hydrophobic surface and a hydrophilic bottom substrate, an aqueous
solution poured onto the chip enters through the holes of the array and
remains only in these microchambers. This phenomenon prevents cross-
contamination between the microchambers. This chip is also suitable for
optical observations because of its transparency over a wide wavelength
range. Protein synthesis was carried out on the microchamber chips with
the GFP gene used as a reporter gene. The expression of GFP was de-
tected by fluorescence using an optical microscope. Thus, cell-free protein
synthesis on the chip resulted (data not shown). The fluorescence intensity
was detected within 1 h of incubation, and remained constant. In a batch
system, protein synthesis is said to be inhibited by a lack of substrate or
accumulated waste within 2 h [114]. In our system, cell-free protein syn-
thesis stopped within 2 h. This result is in agreement with the report of
Spirin et al. [114]. However, the formation of the GFP fluorescent group is
known to take 1–2 h [114]; thus, it may be considered that protein synthe-
sis stopped before the GFP fluorescence became constant. However, a simi-
lar shift in GFP fluorescence was shown in chambers with 10 (Fig. 11) or
20 µm i.d.

The lowest concentration of DNA template necessary for the detection of
the GFP signal was determined to be only ten molecules of DNA per chamber.
A type of microchamber array chip with cylindrical chambers 10 µm wide
and 15 µm deep was used in this experiment. The volume of this chamber
is about 1 pL. Thus, the concentration of a solution containing ten molecules
of DNA is about 4×10–5 mg/mL. This concentration is about 1/100 to 1/500
of the DNA concentration utilized in conventional cell-free protein synthe-
sis protocols. The use of a small-volume chamber increases the possibility of
contact between DNA and reagents, making it possible to express a protein
using a trace amount of DNA.

The distribution of over 10 000 samples using a DNA spotter would take
a very long time; therefore, self-layout of samples containing the DNA li-
brary was used in this study. DNA-immobilized beads were used as DNA
carriers. The amount of DNA immobilized on one bead was about 200
molecules on Dynabeads M-270 Carboxylic Acid, and 10 000 molecules on
Dynabeads M-280 Streptavidin (Dynal, USA). The microchamber array chip
with a 10-µm-i.d. chamber was used for bead arrangement. About 60% of the
chambers contained one bead (Fig. 11A); however, some chambers had mul-
tiple beads because the diameter of a bead, which is 2.8 µm, is much smaller
than that of the chamber. The design and fabrication of a new chip with
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Fig. 11 Optical images of GFPuv expression from DNA-immobilized beads. A Optical
image under white light; the arrows indicate the presence of beads. B Fluorescence
image of the chamber; ex.: 400–440 nm, em.: 475 nm. C Fluorescence image of a posi-
tive control containing cell-free protein synthesis reagents with 10 fg/pL pGGFPH vector.
D Fluorescence image of a negative control containing only cell-free protein synthesis
reagents (no template DNA). The cylindrical chambers shown in the figure were 10 µm
in diameter

smaller chambers to allow the entry of only one bead into each chamber are
currently under way in our laboratory.

With the aid of lipid, it was possible to disperse the beads into the cham-
bers. Rhodamine-modified lipid was used instead of phosphatidylcholine,
and the chip covered with lipid solution was observed both in air and in
water. Interestingly, the lipid moved into the chamber when the chip was
soaked in water. A chip with beads containing the GFP gene was used for
in vitro protein synthesis. As shown in Fig. 11, fluorescence was observed
after 1 h of incubation only in chambers that contained DNA beads. As a pos-
itive control, pGGFPH vector solution was added to the in vitro protein
synthesis reagents at 10 fg/pL; no template DNA was added to the in vitro
protein synthesis reagents as a negative control. The results of these control
experiments are shown in Fig. 11C and d. A comparison between DNA-
immobilized beads and DNA in solution suggests that the amount of protein
per DNA molecule in solution is greater than that on DNA-immobilized
beads. Nevertheless, easy and fast manipulation of DNA-immobilized beads
prompted us to use this method. In the experiments shown in Fig. 11, DNA-
immobilized beads with biotin–streptavidin conjugate were used. Similar
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results were observed when primer-immobilized beads were used. The con-
centration of GFP solution was about 10 µg/mL, estimated from the intensity
of the fluorescence. The amount of GFP protein per chamber was about
10 fg. The GFP solution did not diffuse from the chambers, indicating that
the solution in each chamber is physically separated from that in other
chambers.

Tabuchi et al. have made a microchamber chip with a chamber volume per
chip of 10 µL [108]. In our case, the chamber number is much larger and the
chamber volume is much smaller, which is advantageous for high-throughput
applications. However, the analysis of over 104 chambers takes a long time.
Therefore, a scanner-type analyzer for our system is being developed to en-
able automatic screening in the near future.

A new method for making a highly integrated protein chip from a DNA
library using in vitro protein synthesis on a microchamber array is demon-
strated. The chambers are of three types based on their volume capacity: 1, 5,
and 150 pL, and the total number of chambers per chip is 10 000 (150 pL) and
250 000 (both 1 and 5 pL). The array has a hydrophobic surface of PDMS and
a hydrophilic glass bottom. These structural properties provide the advan-
tage of preventing cross-contamination among the chambers. In vitro protein
synthesis using these chambers was achieved. The fluorescence of GFP ex-
pressed on the microchamber was rapidly detected. GFP expression was also
achieved using immobilized DNA molecules on polymer beads, which allows
easy handling of the DNA molecules. Brenner et al. [115] described a method
for cloning nucleic acid molecules onto the surfaces of 5-µm microbeads
rather than in biological hosts. A unique tag sequence was attached to each
cDNA molecule, and the tagged library was amplified. A unique tag was also
attached to each bead, and the tagged library was conjugated with the tagged
beads.

This method allows the immobilization of one kind of DNA on a bead.
Because such clones are segregated on microbeads, they can be manipulated
simultaneously and then assayed separately. If this method can be applied to
the chip described in this report, it will be possible to analyze easily a whole
DNA library on a chip in a short time. In the future, this system will be used
for the exhaustive expression of proteins included in target cells, the func-
tional analysis of proteins expressed from unknown genes, and the screening
of artificially mutated proteins.

In this study, we have reported a highly integrated protein microarray chip
using in vitro protein synthesis from DNA-conjugated microbeads. The pro-
tein microarray system made it possible to perform high-throughput screen-
ing and analysis for multiplexed gene expression on single beads in each
picoliter chamber. In the future, this system will be applied to the expression
analysis of proteins in multiplexed single cells and the functional analysis of
proteins expressed from unknown genes or cells.
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3.2
Multiple Label-Free Detection of Antigen–Antibody Interactions
Using LSPR-Based Optical Biosensor

The post-genome era of life sciences is rapidly moving beyond functional
genomics to proteomics. As an emerging field in life sciences, proteomics
is not only based on, but also being developed beyond, genomics [116].
However, a large-scale, rapid, and ultrasensitive assay system is highly de-
sired. The large-scale and partly high-throughput characterization of the hu-
man proteome has become possible with the sophisticated biochemical tech-
niques. Although enzyme-linked immunosorbent assay and two-dimensional
gel electrophoresis are currently the most widely used bioanalysis tools for
monitoring protein–protein interactions, they bring along disadvantages with
regard to throughput, reproducibility, and sensitivity [117]. SPR is a strong
alternative to the existing technologies for monitoring biomolecular inter-
actions. Unfortunately, conventional SPR reflectometry requires sophisti-
cated optical instrumentation associated with the detection system. This lat-
ter limitation is significant, because biochips are urgently in demand for
high-throughput and cost-effective monitoring. To overcome these disadvan-
tages of conventional detection systems, biochip assay systems employing
micro- and nanoelectromechanical systems (MEMS and NEMS) have been
developed [118]. A highly developing trend in the application of MEMS and
NEMS technologies in life sciences and biotechnology is directed toward
miniaturization and multidetection. These chip technologies have several
advantages over the conventional bioanalysis systems. First, the chip-based
assays enable rapid analysis of a large number of samples in a single ex-
periment. Second, the amount of material required is significantly small.
Reaction volumes are lower than the amount that is typically used in conven-
tional microtiter plates. Third, the signal-to-noise ratio exhibited by micro-
or nanofabricated biochips is much better than that observed for conven-
tional microtiter plate assay systems [119, 120]. In addition to the advantages,
such as reduced reagent consumption and laboratory space conservation,
lab-on-a-chip technology offers new prospects for laboratory innovation and
automation. Biochips in proteomics have evolved into powerful tools for
quantifying proteins and qualifying their state of activation in complex bi-
ological samples. Until now, several kinds of biochips for proteomics using
MEMS and NEMS technologies have been developed, such as an array-based
chip [32, 33, 104] and a microfluidic biochip [13, 87, 90, 121, 122]. However,
these biochips require the labeling of the proteins with different types of
reagents, such as fluorescent dyes or enzymes. The labeling procedure with
these reagents is a difficult and time-consuming task, and may cause an inhi-
bition of the biofunctions of the native protein. To overcome these disadvan-
tages, we developed a novel LSPR-based nanochip for label-free monitoring of
biorecognition events.
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LSPR has been the leading method in the label-free format for measuring
the biomolecular interactions. LSPR-based monitoring methods can detect
an immediate increase in thickness of a biomolecular layer caused by the re-
action between the solution component under study and the receptor layer
immobilized on the surface [123, 124]. The excitation of LSPR by visible light,
at an incident wavelength where resonance would occur, results in the ap-
pearance of an intense absorption band. The intensity and position of the SP
absorption band are characteristic of the type of the material, the diameter
of the nanoparticles, and their distribution. The methods can detect imme-
diate change in the interfacial RI of the surrounding medium [87], which
is greatly affected by the attachment of biomolecules at the colloid/solution
interface. Biomolecule binding induces a change in the color of the sen-
sor substrate, thus providing an easily detectable optical signal. Mie theory
predicts a red shift in the position of the absorbance peak (λmax) and an
increase in its intensity. Previously, our group achieved the label-free detec-
tion of antigen–antibody reactions [90] and peptide nucleic acid (PNA)–DNA
and DNA–DNA hybridization using our LSPR-based nanochip. On the ba-
sis of the characteristics of our previous chips, we fabricated a multiarray
LSPR-based nanochip for the multiple detection of six different proteins
in this research.

3.2.1
Preparation of a Multiarray LSPR-Based Nanochip

An LSPR-based nanochip was constructed with a core–shell structured
nanoparticle layer (Fig. 12A). The surface-modified silica nanoparticle was
used as the “core”, and the “shell” was applied as the top and bottom gold
layers that were deposited using thermal deposition. For the preparation of
the surface-modified silica nanoparticles, silica nanoparticles (particle diam-
eter: 100 nm) were dried for 24 h at 55 ◦C and reacted with 1% (v/v) γ-APTES
solution in ultrapure water for 24 h at room temperature (RT) by stirring con-
tinuously. After the surface modification, the γ-APTES solution was removed
in the centrifugal operation for 1 h at 3500 rpm, and the recovered nanopar-
ticles were washed with ultrapure water. Both the washing and centrifugal
operations were repeated three times, then surface-modified nanoparticles
were dried for 5 min at 120 ◦C. Silica nanoparticles modified with amino
groups were thus obtained. The surface-modified nanoparticles were stored
in a desiccator until use, then a colloidal solution of the surface-modified
silica nanoparticles was simply prepared by dispersing the desired amount
in ultrapure water; a thermal evaporator was used at a base pressure of
8×10–6 Torr. The growth rate was monitored using a QCM and manually ad-
justed to 1.0 Å/s. Gold and chromium with 99.99% purity were obtained from
Furuya Metal (Tokyo, Japan). A chromium layer of 5 nm and a bottom gold
layer of 40 nm were deposited onto the glass substrates. Additionally, after the
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Fig. 12 A Construction of the multiarray LSPR-based nanochip. The surface-modified
silica nanoparticles were aligned on the gold-deposited glass substrate surface. Subse-
quently, the gold layer was deposited on the silica nanoparticle layer. B Photograph of
the multiarray gold-capped nanoparticle layer substrate. The antibodies were immobi-
lized on the multiarray gold-capped nanoparticle layer substrate surface using a nanoliter
dispensing system

formation of the silica nanoparticle monolayer, 30 nm of another gold layer
was evaporated on the top.

For the fabrication of an LSPR-based nanochip using surface-modified
silica nanoparticles, 1 mM of DDA solution was introduced to the gold-
deposited glass slide substrate surface, and the SAM was formed in 1 h. SAM
functionalization was carried out with 400 mM 1-ethyl-3-(3-dimethylamino-
propyl)carbodiimide (EDC) for 1 h. EDC activated the carboxyl groups of
the DDA, and therefore the amino groups of silica nanoparticles could
form esters with the activated carboxyl groups. The surface-modified sil-
ica nanoparticles that were modified with amino groups (1% w/v) by silane
coupling reagent in ultrapure water were exposed to the activated SAM-
modified gold substrate surface for 1 h. The nanoparticle layer modified
substrates were rinsed thoroughly with ultrapure water to remove the ex-
cess surface-modified nanoparticles and dried at RT. During the prepar-
ation of the nanoparticle layer, a silicon chamber was attached to the gold
layer-deposited glass slide surface to control the spread of the sample so-
lutions. Finally, a top gold layer (30 nm) was deposited onto the nanopar-
ticle layer modified substrates using a thermal evaporator. Thus, the LSPR
band was introduced in the visible range. A multiarray (20×60 mm) of
the core–shell structured monoparticle layer substrate could be obtained
(Fig. 12B).
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3.2.2
Immobilization of Antibodies onto Multiarray LSPR-Based Nanochip
and Label-Free Detection of Proteins Using the LSPR-Based Nanochip

Antibody immobilization onto the multiarray LSPR-based nanochip surface
was carried out in a similar fashion, with the formation of a nanoparticle
monolayer (Fig. 13A). DDA at 1 mM was introduced to the LSPR-based biochip
surface, and a SAM was formed in 1 h. SAM functionalization was carried out
with 400 mM EDC for 1 h, and then 100 mM NHS solution was added to the

Fig. 13 Experimental conditions of the multiarray LSPR-based nanochip. A Immobi-
lization of antibodies on the surface of the multiarray LSPR-based protein array biochip.
B Construction of the antibody immobilized spots and antigen concentrations. Six kinds
of antibodies and antigens were spotted onto the multiarray LSPR-based nanochip surface
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SAM-functionalized surface for 1 h. Protein A at 100 µg/mL was immobilized
on the surface for 1 h, which reacted with the Fc region of the immunoglob-
ulin G (IgG) antibodies. Antibodies against IgA, IgD, IgG, IgM, C-reactive
protein (CRP), and fibrinogen at 100 µg/mL were spotted onto the protein A-
modified surfaces using the nanoliter dispensing system at a volume of 100 nL
(Fig. 13B) and incubated for 1 h. Finally, the antibody-immobilized surface
was rinsed thoroughly with 20 mM PBS (pH 7.4) and dried at RT. In total, 300
antibody-immobilized spots were formed on the chip surface.

After the immobilization of the antibodies on the multiarray chip, differ-
ent concentrations of antigen solutions (∼0 to 100 µg/mL) were introduced
onto the 300 spots using the nanoliter dispensing system and incubated for
30 min. Especially, the total sample volume was significantly reduced. Each
spot was reacted with 100 nL of sample solution containing the antigens at
varying concentrations. After an incubation period of 30 min, a stringent
washing procedure with 1% (v/v) Tween-20 was applied to suppress the non-
specific adsorption. Subsequently, evaluation of the optical characteristics of
the chip was carried out. All absorbance spectra were taken in the range of
400–800 nm on the UV–Vis spectrometer at RT. White light emerging from
the optical fiber bundle was incident onto the nanochip from the vertical
direction. The reflected light was coupled into the detection fiber probe of
the optical fiber bundle and analyzed by the UV–Vis spectrometer. The eval-
uation of the results obtained from the nanochip surface revealed that the
specific absorbance strength change was directly related to the applied anti-
gen concentration on the spot.

3.2.3
Multiple Detection of Proteins using a Microarray LSPR-Based Nanochip

The antibody solutions were spotted on the multiarray LSPR-based nanochip
surface using a nanoliter dispensing system. In this research, a total of 300
antibody immobilized spots were prepared on the nanochip surface by dis-
pensing six different antibodies. Each antibody was dispensed onto 50 prede-
termined spots. Additionally, each spot was separated with a pitch of 1 mm
to prevent cross-contamination. LSPR spectra were measured after incuba-
tion with the different concentrations of antigens for 30 min, and then the
washing procedure was carried out as described in the experiment. The ab-
sorbance strength change was recorded depending on the concentration of
the antigens IgA, IgD, IgG, IgM, CRP, and fibrinogen, as shown in Fig. 14A–F,
respectively. The multiarray LSPR-based nanochip provided a limit of de-
tection of 100 pg/mL for all of the proteins (data not shown). The wide
detection range of our nanochips was linear up to 1 µg/mL. Our method
using multiarray LSPR-based nanochips is a promising candidate for the
low-cost and highly sensitive detection of multiple analytes in a simple
and rapid format.
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Fig. 14 Absorbance measurements at each spot using the multiarray LSPR-based
nanochip. After the introduction of antigens at different concentrations using the nano-
liter dispensing system, the LSPR spectra were recorded for A immunoglobulin A (IgA),
B IgD, C IgG, D IgM, E C-reactive protein (CRP), and F fibrinogen

Future trends in diagnostics will continue in miniaturization of biochip
technology toward the nanoscale. Our multiarray LSPR-based nanochip pro-
vides a convenient, low-cost, and label-free method for specific and highly
sensitive detection of the biomolecular interactions in a parallel format. We
anticipate that this technology will extend the limits of current molecular
diagnostics and enable point-of-care diagnosis as well as promote the devel-
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opment of personalized medicine. The multiparallel possibilities of biosens-
ing applications have the potential to allow the optimization of biomarker
research, cancer diagnosis, and also the detection of infectious microorgan-
isms for biodefense. Especially, the cost for the fabrication of our multiarray
LSPR-based nanochip, including the optical apparatus, is significantly lower
than that of a conventional SPR system. This LSPR method is “easy to oper-
ate” even by “nonspecialists”. The LSPR-based multiarray nanochip presents
a highly versatile method that is readily applicable to the other kinds of bioas-
says, such as metabolomics and cellomics.

4
Cell Chip Device Systems

4.1
Neuronal Patterning in Biochips

Long-term potentiation (LTP) of synaptic transmission in the hippocampus
is the primary experimental model for investigating the synaptic basis of
learning and memory in vertebrates [125]. LTP is believed to be linked to
the glutamate cycle [126] and activation of amino acid receptors, such as
the N-methyl-d-aspartate receptor complex [127]. Studies in this area have
involved electrophysiological study with patch clamping techniques and high-
resolution fluorescence imaging with confocal microscopy. This work aimed
to improve this method with the introduction of two techniques: pattern-
ing of neurons to the level of individual synapses and super high-resolution
near-field optical microscopy [128–130]. The patterned growth of in vitro
neurons is a key feature in the development of both fundamental and ap-
plied research in the neuroscience field. Moreover, patterning of neurons will
allow for better studies of neuron connectivity, synapse formation, and stud-
ies into LTP. Neuron guidance can be carried out through physical, chemical,
or electrical cues [131, 132]. A number of studies on the patterning of cell
lines, such as PC12 and BCE cell lines, have already been done [133]. How-
ever, primary cell lines have proven to be more difficult to pattern. Some
microfluidics have been shown to be capable of patterning primary culture
cells [134, 135]. The patterning method consists of chemical guidance with
an element of physical confinement, and allows for ultrafine patterning of
neural growth on transparent glass substrates. The substrates consist of mi-
crofabricated perfluoropolymer barrier structures on glass. Poly-l-lysine was
selectively deposited using a silicone-based microfluidic stencil aligned to
the perfluoropolymer/glass substrate. Topographical patterns are formed by
etching of amorphous perfluoropolymer on top of the glass substrates. It is
believed that hydrophobic perfluoropolymer absorbs albumin proteins from
the growth medium, which is repulsive to cells [136]. Chemical patterning of
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a poly-l-lysine growth matrix on the glass substrates has been carried out
with microfluidic stencils. Poly-l-lysine growth matrix contains many amide
groups, which promote cell adhesion. Thus, this method creates structures,
which alternate between chemically attractive and repulsive regions. Use of
a microstencil demonstrates a way to pattern molecules on surfaces where the
topographical patterns are already formed. Using this method it is possible
to create 10-µm paths and achieve guidance of individual neurites. It is also
desirable to integrate the patterning system with microelectrode arrays and
to apply this technique to commercial chips, such as the Med64 system from
Panasonic [137].

Primary culture neurons were extracted from 8-day-old chicks, patterned
successfully, and grown for 3 days to form good networks at a concentra-
tion of 8.5×105 cells/mL, while three-dimensional patterning was possible
at high concentrations (> 1×106 cells/mL). Cell viability was evaluated with
fluorescein diacetate (Fig. 15A). Tests were done to see the effect of poly-
l-lysine on the Cytop/glass patterns without using the microfluidic stencil.
For substrates dipped for long periods of time, the growth was nonspecific.
The samples that were dipped in the poly-l-lysine for 2–3 min showed pref-
erential growth in the glass channels with patterning down to the level of
individual neurites (Fig. 15B). Fluorescence imaging was carried out on both
the cell viability during growth and immune-tagged microtubule-associated
proteins on the neurites. Successful growth of primary neurons was also
achieved in the microfluidic patterns, where growth of cell lines were found
to be good when compared with primary culture (Fig. 15C) [138].

Fig. 15 Neuronal patterning methods: A chemical patterning, B physical patterning,
C microfluidic patterning. Primary cultures are grown in Cytop-coated patterns, poly-l-
lysine-coated deep Si structures, and microfluidic chips, respectively
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In vitro culture of small neuronal networks with predefined topological
features is particularly desirable when the electrical activity of such assem-
blies can be monitored for long periods of time. Indeed, it is hoped that
such networks, with predetermined connectivity, will provide unique in-
sights into the structure/function relationship of biological neural networks
and their properties of self-organization. However, the experimental tech-
niques that have been developed so far for that purpose have either failed
to provide very long-term pattern definition and retention, or they have
not shown potential for integration into more complex microfluidic devices.
To address this problem, three-dimensional microfluidic systems in PDMS
were fabricated and used in conjunction with both custom-made and com-
mercially available planar microelectrode arrays (pMEAs). Various types of
primary neuronal cell cultures (cortical cells from chick embryos and mouse
embryos) were established inside these systems (Fig. 16A–C). Extracellular

Fig. 16 A Microfluidic chip assembled on the Panasonic Medprobe dish. B Electrode inter-
face. C After assembling total microfluidic chip for electrical stimulation and recordings.
D Commercial pMEA fitted with patterns with 50-µm2 chambers and 25-µm-wide chan-
nels (day 8 in vitro). Electrodes are 50-µm2 squares and give the scale of the picture.
E Custom pMEA fitted with larger patterns, 5 h after seeding. Chambers are 600 µm in
diameter and channels are 30 µm wide. Wiring tracks are 50 µm wide and give the scale
of the picture. F Typical signals obtained in response to stimulation from the cells in-
side the PDMS microsystem shown in d and e. The three artifacts due to stimulation are
clearly visible. The resulting composite signal is difficult to analyze due to the impossibil-
ity of extracting single spikes
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electrical signals were successfully recorded from all types of cells placed in-
side the patterns, and this bioelectrical activity was present for several weeks
(Fig. 16D–F). We have shown that microfluidic systems made up of wells
and channels could accommodate neuronal cell cultures for several weeks
and guide their growth on top of microelectrode arrays. Our results prove
that confinement inside PDMS microstructures with characteristic dimen-
sions as small as 20 µm does not impair the ability of the cells to generate
electrical activity. In contrast to most existing patterning methods for neu-
ral networks, which emphasize the fineness of cell patterns, the approach
presented here seems especially suitable for isolating small groups of neu-
ronal cells inside chambers with characteristic dimensions of a few hundred
micrometers and constraining the topology of the synaptic connections be-
tween these groups [139]. Such a setup could be used to further constrain the
connection topology between cell clusters by applying differential chemical
and/or electrical stimulation to certain chambers. This technique will enable
exploration of cellular self-organization mechanisms at a new scale, although
further development of microfluidic technology is first required. The advan-
tage of this approach is that it can be further integrated with microfluidic
devices and pMEAs to yield, for example, complex neuron-based biosensors
or chips for pharmacological screening.

4.2
Cell-Based Assays for High-Throughput Anticancer Drugs
and Neuropeptide Molecule Screenings Using Microchamber Array Platforms

4.2.1
On-Chip Multiplexed Screening of Anticancer Drugs

Over the past decade, a variety of scientific advances including the growing
number of potential therapeutic targets emerging from the field of func-
tional genomics, the rapid development of large compound libraries derived
from parallel and combinatorial chemical synthesis techniques, and the ever-
increasing pressure to reduce developmental costs have driven the need for
improved drug discovery screening technology [140, 141]. Despite the huge
increase in research and development spending in pharmaceuticals, the num-
ber of approved drugs as new chemical entities has only slightly increased.
The high productivity and low cost of new technologies were greatly needed
in every step of the drug discovery process, for example, a rapid, reliable,
and sensitive high-throughput screening (HTS) technique with extremely low
cost. To achieve this goal, assay miniaturization with precision and automa-
tion in analyte delivery becomes a prerequisite [142]. The recent development
of microarray and microfluidics technologies has facilitated the development
of high-density, low-volume assays. HTS assays play a pivotal role in the
search for novel drugs and potential therapeutics. Traditionally, most of the
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HTS assays performed using multiwell microtiter plates as platforms in iden-
tification of potential bioactive compounds, enzyme inhibitors, and small-
molecule targets involve in vitro biochemical assays [143–147]. In the last few
years, cell-based assays have become an increasingly attractive alternative to
in vitro biochemical assays for HTS. The requirements for such in vivo assays
are the ability to examine a specific cellular process triggered by a defined tar-
get and a means to readily measure its output in a HTS system [142, 148, 149].
Cell-based assays have notable advantages over in vitro assays. Firstly, these
in vivo assays do not require purification of the target protein and therefore
eliminate investment of resources to gain the necessary knowledge for obtain-
ing a biochemical target. Secondly, the conformation and the activity of the
target protein, as well as the readout to monitor the effect of compounds, are
examined in a cellular context that most likely represents the natural phys-
iological state more closely than in vitro assays. Thirdly, cell-based assays
can immediately select against compounds that are generally toxic. Thus, hit
and lead compounds that are identified through cell-based assays have passed
important validation steps.

The availability of this information provides a head start compared to
many in vitro assays, and can save valuable time and costs in the develop-
ment of the drug. There have been growing number of publications reported
in the literature on high-throughput cell-based assays for various applica-
tions: unraveling novel intracellular pathways [150], discovery of anticancer
drugs [151], yeast cell-based assays for functional genomics and drug discov-
ery [152], the discovery of inositol phosphatase inhibitors [153], and evalua-
tion of plant extracts as anticancer drugs [154], etc. All these reports mainly
used 96- or 384-well plates as formats, which require a minimum of 100 µL as-
say mixture, which is bulky and suggests further miniaturized assay formats
in order to reduce the total cost of drug screening. Testing very small samples
is very attractive because it requires only minute amounts of both the com-
ponent being assayed and the components of the assay, both of which may
be quite expensive or available in very limited amounts. There are no reports,
so far, on using miniaturized microchamber array chip formats coupled with
an automatic nanoliter sample dispensing system for screening of bioactive
compounds of choice with a cell proliferation assay. Therefore, we have con-
structed different sizes of miniaturized microchamber arrays with silicon and
polymer as chip substrates in our laboratory by using micromachining and
soft lithography techniques, and employed them in various applications.

In this research, we report applications of this silicon microchamber ar-
ray platform for HTS of carotenoids astaxanthin, canthaxanthin, β-carotene,
and lutein, and bacteria-derived carotenoids lutein and zeaxanthin, as cyto-
toxic anticancer drugs against human cervical cancer cell line HeLa 229 using
a fluorescence-based cell proliferation assay, and quantitation of their cyto-
toxic effects [207]. Further, we have compared the on-chip cell proliferation
assays by performing the same assays with conventional 96-well plates.
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Figure 17A illustrates a flow diagram of nanoliter silicon microchamber
array platforms for fluorescent cell-based high-throughout screening of cy-
totoxic anticancer drugs and quantitative determination of cytotoxicity of
screened drugs. First, the chip was placed onto the dispensing stage of a nano-
liter dispenser, and 20 nL of HeLa 229 cell suspension in MEM consisting of
250 cells per chamber was distributed precisely into 192 chambers (24×8) of
a microarray chip, as a block for each concentration, by using a Cartesian
nanoliter dispensing system. The samples were incubated for 2 h in a humid-
ified chamber at 37 ◦C with 5% CO2 atmosphere to allow the cells to adhere
to the chamber wall surfaces. We intentionally left two lanes of microcham-
bers (24×2) empty between each chemical treatment for easy distinction. It
was followed by introduction of 20 nL of authentic carotenoids, such as astax-
anthin, canthaxanthin, lutein, and β-carotene, as well as carotenoidal extracts
from Stenotrophomonas containing lutein as chief constituent and zeaxanthin
from Flavobacterium carotenoidal extracts in ethanol at different concentra-
tions, depending on the chemical availability. Materials were distributed into
the microchambers (550×550×250 µm3) of the chip array by a dispensing
system while maintaining the humidity over 90% inside the system, which
allows cells to have native activity inside the chambers and also avoids dry-
ness [155, 156]. The effect of each chemical concentration was quantified from
the 192 microchambers. The chip containing the cells and chemical target
to be screened was then transferred into an incubator maintained at 37 ◦C
with 5% CO2 atmosphere for 18 h. At the end of incubation, the chip was
processed with fluorescent dye Calcein-AM (Dojindo, Japan), to detect flu-
orescence release from the live cells, which was determined as given in the
Dojindo Technical Manual [157]. The chip was loaded with 1 µM Calcein-AM
that was dissolved in 50 µM PBS buffer (pH 7.4) and allowed to stand for
30 min at room temperature while protecting the chip from the effects of light
by covering with aluminum foil. The cells were then washed three times with
PBS buffer and treated with 1 : 1 volumes of acetone and methanol (Wako
Pure Chemicals, Japan) for 1 min to dry the cells. The chip was then scanned
with a CRBIO IIe FITC microarray scanner (Hitachi Software, Japan) and the
fluorescence readout was recorded with a filter having excitation and emis-
sion of 473 and 532 nm, respectively. The cell viability was measured from
the intensity of the fluorescent calcein released by the action of membrane es-
terase present in the living cells, and the cell death was quantified using DNA
SIS (R) Array software, version 2.1.

Figure 17B shows a fluorescence image of the microarray scanned chip
after simultaneous screening of different carotenoids including astaxanthin,
canthaxanthin, lutein, and β-carotene, and bacteria-derived lutein (repre-
sented in D-1 extract) and zeaxanthin, as well as a control (no chemical)
against HeLa cell proliferation. To achieve this, we constructed a miniatur-
ized microchamber array chip with 1248 chambers with a 24×52 pattern on
a 1×3 in. silicon wafer by using soft lithography and anisotropic wet etching
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Fig. 17 A Schematic illustration of a novel on-chip cell proliferation assay in nanoliter
volumes using highly integrated silicon microchamber array chip platform for high-
throughput cytotoxic anticancer drug screenings and the quantitative determination of
cytotoxicity of carotenoids. B Fluorescence image of microarray-scanned chip releasing
fluorescence from the microchambers introduced with different carotenoids after cell
proliferation assay
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techniques. This microchamber array platform enabled us to carry out reac-
tions as small as 40-nL volumes in each microchamber, which was combined
with an automatic nanoliter sample delivery system, for precise introduction
of the HeLa cell suspension and chemicals into microchambers, and a mi-
croarray scanner for fluorescent cell-based HTS assays to screen compounds
derived from natural sources and/or combinatorial chemistry for determin-
ing cytotoxic anticancer effects. The rendering of the inner wall surfaces of
the microchamber to be hydrophilic by an oxidized layer allows the cells to
adhere to their surfaces, which are amenable for cell cultivation in the nano-
liter chambers to measure the cytotoxic effects of compounds based on the
cell proliferation assay. This also minimizes cross-contamination to a cer-
tain extent between chambers, due to the hydrophobic surfaces of the chip
which prevented the spread of the aqueous solution to the outside of the mi-
crochamber, as shown in Fig. 17B. There is a need to control evaporation in
open systems such as this, as having high surface area to volume ratios be-
comes increasingly important and volumes are reduced. We overcame this
by keeping the microchamber array chip on a petri dish containing distilled
water, which avoided the chip becoming dry during incubation. We have
reported recently the optimization of this screening system including a nano-
liter delivery system for precise introduction of samples into microchambers
and the number of cells required per chamber for the cell proliferation as-
say [155]. We have delivered 20 nL of HeLa 229 suspension consisting of 250
cells per chamber precisely by using a nanoliter dispensing system. After
a brief incubation, the chip was distributed with 20 nL of five different stan-
dard carotenoids and two bacteria-derived carotenoidal extracts at different
doses, along with a control that received no chemical, into 192 chambers of
each chip to determine their cytotoxic anticancer activities against HeLa 229
cells. Since each microchamber array chip consists of 1248 chambers and
accommodates a few nanoliters as assay volume, it enables simultaneous
screening of large numbers of sparsely available compounds against a specific
target (cell line) or vice versa, which is otherwise difficult using conven-
tional 96- or 384-well plate formats, to identify compounds with cytotoxic
anticancer effects. The miniaturized silicon microchamber array platform is
highly customizable and reduces the consumption of cells 200-fold, while the
consumption of compounds decreases by > 2500-fold, compared to 96-well
plate assays.

A significant inhibition in the HeLa cell proliferation was found as
well as cell death inside nanoliter microchambers delivered with standard
carotenoids astaxanthin, canthaxanthin, lutein, and β-carotene and bacteria-
derived carotenoidal extracts, suggesting their cytotoxic anticancer activities
against human cervical cancer cells, HeLa 229. It was evident from the
data that the cytotoxicity is proportional to the increasing concentrations
of carotenoids and carotenoidal extracts studied (data not shown). The
cytotoxic anticancer effects of carotenoids and carotenoidal extracts were vi-
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sualized from the microarray scanned chip image, where various levels of
fluorescence intensity are seen depending on the effect of the carotenoid or
carotenoidal extract (Fig. 17B). Further, this integrated system not only allows
screening and detection of positive compounds that show cytotoxic effects
against a cell line, but also quantifies the cytotoxicity of the carotenoids,
which is measured by subtracting the fluorescence intensity of all viable cells
in each chemical treatment from the intensity of control chambers that are
not treated with any of the chemicals. The difference in the intensity was
a measure of the cytotoxic anticancer activity of these chemicals against
HeLa 229 cells. The cytotoxic effect of carotenoids was found to be in the
order of astaxanthin > canthaxanthin > β-carotene > lutein >bacteria-derived
carotenoidal extracts. Of all the carotenoids, astaxanthin showed the highest
inhibition in HeLa cell proliferation with 73% at 10 µM (146% for 20 µM on
a calculated basis), followed by canthaxanthin with 94%, and β-carotene with
78%, which was followed by standard lutein, lutein-rich carotenoidal extract
(from D-1 cultures), and zeaxanthin-rich extract (from Flavobacterium) with
35, 55, and 39%, respectively (Fig. 18A). The increase in the cytotoxicity of
bacteria-derived carotenoidal extracts is expected because they contain mix-
tures of carotenoids, which probably acted synergistically and contributed to
increased inhibitions of cell proliferation over standard lutein cultures. We
compared zeaxanthin-rich carotenoid extracts by taking lutien as standard,
due to the nonavailability of standard pure zeaxanthin. Though carotenoids
have long been known for their beneficial effects as antioxidants, free radical
scavengers, and cytotoxic agents for some cells [32–34], there are no reports
so far available on their cytotoxic anticancer effects, especially against human
cervical cancer cells (HeLa 229). Thus, this study highlights the development
of a novel on-chip cell proliferation assay in nanoliter microchamber arrays
for high-throughput screening of anticancer compounds and quantification
of their cytotoxic effects, and also addresses the fact that these carotenoids
and bacteria-derived carotenoidal extracts containing lutein and zeaxanthin
were potent against in vitro inhibition of human cervical cancer cells.

Figure 18B represents the effects of authentic carotenoids and bacteria-
derived carotenoidal extracts on HeLa cell growth inhibition carried out in
100-µL reaction volumes using conventional 96-well plates by MTS assay. This
assay was carried out to compare the nanoliter microchamber-based cell pro-
liferation assays with multiwell plate assays for HTS studies. It was observed
that the inhibition in the HeLa cell growth is proportional to the increas-
ing concentration of carotenoids and carotenoidal extracts tried. The profile
of carotenoid and carotenoidal extract induced HeLa cell death obtained in
the nanoliter microchamber array-based assays was almost comparable to the
profile of 96-well plate formats with bulk reaction volumes, suggesting that
on-chip cell proliferation assays in nanoliter volumes with microchamber ar-
ray platforms are reliable and sensitive enough to employ in drug discovery
screenings as well as in quantitative determination of their cytotoxic effects.
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Fig. 18 A Comparison of cytotoxic anticancer effects of standard carotenoids and bacteria-
derived carotenoidal extracts on HeLa 229 cell death using microchamber array chips and
B 96-well plate formats. Cell death is calculated and represented for 20 µM in the figures
for better comparison

In addition, microchamber array-based assays provide multiplexed screening
of large numbers of potential compounds at tiny assay volumes and facilitate
HTS assays of very short durations economically.
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4.2.2
Microchamber Array-Based Cell Chips to Screen Combinatorial Peptide Libraries to
Identify Neurite Outgrowth Inducing Peptides

Nerve growth factor (NGF) is a polypeptide and a prototype of the neu-
rotrophins family that plays a pivotal role in the survival and differentiation
of many types of neuronal cells during development [158]. Apart from this, it
also plays an active role in the repair, regeneration, and protection of neurons
and thereby serves as a therapeutic agent in the treatment of neurodegenera-
tive diseases, such as Alzheimer’s disease [159, 160], which is the most com-
mon cause of dementia in the elderly population [161]. Current estimates re-
port that 50% of people worldwide over age 85 are afflicted with Alzheimer’s
disease, and this number is believed to be 16 million by the year 2050
(see http://www.alz.org/Media/newsreleases/2002/072202_researchE.asp). The
total cost of Alzheimer’s disease to the US economy has been estimated to be
US $183–207 billion in 2001 [160]. The treatment of Alzheimer’s disease using
NGF has been mainly practiced by a direct infusion into the brain, which is an
expensive option. NGF, being a high molecular weight protein, demonstrates
its inability to cross the blood–brain barrier (BBB) [162]. This can be a ma-
jor impediment in the treatment of diseases related to the central nervous
system, since many drugs including NGF are unable to reach this organ at
therapeutic concentrations [163]. The demands for searching and screening
for novel small molecules that can cross the BBB to treat neurodegenerative
Alzheimer’s disease are constantly increasing. Combinatorial approaches of-
fer hundreds of thousands of peptides with randomly defined substitutions
that serve as a source of peptides with special biological functions [164, 165],
as potential therapeutics [166], anticancer peptides [167–169], and bioactive
molecules [170], and also employed as a source of molecules with specially
designed functions [171]. It is also known from previous reports that small
peptides containing hydrophobic amino acids cross the BBB without any
hurdles, suggesting that hydrophobic amino acids facilitate the peptides in
crossing the BBB [172–174]. For example, transport of amino acids, especially
phenylalanine, across the BBB and the implications for treatment of mater-
nal phenylketonuria were reported [175]. The drug penetration through the
BBB was believed to depend on lipid solubility and molecular weight [176].
Peptide lipophilicity was also reported to be of major importance in deter-
mining penetration through the BBB [177]. There were several reports on
peptide and small-molecule microarrays for detection of peptides, ligands,
small molecules, or enzymes, and cell adhesion etc. [178–181]. However, the
lack of screening assay systems that enable screening of combinatorial pep-
tide libraries together with cells to identify peptides with neurite outgrowth
inducing effects has been a great limitation. There were, however, reports in
the literature on screening of synthetic peptide libraries using indirect bulk
assays to identify a neuritogenic ligand C3 peptide [182] and NCAM binding
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peptide [183] when the target was a well-known protein–NCAM, a membrane
associated glycoprotein, which plays a key role in morphogenesis of the ner-
vous system and synaptic plasticity of neuronal connections [184], based on
streptavidin affinity binding [179].

We therefore report a microfabricated microchamber array as a platform
to screen large numbers of synthetic peptide libraries, to identify peptide
molecule(s) that are capable of modulating a special functional response in
the nervous system without prior knowledge of a molecular target. This ap-
proach may be of interest to researchers in the field of neurosciences where
the functional end point, such as neuritogenesis, neuronal differentiation,
or neuronal cell survival, can be monitored in cultures, and where the de-
velopment of unknown peptide molecules promoting these functions is of
importance. We have synthesized nearly one million pentapeptide-conjugated
beads consisting of 3125 varieties using the hydrophobic amino acids Ile,
Leu, Met, Phe, and Val by solid-phase split-pool synthesis. Each bead ex-
presses only one kind of peptide with approximately 1013 copies conjugated
on to a 100-µm bead [185]. Screening of this large number of peptide li-
brary mixtures individually in the presence of cells using multiple-well plate
or petri dish assay formats makes it almost impossible to identify neurite
outgrowth inducing peptides. Therefore, we constructed a miniaturized sili-
con microchamber array by employing micromachining and soft lithography
techniques, which serve as a desirable platform and allow the physical con-
finement of peptide-conjugated beads inside the microchambers [208].

Microchamber Array-Based Cell Chips for Combinatorial Peptide Library Screening

A schematic illustration of microchamber array platforms for cell-based
screening of combinatorial peptide-bead libraries, to identify peptides that
induce neurite outgrowths of PC12 cells, is shown in Fig. 19A. When a com-
binatorial peptide-bead library of approximately 5000 peptides was dispensed
onto the microchamber array chip (Fig. 1B), it was observed that over 70% of
the total microchambers (1248) confined an average of three to five peptide-
conjugated beads (Fig. 19B) by physical adsorption. PC12 cell suspension on
a collagen-coated glass slide was simultaneously and aseptically prepared.
Then a silicon microchamber array that contained peptide beads was placed
over the glass slide upside down, thus facing the peptide-conjugated beads to-
ward the PC12 cell suspension, and its four sides were sealed with a parafilm
to prevent the cells from drying. The total setup was transferred into a hu-
midified chamber maintained at 37 ◦C and with a 5% CO2 atmosphere. Like-
wise, screening of a 100 000 peptide library was achieved by employing over
20 silicon microchamber arrays. It was observed under a microscope that
only two peptide beads in two separate microchambers demonstrated neu-
rite outgrowths of PC12 cells (Fig. 19C) at the end of incubation, which were
then retrieved by a micromanipulator for sequence determination. The beads
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Fig. 19 Schematic illustration of the microchamber array-based cell chips for screening of
combinatorial peptide libraries. A Microchamber array platform for high-throughput cell-
based screening of combinatorial peptide libraries to identify peptides that induce PC12
cell neurite outgrowth extensions. A microchamber array chip that contained the pep-
tide bead library was then placed upside down, thus facing the peptides downward on
the collagen-coated glass slide with PC12 cell suspension, and incubation resulted in the
emergence of neurite outgrowths in chambers that had affinity peptide–cell interactions.
This can be seen in only a few chambers; the corresponding peptide beads were retrieved
by a micromanipulator and peptide sequences were determined by microsequencing.
B A real picture of a microfabricated chamber accommodated with beads. C Microscopic
photograph showing PC12 cell neurite outgrowth on beads conjugated with peptides in
a microchamber
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were microsequenced with Edman chemistry, using an automatic protein se-
quencer. The data analysis revealed only part of the sequences (three amino
acids) of two positive peptide beads, which were determined to be M-L-M-X-
X and M-M-V-X-X, respectively. The reason for not being able to determine
the sequences of the remaining two amino acids in the above positive pep-
tides may be that they would have been degraded by the proteases that are
present in the serum of the medium during manipulation.

To determine the missing two amino acids of the above two pentapep-
tides, we synthesized all the possible combinations of amino acids of these
peptides (52×2 = 50) by using a manually operable parallel peptide synthe-
sizer (SRM96, Hipep laboratories, Japan) (data not shown). This resulted in
50 different pentapeptides, which were tested individually for their neurite
outgrowth inducing effects in 96-well plates for 3 days under the above cul-
ture conditions. Four peptide inducing PC12 cell neurite outgrowths were
identified, and their sequences were determined to be M-M-V-I-F, M-M-V-
M-M, M-L-M-V-F, and M-L-M-V-L. Of these, M-M-V-I-F stimulated prolific
neurite outgrowth inductions of PC12 cells. Therefore, M-M-V-I-F was se-
lected to study further its quantitative neurite outgrowth effects with respect
to time and dose, evaluation of functionality of neurons derived by meas-
uring neurotransmitter release, and elucidation of its neurosignaling. These
findings demonstrate that microchamber arrays allow cell-based screening of
large numbers of combinatorial peptides in parallel to identify peptides with
neurite outgrowth inducing effects and their label-free detection, facilitating
easy retrieval of peptide-conjugated beads under the microscope by direct
visualization.

4.3
High-Throughput Single-Cell Analysis System Using Microarray
and Microfluidics

Each B-cell clone expresses antigen receptors, antibodies, with a unique
antigen specificity: an antigen-specific monoclonal antibody derived from
a single B-cell clone finds applications in antibody medicine and clinical diag-
nosis. Though each B cell has 107 to 108 varieties of monoclonal antibody on
these surfaces, only a small percentage of B cells respond and produce a spe-
cific monoclonal antibody. It is reported that only one or two cells in a total
of 10 000 B cells become active and produce antigen-specific antibodies after
stimulation with a hepatitis B virus (HBV) surface antigen (HbsAg) [186].
It would be extremely difficult to make a HBsAg-specific antibody taking
this ratio of positive B cells into account using currently available technolo-
gies. Flow cytometry allows us to monitor individual cells that flow through
a sheath fluid, but the signals of the cells become background noise, which
consists of 0.1 to sometimes 1% of total cells; thus, it is quite difficult to mon-
itor the signal of a minor population of cells whose signals are buried in the
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noise from a flow cytometer. Further, we cannot compare the states of each
cell before and after stimulation by using flow cytometry. On the other hand,
fluorescence microscopy allows us to observe the states of cells before and
after stimulation. However, it is difficult to observe signals of a large num-
ber of cells under a microscope. Accordingly, it is difficult to monitor Ca2+

mobilization of a minor population of cells.
Therefore, it is necessary to construct a microarray platform that can con-

fine a large number of single cells and detect antigen-specific single B cells
before and after stimulation with an antigen from a bulk cell suspension.
For high-throughput single-cell separation and analysis, Thorsen et al. re-
ported high-density microfluidic chips that contain plumbing networks with
thousands of micromechanical valves and hundreds of individually address-
able chambers, and showed the separation of single E. coli cells in each
chamber [187]. To achieve single-cell separation, they diluted cells to create
a median distribution of 0.2 cells per compartment, so that reliable captur-
ing of cells in each chamber was difficult. In another recent report, Anderson
et al. tested biomaterial microarrays for their effects on human embryonic
stem cell growth and differentiation using populations of human embryonic
stem cells [15]. However, single-cell-based assay seemed to be impossible
using this microarray format. Also, we recently reported a microchamber ar-
ray and microfluidic chip for the high-throughput measurement of cellular
fluorescence [155, 188, 189]. Here, we report an improved microchamber ar-
ray to monitor Ca2+ mobilization of over 25 000 cells simultaneously at the
single-cell level [190]. We have developed a novel high-throughput screen-
ing and analysis system for antigen-specific single B cells using a microarray,
which was carried out by detecting antigen-specific single B cells against an
antigen of interest and their retrieval by a micromanipulator for antibody
DNA analysis [190]. The single-cell microarray system developed in this study
does not need to use myeloma, as in the case of the conventional hybridoma
technique, and can screen the antigen-specific single B cells directly from
cell suspension and analyze antigen-specific antibody DNA at a single-cell
level. This system is simple and easy in its operation, and quick enough for
making monoclonal antibodies when compared to conventional techniques.
Moreover, this system can perform high-throughput single-cell analysis using
chip devices.

4.3.1
Picoliter Microarray for Single-Cell Studies

The single-cell microarray chip that was constructed by using the LIGA
process has over 200 000 cylindrical microchambers with a flat bottom
(10 µm diameter, 12 µm depth), 1.4 cm2 in area on a plastic wafer (2×8 cm2)
(Fig. 20A–C). The characterization of the microarray chip for single-cell stud-
ies was performed using mouse splenic B lymphocytes. The microchamber
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Fig. 20 Construction of the single-cell microarray chip. A and B SEM images and C a real
picture of the microarray chip device. The microarray chip is made from polystyrene with
over 200 000 microchambers (10 µm width, 12 µm depth, and 30 µm pitch)

design was made such that each chamber allowed entry of a single B cell (ap-
proximately 8 µm diameter) and hence there is no possibility of two cells in
a single microchamber. For achieving single B-cell confinement in each mi-
crochamber as well as cell retrieval from microchambers, the hydrophilicity
of the microarray chip surface was controlled by adopting different timings
of RIE exposure. As a result of chip surface treatment using RIE, lymphocytes
derived from mouse spleen or human blood were spread on the microarray,
and over 80% of the microchambers achieved single-cell status. In addition,
this novel microarray system demonstrated easy retrieval of positive single
B cells from microchambers by a micromanipulator under a microscope.

In this study, we report the data from approximately 30 000 microcham-
bers for detecting antigen-specific single B cells, because the assay we have
adopted, i.e., measurement of the increase in the intracellular calcium after
antigenic stimulus using Fluo-4, lasts for only a few minutes. During this
short period of time a microarray scanner could scan the analyzable area of
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30 000–40 000 microchambers. This number of microchambers is sufficient to
screen and identify as little as 0.1% of antigen-specific single cells in a total
B-cell population, which is the limitation of the flow cytometer as described
above. The ultimate potential of this single-cell microarray can be realized by
improving the assay system and the scanning speed of the microarray scanner
for detecting the total number of microchambers on the microarray chip.

4.3.2
Single-Cell Microarray System for Analysis of Antigen-Specific Single B Cells

To evaluate the utility of a novel single-cell microarray system for detect-
ing intracellular calcium, the (Ca2+)i level of individual cells, we employed
anti-mouse IgM antibody as a stimulant for mouse splenic B cells, which de-
livers the signals through B-cell antigen receptors and induces a transient
increase in the (Ca2+)i levels. Mouse lymphocytes loaded with Ca2+ indica-
tor, Fluo-4, were applied to the chip and their fluorescence was detected with
a microarray scanner before and after stimulation with anti-mouse IgM anti-
body (Fig. 21). Fluo-4 is a standard fluorescent calcium indicator [191], which
enters into the cells and generates fluorescence after binding to (Ca2+)i. It
is known that the concentration of (Ca2+)i increases after B cells respond to
antigenic stimulation [192]. In this experiment, it was observed that the ma-
jority of single B cells on the microarray showed increases in the (Ca2+)i after
stimulation (Fig. 21A). The fluorescence intensity reached its maximum level
after 1 min stimulation, maintained a high magnitude for 2 min, and then
decreased gradually (data not shown). Thus, we used the 2 min stable dura-
tion for analysis. Scattered plot analysis of an individual cell’s fluorescence
intensity (Fig. 21B) enabled us to discriminate B cells that were activated with
anti-mouse IgM antibody. The data from an area of over 30 000 microcham-
bers in the microarray chip revealed that 68% (18 130 cells) of total splenic
lymphocytes (26 650 cells) showed more than two times higher fluorescence
after stimulation with anti-mouse IgM (Fig. 11B). Cells with over five times
increase in fluorescence (3883 cells) existed as 14% of the total splenic lym-
phocytes (Fig. 21B(I)), whereas most of the lymphocytes incubated with the
control antibody (anti-human IgM) showed less than five times increase in
fluorescence intensity (Fig. 21B(II)).

Each B cell expresses membrane-bound antibodies with unique antigen
specificity as antigen receptors. When B cells are stimulated with an anti-
gen instead of anti-IgM antibody, only a minor population of total B cells is
stimulated and their (Ca2+)i increases. Previous studies reported diverse fre-
quencies in the number of antigen-specific B cells, ranging from 1 in 102 for
rabies virus [193] to 7 in 105 for myelin basic protein [194]. However, it is
quite difficult to screen and identify minor cell populations of antigen-specific
single B cells (< 0.1%) with a flow cytometer, because fluorescent signals of
minor populations of cells are buried in the noise signals of nonspecific cells.
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Fig. 21 Detection of activated single B cells using Fluo-4 upon stimulation with anti-
mouse IgM antibody. A Scanned images of single-cell microarray in a single cluster area
of 900 (30×30) microchambers on a microarray (I) before and (II) after stimulation.
Color scale represents the intensity of fluorescence emission. B Scattered plot analysis
of single B-cell response in 32 400 microchambers after stimulation with (I) anti-mouse
IgM antibody and (II) negative control antibody. Circle A, microchambers with lympho-
cytes; Circle B, empty microchambers; X, fluorescence intensity before stimulation; Y,
fluorescence intensity after stimulation; blue line (Y = 10×), ten times higher fluores-
cence intensity; red line (Y = 5×), five times higher fluorescence intensity; green line
(Y = 2.5×), 2.5 times higher fluorescence intensity

The single-cell microarray platform developed in this study could successfully
screen and detect a low frequency of antigen-specific single B cells using a sin-
gle chip in one run. In addition, it also analyzes the same single cells before and
after stimulation with antigen, which flow cytometry could not.

Further, we could retrieve the highest active antigen-specific cells from
the respective microchambers, and antibody cDNA is recovered to develop
antigen-specific monoclonal antibodies. To this end, we have successfully per-
formed retrieval of a single B cell from the microarray by a micromanipulator



338 R.R. Sathuluri et al.

system under a microscope, and the following single-cell RT-PCR amplifi-
cation to determine its antibody cDNA (data not shown). Monoclonal anti-
bodies are usually produced using the hybridoma techniques developed by
Milstein and Koeller [195]. Using conventional hybridoma methods, one hy-
bridoma is routinely produced from 105 splenocytes [186] and therefore not
all B lymphocytes are screened for antigen specificity. However, the single-cell
microarray system developed in this study could screen directly all the B-cell
population to detect antigen-specific single B cells and analyze the antigen-
specific antibody DNA at a single-cell level. Our chip system is simple and
easy in its operation, and can perform high-throughput single-cell analysis.
This explorative study throws more light on a novel high-throughput single-
cell analysis system that has tremendous potential to analyze antibody DNA
of an antigen-specific single B cell for developing highly specific monoclonal
antibodies as antibody medicines. It might also be applicable for detection of
antigen-specific T cells, which could lead to immune therapy or gene therapy
in the future.

4.3.3
Compartmental Microfluidic Chip Systems for Single-Cell Analysis

Most of the current clinical diagnosis is based on observation and analysis of
a large number of cells, which provides averaged or integrated information
about the disease state. Many diseases, however, start from a small number
of mutated or unhealthy cells while most other cells remain normal. In order
to detect these precursors as early as possible, a high-throughput single-
cell-based detection method is required for the analysis of large numbers
of cells from blood samples. Sorting and analysis of individual cells from
bulk suspensions plays an important role in the prognosis and early diag-
nosis of diseases, thus facilitating timely and correct treatment. Although
conventional fluorescence-activated cell sorters (FACS) are widely used for
their efficient cell sorting, these devices have certain drawbacks [196]. First,
the devices are rather expensive (US $250 000), mechanically complex, and
require trained personnel for operation and maintenance. Flow cytometry
has a great limitation in detecting rare cells which are present in 0.1% of
a total population, due to cell signals being buried in the background noise.
Further, we cannot compare the states of each cell before and after stimu-
lation by using flow cytometry, and in addition it is not feasible for assay
purposes. Microfluidics has been used to perform a variety of biological as-
says, with advantages that include rapid efficient reaction, minimal reagent
consumption, short reaction time, and less waste generation etc. The use of
microfluidics as a versatile and powerful research tool is becoming a ubiq-
uitous trend within increasingly diverse technological disciplines. Because
of their size, microfluidic devices are able to exploit unique transport prop-
erties and provide the capability for significant parallelization and high
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throughput. Microfluidic approaches have been developed to allow more pre-
cise control of cell positioning and reagent introduction in analyzing single
cells [197–200]. Implementations of these methods for large-scale single-cell
analysis are yet to be realized. A complementary technique to form a high-
throughput regular array of single cells and their analysis was reported by
our own group recently [188, 190]. To perform high-throughput assays in
a multiplexed manner, we have constructed a novel and inexpensive microflu-
idic device coupled with two-phase liquid systems, enabling high-throughput
single-cell sorting and analysis from bulk lymphocyte suspensions in the pi-
coliter aqueous compartments before and after stimulation with an antigen
of choice, as shown in Fig. 22 [190, 201, 202]. The detection of a positive sin-
gle B cell is based on the increased intrinsic Ca2+ levels after stimulation
with antigen.

In this research, we have developed a novel microfluidic device where in-
dividual cells are encapsulated in picoliter aqueous compartments separated
by nonaqueous (oil) compartments in a fast-flowing microchannel. We have
characterized these devices for high-throughput compartmentalization, and
single-cell sorting, screening, and analysis from bulk cell suspensions.

The PDMS microchannel system (50 × 50 µm2 wide and deep) shown in
Fig. 23A was constructed by casting PDMS (Sylgard 184 silicon elastomer,
Dow Corning) over an SU-8 50 photoresist (Microchem) mold on a silicon
wafer by soft photolithography as previously described [190]. These devices
were evaluated for establishment of compartmentalization of two-phase li-
quids (eosin liquid, mineral oil) under microsyringe pump pressure-driven
force. The effect of the flow rates of liquids, oil phase viscosity, and sam-
ple channel geometry (20×50, 30×50, 50 × 50 µm2) on the size of aqueous
compartments and cell sorting was investigated.

Fig. 22 Illustration of the novel single-cell screening and analysis microfluidic chip system
for screening of antigen-specific cells from bulk cell suspensions
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System Setup
and Compartmentalization of Two-Phase Liquids in the Microchannels

A microfluidic device was mounted on a fluorescence stereomicroscope (Leica
MZ FLIII, Switzerland) coupled with a Fluo III filter system and APO 1.0× ob-
jective lens. Lighting was provided by Intralux 5000-1A (Volpi, Switzerland).
A 100-W mercury 106Z lamp (Leica, Switzerland) provided epifluorescence
excitation and the fluorescence image was collected by a GFP 3 filter. The
real-time imaging of compartments of two-phase liquids was captured by
a color CCD camera (30 fps) (Toshiba Teli, Tokyo). Aqueous and nonaqueous
mineral oil solutions were pumped using 100-µL Hamilton gas-tight syringes
(1710 series, TLL) and 1.0-mL disposable syringes (Terumo, Japan). The sy-
ringes were attached to microfluidic devices by means of Hamilton Teflon
needles (22 gauge, standard hub). Microsyringe pumps from EiCom (ESP-64,
Japan) and KD Scientific (USA) were used to introduce the aqueous liquid
and nonaqueous mineral oil solutions.

Figure 23 shows microfabricated PDMS–glass microfluidic chip devices
with a Y-shaped microchannel (200 mm length, 50 × 50 µm2 width and
depth). The visualization of compartmentalization of the aqueous Neutral
Red or eosin (Wako, Japan) liquids and the immiscible phase (mineral oil,
Sigma) was achieved when they were introduced under microsyringe pump
pressure-driven force from respective inlet channels; flows occurred all along
the microchannel and intersected with each other at the Y-junction. Contin-
uous and alternate compartments of aqueous and oil phases were generated
in the main microchannel and transported throughout the 200-mm-long mi-
crochannel in a stable manner in all the 50×50, 30×50, and 20×50 µm2 areas
at flow rates of 0.1–1.0 µL/min, due to the viscosity and interfacial tension
of the two-phase liquids (Fig. 23C). High-throughput picoliter compartmen-
talization of both the liquids in the microfluidic device is shown in Fig. 23B
and D; they were transported throughout the microchannel with stability to
the outlet in the 50 × 50 µm2 chip devices tested. Characterization of com-
partmental microfluidics revealed that this system generates compartments
at a very high rate (30 comp./s) in 30 × 50 µm2 chip devices, with a size
of 300–150 pL based on the flow ratio of the two-phase liquids. It was also
noticed that increasing flow rates and flow ratios of the two-phase liquids
favored reduction in the size of the aqueous compartments in 50× 50 µm2

devices (data not shown). Measurement of randomly selected aqueous com-
partments throughout the microchannel reveals that the liquid volume is
equally distributed around the microchannel at different flow ratios of li-
quids, suggesting the stability of these devices (data not shown). Further
manipulation of the flow ratios of the two-phase liquids to give different ra-
tios ranging from 0.001 to 0.1 µL/min between the aqueous and oil phase
resulted in the smallest size compartment containing 70-pL volumes (data not
shown).
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Fig. 23 A Photograph of a microfluidic device. B Illustration showing the compartmental-
ization of two-phase liquids in a microchannel. C Bright-field microscopic image display-
ing the formation of compartments of mineral oil and aqueous phase. D Microphotograph
showing the high-throughput picoliter compartmentalization of eosin liquid and mineral
oil in the microchannels (50×50 µm2)

Multiplexed Single B Cell Sorting and Detection

Before proceeding with cell sorting, PDMS–glass microchannels have to be
modified with PC modifier polymer (Ai. Biochips, Japan) to prevent nonspe-
cific adhesion of cells to the microchannel surfaces, which otherwise disturbs
the compartmental phenomenon. In this study, 20×50 and 30×50 µm2 chip
devices were employed. Mouse B-cell suspensions (2×105 cells/mL) were
loaded with 0.5-µM Cell Tracker Orange CMTMR (Molecular Probes) (ex-
citation 541 nm, emission 565 nm) and incubated for 30 min at RT before
introduction into the chip device. Cell suspension and mineral oils served as
the two-phase liquids introduced into the chip device (0.1 µL/min each), and
observation of the entrapping of compartments with cells was recorded by
real-time imaging using an Olympus IX70 fluorescence microscope coupled
with an Axiocam HSm CCD camera (60 fps). The percentage of single-cell
sorting was quantified to determine sample channel width effects. When
mouse spleen derived B lymphocytes loaded with Cell Tracker Orange and
mineral oil were introduced as aqueous and immiscible phases into the chip
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device, over 42% of the total 47% aqueous compartments achieved single-cell
status (Fig. 24B and D) in devices with 20-µm sample channel width, while
in a 30-µm sample channel width, 32% of the total 40% B-cell sorting was
recorded (Fig. 24B and D) at a flow rate of 0.1 µL/min. The fluorescence in-
tensity from a single B cell was measured using Image J software to detect
the positive B cells before and after stimulation (Fig. 24C). It is thought that
by decreasing the sample channel height, there is a possibility of increasing
the encapsulation of single B cells in aqueous compartments. Furthermore,
we have built cell assay chip devices where analysis of the same B cell before
and after stimulation was achieved, and identified the B cells that are specific
to mouse anti-IgM stimulation.

The newly developed compartmental microfluidic system demonstrated
generation of high-throughput picoliter volumes of compartments of two-
phase liquids without using any complicated chip geometry and only using
a pressure-driven microsyringe. The size of the compartments can be con-
trolled by maintaining the stability. This system allows multiplexed analyses
in a single microchannel without any cross-contamination between aqueous
compartments. Further, we demonstrated that this system can sort single

Fig. 24 A Illustration depicting the encasing of a single B cell in the aqueous compart-
ment. B Fluorescence microscopic image showing the entrapment of a single B cell in
the aqueous compartment. C Measurement of the signal from a single B cell encapsu-
lated in the aqueous compartment. D Percentage of B-cell sorting in devices with 20×50
and 30×50 µm2 wide and deep channels at 0.1 µL/min flow rates of both the two-phase
liquids. Scale bar indicates 50 µm
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cells in a high-throughput manner from bulk suspensions, thereby allowing
screening and analysis of single cells as a tool in disease diagnosis applica-
tions. In addition, it also serves as a novel bioanalytical tool to perform rapid
and sensitive assays to screen novel drugs at picoliter volumes on a single chip
platform.

5
Conclusions

The pico- and nanoliter microsystems developed in this research showed
a great potential to detect and analyze DNA, proteins, and cells at the single-
molecule or single-cell level.

In the first part, we demonstrated use of the microchamber (40 nL) array
PCR chip to amplify and detect quantitatively multiple DNA targets in combi-
nation with a nanoliter dispenser. This demonstrated the possibility of using
the microarray PCR chip to amplify and detect ∼1200 target DNAs simultan-
eously; in addition, target gene analysis at the single-copy level was achieved.
Thus, the microarray PCR chip system has significant potential to be imple-
mented for a wide range of purposes, such as detection of pathogenic mi-
croorganisms and clinical diagnosis. We have also developed continuous-flow
microfluidic chip devices for real-time PCR-based detection, for detecting
a sample with as little as 60 copies of genetically modified DNA, which shows
its potential for the rapid and sensitive detection of genetically modified food.
Further, we also introduced label-free PAA chips as optical biosensors for
measuring DNA–DNA hybridization based on LSPR and interferometry prin-
ciples.

The highly integrated protein microarray chip presented here success-
fully performed in vitro protein synthesis using a picoliter chamber array.
It was possible to perform screening and analysis for multiplexed gene ex-
pression on single beads in each chamber. In future, this system will be
applied to high-throughput screening and functional analysis of proteins ex-
pressed from unknown genes or cells. We have also developed a LSPR-based
nanochip for multiple antigen–antibody interactions. We further employed
this platform for quantitative detection of metabolites from cells for a specific
stimulus, and it served as a hand-held device for measuring biomolecular
interactions.

In the cell chip part of the chapter, we introduced our neuron chips for
selective guided growth of neuronal cells on different functionalized chip sub-
strates, which shed light on the interactions between neuronal cells; further-
more, we measured the response of neurons upon electric potentiation. We
also employed our nanoliter microchamber array chips for high-throughput
screening of chemicals against groups of HeLa 229 cells at nanoliter vol-
umes based on cell proliferation. Further, we screened neurite outgrowth
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peptide from millions of peptides synthesized by combinatorial chemistry.
This methodology we have developed is a simple and direct way of screening
small molecules with a cell-based assay.

We also introduced our single-cell microarray and microfluidic devices
for screening and analysis of rare cells to a specific stimulus. The single-
cell microarray system that can accommodate single cells in picoliter cham-
bers made it possible to perform high-throughput screening and analysis
of antigen-specific single B cells and analyze multiplexed single-cell status
before and after antigenic stimulation on a single platform. Compartmen-
tal microfluidics can encase single cells in each aqueous compartment, and
a rapid and highly sensitive screening assay can be achieved due to vortex
mixing at the picoliter volume level, which avoids integration of mixers in
the chip device. Further, both the microarray and microfluidic systems facil-
itated retrieval of positive antigen-specific single B cells from the microarray
and channel, thus demonstrating their novelty and ease of use over conven-
tional methods for making monoclonal antibodies. These single-cell analysis
systems have tremendous potential to analyze antibody DNA of an antigen-
specific single B cell for developing highly specific monoclonal antibodies as
antibody medicines. They might also be applicable to cell therapy for per-
sonal diagnosis and development of personalized medicine in the future.

Thus, the pico- and nanoliter chamber array microsystems developed in
this study could become potential tools for high-throughput analysis of DNA,
proteins, and cells at the single-molecule or single-cell level, which could lead
to efficient clinical diagnosis and drug discovery.
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Abstract Many types of microbial sensors have been developed as analytical tools since
the first microbial sensor was studied by Karube et al. in 1977. The microbial sensor
consists of a transducer and microbe as a sensing element. The characteristics of the
microbial sensors are a complete contrast to those of enzyme sensors or immunosen-
sors, which are highly specific for the substrates of interest, although the specificity of
the microbial sensor has been improved by genetic modification of the microbe used
as the sensing element. Microbial sensors have the advantages of tolerance to measur-
ing conditions, a long lifetime, and cost performance, and also have the disadvantage of
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a long response time. In this review, the long history of microbial sensor development is
summarized.

Abbreviations
ATP Adenosine triphosphate
BL Bioluminescence
BMP Bacterial magnetic particle
BOD Biological (or biochemical) oxygen demand
DCIP 2,6-Dichlorophenolindophenol
DM Double mediator
DO Dissolved oxygen
FIA Flow injection analysis
GGA Glucose–glutamic acid
HCF Hexacyanoferrate
HPLC High-performance liquid chromatography
ISFET Ion-sensitive field-effect transistor
LAS Linear alkylbenzene sulfonate
LOD Lactate oxidase
MFC Microbial fuel cell
OECD Organization for Economic Cooperation and Development
OSS OECD synthetic sewage
PD Photodiode
PMT Photomultiplier
PNA Peptide nucleic acid
RCI Redox color indicator
RSD Relative standard deviation
SPR Surface plasmon resonance
SPV Surface photovoltage
TAS Total assimilable sugar
TCE Trichloroethylene

Microbes
Acetobacter aceti, Achromobacter sp. Acinetobacter calcoaceticus, Arthrobacter nicotianae,
Arxula adeninivorans, Aspergillus niger, Aspergillus ustus, Bacillus licheniformis, Bacil-
lus subtilis, Bacterium cadavers, Botrytis cinerea, Brevibacterium lactofermentum, Can-
dida sp., Chlorella sp., Citrobacter freundii, Clostridium butyricum, Escherichia coli,
Gluconobacter oxydans, Hansenula anomala, Issatchenkia orientalis, Klebsiella oxytoca,
Kluyveromyces marxianus, Lactobacillus fermenti, Leuconostoc mesenteroides, Methy-
lomonas flagellata, Moraxella sp., Nitrobacter sp., Nitrosomonas europaea, Penicillium
sp., Photobacterium phosphoreum, Pichia methanolica, Pseudomonas aeruginosa, Pseu-
domonas fluorescens, Pseudomonas putida, Pseudomonas stutzeri, Rhodococcus erythro-
polis, Saccharomyces cerevisiae, Salmonella typhimurium, Sarcina faecium, Sarcina flava,
Scenedesmus sp., Serratia marcescens, Spirulina sp., Staphylococcus sp., Sulfolobus sp.,
Thiobacillus ferrooxidans, Thiobacillus thioparus, Treponema sp., Torulopsis candida, Tri-
chosporon brassicae, Trichosporon cutaneum, Vibrio sp., Yarrowia lipolytica
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1
Introduction

Since the first biosensor was studied by Updike and Hicks in 1967 [1], sev-
eral kinds of biosensors have been developed [2] and after 10 years, the first
microbial sensor was produced [3]. The general developments in microbial
biosensors were introduced by many literature reports [4–14]. In microbial
sensor development, many kinds of microorganisms have been employed by
applying their characteristics to adapt to the analyte. For example, a mi-
crobial consortium or single kind of microorganism was used to estimate
organic pollution in industrial wastewater. Photobacteria as a photoindica-
tor, thermophilic bacteria as a stable biosensing element, and genetically
modified microorganisms were also used in the development of microbial
biosensors.

Microbial sensors are suitable for online control of biochemical processes
and for environmental monitoring. In this review, the microbes used and
the principles and applications of the microbial sensors are described. In the
section on microbial sensor development, the fields of food, clinical, and en-
vironmental analysis are introduced.

2
Microbes

The microorganisms are classified into the three kingdoms of eukarya, eu-
bacteria, and archaea based on the sequence homology of 16S (or 18S) RNA.
The eukaryote has a nuclear envelope, is not limited to unicellular organ-
isms, and involves unicellular protozoa, yeasts (Candida sp., Saccharomyces
sp., Trichosporon sp., etc.), algae, and some species of molds (Aspergillus sp.,
Penicillium sp., etc.). The application of yeasts and molds to the development
of microbial biosensors was reviewed recently [15].

Eubacteria and the archaea, categorized as prokaryote, are defined as or-
ganisms having no nuclear envelope and are limited to unicellular organ-
isms. Eubacteria involve all bacteria (Escherichia coli, Staphylococcus sp., Tre-
ponema sp., Vibrio sp., etc.) and cyanobacteria, except for the archaea. The ar-
chaea are considered as an ancestor of eukaryotes, and involve methanogenic
bacteria, halobacteria, thermophilic bacteria (such as extreme thermophilic
bacteria which can survive at over 75 ◦C and hyperthermophilic bacteria
which can survive at over 90 ◦C), and acidophilic bacteria (which include
sulfur-metabolizing bacteria such as Sulfolobus sp. and Thiobacillus sp.).

In addition, microorganisms are also classified into three types: aerobe,
facultative anaerobe, and anaerobe. The aerobe requires oxygen for growth.
By utilizing aerobic energy metabolism, the aerobe can efficiently obtain
chemical energy from compounds of saccharides, amino acids, and lipids
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by assimilation into the cell and save the energy as adenosine triphosphate
(ATP).

The anaerobe survives under anaerobic conditions for growth. Clostrid-
ium sp. (anaerobic fermentative microbe), sulfate-reducing bacteria, and
methanogenic bacteria are known as strict anaerobes. Anaerobic energy
metabolism does not consume oxygen and is not efficient compared with that
in aerobes.

Facultative anaerobes can survive in both aerobic and anaerobic condi-
tions. Under aerobic conditions, the microbe survives by aerobic respiration.
In contrast, under anaerobic conditions, the microbe survives by anaerobic
fermentation or respiration. Yeasts, E. coli, denitrifying bacteria, and Pseu-
domonas aeruginosa are known as facultative anaerobes.

Furthermore, genetically modified microorganisms were recently studied
and applied to the development of microbial biosensors. For example, ge-
netically modified bioluminescent microbes were successfully employed as
a highly specific biosensing element for the analyte, and have mainly been
applied in the fields of toxicity assay [16]. In addition, by utilizing the produc-
tion mechanism of green fluorescent protein (GFP), genetically engineered
microbes were also applied to many microbial sensor developments for highly
specific biosensing [17].

3
Principles

In principle, the microbial sensors mainly involve changes in respiratory ac-
tivity, or the production of electrochemically active metabolites. The former
can be categorized into two groups: activation of microbial respiration by
assimilation of organic compounds and inactivation of the respiration by in-
hibitory substances. These changes can be monitored by using a dissolved
oxygen (DO) electrode. Further, a mediator type of microbial sensor has re-
cently been developed by substitution of DO indication. The latter can be
monitored directly by an electrochemical device.

3.1
Dissolved Oxygen Measuring Systems

A DO electrode is the most general transducer for the microbial sensor. The
membrane type electrode (Clark type) is widely used [18]. The Clark elec-
trodes are classified as either galvanic electrodes or polarographic electrodes.
The galvanic electrode has a lead anode and silver (or platinum) cathode, and
gives rise to a potential difference. Therefore, it is a self-driven electrode and
does not require an externally supplied voltage. This type of electrode is very
simple; however, it has disadvantages since it shows a slower response and
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a shorter stability than a polarographic electrode. The polarographic elec-
trodes consist of a platinum cathode and a silver (or silver/silver) chloride
anode, both immersed in the same solution of saturated potassium chloride.
A suitable polarization voltage between the anode and cathode selectively
reduces oxygen at the cathode. The results of these chemical reactions are
shown as a current which is proportional to the DO concentration.

In addition, for portable and disposable use of the microbial sensor, minia-
turized disposable type DO electrodes have been developed. In the first de-
velopment of a micro-oxygen electrode, there was a problem due to leakage
of electrolyte caused by the poor adhesivity of the gas-permeable membrane
to the substrate of the electrode. By improving the problem, a micro-oxygen
electrode was developed based on semiconductor fabrication technology [19].
The improvements were carried out by using agarose gel as a porous mate-
rial to support the electrolyte solution and a hydrophobic polymer (negative
photoresist) as the gas-permeable membrane, and directly casting it over the
porous material. In addition, a paper-based O2 electrode was also studied by
Yang et al. [20].

Changes due to activation of the aerobe’s or facultative anaerobe’s respi-
ration caused by assimilation of chemical compounds (organic and/or in-
organic compounds) are detected by a DO electrode. These changes can be
estimated as substrate concentrations. The principle in this sensor is shown in
Fig. 1a. Aerobic microorganisms are used in these sensors. When the micro-
bial sensor is dipped into sample solution saturated with DO, the respiratory

Fig. 1 Principles of the microbial biosensor (oxygen electrode). a Respiration activity
measurement type for assimilable compounds; b respiration activity measurement type
for toxic compounds
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activity of the microorganisms is increased, which causes a decrease in DO
concentration near the membrane. Using a DO electrode, substrate concen-
tration can be measured from the oxygen decrease.

Changes due to inactivation of the microorganism’s respiration caused by
toxic compounds are also detected by the DO electrode. These changes can
be estimated as concentrations of the toxic compound. The principle in this
sensor type is shown in Fig. 1b. Aerobic microorganisms are used in these
sensors. When the microbial sensor is dipped into sample solution saturated
with DO, the respiratory activity of the microorganisms is decreased, which
causes an increase in DO concentration near the membrane. Using a DO
electrode, the concentration of a toxic compound can be estimated from the
oxygen increase.

In addition, the first optical sensing device for biochemical oxygen
demand (BOD) using an oxygen-sensitive Ru complex was reported by
Preininger et al. in 1994 [21]. The sensor was based on the oxygen quenching
of luminescence. Since the work was reported, several BOD biosensors were
developed using different kinds of microbes [22–26].

3.2
Electron Transfer Measuring Systems

On the other hand, assimilation of organic compounds by microorganisms
can also measure analytes using redox-active substances which can serve as
electron shuttles between microorganism and electrode. Electron transfers
such as “mediator” or “redox color indicator (RCI)” have been applied to the
construction of microbial sensors. The principle of this sensor type is shown
in Fig. 2.

Fig. 2 Principles of mediator measurement type microbial biosensor

As a mediator, potassium hexacyanoferrate(III) [HCF(III)] was used for
microbial sensor development (see Fig. 3). Generally, organic substances
are oxidized by microorganisms during aerobic respiration. However, when
HCF(III) is present in the reaction medium, it acts as an electron acceptor and
is preferentially reduced to HCF(II) during the metabolic oxidation of organic
substances. The reduced HCF(III) is then reoxidized at a working electrode
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Fig. 3 Principles of the amperometry-mediated biosensor

(anode) which is held at a sufficiently high electric potential. Consequently,
a current is generated and detected using the electrode system.

The mediator type of sensor enables measurement of a certain amount
of target substance without the influence of DO concentration in the analyte
sample. The sensor system utilizing electron transfer has many advantages.
The solubility of mediator or color indicator is much higher than that of DO.
The sensor system does not require an aeration system and can be greatly
simplified to a mobile type device. The detectable potential of the mediator is
low compared with that of DO. Therefore, the measurement is not influenced
by reducing compounds and can be sufficiently performed with a normal bat-
tery, due to the fact that the electric power can be kept at the low detection
potential.

3.3
Metabolite Measuring Systems

Electrically active metabolites, such as H2, CO2, NH3, and organic acids,
which are secreted from microorganisms, can also be detected as the micro-
bial sensors. This type of sensor mostly uses a gas-permeable membrane to
detect gaseous compounds in aqueous or gaseous samples. The principle of
this sensor type is shown in Fig. 4. Microbes employing this kind of sensor are
not limited to aerobes, and anaerobes can also be employed.

Fig. 4 Principles of metabolite measurement type microbial biosensor
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As the transducers, fuel cell type electrodes (H2 detection), CO2 electrodes,
NH3 electrodes, or pH electrodes (including ion-sensitive field-effect tran-
sistors (ISFETs)) have been used in the microbial sensors. As most of these
electrodes, except for the fuel cell type, are based on potentiometry, although
they have a wide measurable range they respond to other contaminants and
have the limitation of lower detection limits. In addition, several microbial
sensors using ISFETs have been developed as microbiosensors.

3.4
Other Measuring Systems

Several other devices can also be applied to microbial sensors. To measure
the metabolic heat evolved by the immobilized microorganisms, microbial
sensors can be constructed by placing them in proximity to a thermistor.

A combination of photobacteria and a photodetector (e.g., photomultiplier
(PMT) or photodiode (PD)) could be constructed as a highly sensitive micro-
bial sensor. The luminescence intensity of photobacteria (luminobacteria) is
dependent on metabolic activity. Therefore, nutrients of the microorganisms
(e.g., glucose, amino acids) and inhibitors (e.g., toxicants, heavy metals) could
be detected using this type of device. In general, luminescence intensity is
a more sensitive parameter for metabolic activity than respiration activity or
heat generation. Obviously only photobacteria can be used for this purpose.

A combination of microbe and the RCI as an electron transfer system
can be constructed for the microbial sensor. As well as the mediator type,
several advantages are expected as the features of the microbial sensors. Sim-
ultaneous measurements are also applied by using the RCI, for example,
simultaneous spectroscopic measurement using 96 or 364 microwells [27].
Field monitoring systems applying a portable spectroscopic self-monitoring
blood glucose (SMBG) device can also be applied using a light-emitting diode
(LED) and a PD [28].

The surface photovoltage (SPV) technique can be applied to a microbial
sensor [29]. The SPV device as a transducer is sensitive to the surface pH,
ionic strength, and physical adsorption. A silicon-based SPV device or a light-
addressable potentiometric sensor (LAPS) measures the surface potential of
the device, especially the pH of the solution near the surface. The device
can be easily fabricated by using a silicon chip. SPV devices have been em-
ployed in some applications such as chemical sensors for quantification of
enzyme-linked immunoassays, taste sensors, hydrogen sensors, and monitor-
ing sensors for metabolism in mammalian cells.

Surface plasmon resonance (SPR) spectroscopy is a detector of refractive
index and thickness of a sample close to a metal layer (generally a few hun-
dred nanometers). In that sense, the SPR has been used mainly to measure
chemical and biochemical compounds, and several applications were studied
in the field of microbial biosensor development.
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4
Microbial Sensor Developments

Microbial biosensors can be categorized by three applications, i.e., food an-
alysis (see Table 1), clinical analysis (see Table 2), and environmental analysis
(see Tables 3–7).

4.1
Food Analysis

Microbial biosensors for food analysis and fermentation processes have been
developed and the works were reviewed in several literature reports [30–36].
For fermentation process control in brewing or fuel production, monitoring
of alcohol concentration is important. For monitoring of gaseous methanol
in a liquid sample, Trichosporon brassicae CBS 6382 [37] or unidentified
bacterium AJ 3993 [38] was used as sensing element in each biosensor sys-
tem which employed an acetylcellulose membrane and the oxygen electrode
(see Table 1Ia and Ib). Gaseous ethanol was also determined by T. brassicae
CBS 6382 [37–39] (see Table 1Ic) or Gluconobacter oxydans with ferricyanide
mediation [40]. Acetobacter aceti IAM 1802 was used for gaseous alcohol
measurements with the ISFET element [41] (see Table 1Id). In addition, sev-
eral microbial biosensors were recently developed for ethanol determination
using yeast [42–44]. For koji quality control in sake brewing as the fermen-
tation process, Saccharomyces cerevisiae K701 and K9 were employed in the
SPV device [45]. The pH change due to the production of organic acids in
sake brewing was determined by the SPV device. Yeast activity in alcoholic
fermentation was measured by the mediator system combining HCF(III) and
menadione [46].

For organic acid measurements, a specific microbial biosensor for formic
acid was developed [47] (see Table 1IIa). Formic acid is found in culture
media, urine, blood, and gastric content as a product of many chemical re-
actions. It is a commonly occurring intermediate of cellular metabolism and
is attracting attention as an intermediate of biomass conversion which is
easily converted to hydrogen. For gaseous formic acid determination, the
anaerobe Clostridium butyricum IFO 3847 was immobilized in agar gel on
an acetylcellulose membrane, and a fuel cell system for hydrogen detection
was used. This system showed highly specific performance to formic acid,
although hydrogen in the sample influenced the formic acid measurements.
An acetic acid biosensor is required in fermentation processes and was de-
veloped using T. brassicae [48] (see Table 1IIb). For determination of tannic
acid, the fungus Aspergillus ustus immobilized in poly(vinyl alcohol) was
used in a batch system [49]. For amino acid determination, E. coli ATCC 8739
was used for L-glutamic acid [50] (see Table 1IIc), Sarcina faecium was used
for L-arginine [51], Bacterium cadavers was used for L-aspartic acid [52], and



360 H. Nakamura et al.

Ta
bl

e
1

C
ha

ra
ct

er
is

ti
cs

of
m

ic
ro

bi
al

bi
os

en
so

rs
de

ve
lo

pe
d

by
ou

r
gr

ou
p

fo
r

fo
od

an
al

ys
is

an
d

fe
rm

en
ta

ti
on

pr
oc

es
se

s

Ta
rg

et
M

ic
ro

be
In

di
ca

to
r

Tr
an

sd
uc

er
Sy

st
em

C
al

ib
ra

ti
on

M
ea

su
ri

ng
St

ab
ili

ty
R

ef
er

en
ce

s
ra

ng
e

ti
m

e
(a

ss
ay

s)
(m

g
L–1

)
(m

in
)

(d
ay

s)

A
lc

oh
ol

Ia
M

et
ha

no
l

Tr
ic

ho
sp

or
on

br
as

si
ca

e
D

O
E

le
ct

ro
de

B
at

ch
-fl

ow
&

2–
22

.5
<

10
>

21
(1

00
0)

[3
7]

(g
as

eo
us

)
C

B
S

63
82

m
em

br
an

e
Ib

M
et

ha
no

l
U

ni
de

nt
ifi

ed
ba

ct
er

iu
m

D
O

E
le

ct
ro

de
B

at
ch

-fl
ow

&
5.

5–
22

.3
–

–
[3

8]
(g

as
eo

us
)

A
J

39
93

m
em

br
an

e
Ic

Et
ha

no
l

T.
br

as
si

ca
e

D
O

E
le

ct
ro

de
B

at
ch

-fl
ow

&
2–

22
.3

<
10

>
21

(2
10

0)
[3

8]
([

37
,3

9]
)

(g
as

eo
us

)
C

B
S

63
82

m
em

br
an

e
Id

A
lc

oh
ol

A
ce

to
ba

ct
er

ac
et

i
pH

IS
FE

T
B

at
ch

&
ch

ip
0.

1–
70

m
M

15
15

h
[4

1]
(g

as
eo

us
)

IA
M

18
02

O
rg

an
ic

ac
id

II
a

Fo
rm

ic
ac

id
C

lo
st

ri
di

um
bu

ty
ri

cu
m

H
2

Fu
el

ce
ll

B
at

ch
&

10
–1

00
0

20
>

20
[4

7]
(g

as
eo

us
)

IF
O

38
47

m
em

br
an

e
II

b
A

ce
ti

c
ac

id
T.

br
as

si
ca

e
D

O
E

le
ct

ro
de

B
at

ch
-fl

ow
&

5–
54

8
>

21
(1

50
0)

[4
8]

([
37

,3
9]

)
(g

as
eo

us
)

C
B

S
63

82
m

em
br

an
e

II
c

G
lu

ta
m

ic
Es

ch
er

ic
hi

a
co

li
C

O
2

G
la

ss
el

ec
tr

od
e

Fl
ow

&
10

0–
80

0
5

>
21

(1
50

0)
[5

0]
ac

id
AT

C
C

87
39

m
em

br
an

e

Su
ga

r

II
Ia

G
lu

co
se

Ps
eu

do
m

on
as

flu
or

es
ce

ns
D

O
E

le
ct

ro
de

B
at

ch
&

2.
0–

20
10

>
14

(1
50

)
[5

6]
IF

O
30

81
m

em
br

an
e

II
Ib

To
ta

l
Br

ev
ib

ac
te

ri
um

D
O

E
le

ct
ro

de
Fl

ow
&

<
1

m
M

1
>

10
(9

60
)

[5
9]

as
si

m
ila

bl
e

la
ct

of
er

m
en

tu
m

m
em

br
an

e
su

ga
rs

A
J

15
11



Development of Microbial Sensors and Their Application 361

Ta
bl

e
1

(c
on

ti
nu

ed
)

Ta
rg

et
M

ic
ro

be
In

di
ca

to
r

Tr
an

sd
uc

er
Sy

st
em

C
al

ib
ra

ti
on

M
ea

su
ri

ng
St

ab
ili

ty
R

ef
er

en
ce

s
ra

ng
e

ti
m

e
(a

ss
ay

s)
(m

g
L–1

)
(m

in
)

(d
ay

s)

A
m

m
on

ia

IV
a

A
m

m
on

ia
N

it
ri

fy
in

g
D

O
E

le
ct

ro
de

B
at

ch
&

3.
5–

42
4

>
10

(2
00

)
[3

7]
([

39
])

(g
as

eo
us

)
ba

ct
er

ia
m

em
br

an
e

IV
b

A
m

m
on

ia
N

it
ri

fy
in

g
D

O
E

le
ct

ro
de

B
at

ch
-fl

ow
&

0.
05

–1
.3

8
>

14
(1

40
0)

[6
4]

(g
as

eo
us

)
ba

ct
er

ia
m

em
br

an
e

IV
c

A
m

m
on

ia
N

it
ri

fy
in

g
D

O
E

le
ct

ro
de

B
at

ch
&

0.
1–

42
<

4
>

10
(2

00
)

[6
5]

(g
as

eo
us

)
ba

ct
er

ia
m

em
br

an
e

IV
d

A
m

m
on

ia
N

it
ri

fy
in

g
D

O
E

le
ct

ro
de

B
at

ch
&

0.
45

–1
0

µ
M

<
7

>
10

(2
00

)
[6

6]
(g

as
eo

us
)

ba
ct

er
ia

m
em

br
an

e

V
it

am
in

V
a

V
it

am
in

B
1

La
ct

ob
ac

ill
us

N
A

D
a

or
Fu

el
ce

ll
B

at
ch

&
0.

00
1–

0.
05

15
–

[6
8]

fe
rm

en
ti

FA
D

b
su

sp
en

si
on

AT
C

C
93

38
V

b
V

it
am

in
B

12
E.

co
li

21
5

D
O

E
le

ct
ro

de
B

at
ch

&
0.

00
5–

0.
02

5
12

0
25

st
or

ed
[6

9]
([

70
])

m
em

br
an

e
at

–2
5

◦ C

a
N

ic
ot

in
am

id
e

ad
en

in
e

di
nu

cl
eo

ti
de

b
Fl

av
in

ad
en

in
e

di
nu

cl
eo

ti
de



362 H. Nakamura et al.

Sarcina flava was used for L-glutamine [53]. The biosensor for L-glutamic acid
determination utilized glutamate decarboxylase (GD) which was contained in
E. coli cells and used a CO2 gas sensor [50]. This sensor influenced oxygen
and glutamine and did not influence the other amino acid. Lactic acid was de-
termined by a mediator type amperometric biosensor based on carbon paste
electrodes modified with S. cerevisiae [54].

For sugar measurements, glucose was determined by Aspergillus niger with
mediator [55] and Pseudomonas fluorescens IFO 3081 [56] (see Table 1IIIa).
For xylose detection, G. oxydans cells were used in the field-effect transistor
(FET) device [57] and in an amperometric device [58]. For glucose sens-
ing, P. fluorescens was immobilized in a collagen gel on a gas-permeable
membrane [56]. Determination of total assimilable sugars (TASs) is required
for online measurements of substrate in culture broths in the fermentation
industry. TASs (glucose, fructose, and sucrose) were determined using Bre-
vibacterium lactofermentum AJ 1511 which was immobilized in a dialysis
membrane and a Teflon™ membrane [59] (see Table 1IIIb).

Microbial biosensors for simultaneous determination were required for
food analysis and fermentation control. Simultaneous determination of glu-
cose, sucrose, and lactose was performed by G. oxydans, S. cerevisiae, or
Kluyveromyces marxianus [60]. Simultaneous determination of glucose and
ethanol was performed by a nonselective microbial sensor for both glu-
cose and ethanol using G. oxydans and a glucose electrode with glucose
oxidase [61] and by G. oxydans or Pichia methanolica. The bacterial cells
of G. oxydans were sensitive to both substrates, while the yeast cells of
P. methanolica oxidized only ethanol [62]. For the simultaneous determin-
ation of mono- and disaccharides, a microbial biosensor array with transport
mutants of E. coli K12 was developed [63].

Ammonium ion or ammonia gas monitoring is not only required for food
analysis and fermentation processes, but also for environmental and clinical
analysis. Thus, several types of microbial biosensors for them were studied.
For the detection of gaseous ammonia in a liquid sample, nitrifying bacte-
ria (unidentified) were used [37, 39, 64–66] (see Table 1IV). The Nitrobacter
sp. was immobilized on a gas-permeable Teflon™ membrane in a batch sys-
tem and the biosensor measured 3.5 to 42 mg L–1 NH3 [37]. Other microbial
immobilization methods and measuring systems were also studied for the
determination of gaseous targets [64–66]. Trichosporon cutaneum was immo-
bilized in a membrane for long-term stability and was used for continuous
monitoring of ammonium ion in sewage [67].

Vitamin sensors were also studied [68–72] (see Table 1V). Vitamin B1 (thi-
amine) in culture broth was measured by using Lactobacillus fermenti ATCC
9338 with a fuel cell system [68] or S. cerevisiae with a DO meter [72]. In
this study, a possible mechanism of current generation is discussed. A vita-
min B12 determination system using E. coli 215 and an oxygen electrode was
constructed [69, 70].
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4.2
Clinical Analysis

Several types of microbial biosensors were studied for clinical application.
Hybrid biosensor systems using both materials of microbe and enzyme as
sensing elements were mainly developed for clinical applications [73, 74].
Phenylalanine as an indicator of phenylketonuria was determined by in-
cubation with Leuconostoc mesenteroides ATCC 8042 (6 h) followed by use
of a lactate electrode (immobilized lactate oxidase (LOD) and an O2 elec-
trode) to measure the lactate produced [75] (see Table 2Ia). A linear rela-
tionship is obtained between the current decrease and the phenylalanine
concentration between 75 and 600 µg L–1. Next, the microbes were immo-
bilized to agar on an acetylcellulose membrane and packed into a column
as a reactor to improve measuring time [76] (see Table 2Ib). As a result,
the measuring time was shortened to 90 min. A hybrid urea biosensor was
developed using nitrifying bacteria from activated sludge and urease [77]
(see Table 2Ic). This sensor measured ammonia (NH3), which was pro-
duced from urea by urease reaction, by an electrode, immobilized nitri-
fying bacteria, and made possible the determination of 2–200 mM within
7 min. The determination of creatinine in serum and urine is a diagnosti-
cally important test for external dialysis. Then, a hybrid creatinine sensor
was developed using creatininase and nitrifying bacteria, and showed lin-
ear responses from 5 to 100 mg L–1 creatinine [78] (see Table 2Id). A hy-
brid biosensor for L-tyrosine determination, consisting of immobilized L-
tyrosine decarboxylase and CO2 utilizing chemoautotrophic bacterium, was
developed and performed 10 to 50 µM detection for L-tyrosine [79] (see
Table 2Ie).

Mutagen sensing for clinical analysis was performed by several microbial
biosensors. Mutagen for the marker of cancer was detected using two types
of Bacillus subtilis [80] (see Table 2IIa). By a similar way, mutagens were
detected by different immobilization of microbes to O2 electrodes [81, 82]
(see Table 2IIb). Other biosensors for mutagen detection were also developed
using Salmonella typhimurium TA 100 [83] (see Table 2IIc) and a combination
of E. coli GY5027 (lysogenic strain) and E. coli GY5026 [84] (see Table 2IId).
The latter type of biosensor was improved to a bioluminescence (BL) detec-
tion system using luminescent bacteria [85] (see Table 2IIe).

A cephalosporin (antibiotics) measuring system was developed using the
hydrogen producing anaerobe of Citrobacter freundii B-0652 and a glass
electrode (H2) in a flow and reactor system [86] (see Table 2IIIa). The biosen-
sor enabled measurement of cephalosporins between 62.5 and 300 mg L–1

for 7-phenylacetylamidodesacetoxysporanic acid (phenylacetyl-7 ADCA),
cephaloridine, and cephalothin, and between 62.5 and 125 mg L–1 for
cephalosporin c. A nystatin biosensor was also developed as an antibiotic sen-
sor using S. cerevisiae and had a linear range between 0.5 and 80 U mL–1 [87]
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(see Table 2IIIb). As another application, E. Coli DPD2749 for mitomycin C
was studied [88]. Then, a collagen membrane was used instead of a nylon
net. For diagnosis of leukemia, an enzyme activity measuring system in single
cells has been developed using a microcell with a positionable dual electrode.
Peroxidase activities in single neutrophils and single acute promyelocytic
leukemia cells were measured by this method [89].

To prevent contamination especially that caused by pathogenic bacteria
in diagnostic and environmental fields and food processing, microbial de-
tection techniques are required. Thus, several biosensing techniques have
been developed [90, 91]. Zhou et al. developed an enhanced fluorescent
fiber-optic biosensor system for S. typhimurium detection [92]. Ertl and
Mikkelsen developed an electrochemical biosensing array employing lectin-
lipopolysaccharide recognition for the identification of microorganisms, and
six microbial species including Gram-negative and Gram-positive microbes
were examined for identification using this method [93]. As a microbial
pathogen sensor, bacterial elicitor flagellin was detected with a bioelectronic
portable system employing plant living cells [94]. Determination of microbial
populations is also required in many fields; thus, several biosensors have been
developed [95–98] (see Table 2IV).

4.3
Environmental Analysis

For environmental analysis and monitoring, microbial sensors have been
most extensively studied and reviewed in the literature [17, 99–102]. In re-
cent years, BOD sensors and toxicity sensors have been actively developed. In
this review article, the BOD sensors were categorized into several types, i.e.,
BODDO as DO type, BODBL as bioluminescence type, BODSPV as SPV type,
BODMD as mediator type, BODDM as double mediator type, BODRCI as RCI
type, and BODMFC as microbial fuel cell type. Table 3 shows a comparison
of the biodegradation characteristics of organic compounds with these BOD
sensors.

4.3.1
BODDO Sensors

In environmental analysis, the most important application is BOD determin-
ation in polluted water or effluent. The first microbial BOD sensor applying
the principle of microbial fuel cells was developed by our group [3] (see
Table 4a). Anaerobe C. butyricum was isolated from soil according to the
(JIS) method. The microorganisms were immobilized by polyacrylamide gel
and fixed to a glass cell. This sensor system realized a short measuring time
around 30 min. The measuring time was dramatically shortened by the inven-
tion of this BOD sensor compared with the conventional 5-day BOD (BOD5)
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Table 3 Comparison of BOD values of various organic samples a

Substrate b BOD5 BODDO BODBL BODSPV BODMD
[107] [106] [152] [29] [167]

Glucose 0.50–0.78 0.72 0.62 0.66 1.54
Fructose 0.71 0.54 0.57 0.73 0.35
Sucrose 0.49–0.76 0.36 0.50 0.45 0.07
Lactose 0.45–0.72 0.06 0.31 0.04 0.02
Soluble starch 0.22–0.71 0.07 0.02 0.07 –
Asparagine 0.58 – 0.48 – 0.29
Alanine 0.55 – – – 0.73
Glycine 0.52–0.55 0.45 0.50 0.36 –
Glutamic acid 0.64 0.70 0.73 0.40 0.59
Histamine 0.55 0.35 – 0.34 0.27
Acetic acid 0.34–0.88 1.77 0.27 0.39 0.32
Citric acid 0.63–0.88 0.72 – 0.18 –
Lactic acid 0.40 0.17 0.32 0.14 0.66
Ethanol 0.93–1.67 2.90 0.25 0.49 0.30
Propanol 0.47–1.50 0.28 0.28 – 0.29
Glycerol 0.62–0.83 0.51 0.53 0.44 0.05

a Values are expressed in mg O2 mg–1 substrate
b Concentrations of each pure organic substance were 100 mg L–1 for glucose,
500 mg L–1 for sucrose, lactose, and glycerol, and 200 mg L–1 for others

method (see Fig. 5). Thus, the possibility of BOD monitoring of effluent was
suggested by this sensor development.

Several microbial BOD sensors employing the batch and microbial mem-
brane system have subsequently been developed by utilizing different im-
mobilization methods with different aerobes [103, 104] (see Table 4b–d). Mi-
croorganisms from soil were immobilized in collagen gel membrane, and
anaerobes C. butyricum IFO 3847 were immobilized in a polyacrylamide gel
membrane [103]. This system differs from typical batch systems with the ex-
istence of an air supply system. C. butyricum was grown and immobilized
under anaerobic conditions, and the sensor system using C. butyricum was
modified as a microbial fuel cell. In this case, collagen gel was degraded by
the soil microbes. Thus, the sensor system using C. butyricum subsequently
improved to simplify the operation [104]. However, anaerobe is not suitable
for BOD estimation. Therefore, other approaches for microbial BOD sensors
were required.

A flow system utilizing indication of respiration activity by aerobe was
subsequently developed for BODDO estimation [105] (see Table 4e). Soil mi-
croorganisms were used and immobilized in collagen gel membrane as in the
previous study [103]. Good reproducible results of 3% relative standard de-
viation (RSD) were obtained by the glucose–glutamic acid (GGA) standard
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Fig. 5 Conceptual diagram of the principles of the conventional BOD5 method (a) and
a batch type BOD sensor (b)

solution, although the stability of the gel membrane was not enough and the
same as the previous study. Then, the problem was raised as to which mi-
croorganisms of the soil consortium or single strain should be used for the
BODDO sensor. For example, the biodegradability of the consortium to many
kinds of organic compounds is greater than that of a single strain. However,
reproducible results cannot be obtained by the use of a consortium, because
to obtain reproducible culture conditions in a consortium is mostly impos-
sible.

Thus, we next examined the use of a single strain and fabrication of a con-
tinuous flow system for automatic BODDO estimation [106] (see Table 4f).
T. cutaneum AJ 4816 (IFO 10466) was employed as a single strain for a BOD
sensor (see Fig. 6). Comparison of biodegradation characteristics of organic
compounds between the conventional BOD5 method [107] and the BODDO
sensor method using T. cutaneum AJ 4816 [106] was performed. The sen-
sor showed low BOD values compared with the BOD5 method when lactose
and soluble starch were employed for experiments, probably due to the slow
decomposition rate of these compounds by the immobilized yeasts. On the
other hand, the sensor showed high BOD values compared with the BOD5
method when acetic acid and ethyl alcohol were employed. These results sug-
gested the oxidation rate of acetate and ethyl alcohol to be faster than that of
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Fig. 6 Construction of a flow and porous membrane type BOD sensor

some standard substrates such as glucose and glutamic acid. Therefore, the
GGA solution was defined as a standard solution for the BOD estimation of
effluents. Before development of the BOD sensor, such primary effluent of
sewage or wastewater from the food or pulp industry was hard to control by
BOD values obtained by the BOD5 method. As a new method for the BOD de-
termination of primary effluent, a sensor method was established which was
defined as a JIS (JIS K 3602) in 1990 [108]. Finally, an automatic flow sys-
tem was developed for practical use [106], and about 800 instruments have
been sold since 1983 [109] (see Table 4g). Figure 7 shows two BOD sensors of
a deferred type (a) and a desktop type (b). These are available from Central
Kagaku Co.

Yang et al. developed disposable DO electrode chips that can be applied
to the BOD estimation for field monitoring. At first, the single DO electrode
(15×2×0.4 mm) was constructed on silicon substrates using micromachin-
ing techniques [110] (see Table 5IIa). This electrode is of the Clark type
and T. cutaneum was directly immobilized on the electrode surface using
an ultraviolet cross-linking resin (ENT-3400). This DO electrode chip en-
abled measurements between 1.0 and 18 mg O2 L–1 BOD. For BOD estimation
using the DO electrode chip, a dynamic transient measuring method was
adopted and compared with the steady-state measuring method as a con-
ventional method [111]. In the study, the measuring time was dramatically
reduced.

Subsequently, they fabricated an array type DO electrode (Clark type)
using thin film technology [112] (see Table 5IIb). However, these BODDO sen-
sor chips developed for field monitoring have several remaining problems.
The biggest problem is that the concentration of DO is limited to about 8 mg
O2 L–1. Therefore, measurement of samples with high a BOD value influenced
the DO concentration.
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Fig. 7 Photographs of BOD sensors. a Deferred type and b desktop type. These pho-
tographs are from a catalog of Central Kagaku Co.

Quality monitoring of secondary effluents (less than 10 mg O2 L–1 BOD)
is required for public organizations such as sewage plants and industries. In
addition, the sensitive BODDO sensor was also required for monitoring low
BOD values in river waters. Chee et al. developed highly sensitive BODDO sen-
sors and pretreatment methods for the measured samples [23, 113–117] (see
Table 5III and IV).

Secondary effluents and the upper stream of river water generally indi-
cate low BOD values, and they mostly contain refractory organic compounds
such as humic acid, lignin, tannic acid, gum arabic, and surfactants [118, 119].
Thus, for the precise estimation of such samples, several microbes from
sewage plants were screened and Pseudomonas putida SG10 was isolated to
apply to highly sensitive BODDO sensors.

In the first step of the development of highly sensitive BODDO sensors
using DO electrodes, a basic batch system was studied and characterized to
obtain the optimum conditions for low BOD estimation [113]. The calibra-
tion curve was obtained by the GGA solution from 0.5 to 10 mg O2 L–1 BOD
and the detection limit was 0.5 mg O2 L–1 BOD (n = 5). Next, in the BOD de-
termination of various river waters, the sensor’s results generally indicated
somewhat lower values than those obtained by the BOD5 method. The reason
could be that the compounds were not easily assimilable to the sensor in such
a short time.

In the second step, a highly sensitive BODDO estimation was studied using
an optical fiber probe as an oxygen sensor, based on fluorescence quenching
by oxygen [23]. Then, sufficient reproducibility of this optical fiber biosensor
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was not obtained. Therefore, the DO electrode was used again for subsequent
studies.

In the third step, ozonation as a pretreatment method for low BOD sam-
ples was examined [114]. Ozonation is known as a treatment method to
decompose organic compounds, especially for refractory organics in indus-
trial wastewater, municipal effluent, and river water. In this study, ozona-
tion of river water samples was successfully established as a new pretreat-
ment method for low BODDO estimation combined with the sensitive sen-
sor method. However, this sensor method requires the ozonation equip-
ment, which is large and expensive, and ozone gas requires careful handling.
Therefore, a photocatalytic pretreatment method was next applied for this
purpose.

Refractory organics containing samples can also be decomposed to
biodegradable substances by photocatalytic preoxidation using illuminated
titanium dioxide (TiO2). Accordingly, the photocatalytic pretreatment method
was applied to the sensitive BOD sensor [115]. The sensor responses to
various river water samples, which were pretreated by photocatalysis, were
successfully improved. The results obtained by this sensor method and the
conventional BOD5 method corresponded (r = 0.983). As the next steps, both
a flow type sensor system and stopped-flow system based on the above men-
tioned studies have been developed [116, 117]. In another highly sensitive
BOD sensor, a microbial fuel cell was applied using an improved cathode
reaction [118].

Other BODDO sensors were also developed using different kinds of mi-
crobes, for example, Arxula adeninivorans (salt-tolerant yeast) [120–123],
B. subtilis [124], Hansenula anomala [125], Klebsiella oxytoca [126], Kleb-
siella sp. [127], Serratia marcescens LSY 4 [128], Torulopsis candida [129],
combinations of two microbes such as B. subtilis and B. licheniformis [130–
132], B. subtilis and T. cutaneum [133], Rhodococcus erythropolis and Is-
satchenkia orientalis [134], thermophilic bacteria [135] (see Table 5I), mi-
crobial fuel cell [136, 137], a mixture of microorganisms (consortium) [138–
140], activated sludge [141, 142], slime mold [143, 144], and dead micro-
bial cells [145–149]. In addition, a disposable BOD sensor for measuring
nitrification (N-BOD) and inhibition of nitrification in wastewater was de-
veloped using nitrifying bacteria [150]. As the other approaches, a respiro-
graphic BOD sensor was developed utilizing indication of CO2 concentration
(BODCO2 ) [151]

4.3.2
BODBL Sensors

Using luminous bacteria (Photobacterium phosphoreum IFO 13896), a bio-
luminescence BOD sensor has been developed by Hyun et al. [152] (see
Table 5V). The luminous bacteria, which are isolated from marine sources,
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emit light at a constant rate for fairly long periods of time as a result of nor-
mal metabolic processes. In this process, the substrate produced by catabolic
degradation or organic compounds in the microbial cell are shunted to the
bioluminescence reaction which is coupled to the electron transport path-
way [153]. In this study, P. phosphoreum was put into a transparent glass dish,
which was located on a PD in a light-protected box. Signals from the PD were
amplified and recorded. The BOD responses of the bacterial reagents could
be observed between 20 and 160 mg O2 L–1 BOD within 15 min with 7% RSD.
By the efforts of the research (Tamiya et al.), the BODBL sensor was produced
by Ishikawa Seisakusho Ltd. In addition, the sensor system was applied to an
array chip for on-site BOD sensing [154].

4.3.3
BODSPV Sensors

According to Murakami et al., the SPV technique was applied to a BOD sen-
sor using T. cutaneum as a biosensing element [29] (see Table 5VI). The
biodegradation profiles of this biosensor were examined. The results in the
BOD estimation of wastewaters obtained by both SPV-based sensor and con-
ventional BOD5 methods were well correlated between 0 and about 180 mg
O2 L–1 BOD.

4.3.4
BODMD Sensors

The mediator has been applied to the fabrication of microbial fuel cells [155,
156] and to microbial detection [157, 158]. It has been suggested that reduc-
tion of the redox mediator, rather than DO, is due to metabolic reactions
of microorganisms [159]. Thus, instead of DO, HCF(III) has been used as
an electroactive compound for the development of amperometric biosensors
using microorganisms [160, 161].

Thus, the first BODMD sensor was developed using HCF(III) and E. coli by
Pasco et al. in 2000 [162]. Since the study was reported, many BODMD biosen-
sors have been intensively developed in recent years [163–166]. We have also
developed several BODMD sensors. As the first, in our BODMD sensor which
was reported in the same year as the report by Pasco et al., we employed
a batch system using HCF(III) and P. fluorescens biovar V which was isolated
from a municipal sewage treatment plant [167] (see Table 5VIIa). A combi-
nation chip consisting of a working electrode, on which P. fluorescens was
immobilized, and a counter electrode was constructed. Under optimized con-
ditions, synthetic sewage determined using the Organization for Economic
Cooperation and Development (OECD) method was used as a standard so-
lution approximating real wastewater to determine the BODMD using the
sensor [168]. With the OECD synthetic sewage (OSS), evidence that is was
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possible to measure BOD without the influence of DO was shown. By this
work, the possibility of a new estimation method for BODMD determination
was shown.

As the next step, a mobile type BOD sensor was studied [169] (see
Table 5VIIb). In this work, storing conditions for the practical use of the BOD
sensor chips were investigated and a handy type amperometer was fabricated
for field monitoring. Under the conditions of limited nutrients, the microor-
ganisms survive by metabolizing the endogenous substrates in the cell [170].
It has also been reported that bacteria in the “starved” condition can concur-
rently metabolize various exogenous substrates [171], which is advantageous
for BOD measurements. In fact, the linearity of the calibration curves was
improved up to 68 h of aeration. Finally, the sensor response decreased to
approximately half the original after at least 35 days in storage.

The BODMD sensor was improved to a ten-channel system for compost
monitoring [172] (see Table 5VIIc). Screen-printed disposable sensor chips
for single use were fabricated by incorporating P. fluorescens and HCF(III) im-
mobilized in sodium alginate gel. In conclusion, the relative change in BOD
sensor values determined using our system corresponded well with the BOD5
values obtained using the standard BOD5 method during 58 days of compost-
ing.

4.3.5
BODDM Sensors

A double mediator (DM) system combining HCF(III) and menadione was
studied using the eukaryote S. cerevisiae [173, 174]. Baronian et al. revealed
that menadione (vitamin K3; lipophilic mediator) can penetrate the outer cell
membrane. Roustan et al. applied the DM system for measuring yeast activ-
ity in alcoholic fermentation [46]. Heiskanen et al. compared menadione and
menadione bisulfite using yeast, and they revealed that hydrophobic mena-
dione was superior to its water-soluble bisulfite derivative for probing living
cells [175]. Yeasts are easily handled, omnivorous to many kinds of organic
substances, and stable even in saline solutions. Thus, we have applied the DM
system to BOD estimation employing baker’s yeast S. cerevisiae [176].

4.3.6
BODRCI Sensors

A simple, multiple simultaneous spectrophotometric method for new BOD
determination using 2,6-dichlorophenolindophenol (DCIP) as the RCI was
realized [27] (see Table 5VIII). The absorbance of DCIP decreases due to
the metabolism of organic substances in aqueous samples by P. fluorescens
(see Fig. 8). As a new technical tool, a microplate reader for a plate hav-
ing 96 wells was used for multiple simultaneous spectrophotometric BODRCI
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Fig. 8 Principle of BOD determination using DCIP by the spectrophotometric method

estimation. Thus, real samples, blanks, standards, and replicates could be de-
termined concurrently, ensuring the accuracy of this method. The process
required only 20 min per determination. This method gives a linear response
(r = 0.971) to the OSS samples from 50 to 430 mg O2 L–1. Next, a compact op-
tical device and disposable sensing strips for the simultaneous determination
of the BOD of multiple samples were developed [27]. Using this strip, real
samples from a wastewater treatment plant and a kitchen in our factory were
examined, and good correlations were observed between the BODRCI values
derived using this system and those determined by the conventional BOD5
method.

Recently, we have developed a highly sensitive and reproducible BODRCI
sensor using baker’s yeast and a temperature-controlling system providing
a three-consecutive-stir unit [177]. A calibration curve for GGA concentration
was obtained between 1.1 and 22 mg O2 L–1 (r = 0.988, six points, n = 3) when
the incubation mixture was incubated for only 10 min at 30 ◦C. The repro-
ducibility of the optical responses in the calibration curve was 1.77% (average
of RSDs). This method was superior to the available BOD sensor (Central Ka-
gaku Co.) in the detection limit (available BOD sensor’s value, 2 mg O2 L–1),
dynamic range (2–20 mg O2 L–1), reproducibility (5%), and measuring inter-
val (30 min).

4.3.7
BODMFC Sensors

The first BOD biosensor, which was developed by Karube et al. in 1977, was
based on a microbial fuel cell (MFC) using the hydrogen produced by anaer-
obe C. butyricum immobilized on the electrode [3]. Recently, applications
of the mediatorless MFC to BOD sensor development have been performed
using an electrochemically active metal-reducing bacterium [178–181]. The
BODMFC sensors can be used as continuous monitoring systems and have
long-term stability.
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4.3.8
Surfactant Sensors

Linear alkylbenzene sulfonates (LASs) are most commonly used for the pro-
duction of detergents in synthetic anionic surfactants. LAS is more eas-
ily biodegradable than nonlinear alkylbenzene sulfonate (ABS), and the
biodegradation by microorganisms requires several days. However, LAS has
toxicity in itself and also contributes to increase the toxicity of other pol-
lutants in the aquatic environment. A large amount of LASs contained in
domestic wastewater are flowed into streams and rivers. For the simple and
rapid determination of LAS concentration, detergent biosensors indicating
LAS were developed for river water monitoring [182, 183].

The first LAS biosensor was constructed using LAS degrading bacteria
(strain A), which were isolated from activated sludge of a sewage treatment
plant in Tokyo [182]. The LAS biosensor developed in this study is shown
in Fig. 9. This is a reactor type sensor system consisting of immobilized LAS
degrading bacteria and an oxygen electrode. The bacteria were immobilized
in calcium alginate beads and the beads were packed into two columns (re-
actors). The two-column system was employed to raise the effects of LAS
degradation. A sample solution was circulated in this flow type sensor sys-
tem several times. Then, the LAS and DO concentrations in the sample were
decreased by the LAS degrading bacteria packed in the two columns. By mon-
itoring DO consumption in the sample, the LAS concentration was indirectly
measured as well as showing the principle of the early BOD sensor. A cal-
ibration curve was obtained between 0 and 4 mg L–1 LAS. Finally, the LAS
degradability of strain A in this sensor system was confirmed by using the
high-performance liquid chromatography (HPLC) method.

Fig. 9 Schematic diagram of the LAS measuring system using LAS degrading bacteria
(strain A). A, sample; B, buffer or CaCl2 solution. Measurement was performed within 15
to 30 min at 25 to 45 ◦C with a flow rate of 1.0 mL min–1
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Subsequently, a LAS biosensor for river water monitoring was developed
using the strain A and T. cutaneum [183]. In this study, to prevent the influ-
ence of coexisting substances dissolved in a real sample, a dual sensing system
was constructed. Changes of LAS concentration in river water were monitored
and mostly corresponded with the human life cycle in a day.

As other surfactant sensors, a fungal conidial cell (Botrytis cinerea) was
used for determining cationic surfactants [184] and Pseudomonas sp. and
Achromobacter sp. were used for determining anionic surfactants [185].

4.3.9
Chlorinated Hydrocarbon Sensors

Trichloroethylene (TCE) is an extensively used industrial solvent, and due to
its broad application and high volatility, it has become a major contaminant
of ground water. In Japan, it was found by the Environmental Agency in 1982
that many ground waters were contaminated by TCE with a higher concen-
tration than the environmental standard (0.03 mg L–1). To realize simple and
rapid determination of TCE, whole cell biosensors have been developed using
specific bacteria to degrade TCE [186, 187]. The bacteria P. aeruginosa JI104
were isolated from soil near a gasworks [186]. This sensor system showed
a linear concentration range for TCE from 0.1 to 4 mg L–1. The response time
was less than 10 min. This sensor characteristic makes it suitable for the
detection of TCE in industrial wastewater. For improvement of this sensor
system, a flow injection analysis (FIA) system was employed [187]. Finally,
the sensor signals were linearly proportional to the concentration of TCE in
the range from 0.03 to 2 mg L–1. The sensor was applied to real samples and
showed a good response for ground water.

As other chlorinated hydrocarbon sensors, a Rhodococus sp. was used
for determining chlorinated and brominated hydrocarbons [188] and trans-
formed E. coli was used for determining halogenated organic acids [189].

4.3.10
Toxicity Sensors

Toxicity assays are required for the prevention of environmental destruc-
tion and obstacles to the health of the human body. The toxicities are cat-
egorized into general toxicity and specific toxicity. The general toxicity in-
cludes the acute toxicity, i.e., 50% lethal dose (LD50), subacute toxicity, and
chronic toxicity. Toxicity assays have been widely required not only in the
environmental field, but also in the food and diagnosis fields. Toxic sub-
stances are generally detected by using physical or chemical analytical sys-
tems, for example, HPLC and ion-selective electrodes (ISEs). However, the
toxicity of such chemical substances cannot be measured. Only biological
methods using living biomaterials enable measurement of the toxicity. As
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the most convenient way to detect or determine the toxicity, organisms such
as bird, fish, and microorganisms have been used, especially for detecting
acute toxicity. In particular, several microorganisms were used for biosens-
ing of toxicants such as cyanides, pesticides, antibiotics, and other acute
toxicants.

To detect the chemical toxicity which affects organisms by their acute tox-
icities, several biosensors were developed. In this field, the development of
toxicity sensors can be classified into three types, i.e., indicating metabolic
activity, respiration activity, or biodegradability of toxic chemicals. The for-
mer kind of biosensor was developed for total toxicity sensing. The latter two
kinds of biosensors were mainly developed for cyanide detection, and these
biosensors were reviewed in the literature [190].

In metabolic activity indicating methods, the “Microtox™” method using
luminous bacteria was developed for the assessment of toxicity in aquatic
samples and marketed as a bioassay system [191, 192]. In our group, several
toxicity sensors were also developed using in vivo luminescence occurring in
bacterial cells for the online monitoring or continuous measurement of toxic
compounds.

The first bioluminescence-based toxicity sensor was studied in 1991 [193,
194] (see Table 6Ia). The toxicity was measured based on the decrease of in
vivo luminescence intensity emitted by recombinant E. coli HB101 (pRSV),
which was affected by cell metabolic inactivator. Toxicants such as sodium
azide and fluoroacetic acid, which are components of ATP-inhibiting pesti-
cides, and antibiotics were detected at or below the µg L–1 level by this system.
Using a similar measuring system and P. phosphoreum [195] (see Table 6Ib)
or recombinant E. coli [196] (see Table 6Ic), pesticides and antibiotics were
also detected [195, 196] (see Table 6Ib and Ic). Finally, the toxin sensor was
improved to a batch-flow system using recombinant E. coli immobilized on
magnetic beads [197] (see Table 6Id). In this system, illustrated in Fig. 10, an
electromagnet is placed below the photomultiplier. The microbe-immobilized
magnetic beads were incubated with toxicant solution for 30 min at 30 ◦C.
After washing with buffer solution, the beads flowed inside the tube and were
held above the electromagnet. The antibiotic chloramphenicol was detected
in this system.

Cyanide is a deadly poison that inhibits respiration [198]. Nevertheless, it
is widely utilized in industrial applications, especially for electroplating. Oc-
casional accidents have taken place when industrial plants discharge cyanide
into environmental water. The lethal dose is in the range of 0.5–3.5 mg kg–1

body weight. Therefore, to regulate the discharge of cyanide into the en-
vironment, the Water Pollution Control Law in Japan stipulates 1 mg L–1

of cyanide (38.5 µM) as the maximum concentration of cyanide allowed in
wastewater. Several cyanide biosensors have been developed following this
principle [199–201] (see Table 6II).
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Fig. 10 Schematic diagram of the batch-flow type toxicity detecting system

Cyanide Sensor Indicating Respiration Activity of Aerobe

The first cyanide sensor was made by employing an oxygen electrode en-
trapped in yeast with an oxygen-permeable membrane, which was confirmed
as a cyanide sensor [199]. The yeast (S. cerevisiae IFO 0337) was selected
as a sensitive microorganism to cyanide. The yeast was entrapped between
two porous cellulose nitrate membranes. The yeast in the microbial mem-
brane can take up oxygen, glucose, and other nutritious substances through
the porous membrane, being exposed to cyanide as well when it exists in
the solution. This sensor was able to determine the cyanide ion (CN–) with
a linear range between 8.0 and 4000 µg L–1 (0.3–150 µM), which indicates that
this cyanide biosensor employing a flow system and a reactor has possible
applications for the monitoring of cyanide.

The second sensor employed a flow system. [200]. Yeast was immobilized
on glass beads acting as support; then, the beads were packed into a column
acting as a reactor. The system employed two electrodes, and the reactor was
placed between them. This system was able to detect the cyanide ion with
a linear range between 0 and 400 µg L–1 (0–15 µM), under the conditions of
a flow rate of 4.5 mL min–1 and 25 ◦C. These results indicate the possible use
of this sensor in the construction of a flow sensor system that can be ap-
plied to continuous monitoring for preventing the discharge of cyanide from
wastewater.

The third sensor was developed for determining cyanide in river water
using an improved previous sensor system. The sensor employed a double
electrode system and the reactor was set up between the two electrodes. As
a result, the sensor was sensitive enough to detect cyanide contamination
from industrial plants in river water.

Biosensors employing inhibition of microbial respiration are also affected
by other toxic compounds, such as pesticides and herbicides. Therefore, this
kind of sensor can be used for estimating total toxicity around a polluted wa-
ter area. However, it is also important to improve the selectivity of the sensor
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as a cyanide detection system. Thus, subsequently, biosensors using cyanide-
degrading bacteria for the selective determination of cyanide were developed.

Cyanide Sensor Using Cyanide-Degrading Microbe

P. fluorescens NCIMB 11764 having cyanide oxidase and cyanase aerobi-
cally biodegrades cyanide as a sole nitrogen source. Cyanide oxidase pro-
duces cyanate from cyanide, consuming oxygen. Then, the cyanate is hy-
drolyzed by cyanase, and ammonia and carbon dioxide are produced. Using
this microbial degrading mechanism of cyanide, several biosensors were de-
veloped [202–204] (see Table 6III).

The first microbial sensor using this bacterial degradation of cyanide was
employed in a batch system. Cyanide can be measured using an oxygen
electrode to determine the decrease of DO by degrading cyanide of P. flu-
orescens NCIMB 11764. P. fluorescens was immobilized between two mem-
branes. After characterization, the multiple effects of numerous substances
on the sensor response were investigated using water from the Watarase
River in Japan. The sensor responses to CN– concentrations between 80 and
400 µg L–1 (3.0–15 µM) were determined. However, the membrane type sen-
sor was affected by the concentrations of nutrients, such as glucose and
glutamate [202].

To improve selectivity, a cyanide-selective sensor using a gas-permeable
membrane (PTFE; polytetrafluoroethylene) with a batch system was de-
veloped. Cyanide in water forms molecular acid hydrogen cyanide (HCN)
and/or free cyanide ion (CN–). Over pH 4, cyanides are easily converted into
HCN. Liquid HCN can be volatile from water in the gas phase. By using the
gas-permeable membrane, P. fluorescens immobilized in the microbial mem-
brane was exposed to only volatilized gases such as oxygen and HCN. In this
system, the nutrients did not affect the sensor response. A comparison of the
JIS method (pyridine method) with the gas-phase biosensor was carried out
using several river waters, adding CN– with a concentration between 40 and
400 µg L–1 (1.5–15 µM), with a good correlation (r = 0.995, n = 4). In conclu-
sion, the sensitivity, selectivity, and stability of the gas-phase biosensor were
considered adequate for practical use, suggesting the usefulness of this sen-
sor. Therefore, cyanide biosensors employing a reactor with a flow system
have been implemented for the continuous monitoring of cyanide in river
water.

A flow and reactor type cyanide sensor using an immobilized P. fluo-
rescens column was developed for environmental monitoring. P. fluorescens
was entrapped in calcium alginate gel beads. Cyanide dissolved in the sam-
ple solution was degraded by P. fluorescens, and then consumed oxygen was
detected by the DO electrode. After optimization, a calibration curve for CN–

was obtained with a linear response between 20 and 400 µg L–1 (0.75–15 µM)
and a response time of 5 min. The result obtained had a wider range than
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that of the previous sensors. The sensor response was obtained after at least
30 days. This sensor demonstrated its possible application for continuous de-
tection of cyanide and online monitoring of river water, in the same manner
as the flow and reactor type yeast sensor. However, this sensor’s selectivity
needs to be improved. Therefore, the development of a gas-phase biosensor
employing a flow system is required to avoid the influences of nutrients in
river water.

Other Toxicity Sensors

As other developments, luminescence-based genetically engineered micro-
bial biosensors for water toxicity monitoring were developed using S. cere-
visiae [205], freshwater bacterium [206], E. coli [207], or E. coli with an array
system [208]. Luminescent bacteria were used for bioavailable toxic metals
and metalloids from natural water samples [209]. Stress-responsive luminous
bacteria were used for toxicants [210]. For gas toxicity monitoring, E. coli
GC1 [211] or GC2 [212] was employed. For heavy metal toxicity sensing, a car-
diac cell-based biosensor was developed [213]. Early detection of wastewater
toxicity was performed by using a microbial sensing system [214]. A respiro-
metric biosensor system was developed using Nitrosomonas europaea for
the detection of inhibitors of ammonia oxidation in wastewater [215]. Green
fluorescent protein-based genetically engineered microbial biosensors were
developed using S. cerevisiae for genotoxicity monitoring [216]. For sediment
quality control, application of microbial toxicity tests was reviewed [217]. As
a new approach, biological toxicity detection was performed using a SPR sys-
tem [218].

4.3.11
Agricultural Agent Sensors

As a novel approach to detect atrazine, SPR determination of P450 mRNA
levels in S. cerevisiae was carried out [219]. A linear relationship was ob-
tained between the SPR response and atrazine concentration in the range
of 1 ng–1 mg L–1 (r = 0.993). This method was fast (15 min), highly sensi-
tive, simple to use, and gave higher precision (< 2%) than the conventional
enzyme-linked immunosorbent assay (ELISA) method. In addition, a highly
sensitive toxicity measurement system was also developed utilizing quantifi-
cation of induced P450 mRNAs by toxic chemicals and a FIA system based
on a SPR method [220]. The DNA and peptide nucleic acid (PNA) probes
containing a complementary sequence to a part of P450 mRNA hybridized
to the probes were quantified. In this method, 10 ng L–1 (10 ppt) of atrazine
was detected by using both DNA and PNA probes, and highly sensitive detec-
tion was achieved by amplifying the target P450 mRNA based on nucleic acid
sequence-based amplification (NASBA).
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As other agricultural agent sensors, organophosphorus aromatic nitro
insecticides and p-nitrophenol were determined by the microbial-cell res-
piratory activity of P. putida C-11, P. putida BA-11, and Acinetobacter
calcoaceticum A-122 [221], and organophosphate pesticides (nerve agents;
paraoxon, parathion, and methyl parathion) were determined by using re-
combinant microorganism with surface expressed organophosphorus hydro-
lase [222]. Chloroform was detected by anaerobic microbial consortia [223].

4.3.12
Acid Rain Sensors

Acid rain is caused mainly by release into the atmosphere of oxides of sulfur
(SOx) and nitrogen (NOx). To detect nitrogen dioxide (NO2) gas, a high-
performance biosensor was developed using Nitrobacter sp. which immobi-
lized onto CaCO3 particles [224, 225] (see Table 7Ia). The NO2 gas sensor
showed linear responses between 0.51 and 255 mg L–1 NO2 with no interfer-
ing substances. For liquid samples, a sodium nitrite (NaNO2) biosensor was
also developed using Nitrobacter sp. which immobilized to an acetylcellu-
lose membrane [226] (see Table 7Ib). The NaNO2 biosensor showed linear
responses between 10 and 590 µM NaNO2 with no interfering substances.

For sulfite ion (SO3
2–) sensing, Thiobacillus thioparus TK-m was used in

a batch system [227] (see Table 7Ic). The SO3
2– biosensor showed linear re-

sponses between 4 and 280 µM SO3
2–. In this sensor system, it was found that

sodium thiosulfate and sodium sulfate were interfering substances, although
dimethyl sulfide did not influence the sensor response. To measure sulfate
ion (SO4

2–), a microbial sensor was also developed using Thiobacillus fer-
rooxidans strain 15 [228] (see Table 7Id). The SO4

2– biosensor showed linear
responses between 4 and 200 µM SO4

2–. In this sensor system, it was found
that sodium nitrate was an interfering substance, although NaCl did not influ-
ence the sensor response. In addition, these two biosensors had poor stability.

4.3.13
Carbon Dioxide Sensors

Carbon dioxide (CO2) is known as a greenhouse effect gas and measurements
of CO2 are also important to clinical analysis and the fermentation process.
Using Pseudomonas sp. S-17 as a CO2 utilizing atrophic bacterium, the first
biosensor for CO2 gas was studied for a liquid sample [229] (see Table 7IIa).
After optimization, the biosensor showed linear responses between 5 and
200 mg L–1 CO2. Acetic acid was found to be an interfering substance; how-
ever, formic acid, ethanol, and butanol did not affect the sensor response.
Using the same microbe, a chip type biosensor was studied by developing
a miniature O2 electrode using microfabrication techniques for semiconduc-
tors [230] (see Table 7IIb). This biosensor chip could measure from 0.5 to
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3.5 mM NaHCO3 within 3 min using ten measurements. In addition, both
types of CO2 gas biosensors for liquid and gaseous samples were fabricated
using thermophilic bacteria [231] (see Table 7IIc and IId). Each biosensor
measures between 1 and 8 mM CO2 in liquid samples and between 3 and 12%
CO2 in gas samples.

Methane (CH4) is known as a greenhouse effect gas and one of the in-
dicators for the gasification process. Methylomonas flagellata AJ 3670 was
used for CH4 gas measurements and two gas-flow and reactor systems were
constructed [232, 233] (see Table 7IIe and IIf). The first developed biosensor
utilizing immobilized M. flagellata could measure 13.1 µM to 6.6 mM CH4
gas, and the next developed sensor using a cell suspension improved the lin-
ear range of CH4 to 3 µM.

4.3.14
Other Environmental Sensors

Microbial sensors for other pollutants have also been developed. The photo-
synthetic activities of microalgae of Scenedesmus sp., Chlorella sp., and Spir-
ulina sp. were measured by a system consisting of an O2 electrode integrated
with optical fibers [234]. Phenolic compounds were detected by using R. ery-
thropolis [235], Moraxella sp. [236], marine bioluminescent bacteria [237],
and P. putida [238]. Naphthalene was detected by P. putida BS238 carry-
ing the naphthalene degradable plasmid pBS2 [239]. Phosphate ion, which
causes eutrophication, was detected using a luminescent cyanobacterial re-
porter strain [240].

5
Outlook

In this review of microbial biosensors, many kinds of developments were
introduced. In most microbial biosensors, the selectivity is a shortcom-
ing. Thus, genetically transformed microbes have recently been engineered
as molecular recognition elements mainly for selective measurements [17].
For example, BOD sensing yeast, T. cutaneum IFO 10466, was genetically
transformed using a plasmid, pAN 7-1, for luminous BOD sensing [241].
Pseudomonas stutzeri AK61 having the enzyme cyanidase was isolated from
wastewater at a metal-plating plant by Watanabe et al. [242]. A gene encoding
cyanidase was taken into E. coli for cloning and expression [243]. Further, the
cyanidase was improved to increase the Km value for cyanide by site-directed
mutagenesis [244]. Magnetic bacteria can be applied for the development of
a new type of microbial sensor utilizing magnetic particles (bacterial mag-
netic particles; BMPs) [245], because the BMPs have been widely applied to
the development of biochips and other biosensing devices [246].
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Abstract A large number of methods using direct detection with label-free systems are
known. They compete with the well-introduced fluorescence-based methods. However,
recent applications take advantage of label-free detection in protein–protein interactions,
high-throughput screening, and high-content screening. These new applications require
new strategies for biosensors. It becomes more and more obvious that neither the trans-
duction principle nor the recognition elements for the biomolecular interaction process
alone determine the quality of the biosensor. Accordingly, the biosensor system has to be
considered as a whole.

This chapter focuses on strategies to optimize the detection platform and the
biomolecular recognition layer. It concentrates on direct detection methods, with special
focus on optical transduction. Since even this restriction still leaves a large number of
methods, only microrefractometric and microreflectometric methods using planar trans-
ducers have been selected for a detailed description and a listing of applications. However,
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since many review articles on the physical principles exist, the description is kept short.
Other methods are just mentioned in brief and for comparison. The outlook and the ap-
plications demonstrate the future perspectives of direct optical detection in bioanalytics.

Keywords Direct optical detection · Reflectometric · Refractometric ·
Optical transduction · Surface modification
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1
Introduction

Whereas fluorescence-based assays [1] are standards in bioanalytics, label-
free detection has gained some interest only since BiaCore entered the market
some years ago [2]. Accordingly, the number of reviews on fluorescence-based
methods is rather high; therefore only some of the more recent reviews will be
mentioned here [3–12]. Many of these methods have been commercialized,
as have microarrays (e.g., in gene expression analysis [13]) and chip technol-
ogy (see chapter by Bier in this volume). However, moving from genomics
to proteomics and also glycomics (–omics), in many cases direct optical de-
tection can offer advantages. Fluorescence-based and enzyme-linked assays
have a long tradition. They offer the possibility of high-throughput screening,
are well-tested, highly suitable for routine analysis down to very low limits
of detection, and even highly parallel, not considering just the Affymetrix
chip [14]. State-of-the-art of microarray fluorescence analysis has been re-
viewed recently [15].

Nevertheless, there are problem with labeling of interaction partners (e.g.,
in the case of proteins) with respect to cost, loss of bioactivity, and toxic-
ity of quantum dots (even though they are sometimes preferred because of
their low photodegradation, high fluorescence enrichment factor, and other
advantageous optical properties such as variation of fluorescence wave length
even using a single excitation wave length). This has focused the interest in
academia and in industry on substitution of the fluorescence assays in some
applications by direct optical detection methods. It turns out that these op-
tical approaches have opened new applications, allowed various test formats,
and can be used in cases where fluorescence assays are not applicable.

It is true that fluorescence-based assays are rather simple, are well-
introduced (especially in diagnostics), can be used in heterogeneous as well
as in homogeneous assays, allow very low limits of detection, and provide
high multianalyte detection even at small spots. Dual lifetime referencing has
overcome problems with drift, turbidity, coloration and even photodegrada-
tion [16]. Matrix effects can be overcome more easily as fluorescence assays
fight less against non-specific interaction. Dissemination, state of the art long-
term development, and success in genomics have brought these assays into
the position of being the leading assays they are at present.

However, upcoming research and development in optics, the variety of de-
tection principles [15, 17, 18], and modern surface chemistry indicate that in
the near future direct optical detection can take over many of the fields of
application where fluorescence assays are still currently used.

Any type of biomolecular interaction process monitoring, which is the ba-
sis of all the –omics, screening, and diagnostic approaches, rely neither on
the optical transducer nor on the quality of the interacting partners (binding
constants, cross-reactivities) alone, but also on the whole system (including
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electronics, data acquisition, data handling). Thus, both aspects have to be
discussed in this chapter with respect to recent developments. Trends will
be outlined and perspectives will be given to allow an understanding of the
optimization strategies for biosensors relying on direct optical detection.

In biosensing, the influence of the sensitive layer is considerable, therefore
the wide field of chemosensors (being less specific because of the poor selec-
tivity of the chemical sensitive layer) will not be discussed in detail, with the
exception of a few applications using biomimetics in the section on applica-
tions (Sect. 3). This chapter concentrates on direct optical detection methods,
namely quartz microbalance, electrochemical methods (which are reviewed
in more detail in the chapter by Schuhmann in this volume), Terahertz spec-
troscopy, and calorimetric methods.

An essential part of the biosensor is determined by the sensitive layer,
which is a low molecular weight ligand, a recognition sequence, or even a pro-
tein. However, to stabilize these recognition elements, sophisticated surface
chemistry and surface modification have to be included in any biosensor de-
velopment. Accordingly, a large part of this chapter will be dedicated to this
approach, referring to the state of the art and giving some perspectives on
using new biological recognition elements (BRE).

The section on applications (Sect. 3) will demonstrate developments in the
past, show trends, and identify new aspects such as miniaturization and par-
allelization. Since topics such as evaluation of kinetics and thermodynamic
data have been reviewed elsewhere, these aspects will be covered only in
brief [19, 20]. However, miniaturization and parallelization will be an essen-
tial. The same applies to recently discussed imaging techniques under the
aspect whether they just allow answers like “yes” or “no”, or whether they of-
fer the chance to obtain binding curves at a large number of detection sites on
small chips, with validated reproducibility and calibration.

2
Biosensor Components: Transduction and Reception

2.1
Transduction: General Survey

In biosensing, a large variety of transduction principles have been intro-
duced, many of which rely on direct detection principles avoiding labels. Ac-
cordingly, principles and applications have been published for electrochem-
ical, electronic, calorimetric, and optical methods, which makes it rather
difficult to get an overview and a good comparison between the large num-
ber of realizations [21]. Nevertheless, there are reviews comparing some of
the direct optical detection methods [17, 22] and their performance with lu-
minescence methods [23, 24].
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This section focuses on optical transduction principles avoiding labels
using direct detection of biomolecular interaction. Furthermore, non-optical
methods will be mentioned briefly. Optical transduction techniques will be
discussed not in detail, but only to demonstrate feasibility by classifying the
many techniques using optical transduction alone. In addition, the section
will concentrate on refractometric and reflectometric transduction princi-
ples. Nevertheless, a short survey on methods not using labels will be given.

At the beginning out of the many published principles, electrochemical
methods first gained interest in biosensing. Potentiometric and amperomet-
ric methods are known, and even impedance measurements are used to
overcome the disadvantage of single-channel information in comparison to
optical methods using spectral information [25]. However, well-developed
signal amplification and handling, as well as cheap overall instrumentation,
allowed even high parallelization. Although the use of mediators in electro-
chemical transduction enhances the signals, as in the case of enzyme-linked
assays, this approach is outside the scope of this chapter since the interaction
process is not detected directly. Nevertheless, electrochemistry is considered
one of the promising methods in biosensing, microarraying, and many ap-
proaches in the area of –omics [26–30].

Another approach formerly successful in the area of gas sensing is to ben-
efit from mass changes at the sensor by affinity reaction. This change in mass
can be detected by use of surface acoustic wave devices, quartz microbal-
ances, or cantilevers. In comparison, piezoelectric mass-sensing devices have
reached a better standing. Quartz resonators working at different frequen-
cies allow label-free detection. Many years ago, their state of the art and their
perspectives were discussed for analysis of DNA and RNA interactions, ob-
servation of changes in cells, and response to pharmacological substances,
and their achievements compared to optical sensors [31, 32]. Recent devel-
opments are discussed in [33] in combination with some interesting appli-
cations [27, 34, 35]. The theory of cantilevers and their future prospects have
been reviewed recently [36], and special attention was given to practical de-
sign concepts, use of cantilevers in liquid phase and especially in biological
applications. Neither the necessity to work in liquids nor the mechanical re-
straints due to flow systems have been overcome yet.

At present, methods such as atomic force microscopy (AFM) are still a far
cry from realization of a biosensor [37]. AFM is a powerful tool for explor-
ing the forces and dynamics of the interaction between individual ligands
and receptors, either on isolated molecules or on cellular surfaces. In this re-
view, the current methodology for molecular recognition studies is explained,
with an emphasis on strategies available for preparing AFM tips and samples,
and on procedures for detecting and localizing single molecular recognition
events. An interesting combination between AFM and electrochemistry has
been published recently to get high resolution imaging of transports across
membranes [38].



400 G. Gauglitz · G. Proll

An upcoming principle is Terahertz (THz) spectroscopy [39]. Future suc-
cess in biology will depend on the development of compact, low-cost and
flexible systems. The present status of technology of using THz signals for
marker-free biomolecular detection on functionalized surfaces in dry and
fluid environments is discussed in [40]. The key feature of this method is the
possibility of combining quantification of the interaction process with iden-
tification. This approach is interesting in the case of amino acid sequencing.
However, this method has not yet left the research laboratories.

Regarding mid-infrared technologies, some approaches have been pub-
lished that combine the ideas of a sensor with the intention to identify the
analyte, whereby attenuated total reflectance techniques are used for signal
enhancement. This has been done first in the case of chemosensors meas-
uring in the IR, taking advantage of surface-enhanced infrared absorption
(SEIRA) and surface-enhanced Raman scattering (SERS) [41] and later in
biomedical applications (reviewed in [42]). The requirements of such sensor
types are discussed in [43]. Successful real-world applications are known in
gas analysis and detection of pollutants in marine water [44].

Meanwhile, applications even in in-vivo measurements have been pub-
lished [45]. A recently developed infrared attenuated total reflectance (IR-
ATR) catheter prototype for measuring atherosclerotic and normal aorta
samples was used. Training data were collected ex vivo. In consequence, spec-
troscopy in combination with multivariate classification strategies allowed
identification of normal and atherosclerotic aorta tissue for in vitro and, in
the future, in vivo applications.

Recent developments in laser sources, especially laser diodes, Ti-sapphire
lasers, or quantum cascade lasers, supply modern light sources in sensing [46,
47]. They provide variable wavelengths, even in near and mid-infrared or UV,
high beam quality for in-coupling to waveguides or fibers. Information about
properties of such lasers is best obtained by a search on the internet; some
aspects are discussed in [48].

Raman spectroscopy has developed into a very reliable method using
instrumentation with decreasing complexity. Raman has been successfully
applied to many problems in medicine, therefore Raman spectroscopy and
especially SERS (surface-enhanced Raman spectroscopy) is now frequently
used to examine biomolecular interaction, e.g., for detection of integrins at
the nanomolar concentration regime, and to distinguish between two differ-
ent kinds of integrins [49].

Over the last decade, isothermal titration calorimetry (ITC) has developed
from a specialist method that was largely restricted in its use to dedicated ex-
perts, to a major, commercially available tool for understanding molecular
interactions [50]. The bacterial proteins A and G (SpA and SpG) are im-
munoglobulin receptors that can be used as probes for monitoring changes
in the conformation of heavy chain constant (C(H)) domains. Interaction of
anti-(4-hydroxy-3-nitrophenyl)acetyl (NP) antibody (Ab) with SpA and SpG
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were measured by isothermal titration calorimetry and surface plasmon res-
onance in order to address the question of whether hapten-binding induces
a conformational change in the C(H) domain. Thus, this method proves its
feasibility in interaction studies [51]. The correlation between reflectometric
and calorimetric determination of binding constants is given in [52].

Without covering all non-optical methods completely and having men-
tioned optical approaches not yet on their way to commercialization, the fol-
lowing sections will concentrate on refractometric and reflectometric optical
principles, approaches to miniaturization, to parallelization, and to overcom-
ing the formerly unfavorable cost–result ratio. Finally, it will be demonstrated
that modern optical devices allowing direct (even parallelized), time-resolved
monitoring of binding processes are low-priced, offer simple technical set-
ups, are user-friendly and robust, and are thus competitive to electrical sen-
sor arrays.

2.1.1
Optical Fundamentals

Monitoring of electromagnetic radiation is a very successful tool for observ-
ing various types of biochemical interaction processes. Radiation provides
parameters such as amplitude, frequency (wavelength), phase, and state of
polarization [53, 54], which change during interaction processes. Accord-
ingly, the time dependence is a further parameter. This variety of parameters
makes superior use of electromagnetic radiation to some other methods and
for many applications. Optics can be easily miniaturized, light sources and
detection devices have become cheaper and more sophisticated in the last
decade, and micromachining and microstructuring offer new interesting de-
vices [53, 55].

This section is restricted to direct optical detection principles, and focuses
on using planar transducers to select only a segment of the wide field of op-
tical detection, which, however, is of high interest in bioanalytics at present.
Apart from absorbance and emission, reflectance nowadays allows setting up
many interesting transducers. For these devices, regular rather than diffuse
reflectance is used.

Radiation incident onto an interface between two media with different re-
fractive indices undergoes either regular reflection or even total reflection,
besides refraction when passing the interface [54]. Accordingly, an overview
of the methods of microrefractometric and microreflectometric principles is
given. The benefits and drawbacks of the various approaches are demon-
strated using samples from the biosensor field. In all applications reflectance
is used. One approach is the measurement of multiple reflections at these
layers and their superpositions of the partially reflected radiation at the in-
terfaces. The other approach is to take advantage of total reflectance and the
resulting evanescent field [54, 56].
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In all realizations of these transduction principles, two requirements have
to be achieved. The interaction process either within the sensitive layer or
adjacent to it must cause a change in the properties of the electromagnetic
radiation either guided in an optical transducer close to the sensitive layer
or penetrating this sensitive layer. In either case, the “optical density” of
the sensitive layer (containing the biological receptor elements and biopoly-
mers shielding the transducer against non-specific interactions) influences
the electromagnetic radiation. Thus, optical thickness is the product of the
refractive index and the physical thickness of this layer. Refractometry fo-
cuses on measurements of changes in the refractive index and is therefore
also temperature-dependent. On the other hand, reflectometry concentrates
on monitoring changes of the optical thickness of the sensitive layer, caused
either by uptake of molecules into this layer or by affinity reaction with the
surface. The principles of reflectometry are shown in Fig. 1a, and those of
internal total reflectometry as the basis of refractometry in Fig. 1b.

Fig. 1 Reflectometry: a Regular reflection; interference at thin film is 1+2 by superposi-
tion; incidence from low optical density. b Guided radiation; radiation is totally reflected
if angle of reflectance θ becomes larger than a critical angle; beam at angle α is re-
fracted according to Snellius law (1); 2 demonstrates the evanescent field in case of total
reflection. In both cases n1 < n2

Accordingly, planar transduction is classified into microrefractomectry
and microreflectometry. Since the principles and most of the realizations have
been reviewed for years [15, 57, 58], the following sections discuss the most
common principles only briefly, and concentrate on applications. Irradiation
of the sensitive layers or in-coupling of radiation into the transducer as well
as the interrogation of the effects are essential. These classify the different
principles.
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2.1.2
Refractometry

Radiation coupled into a medium with an higher refractive index than the
surrounding and propagated at internal angles of reflection θ higher than the
critical angle cannot be refracted to the outside of the medium any more. It is
totally reflected at the medium interface and is “guided” within the medium
(waveguide, fiber). Total reflection within a waveguide generates an evanes-
cent field that penetrates the medium at the interface of the waveguide. It
decays exponentially within just half the wavelength of the guided radia-
tion [54] to the layer adjacent to the waveguide. Therefore, “total reflection”
does not mean that the electric field vector of the guided radiation is not re-
duced to zero at the interface. It even exists outside. These devices have the
advantage of detecting only effects within this penetration depth (just a few
100 nm) (Fig. 1b).

In all the refractometric methods, the refractive index in the medium in
which the evanescent field decays influences the propagation of the guided ra-
diation by means of an effective refractive index. A large number of methods
are known. They differ in the interrogation principle of this effective refrac-
tive index. The novel design of planar optical waveguide biosensors based on
reverse symmetry allows the tuning of the penetration depth of the evanes-
cent electromagnetic field [59].

Integrated optical technology is developed further for biochemical applica-
tions. A short review is given on the development steps required to establish
an integrated optical technology based on silicon, which includes the steps
from the definition of the waveguide structure to the fabrication and char-
acterization procedures. Aspects such as the numerical simulation for the
components, the design of the optical element suitable as sensor, the analy-
sis of the light input coupling methods, and the fitting of process parameters
according to the required materials are highlighted in [60].

Surface plasmon resonance [61] is the best examined using the evanes-
cent field technique; the theory and application to chemo- and biosensing
have been reviewed in many articles [62–65]. The possibility of developing
compact SPR probes combining spectral SPR and a planar sensor geom-
etry was investigated. Two miniaturized set-ups were compared to a classical
optical-bench device. Performance was assessed by use of the devices as a re-
fractometer. The results were confirmed through two bioassays: (i) a protein
multilayer system consisting of a biotin–albumin conjugate and polystrepta-
vidin; and (ii) monitoring the interaction of thrombin and an immobilized
thrombin inhibitor. All set-ups showed good long-term stability. Noise values
from refractometry in the classical set-up matches those of bioassays, whereas
increased noise levels were observed for the miniaturized set-ups, indicating
a requirement for improved mechanical device stability [66]. Recently, new
developments and applications have been discussed [67–70].
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In-coupling of radiation into the waveguide is achieved via a prism that
is coated on its base by an approximately 50-nm metal film. The prism takes
care of total reflectance of incident radiation, which excites in these metal film
plasmons via the evanescent field depending on angle of incidence and wave-
length. Resonance of the plasmons takes place at the surface opposite (in case
of SPR) to the waveguide interface adjacent to the medium of interest. The
resonance condition of these plasmons depends on the refractive index of this
medium and reduces the reflected intensity of the p-polarized light, result-
ing in a “dip” in the reflectance diagram. Either a prism or a waveguide with
a buffer layer [71] to the metal film is used for achieving total internal re-
flectance. This direct optical detection method has been commercialized the
longest [2]. In most biochemical publications reporting direct optical detec-
tion this method has been used.

Another frequently used principle is the grating coupler [72]. A waveguide
layer is combined with a layer with a grating structure to couple in radia-
tion (the same or a second grating can be used for the read-out). The grating
constant is influenced by the refractive index within the adjacent medium.
As for interference filters, this grating condition determines the preferred
wavelengths or varies with the angle of incidence. Thus, the guided wave will
depend on the gradient in the medium next to the waveguide. Radiation inci-
dent on the grating will be reflected or coupled into the waveguide, depend-
ing on refractive index, wavelength, and angle of incidence [73]. Either an
angle-resolving arrangement or a CCD camera (avoiding mechanical parts)
is used to monitor the reflected radiation [74]. This set-up was also com-
mercialized [75] and recently gained new interest in parallelized devices [76].
Bi-diffractive couplers [77] have two gratings with different grating constants
superimposed. The out-coupled wave has an angle different from that of the
directly reflected wave. Rather tricky are gratings embossed in polycarbon-
ate, which take advantage of non-parallel grooves of the grating or a thickness
gradient of the waveguide [78].

Another type of interrogation of the polarization status is applied in prism
couplers [79]. The prism is not coated by a metal film but rather by a trans-
parent low refractive index layer. The radiation couples out of the prism via
the frustrated total internal reflection of a low refractive index layer (with
a thickness of 1000 nm) into the high-refractive-index waveguide. Forty-five
degree polarization is chosen, and TM and TE modes travel in the resonant
layer (waveguide thickness 100 nm), differently influenced via the evanescent
field by changes in the adjacent medium. Thus, the polarization state changes
in this “resonant mirror” [80, 81].

Another possibility is demonstrated by devices that combine evanes-
cent field techniques with interferometric principles. Such devices as Mach–
Zehnder chips determine the difference between the phases of two waves
traveling in two arms of a waveguide [82–85]. Their perspectives are dis-
cussed with respect to biochemical applications supplying high-contrast
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waveguides with very low channel attenuation and modal birefringence [86].
Sensitivity can also be enhanced by phase modulation using magneto-optic
material for these interferometric sensors [87].

The Young interferometer is a similar type of interferometer, the wave-
guide arms not reunifying but rather imaging the interference pattern pro-
duced by the two open ends of the waveguide arms on a CCD [74]. Using
both TE and TM modes enables internal referencing. This has been im-
proved by Lukosz [88] in its mode beat interferometer, measuring amplitudes
and phases of both polarization states. Another mode beat approach is pub-
lished in [89]. Refractive index rather drastically depends on temperature.
Accordingly all devices based on evanescent field techniques require extreme
temperature stabilization (in the case of biomolecular interaction analysis as
low as 0.02 K) or good referencing.

2.1.3
Reflectometry

Ellipsometry is a long-known method for characterizing thin layers [90–95].
Polarized light is incident to this thin layer and reflected at each interface.
They superimpose. The resulting intensity modulation with detection wave-
length depends on the thickness of the layer and the refractive index, which
influences the phase and/or amplitude of the electromagnetic radiation pen-
etrating this layer or being reflected. Ellipsometry enables separation of the
refractive index and the physical thickness when using many wavelengths. El-
lipsometry was introduced as far back as in the 1940s and it has regained
interest nowadays in modern semiconductor and wafer technology as a sim-
ple control technique. In bioanalytics it enables characterization of sensitive
layers and is used not only to characterize simple polymer films, but also
biopolymers [96, 97].

The use of reflected non-polarized electromagnetic radiation is repre-
sented schematically in Fig. 2a [54]. Because one part of the radiation is
usually reflected at the interface of a thin layer, whereas the other penetrates
the layer and is there reflected at the other interface, these two partial re-
flected beams can become superimposed and form an interference pattern,
resulting in constructive or destructive interference depending on the angle
of incidence, wavelength, and optical thickness of the layer. The optical thick-
ness is given by the product of refractive index and physical thickness of the
layer. The modulation of this interference pattern, as demonstrated in Fig. 2b,
depends on these properties of the layer and changes sensitively in response
to changes in or at this layer. The association and dissociation curves can be
easily calculated (see Fig. 2c).

This simplified version of ellipsometry, called reflectometric interference
spectroscopy (RIfS) [98–101], provides a simple and robust technique in
biosensing, as demonstrated later in the Sect. 3. The principle of the arrange-
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Fig. 2 a Sensitive layer with changing physical thickness by binding process. b Related
shift in the interference pattern. c Association curve; dissociation brings the original
interference spectrum back

ment is given in Fig. 3 [102]. Any change in the thickness of the layer or
in the refractive index influences the superposition of the interfering partial
beams and shifts the modulated spectral intensity, the interference spectrum.
Principle and applications are reviewed in [58, 103]. A special approach is
high-speed optical time domain reflectometry (OTDR) for high spatial reso-
lution and for “smart” structure applications [104]. Similar approaches have
been used to observe changes in a sensor layer taking up hydrogen [105].
Meanwhile RIfS has been applied by other groups and some results are pub-
lished [106–115].

Fig. 3 Reflectometric interference spectroscopy set-up, using a white light source and
a diode array spectrometer for monitoring; time resolution is in a range of less than
seconds

Fortunately, any increase in layer thickness through temperature is rather
well compensated by reduction of refractive index. Thus, the product of phys-
ical thickness and refractive index (optical thickness), which is responsible
for the shift and is measured by RIfS, is rather independent of temperature.
This turns out to be a great advantage compared to all evanescent field tech-
niques [116]. Therefore, RIfS is optically very simple and robust, does not
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really require temperature stabilization and allows parallelization in an easy
way. SPR and RIfS have been compared [117]; and also some evanescent field
techniques with RIfS [118, 119]. Furthermore, optical and electrical transduc-
ers were compared using a modified cyclodextrin host for enantioselective
detection of a halogenated diether as chiral guest [120].

2.2
Trends in Transduction

Developments of direct optical detection techniques are guided by new in-
teresting applications in the field of bioanalytics rather than finding new
optical principles, even though sensors in the mid-infrared, using Raman
spectroscopy or working in the THz range, are under research. Appropri-
ate citations have been given. Looking at existing methods also successfully
in use, two strategies of future development can be identified. One inten-
tion is to simplify optics and the sensor system as a total, achieve a simple,
cheap, reliable and robust optical equipment to be used for process control or
security purposes or even as hand-held home-care applications. The other in-
tention of research and development is directed to parallelized devices, taking
advantage of miniaturization and modern CCD-detection equipment. Both
developments have many applications in their focus to meet the urgent needs
of modern monitoring or fast analysis.

Some interesting new approaches have also been given and many reviews
cited above. Thus, analyte-responsive holograms comprise a holographic
grating embedded in a smart hydrogel film. The grating acts as a reporter
that enables analyte-induced changes in the thickness of the associated poly-
mer films to be accurately detected. These holograms are inexpensive, robust,
and have proven suitable for the detection of a wide range of clinically and
industrially important analytes [121].

An overview is presented of the main optical biosensors, the operating
principle of the different devices, the design of the sensor, the technology
of application, the resolution, the dynamic range and detection limit of each
device, the most important applications, and the commercial devices on the
market. An outlook of the future prospects for this technology is given [122].
A new type of label-free optical biosensor that is inexpensively manufactured
from continuous sheets of plastic film and incorporated into standard format
microplates to enable highly sensitive, high-throughput detection of small
polymer molecules, proteins, and cells. Instrumentation is reviewed in appli-
cation to two fundamental limiting issues for assays in proteomics research
and drug discovery: requirement for quantitative measurement of protein
concentration and specific activity, and measurements made with complex
systems in highly parallel measurements [123].
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2.2.1
Simplified Set-Ups

The first approach to simplify optical sensor systems competes with semi-
conductor oxides. However, combination of a simplified optical system and
a selective sensitive layer can be a successful strategy. Since RIfS is a robust
and simple method barely dependent on temperature, stripping down spec-
tral detection to a few wavelengths gains the advantages of a simple device,
cheap realization, and selectivity. Accordingly, a simple device has been de-
veloped using LEDs at four wavelengths [124, 125] (see Fig. 4). The LEDs have
a diameter of 5 mm and a transparent housing (PMMA) with a microlens on
top. They achieve the highest possible intensity of radiation. LEDs with a low
divergence were chosen: super-bright (Toshiba, Nichia), with wavelengths be-
tween 470 and 644 nm and bandwidth between 15 and 30 nm. The spectral
detectivity of the photodiode was selected to match the emission wavelength
of the LEDs. The set-up was used in comparison to the spectral RIfS approach
to determine the feasibility of such simple approach applied to the measure-
ment of ozone-depleting refrigerants and their substitutes [126].

Fig. 4 Four LEDs (E1-4) irradiate the sensitive layer sequentially, the intensities are meas-
ured with the photodiode (D1) to form an interference “spectrum”

Simulation of multiple reflections at different glass-type transducers
and polymers made it possible to reduce the number of wavelengths ne-
cessary to obtain the optimal interference signal to just one wavelength.
Transducers were selected according to the system monitored (biosensors,
chemosensors [127]). Theoretical considerations and first applications are
given in [128–130].

The instrumental approaches for different set-ups are given in Fig. 5.
Another interesting application of reflectometric interference spectroscopy

at total reflection conditions is the use of a Kretschmann configuration and
a semicircular prism where the angle of incidence is configurable between
10◦ and 90◦, where the amplitude of interference can be increased, and where
there is no background reflection [131–133].
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Fig. 5 Two single wavelength arrangements, the one on the right is a two-channel ap-
proach for internal referencing [127]

Reflectometric interference spectroscopy can also be combined with meas-
urements of zeta potentials and interface conductivity, which yields inter-
esting information on the reactions of physical, chemical, biochemical, and
biological reactions at an interface [134].

2.2.2
Parallelized Set-Ups

The other strategy of development of direct optical sensing systems is using
recent developments of array detector elements at lower price, better reso-
lution, and advanced low noise to high signal ratio. Since surface plasmon res-
onance was the first direct optical method to be commercialized, researchers
started to try setting up multichannel systems. The first was a multichan-
nel surface plasmon resonance sensor based on the combination of parallel
sensing, channel architecture, and the method of spectral discrimination of
sensing channels [135]. The potential of this mixed architecture sensor was
demonstrated by the detection of monoclonal anti-dinitro-phenyl antibody
compensating non-specific adsorption and background refractive index in-
terferences.

A rather new approach is a novel multichannel SPR biosensor with
spectro-interrogation and wavelength division, multiplexing of sensing chan-
nels. An eight-channel SPR sensor combines the wavelength division multi-
plexing of zero-sensing channels with a conventional channel architecture.
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Its application is described in [136]. Another approach is the technique of
SPR imaging, which allows visualization of 2-D areas and provides an alter-
native method to the exiting detection schemes of biochips [137]. These tech-
niques such as imaging SPR and imaging ellipsometry are reviewed in [138].
Microarray-based assays using these techniques are given to demonstrate
both their usefulness and their limits of detection. A discussion of the re-
maining challenges as well as trends and future application of microarrays are
presented in the context of optical sensing.

In parallel, reflectometric interference spectroscopy was developed into
a multichannel system [139], and a prototype set-up was developed in co-
operation with Carl Zeiss within the project LIBRARIAN [140–142] which
sequentially selects eight wavelengths from a white-light source using a fil-
ter wheel. These irradiate a microtiter plate system, which can be filled by an
automatic dispenser device. For the eight wavelengths in turn, a CCD cam-
era detects intensities of all wells in parallel. During one filter wheel cycle,
an “interference spectrum” is obtained for each well within just a few sec-
onds. This set-up allows sequential measurements, at many time points, of
the binding curves in each of the wells in parallel. This set-up allows parallel
measurement of all wells (up to 384) at any time during the binding process.
The feasibility of this set-up will be demonstrated in the next section, “Appli-
cations”. The prototype of this set-up is shown in Fig. 6. The set-up can be
miniaturized and provides a perspective for measuring in microarrays at up
to thousands of spots.

Recently, the EPIC system [76] was introduced by Corning and provides
a HTS-compatible microplate reader, capable of reading 384 microplate wells.
Another rather interesting approach in parallelization is the use of waveguide

Fig. 6 Prototype of a parallelized RIfS system including dispensing, suitable for measuring
96 or 384 wells
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cantilever channels, which allow high integration. For an array of 20 can-
tilevers, experimental data can be obtained for optical cantilevers coated with
an adsorbent material [143].

2.2.3
Hyphenated Techniques

In chromatography, modern instrumentation uses photodiode arrays as a de-
tection device with only poor selectivity. However, many years ago, people
already started to combine direct optical detection methods and chromatog-
raphy to improve selectivity. A first example was the online coupling of
a label-free optical biosensor to a HPLC system to detect pesticides in the
femtomole range without preconcentration, and comparison with a study
using fluorescence-based biochemical detection [144]. In this system, the sep-
aration capacity of HPLC was combined with the specifity of a biosensor.
Another approach was an immunosensing system based on surface plasmon
resonance in the online detection and characterization of carbohydrates dur-
ing high-performance liquid chromatography measurements. By using weak
and readily reversible monoclonal antibodies, the SPR system allows specific
online monitoring of the substances [145]. A third interesting approach is
the monitoring of antibody affinity chromatography using a label-free op-
tical biosensor technique RIfS [146]. This approach can substitute classical
ELISA methods for the characterization of antibodies and their polyclonal
fractions with regard to binding capacity, and thus improve antibody pu-
rification and separation procedures as well as process control in antibody
production.

Another interesting combination of direct optical detection with classical
analytical methods is the combination with MALDI-TOF. The development
and techniques of biomolecular interaction analytical mass spectrometry
(BIA/MS) and application to analyzed proteins from natural systems are dis-
cussed. The combination of MALDI-TOF and SPR allows monitoring of the
interaction process and identification of the relevant molecules [147]. This
unique combination of SPR and matrix-assisted laser desorption time-of-
flight mass spectrometry is reviewed with many references [148]. Further-
more, the BIA/MS limit of detection at very low SPR responses have been
investigated. For the first time, the detection of in-vivo assembled protein
complexes was achieved using BIA/MS [149].

Although MALDI systems require a conductive layer and therefore sur-
face plasmon resonance chips can be used easily, the screening capability of
RIfS can also be combined with the identification capability of mass spec-
trometry. In this case, ITO-coated (indium-tin oxide) transducers instead of
simple glass-type surfaces have to be used. This has been verified in the deter-
mination of quantitative and qualitative binding of mixtures of vancomycin
derivatives [150].
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This biomolecular interaction analysis can also be combined with elec-
trophoretic flow conditions. The coupling of BIA and electrophoresis pro-
vides many prospects for proteomics and genomics. The advantage of direct
optical detection methods is that they work label-free, allow time-resolved
process monitoring, and allow miniaturization and parallel measurements.
Therefore, methods such as evanescent field techniques, surface plasmon
resonance, Mach–Zehnder interferometers, grating couplers, and quartz
microbalances could be considered to be used in combination with elec-
trophoresis. However, all these evanescent field techniques are very much
temperature-dependent or use gold-coated transducers, which is in direct
opposition to the intention of performing electrophoretic measurements.

Since ellipsometry is too complex, reflectrometric interference spectro-
scopy is the method of choice. Recently, published approaches using enzyme-
linked immunosorbent assays [151], surface plasmon resonance [152, 153], or
affinity capillary electrophoresis [154, 155] are either restricted to capillary
electrophoresis or they are systems that cannot be used under electrophoretic
flow conditions due to their sensitivity to temperature changes or their con-
ducting sensor surfaces. However, the combination of reflectometric interfer-
ence spectroscopy and biomolecular interaction allows combination of both
methods and even detection of the separated analytes selectively [156]. In
the future, modern analytics will certainly use a strategy to combine these
various separation methods with the potential of direct optical detection.

A combination of spectroscopic methods (direct optical with fluorescence)
has been published for merging reflectometric interference spectroscopy
(RIfS) with total internal reflectance fluorescence (TIRF) [157–159].

2.3
Surface Modification

The key to the functionality of all discussed sensor principles in this art-
icle is the introduction of a surface modification on the transducer. In the
area of biosensors, a very large number of methods deal with monitoring
of interactions occurring at these surfaces, or at least use surface-bound lig-
ands or receptors to monitor changes in analyte concentration, even within
a homogeneous phase. For all these detection methods there is a need for very
special and smart surface properties. Selectivity, sensitivity, stability, and re-
versibility are examples of such requirements for these sensor systems, which
must be provided in part by the surface properties. In the case of biosensors,
the user expects a rather high signal-to-noise ratio, short response times,
low limits of detection, high sensitivity, and the possibility to use sensors
also in real samples, not just in laboratory applications. An overview on
biomaterials and processes already in use as well as an outlook for this im-
portant field is given in [160]. A review on immunosensor principles is given
in [161].
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2.3.1
Biopolymer

For all detection methods based on heterogeneous phase interactions non-
specific binding effects are a very important point. To overcome this problem,
very sophisticated surface chemistry and modifications have been developed
and are a basic requirement to set up an efficient biosensor. Therefore, a large
variety of biopolymers [162] have been investigated to achieve surface char-
acteristics and properties designed for a specific application. Especially in
the field of DNA and protein arrays 2-D and 3-D surface modifications based
on a variety of biopolymers have been reported [163]. The most important
biopolymers will be discussed in more detail here.

Dextran hydrogels [164] supply a large number of functional sites within
the volume [165]. In addition, these 3-D polymers offer very good properties
regarding the suppression of non-specific binding and can be functionalized
with different groups such as amino and carboxy groups (AMD and CMD,
respectively). An overview on currently available biopolymers based on dex-
trans is given in [166].

Beside the dextran biopolymers, different approaches based on polyethy-
lene glycol (PEG) with different chain lengths have been reported to be supe-
rior in supplying shielded surfaces with reduced non-specific binding prop-
erties [167] and allowing functionalization with ligands or receptors [168].
In contrast to the dextran hydrogel, the PEG surfaces form a kind of a 2-D
polymer brush, and interaction only occurs at the surface, not in the vol-
ume. Therefore, these layers have a reduced number of interaction sites. Also,
oligoethylene glycol has been reported to produce functionalized silicon or
diamond surfaces with a very good suppression of protein adsorption [169].
The interaction of PEG and phospholipid surfaces with biological systems is
reviewed in [170].

The requirements for non-specific binding are enormous, especially in the
field of molecular diagnostics via label-free techniques with whole blood,
plasma, or serum as matrices. Masson et al. [171] have shown that a simple
surface coating with 16-mercaptohexadecanoic acid can also act as effective
shielding. Apart from these biopolymers, there are many more polymers (e.g.,
polydimethylsiloxane, PDMS) or microporous systems or other coatings (e.g.,
polylysine, dendritic linkers) in use. These polymers can also be used to in-
troduce a pattern of special surface properties on a transducer. PDMS for
example can be used to create surfaces that allow cell adhesion in a spatially
controlled way [172].

Immobilization at Transducer

The choice of an appropriate immobilization technique for biopolymers on
a transducer is predominantly dependent on the material of the solid sup-
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port [173]. In general, there are the possibilities of adsorption, covalent at-
tachment, physical entrapment, and polyelectrolyte interaction. This section
will concentrate on the most commonly used support materials.

Immobilization on gold surfaces is very easy via thiols. In many cases,
the thiol containing molecules organize as an orientated and stable self-
assembled monolayer (SAM). The phenomenon of SAMs is widely in use,
especially in the field of biosensors, and has been reviewed by Schlereth [174].
In the case of glass or quartz transducers one important approach is silaniza-
tion, with the subsequent covalent binding of various biopolymers supplying
stable surfaces and reproducible immobilization with reduced non-specific
binding properties.

The first step in this procedure is to activate the surface to form hydroxyl
groups on the substrate. Several protocols can be applied to do this. The three
most successful and widely used ones are Piranha solution (mixture of conc.
H2SO4 and H2O2), nitric acid, and plasma activation (method of choice for
many unusual materials like TiO2 [175]). The silanization step can be char-
acterized by NMR spectroscopy, ellipsometry [176], and by determining the
contact angle. An interesting approach is a protocol of a surface modification
based on a mixed silane layer to immobilize proteins for the biosensor with
imaging ellipsometry [177]. Recently the group of Kamisetty [178] has shown
that glass surfaces can be effectively amine-functionalized by an additional
silanization with alkylsilanes.

In the case of silicon nitride as the solid support (e.g., Mach–Zehnder
chips) methods for the silanization of semiconductive materials can be ap-
plied [179]. Silicon surfaces as used, e.g., in ellipsometry are superior in terms
of very low surface roughness and low background fluorescence. Native sili-
con surfaces react with oxygen under ambient conditions to form a thin layer
of silicon oxide. These surfaces are then modified according to the same pro-
tocols described for glass and quartz. In general, it can be said that there is
a multitude of silanization protocols and follow-up chemical reactions that
allow the immobilization of a huge variety of functional molecules in a well-
controlled manner [180].

Another approach is to modify glass surfaces via non-covalent immo-
bilization approaches such as hydrophobic interaction or with polycations
(e.g., polylysine) and then to attach charged ligands. These approaches are
of course very easy to apply but for most applications they do not pro-
vide the required stability. In the case of polylysine, the combination with
a silanization step seems to be superior [181]. Another very much advanced
adsorption-based modification method was proposed for niobium pentoxide-
coated silicon wafers with poly(L-lysine)-g-poly(ethylene glycol) (PLL-g-PEG)
copolymers. Surfaces with a high PEG chain density appeared to be superior
to non-specific adsorption of proteins [182].

Although originally developed for the modification of quartz surfaces [183],
polyelectrolytes also offer a very simple possibility for modifying plastic
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transducers [184]. Currently, the number of reports and conference contribu-
tions on this field is increasing. For example, polyelectrolytes can also be used
to build a sensitive layer for the detection of metal ions by SPR [185]. Fur-
thermore, the formation of polyelectrolyte multilayers can lead to very stable
modifications with designed properties including an improved biocompati-
bility, as reported by [186]. Other methods to improve the physicochemical
surface properties of materials used in medicine are described in [187]. Out
of the variety mentioned there, plasma polymerization should be mentioned
here as a very interesting method for creating surfaces with ideal properties
for studying cell and protein interactions [188].

In recent years, there has been a trend to use plastic support materials,
especially because of mass production aspects. Although plastic transducers
are generally used in fluorescence-based assays, they can also be used for
label-free methods, as has been shown for RIfS [127]. In general, the prob-
lem with plastic surfaces is that they do not offer reactive groups for easy
covalent modification. Activation or modification via plasma methods fails in
most cases because of the high process temperatures.

Apart from the already mentioned adsorptive or polyelectrolyte-based
modification strategies, the current method of choice is photolinking. This
method allows the formation of covalent bonds between the biopolymer or
other molecules and the surface. To do so, classical techniques derived from
photochemistry have been adapted in such a way that so-called photolink-
ers (photoactivatable heterobifunctional crosslinkers) are used to covalently
attach to the surface after irradiation with light (e.g., UV). The selection of
appropriate photolinkers and reaction conditions, and the influence of the
support material are discussed in [189–192].

A comprehensive overview on surface-modification chemistries, includ-
ing photolinking, for utilization in microarrays and other applications can be
found in [193–195]. The technique of photoimmobilization can also be used
to produce arrays with cells. The group of Ito [196] immobilized blood cells
for the detection of antibodies. Another interesting approach is micropat-
terning of glass surfaces via various functional groups using photoactivatable
biotin [197]. This allows the immobilization of other biomolecules making
use of the biotin/streptavidin affinity system.

2.3.2
Recognition Sites

Recognition sites are introduced to further functionalize a transducer or to
make use of them as tools in affinity immobilization. In the latter case, a large
number of ideas has been realized, e.g., the use of avidin to immobilize bi-
otinylated biochemical molecules to the transducer surface [198], the use of
His-tags [199] or Strep-tags, or the immobilization of membrane structures
of lipid double layers [200] to the transducer to model cell walls.
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All these various approaches have the intention to reduce non-specific
binding, allow a large number of specific binding sites, increase the stability
of the layer (which is essential for regeneration strategies), and increase selec-
tivity and sensitivity. The disadvantage of such approaches is that due to the
high binging constant the system is not reversible at all. Therefore regenera-
tion strategies have to be introduced to regain the reusability of these sensing
surfaces.

The variety of recognition sites to introduce specificity to a transducer
seems be unlimited. All kinds of imaginable natural biomolecules are in
use: antibodies, receptors, DNA, membranes, proteins, peptides, and even
cells. One major drawback of these biomolecules is that although they in-
crease the stability of the biolayer, their stability is not comparable with that
of, e.g., polysiloxane films or microporous systems [201]. In order to try
to combine the advantages of stability and reversibility with sensitivity and
selectivity, a wide field of research for many years has been supramolecu-
lar structures [202] and biomimetic layers. To increase selectivity of simple
chemosensors supramolecular structures such as calixarene [203] were tried
first. Another approach was the use of cyclodextrins [204] or cycloheptapep-
tide [205] structures.

Hybridization studies were one of the first approaches to introduction of
selectivity by immobilizing polynucleotide or peptide sequences. Meanwhile,
peptide nucleic acids (PNA, with peptides as a backbone) [206] and locked
nucleic acids (LNA, ribose moiety is modified with an extra bridge connect-
ing 2′ and 4′ carbons) [207, 208] have proven to be better complementary
binding systems than DNA. In the case of PNA this is also because of less
repulsion by charges and better backbone stability, thus being stable against
DNases and nucleases. The unique properties of both DNA analogs is re-
viewed in [209].

Another approach is the synthesis of layers of molecular imprinted poly-
mers (MIPs) [210]. During a co-polymerization process, a template is used
to form a cavity with certain spacings and some selective binding sites. After
removing the template the generated recognition and binding site is highly
selective for the template (or molecules similar to the template) as a consid-
ered analyte. Although these layers are very stable and selective they often
show very slow response times upon analyte exposure. To increase response
times in the so-called spreader bar technique [211] the imprinting process
is reduced only to the surface instead of the volume. Current developments
in this area are more directed towards the recognition of proteins [212] and
other molecular receptors [213].

Aptamers represent another promising class of artificial receptors (they
are originally derived from natural aptamers). These special nucleic acid
species (RNA or DNA) are produced during a process called SELEX (sys-
tematic evolution of ligands by exponential enrichment) to specifically bind
to a molecular target of choice such as small molecules, proteins, or even
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cells. Beside therapeutic applications they are used within affinity-based as-
says comparable to antibodies in immunoassays. Current research on com-
bining the advantages of aptamers with sensor approaches has created the
wording “aptasensors”. Additional information on this topic is provided
in [214–216].

3
Applications

Developments using sensors have been reviewed recently by Niessner [217] as
well as in a biannual review covering fiber-optic chemical sensors and biosen-
sors [21]. Every year an increasing number of papers is published dealing
with improved or new applications to various fields. Any review can cover
only some of these fields, and will be subjective. In the following, typical
publications in the areas of environmental analytics, biology, microbiology,
medical diagnostics, biotechnology, and in the –omics areas will be cited in
brief, with no claim to completeness.

3.1
Sensitive Layer and Assays

Functionality of biosensor arrays based on SPR imaging is mainly defined by
the quality of patterned SAM, which is used for sensing of biological sub-
stances of interest. It can be shown that changes of the molecular structure in
the thin film also induce changes in the SPR signal [218]. Essential is the ther-
mostability of oligonucleotides used as sequences for hybridization studies.
Label-free and time-resolved sensing technologies, such as RIfS in an assay
format similar to a titration called the binding inhibition assay, are used to
discriminate locked nucleic acids (LNA) in comparison to other systems to
demonstrate an enhanced thermostability and robustness against nuclease-
mediated cleavage [219].

A general review of protein sensing assay formats and devices is given
in [220]. Proteins are used as biocatalysts, therapeutic or diagnostic agents,
and as such they are biotechnological products as well as biomarkers for
health states, diseases, or toxic or other adverse effects, and the intercellular
protein for the protein network is essential for the adaptation of an organism
to its environment. These proteins have to be examined carefully with their
interaction with other systems. Selecting only affinity reactions between an
immobilized capture agent and the target protein, the paper reviews the ap-
plicability of various methods, the choice of the immobilization substrate, the
assay formats, and compares advantages and disadvantages for the different
approaches. Examples were chosen that illustrate the potential of the different
systems.
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Non-specific binding is an urgent problem in biomolecular interaction
analysis (BIA). To reduce this problem, binding of a protein to carboxyme-
thylated-dextran (CMD) surfaces was investigated using RIfS. Subsequently,
these surfaces were optimized for use as optical biosensors. The influence of
immobilization time, concentration of the polymer solution, the amount of
carboxylic groups, and mixing the solution during preparation of the surfaces
were examined. Three different concentrations of the polymer solution were
compared using two different immobilization times for two CMD polymers.
For the first time, surface acoustic waves (SAW) were applied for the prepar-
ation of CMD surfaces to accelerate immobilization of the polymer without
loss of quality. With mixing the solution during silanization and immobi-
lization of the polymer, respectively, the time for preparation of the sensors
could be successfully reduced without increase in non-specific adsorption.
The relative amount of reactive binding sites was examined via RIfS using the
biotin/streptavidin system [221].

3.2
Immunoassays, Environmental and Food Analysis

The characterization of low molecular weight ligand interaction with recep-
tor molecules is of importance for the investigation of biological processes
and for drug research. The investigation of the binding of such type of ligands
to immobilized receptors by label-free detection is reported. Reflectometric
interference spectroscopy allowing the monitoring of a few picograms per
square millimeter changes in surface coverage was used to study two model
systems. In both cases detection of the binding event was successful. High
affinity binding of biotin to immobilized streptavidin was clearly detectable
at receptor surface concentrations as low as 1–2×1010 bindingsites/mm2.
Linear correlation between the receptor surface concentration and the re-
sponse to biotin binding was observed. Using immobilized DNA, the binding
of common intercalators with respect to kinetics and thermodynamics by
evaluation of the association and the dissociation part of the binding curve
was investigated. Bi-exponential increase and decrease of intercalator loading
was observed, indicating complex interaction kinetics. The four structurally
different intercalators showed significant distinction in binding kinetics and
equilibrium signals. Improvement of experimental parameters is required to
obtain more reliable kinetic data [222].

In the last decade, there has been significant progress in the development of
known techniques for evaluation of receptor/ligand interactions. With regard
to this, SPR-based optical biosensors are extensively used to define the kinetics
of a wide variety of micromolecular interactions, and high- and low-affinity
small molecular interactions. The brief review describes the SPR technology
and a few of its applications in relation to receptor/ligand interactions that have
brought about a significant change in the interpretation of SPR signals [223].
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Nanotechnology is an interesting approach for immunoassays. Recent ap-
plications are discussed, using immunoassays on a chip, nanoparticle-based
immunoassays, and nanobiosensors and label-free devices [224].

Another interesting field of increasing research and development activity
is the introduction of SPR biosensing technology in environmental monitor-
ing. The development of environmental sensors has been in the focus for the
past two decades. Applications and interesting substances are discussed. For
the future it is expected that advances and the development of mobile SPR
sensor platforms will enable this technique to contribute to the protection of
local ecosystems and public health [225]. The applicability of such devices
is impeded by harsh work conditions and the complexity of the sample ma-
trixes. To overcome these environmental problems, a microsystem based on
glass and polymeric substrates has been developed [226]. RIfS can also be
used to determine binding constants and characterize the interaction process,
as in the validation of the pollution by benzo[a]pyrene. Kinetic and thermo-
dynamic data can be obtained [227].

Concerted research and development efforts to bring SPR biosensor tech-
nology to the field and meet the need for the rapid detection and identification
of chemical and biological substances has been realized for human safety and
security. Important areas such as medical diagnostics, environmental monitor-
ing, food safety, and security are in the focus of research. These key functions
are reviewed in [225]. Of interest are affinity-based label-free biosensors that
yield real-time information as well as analyte concentrations in food, agricul-
tural, nutraceutical, and environmental samples. These can realized by way of
several transduction techniques used in biosensor devices. They include fiber
optic, surface plasmon resonance, optical grating coupler, optical waveguide
light mode spectroscopy, and evanescent wave techniques [228].

A review exploits optical surface resonance biosensors for the direct and
indirect detection of pathogenic microorganisms in the food chain and en-
vironment. Infections with Herpes simplex and human immunodeficiency
viruses, Salmonella and Treponema pallidum bacteria were revealed using
human sera and avian eggs [229].

Another paper reviews optical sensors and biosensors for environmental
monitoring applications. Topics include: optical sensors; new developments
in optoelectronic technologies (plastic optical fiber, other special fibers, new
developments in light sources, miniature gratings and spectrometers, sol-
gels, optical fiber sensors, waveguide and integrated optics sensors); types
of optical biosensors (optical immunosensors [evanescent wave, grating cou-
pler, surface plasmon resonance, and reflectance interference spectroscopy
immunosensors], Fourier transform IR spectroscopy, microbial sensors, tox-
icity measurement with Eclox, Aquanox, and Microtox); and optical toxicity
and fluorescence sensors (toxicity assay, sensor design) [230].

The sensitive, rapid, and specific detection of microorganisms and toxins
that damage the food supply has become increasingly important. Large-scale
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manufacturing with wide distribution can threaten large populations when
contamination occurs. Biosensors can supply a higher level of surveillance.
Numerous detection techniques are available, and the authors hope to present
a representative cross-section of the useful techniques [231]. An introduction
of demanding mycotoxin regulations and respective methods of analysis are
given [232]. The biosensors can be integrated in hazard analytics and critical
point programs [233]. SPR biosensor techniques are discussed in compari-
son to ELISA approaches with respect to the development of veterinary drug
tests [234]. Even screening assays have been developed [235].

A further application is the information on implants. Reflectometry can
be used to characterize the initial pellicle formation on modified titanium
dioxide surfaces as a model system for dental implants [236].

3.3
Biotechnology

In biotechnology an application of biosensors is interesting for monitoring
processes in bioreactors. Unfortunately, the literature only covers classical
sensors measuring parameters such as pH, oxygen concentration, or CO2 as
indirect fermentation parameters. Biorectors are closed systems in which mi-
croorganisms can be cultivated under defined, controllable conditions. These
have to be optimized with regard to viability, reproducibility, and product-
oriented productivity. Optical sensors are an efficient tool to obtain this
information [237]. The negligible dependence of RIfS on temperature allows
the method to be used to directly monitor the fermentation process. Com-
parison to HPLC or GC/MS measurements and validation is possible for the
emergency antibiotic vancomycin [238]. A review of process analysis tech-
nology in biotechnology is given in [239], discussing the advancement from
enzyme screening to bioanalytical systems. However, literature on monitor-
ing biotechnological processes lacks modern biosensor techniques.

3.4
Medical Diagnostics

The use of immunosensors in environmental science and in the pharmaceuti-
cal and food industries is most common. Similarly, clinical problems may be
solved by continuous monitoring of certain analytes. There are many recent
developments in the immunosensor field with potential impact. The future
role of this technique in intralaboratory and bedside testing will become even
more important as the clinical laboratory is faced with increasing pressure to
contain costs [240].

SPR biosensors for medical diagnostics are emerging systems. It can be
demonstrated that they can be used for a variety of disease biomarkers, hor-
mones, and drugs at clinically relevant levels. It is expected that advances
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in SPR sensor instrumentation (reduced size, improved sensitivity, increased
throughput) in the area of biorecognition elements and methods for their im-
mobilization (increasing sensitivity and specificity) are of interest. They will
lead to new systems for rapid detection and identification of disease biomark-
ers [33, 68, 241].

Surface plasmon resonance biosensor technology can be optimized for
a rapid, direct, and low-consumption label-free multianalyte screening of
synthetic oligonucleotides with modified internucleotide linkages potentially
applicable in antisense therapy [242]. First attempts in antisense diagnostics
using direct optical detection were successful on microspots [243].

Conventional SPR is applied in specialized biosensing instruments. These
instruments use expensive sensor chips of limited reuse capacity and re-
quire complex chemistry for ligand or protein immobilization. However, SPR
with colloidal gold particles in buffered solution has successfully been ap-
plied. This application offers many advantages over conventional SPR. The
substrate is cheap, easily synthesized, and can be coated with various pro-
teins or protein–ligand complexes by charge adsorption. With colloidal gold,
the SPR phenomenon can be monitored in any UV-vis spectrophotometer.
For high-throughput applications, the technology has been adopted to an
automated clinical chemical analyzer. This simple technology finds appli-
cation in label-free quantitative immunoassay techniques for proteins and
small analytes, in conformational studies with proteins, in the real-time
association–dissociation measurements of receptor–ligand interactions, and
for high-throughput screening and lead optimization [244].

All in all, the area of POCT (point-of-care testing) and bedside as well as
home care will require simple instrumentation in the future. At present, only
fluorescence-based systems are thought to meet the requirements. However,
the first attempts to compete by using direct optical detection look promising.

3.5
–Omics and Parallelization

The field of biosensors and biochips for nucleic acid diagnostics has de-
veloped significantly over the last decade. High-throughput techniques of-
fer advantages in the areas of medical diagnostics, forensics, environmental
monitoring, and bioterrorism. The necessary considerations for the prepar-
ation of immobilized nucleic acid films on a solid sensor substrate and the
development of techniques utilized for the detection of selective hybridization
of target binding materials is described. Special consideration is given to cur-
rent methods used for the detection of interfacial DNA hybridization [245].

A new multichannel biosensor combining an optical platform, based on
surface plasmon resonance imaging on special multilayers, and polarization
contrast with a spatially resolved functionalization is reported. The optical
platform offers a considerably higher sensitivity and resolution than con-
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ventional SPR imaging. The sensor can perform 64 independent measure-
ments simultaneously, and its limit of detection for 23-mer oligonucleotides
is demonstrated to be as low as 100 pM [246]. Recent advances in nucleic
acid-based biosensors have led to the development of DNA biosensors for
DNA hybridization detection and for nucleic acid–ligand binding studies.
Such optical devices include optical fibers, planar waveguide, surface plas-
mon resonance, resonant mirror, and surface-enhanced Raman scattering.
The specificity and response of each optical DNA biosensor are discussed. All
in all, the establishment of optical DNA biosensor technology turned out to be
a major tool of analytical biochemistry [247]. Another review focuses on im-
provements in optical detection methods, especially those using direct optical
biosensing principles developed for screening of protein–protein interactions
in high-throughput screening applications. It summarizes the principles of
optical sensors and discusses the advantages of the various techniques. Ex-
amples of applications in biomolecular interaction analysis are given for
receptor–ligand, protein–protein, DNA–protein, or DNA–DNA affinity bind-
ing using real-time measurements [248].

Reflectometric interference spectroscopy allows online monitoring of solid
phase peptide syntheses and subsequently the detection of antibody bind-
ing to these peptides without cleavage from the support. The step-by-step
coupling of different amino acids to the transducer surface was investigated,
and complete monitoring of the synthesis of a viral epitope was performed.
The success of the synthesis was proven via binding of a specific monoclonal
antibody to the transducer-bound product. Since both synthesis and interac-
tion with the biological receptor can be monitored using the same technique,
the approach is attractive especially in the field of high-throughput screen-
ing [249].

The gastrointestinal disorder coeliac disease (CD) is caused by the inges-
tion of wheat gluten, and is characterized by damage of the typical struc-
ture of the intestinal mucosa. The tissue enzyme transglutaminase (tTGase)
was identified as the major target of disease-specific antibodies in patients.
An epitope fine-mapping was performed with a series of pentadecapeptides
synthesized using parallel multiple peptide synthesis. For the detection of
biomolecular interactions, a label-free parallel method, RIfS, was used. This
is the first optical label-free method adapted to a high-throughput screen-
ing (HTS) format, and the experimental results demonstrate its applicability
as a biological screening device. A high titer of anti-tTGase antibodies is
found in the serum of coeliac patients. By these means, the first step has been
taken towards a fast non-surgical test for the detection of these antibodies.
In order to identify and characterize a continuous epitope with high affin-
ity against the anti-tTGase antibody, a screening of 21 pentadecapeptides has
been achieved using the parallel RIfS system. A single-channel RIfS system
with high resolution was used to detect binding constants of identified pep-
tides with high affinity [250].
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Combinatorial triazine libraries were synthesized in the wells of microtiter
plates. By this means, it was possible to determine the quality of antibod-
ies against these triazine derivatives with one single experiment in a parallel
set-up using RIfS [251]. In the same set-up, an assay of label-free HTS of
thrombin inhibitors was successfully achieved [252]. RIfS was also used as
a label-free optical immunoprobe for pesticide detection [253].

Using conventional methods such as ELISA to examine even the most
obvious interaction of, for example, a therapeutic antibody, can add weeks
or months to the development process and clog up R&D programs with
thousands of man-hours. With the ever-increasing understanding of the com-
plexity of human protein interactions that have a direct impact on safety
and efficacy of therapeutic interventions, the responsibility of researchers and
drug companies to fully characterize drug candidates becomes a more and
more exhausting task. Failure to fully examine the nature of important inter-
actions may result in costly drug failures further down the pipeline. This is an
urgent argument to rely on new techniques in drug screening [254].

Recently, surface plasmon resonance (SPR) biosensor techniques have
been examined with respect to their capability in high-throughput formats.
Monitoring of biomolecular interactions in real time, measuring affinity
and kinetic data, and unique features in applications ranging from protein–
peptide interaction analysis to cellular ligation experiments have been
demonstrated. Although SPR has historically been limited by its through-
put, new methods are emerging that allow the simultaneous analysis of many
thousands of interactions. When coupled with new protein array technolo-
gies, high-throughput SPR methods provide users with new and improved
methods to analyze pathways, screen drug candidates, and monitor protein–
protein interactions [255].

Progress in proteomic research is largely determined by the development
and implementation of new methods for the revelation and identification of
proteins in biological material in a wide concentration range (from 10–3 M
to single molecules). The most promising approaches involve: (a) nanotech-
nological physicochemical procedures for the separation of multicomponent
protein mixtures; among these, biospecific nanotechnological procedures for
selection of proteins from multicomponent protein mixtures with their sub-
sequent concentration on solid support are of particular interest; (b) identi-
fication and counting of single molecules by use of molecular detectors. The
prototypes of biospecific nanotechnological procedures based on the capture
of ligands by immobilized biomolecules and the concentration of the cap-
tured ligands on appropriate surfaces are well known; in addition, there are
different biosensor methods using magnetic biobead technology. Some as-
pects are discussed in [256].

THz-wave-based approaches for the label-free characterization of genetic
material are interesting, especially time-resolved THz spectroscopy. The an-
alysis of genetic sequences (polynucleotides) demonstrates a distinct complex
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refractive index in the THz frequency range as a function of the binding state
of the analyzed DNA sequences. Integrated THz sensing array developments
show high sensitivity and single-base mutation detection capabilities. Recent
achievements are illustrated [257].

3.6
Cells and High Content Screening

Optical biosensors are gaining widespread use in drug discovery because of
recent advances in instrumentation and experimental design. These advances
have expanded the capabilities of optical biosensors to meet the needs at
many points in the drug discovery process. Concurrent shifts in drug dis-
covery paradigms have seen the growing use of whole-cell systems for drug
screens. Fang reviews important advances in optical biosensor instrumenta-
tion and highlights the potential of optical biosensors for drug discovery with
an emphasis on whole cell sensing in both high-throughput and high-content
fashions [258].

A new reflectometric interference spectroscopy method monitors the adhe-
sion of tissue culture cells to a functionalized surface in a flow system. Inter-
action of such T cells with other leukocytes or epithelial cells of blood vessels
are crucial steps in regulating immune response and inflammatory reactions.
Jurkat T cell leukaemia cells are considered in combination with the T cell re-
ceptor (TCR)/CD3 complex, monitoring activation-dependent cell spreading.
The testing of chemical inhibitors, cell surface molecules and gene products
relevant to a key event in T cell immunity illustrates the potential of label-free
techniques for the analysis of activation-dependent cell-surface contacts. The
results could be compared with confocal fluorescence measurements [259].

The ability to fabricate microfluidic systems with complex structures and
with compatible dimensions between the microfluidics and biological cells
have attracted significant attention in the development of microchips for
analyzing the biophysical and biochemical functions of cells. The cited re-
view focuses on detection methods commonly used in cell-based microfluidic
systems, and provides a general survey and an in-depth look at recent devel-
opments in optical and electrochemical detection methods for microfluidic
applications for biological systems, particularly cell analysis. Selected exam-
ples are used to illustrate applications of these detection systems and their
merits and drawbacks [260].

4
Outlook

Direct optical detection has proven its feasibility in many applications. To
compete with fluorescence-based methods, the limit of detection has to be
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lowered and non-specific binding as an interfering process has to be reduced.
Therefore, the strategy of future development will be the further improve-
ment of technology and, as the most urgent requirement, an improved surface
chemistry to increase the loading in order to increase the number of recog-
nition sites and avoid non-specific interaction. Another strategy for the fu-
ture of direct optical detection methods is the search for applications where
labeled systems cannot be used (due to their poor biocompatibility and be-
cause of the high costs of the labeling step). Besides, hyphenated techniques
in particular open new fields of application and widen the area of bioan-
alytics. Recently, high-throughput screening approaches have been added
to high-content screening methods [261]. Direct optical detection methods
can offer new aspects in the examination of multiplexed, functional cell-
based screening technologies [262]. These are based on automated digital
microscopy [263] and cytometry [264]. An outlook of the strategies and pos-
sibilities has been given in the sections on hyphenated techniques (Sect. 2.2.3)
and cells/ high content screening (Sect. 3.6). The prospects for direct optical
detection methods are promising.
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Abstract Microarray technology provides new analytical devices that allow the parallel
and simultaneous detection of several thousands of probes within one sample. Mi-
croarrays, sometimes called DNA chips, are widely used in gene-expression analysis,
genotyping of individuals, analysis of point mutations and single nucleotide polymor-
phisms (SNP) as well as other genomic or transcriptomic variations. In this chapter
we give a survey of common microarray manufacturing, the selection of support ma-
terial, immobilisation and hybridisation and the detection with labelled complementary
strands. However, DNA arrays may also serve as the basis for more complex analy-
sis based on the action of enzymes on the immobilized templates. This property gives
DNA microarrays the potential for being the template for whole PCR and transcrip-
tion experiments with high parallelism, as will be discussed in the last section of this
chapter.
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1
Introduction

Desoxyribonucleic acid (DNA) is the most important biomolecule in nature
because of its role as carrier of the genetic information. Many kinds of ge-
netic analysis may be done on the gene level. The analysis may vary from
single-nucleotide deviations to whole-genome sequencing. Many methods
and inventions have been made in recent years to create analytical tools for
the analysis of a huge variety of applications. All the methods invented for
DNA analysis are in principle applicable to RNA as well. This is of interest for
RNA especially in its role as information carrier, the messenger RNA. Using
reverse transcription it is possible to get a DNA copy and therefore all that is
said for DNA analysis in this chapter will also be valid for most RNA analysis.

Microarray technology provides new analytical devices that allow the par-
allel and simultaneous detection of several thousands of probes within one
sample. Microarrays, sometimes called DNA chips, are widely used in gene-
expression analysis, genotyping of individuals, analysis of point mutations
and single-nucleotide polymorphisms (SNP), as well as other genomic or
transcriptomic variations.

The high specific base-pair interaction within the DNA or DNA–RNA hy-
brids with labelled complementary strands makes the microarray technology
a powerful analytical tool for monitoring whole genomes. In this chapter
we give a survey of common microarray manufacturing, the selection of
support material, immobilisation and hybridization, the detection with la-
belled complementary strands. DNA arrays may also serve as the basis for
more complex analysis based on the action of enzymes on the immobilized
templates. This property gives DNA microarrays the potential of being the
template for whole-PCR and transcription experiments with high parallelism,
as will be discussed in the last section of this chapter.

1.1
The Physico-Chemical Properties of Nucleic Acids

A very important feature of DNA is its chemical homogeneous appearance
with repeating units, the sugar-phosphate backbone. At neutral pH, DNA is
negatively charged via the phosphate groups and attracts positive counter-
ions, i.e. DNA is a strong polyelectrolyte [1]. Depending on the counter-ion
concentration, double-stranded DNA has locally a more or less stiff rod-
like structure. This feature is relevant for all properties regarding surface
contact as it occurs in microarray experiments. The physical parameters of
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the surface become relevant for the attraction or repulsion of DNA. This
is true for the immobilisation process and its efficiency as well as for the
hybridisation.

On the other hand, the structure of DNA is not identically repeating, but
due to the four different bases, adenine, guanine, cytosine and thymine (resp.
uracile), the sequence is unique depending on composition (see Fig. 1). This
feature makes DNA the ideal storage molecule because the blueprint of any
organism may be stored within the “bits of the genome”. The high similarity
and the ease of transformation from a four-letter code to the dual code of in-
formation theory and modern computers has inspired much reasoning about
“DNA computing” and nucleic-acid-based computers. However, despite the
success of Adelman’s first demonstration of a molecular biological computing
process [2], up to now there is no real computing machine that makes use of
DNA as the coding string.

The most prominent interaction of DNA is the base recognition, based on
the hydrogen bonds between adenin and thymin, that form two hydrogen
bonds, and guanin and cytosin, that form three hydrogen bonds. The bind-
ing of two complementary strands is called hybridisation. The stability of the
DNA hybrid depends on its GC content. The more GC pairs involved, the
higher the stability of the DNA hybrid.

1.2
Microarrays

Since most biological phenomena are within the context of a multitude of pa-
rameters and processes, the correlations and interactions of these processes
are at the centre of quantitative biological investigations. The interrogation of
a broad variety of genes or their transcripts and their activity at one moment
is one of the typical questions; and parallel analysis is needed since it can be
performed by the use of microarrays.

DNA microarrays are characterised by a structured immobilisation of
DNA targets on planar solid supports allowing the profiling of thousands of
genes or interactions in one single experiment. An ordered array of these
elements on planar substrates is called a “microarray”. Usually, for practical
reasons, one distinguishes between microarrays and macroarrays, the differ-
ence being the size of the deposited spots. Typical spot sizes of macroarrays
are featured by a diameter of more than 300 microns, whereas microarray
spots are represented in less than 200 microns.

Hybridisation is the underlining principle of DNA chips. According to the
nomenclature recommended by Phimister [3] a “probe” is the immobilised
or fixed nucleic acid with known sequence, whereas the “target” is the free
nucleic acid sample, usually labelled during the preparation process, which
interacts with the probe by hybridisation. Commonly used labels for target
nucleic acids are fluorescence dyes, radioactive or enzymatic detection labels.
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Fig. 1 The building blocks of DNA, base-pairing, the double-helix, and hybridisation

Low expenditure of time, high information content and a minimum of probe
volume are attractive features of this technology.

To provide free and accessible functionalities of the DNA strand that is
to be immobilised, i.e. which will be the probe, is the essential precondition
for a proper immobilisation. The DNA contains three different biochemical
components, a base that is substituted on the first carbon of desoxyribose
forming a nucleoside, and a negatively charged phosphodiester that connects
the sugars to a chain as shown in Fig. 1. In principle, the amines in the bases,
the negatively charged backbone, the phosphordiesters within the backbone,
and the phosphates on the 5′-end as well as the hydroxyl group on the 3′-
end are potential candidates for coupling. However, since hybridisation is the
aim of the experiment, it should be noted that in double strands the bases
are engaged in hydrogen bonds and thus, are not accessible for the chemical
coupling reactions on the surface.

Microarrays can be fabricated with DNA from various sources; the probes
may be derived from cDNA, PCR products or synthetic oligomers.

1.3
Enzymes Acting on Immobilised Templates

Biosensors are defined by the close contact of a biomolecular recognition elem-
ent with a transducer, which converts the biochemically generated signal into
an electronic signal. This type of device has been investigated intensively, with
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a great variety of recognition elements, like enzymes, antibodies, DNA, ap-
tamers, etc. [4]. Enzymes play a major role in this field, since the activity of an
enzyme may be used for signal transduction and amplification in one.

More complex biochemical reactions have been introduced into biosensors
by use of coupled enzyme reactions or coupled binding and enzymatic reac-
tions. While this is a theme of its own in biosensor research for metabolic
biosensors, there are only a few reports on DNA-modifying enzymes (see
Sect. 3 in this chapter). When DNA is immobilised properly on a surface, it
still keeps most of its physico-chemical properties. Moreover, it turned out
that the capability of correct base pairing, the hybridisation process, is not
affected by the immobilisation. This enables immobilised DNA to serve as
a possible template for even complex enzymatic reactions. Enzymatic digest
by restriction endonucleases [5] as well as synthesis on arbitrary templates by
polymerases have been shown in real-time and label-free experiments [6, 7].
A second feature of immobilised DNA on a microarray is to use the spots
as addresses to couple something else, for example, some proteins that are
tagged with the complementary strand [8, 9]. This concept paved the way for
the development of “active arrays”.

In microarrays this approach has not been used very often. The mere bind-
ing event, the hybridisation, is determined using fluorescent labels, but also
microarrays bear the potential activity measurement, and the immobilised
DNA may serve as a template for DNA–protein interaction analysis as well as
a template for chip-coupled PCR. Moreover, whole genes may be immobilised
and used for in vitro transcription and translation.

2
Microarray Technology

Microarray technology allows massive parallel determination and multiple
measurements of a variety of binding events that are to be carried out sim-
ultaneously. In addition, it has the advantage of requiring a small amount of
material and a modest investment of labour; moreover, it might save a lot of
time and may easily be automated. Microarrays in general consist of many
microscopic spots, each containing identical molecules, i.e. receptors, probes
or targets. The numbers of spots may vary from less than 100 to many 100 000.
The molecules are attached to a solid support that can be made from glass,
silicon or a polymer. In the case of nucleic acids, the receptors are usually
oligonucleotides or cDNA, and the binding event is simply the hybridisa-
tion of complementary strands. Biochip technology (especially DNA chips) is
a rapidly developing field with high commercial potential. Introductions to
the principles of the technology as well as to various applications are avail-
able in many reviews [10, 11], and in the well-written practical approach by
Schena [12].
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Thus, the combination of molecular biology, microfabrication and bioin-
formatics has generated novel tools and has the strong potential to bring
more products on to the market for genetic analysis purposes; applications of
which can be used in all branches of the life sciences.

2.1
The Typical Microarray Experiment

The central process in all biochip or microarray experiments is a binding
event, the hybridisation. One binding partner (either receptor or ligand,
probe or target) is immobilised within a small but well-defined area on a flat
solid support of glass or polymer; referred to as the “spot” or “feature” of
the microarray. There are also examples of prestructured slides, structured
for example by microcavities (nanotiter plates) or by chemical structuring
as well as by electronic features, such as microelectrodes. The features con-

Fig. 2 Workflow of a microarray experiment
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tain identical molecules, while the whole array contains arbitrarily chosen or
systematically varied compounds.

Once the microarray has been produced, the sample that contains the lig-
ands or targets to be investigated is added and binding occurs at several
features on the chip, which results in a characteristic pattern representing
the sample. The procedure of a typical biochip experiment is schematically
represented in the workflow below.

Fluorescence labels are by far the most often used labels to detect the
binding event. The sample itself is labelled in a step prior to incubation, i.e.
the hybridisation. After incubation, the chip is washed and then read out by
means of a scanning or imaging device, usually in a dry state, giving a snap-
shot picture of fluorescence intensities. Internal standards for comparison
purposes are often incorporated into the procedure.

2.2
Manufacturing of Microarrays

For microarray production, two different approaches are used:

1. Synthesis on the chip; and
2. bulk synthesis with subsequent deposition on the chip.

The first method is applicable to generate chemical libraries, for example, of
short oligonucleotides or peptides; the second method may also be adapted
to long polynucleotides or proteins, or any of the many receptors. Detailed
description of these methods may be found in [13–15].

2.2.1
Synthesis on the Chip

Fodor et al. reported as early as 1991 for the first time the notion of syn-
thesising an array of oligomers on a chip surface by use of step-wise local
photo-deprotection [16]. In their first paper, peptide synthesis was in the fo-
cus, however, it was soon recognized that oligonucleotide arrays would be
much more needed and due to only four bases instead of 20 amino acids
would be easier to implement. The process of production is similar to wafer
production in microelectronics: a chemically activated silicon wafer surface
is covered with photo-labile protecting groups. After UV irradiation through
a mask with high spatial resolution, the activated groups are reactive at
certain localities and a nucleotide, that again bears the same photo-labile
protecting group at its 3′-end, may couple with its 5′-end. Repetition of this
procedure with all four bases will end up with defined sequences in each fea-
ture of the array, 4n steps (and masks) are needed for n nucleotides. Standard
microarrays have features of 0.1 mm × 0.1 mm, but the process is optimised
down to a feature size of 10 µm × 10 µm, enabling several thousand up to
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Fig. 3 Photolithographic surface structuring and oligonucleotide synthesis [17]

hundreds of thousands of features on one chip. This method is therefore op-
timised for high parallel synthesis. The only limitation in absolute number of
features comes from feature size and mask resolution. With this type of ar-
ray, whole-genome screening is possible. This method is very much linked
to the name of the company Affymetrix who industrialised the method and
currently produces a new series of high-density microarrays for several appli-
cations.

The method, however, is limited to oligonucleotides. The length of the
oligonucleotides on the chip surface is limited to about 25 nt, since there is
no “100%”-chemical reaction and thus the addition of incomplete reactions
results in a loss of sequence precision within one feature. Assuming a 99%
chemical reaction, a feature with a 25 nt oligomer contains 33% of molecules
with an incomplete, i.e. wrong, but nevertheless similar sequence.
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2.2.2
Spotting Techniques

An alternative way of creating a microarray is to deposit small amounts of
pre-activated oligonucleotides by microdispensing. An advantage compared
to on-chip synthesis is the possibility of cleaning up the material that will be
deposited. While on-chip synthesis is limited in sequence length by the effi-
ciency of each coupling step during the synthesis, pre-synthesised material
may be cleaned up even from a mixed environment like fermentation broth.
Moreover, the dispensing methods are not limited to any chemical species,
but may be used for any kind of array, including PCR products or complete
genomes. On the other hand, pre-synthesised probes have to be processed se-
quentially and thus the whole procedure (and in consequence the number of
features) may be limited by the processing time.

Two different techniques are currently used: contact and non-contact
printing.

The first technique uses pin tools, or needles, that are dipped into the
probe solution and dispense a certain amount of material by contacting the
support material. An advantage of pin tools is that parallelisation is easily

Fig. 4 Pin tools for contact printing: a Tweezers: Micro-tweezers are loading the sample by
capillary action and expels defined spot volumes on the surface by tapping forces. b and
c Split-Pins: Through capillary action, a defined target volume is loaded into the split
or other cavities (per surface-tapping small spots were deposited). Depending on the
amount of spots to be set in one spotting run, the cavaties are variously shaped
d Pin rings: Pin rings load and hold the sample in a ring like a soap-bubble. For spot-
deposition, a needle is propelled through the ring while the sample is carried by the
needle to contact the surface [12]
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done by adding more needles to the printhead. However, reproducibility of
this method is limited, since the tiny tips of the pin tools change their shape
during repeated contacts to the support. Therefore for high and middle dense
arrays for research use, pin tools is the method of choice.

Figure 4 shows a pin tool printer (4d) and some examples of pin tools
(4a–c) that have been developed for optimal and repeated deposition of probe
material. The slits and holes in the pin tools are reservoirs for repeated print-
ing of the same substance. The print step may be repeated 20–40 times.
Typically, pin tools are used for in-house production of a limited number of
high specific genomic slides. Reproducibility of this method is limited.

Non-contact techniques rely on the piezo effect. Like in an ink-jet printer,
a microfluidic nozzle is activated to release droplets of a size less than 1 nl.
The distance of the features can be minimised down to 100 µm. This type
of dispensing allows for high accurate manufacturing of low- and medium-
density microarrays (up to a few thousand features). Figure 5 shows a one-
nozzle non-contact pipette releasing a drop on demand. This kind of pipette
may also be used for a variety of different pipetting procedures where small

Fig. 5 Non-contact spotting via piezo technique. a Printhead with eight piezo nozzles.
b Close-up of a piezo nozzle releasing a sample drop. c SciFlex Piezo-spotter (Scienion,
Berlin)

Fig. 6 TopSpot technology. a TopSpot Printhead with 24 nozzles. b Printing module with
actuator that holds the printing head. c TopSpot Arrayer with five printing modules for
series production of microarrays
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volumes as low as 100 pL (pico litre = 10–12 L) have to be applied. While ma-
chines of this type are capable of producing a lot of spots (features) of the
same kind with one loading, reloading and change to the next probe needs
intensive washing. Currently, parallelisation of nozzles is limited, suppliers of
such machines offer up to 16 parallel nozzles.

A microsystem approach has been made by Zengerle and coworkers [18,
19] which they named “TopSpot”. An array of nozzles is produced in a mono-
lithic manner using Si-wafer technology. This array is combined with a glass
microfluidic system that incorporates reservoirs and microchannels connect-
ing these reservoirs with the nozzle and thus form a printhead. By external ac-
tuation, the nozzles release simultaneously one droplet of each probe loaded
in the reservoirs. Printheads with 24 and 96 nozzles are available with a fixed
array format, but in principle, any number up to several hundred may be pro-
duced. Figure 6 shows printhead and machine for small series production (up
to several thousand arrays per hour). The reservoirs can collect up to 5 µL,
and thus depending on feature size and support material, more than 20 000
print processes may be done with a single loading.

2.2.3
Performance and Quality Control

Quality control is of great importance for microarray fabrication, especially if
diagnostic applications are in the focus of interest. The quality control has to
follow each production step, but finally the overall assay performance is the
sole criterion for a well-manufactured microarray.

After each spotting step a control is needed, whether all features are prop-
erly generated and within defined accuracy limits. The definition of such
limits depends on the application. Usually, the diameter of the spot gives
a first indication about the quality of the printing process. Figure 7 gives an
example from a production series with the TopSpot technology. At this stage,
misaligned arrays or arrays with missing or misprinted features may be ex-

Fig. 7 Production-scale control of sequential printing results
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Fig. 8 Comparison between two microarrays for determination of slide-to-slide variation

cluded from further processing. As one measure of quality at this stage the
diameter and deviation from the ideal circle may be employed. Since the sur-
face of the slide should be homogeneous and the deposited droplet should
have the same amount in each feature, an ideal circle with a well-defined
size should occur after each spotting process. Up to now, using this meas-
ure the reproducibility of the spots was found to be less than 8% in the ideal
case using the TopSpot technology. However, functionality of the features, as
measured by hybridisation efficiency, might be even better, since the absolute
number of immobilised probe molecules and their accessibility to the sample
is the decisive entity, and not the geometric appearance of the feature.

Since a non-invasive test of functionality of all features is not possible,
batch control must serve as a quality measure. For this it is necessary to know
about the deviations that occur typically within one series. Figure 8 shows
a comparison of two microarrays from one batch and the deviation from the
mean value after hybridisation. The state of the art is a standard deviation of
about 12%.

2.3
Hybridisation

As mentioned before, hybridisation conditions have to be optimised, i.e. buffer
conditions, like ionic strength and pH, and temperature have to be chosen in
such a way that only complete matching strands form stable hybrids. Since
these conditions depend on strand length and on composition, usually dif-
ferent sequences do not bind simultaneously in an equal stringent way. This
situation has to be regarded during the microarray design and some bioinfor-



DNA Microarrays 445

Fig. 9 Microfluidic hybridisation chamber: the special design with multiple inlets al-
lows for a homogeneous sample stream to guarantee equal hybridisation conditions in all
places of the microarray

matics tools have been generated to help to find the desired set of sequences for
one microarray (e.g. ArrayDesigner 3; Premier Biosoft International).

Hybridisation has to be done under controlled conditions; often incuba-
tion over a long period of several hours at elevated temperature is required.
Typical are temperatures between 45 and 65 ◦C. To guarantee the correct in-
cubation, often hybridisation stations are used, some of those speed up the
protocol by actuating the reagents during incubation. An example of such
actuation is to facilitate gentle and homogeneous sample stream by special
design of a flat fluidic chamber. The microfluidic challenge is to cover a plane
of relative big size homogeneously with a small volume of fluid. For this pur-
pose, chambers have been developed that solve this problem by a proper
design; Fig. 9 gives an example from our own lab (not published).

2.4
Detection and Analysis

Detection fluorescence is by far the most often used method. Usually, fluor-
escent dyes are incorporated into the sample during preparation, e.g. during
amplification. The use of intercalators or similar DNA-specific dyes is also
common. Since most instruments for detection are applicable only to dry mi-
croscopic slides, fluorescence dyes that work in the dry state are preferred, e.g.
dyes from the cyanin family like Cy3 or Cy5. For transcription analysis, two
different stages are compared on one slide and therefore two different dyes
are used.

Two types of instruments are used: imaging and scanning devices. The
principle of the optical arrangement is very similar to a fluorescence mi-
croscope in which the fluorescence illumination (excitation) runs the same
optical path as does the emitted light. The imaging device takes a picture from
the whole or part of the array, while the scanning device works as a laser
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scanning microscope with a focused excitation beam to enhance perform-
ance by reducing the background signal. In both cases, a resolution of about
5 µm is achieved that allows for a high accurate analysis of each single feature.
Software tools are usually employed to further analyse the acquired images.

3
The Microrray Experiment

3.1
Transcription Analysis

By far the most often used application of DNA microarrays is transcription
analysis. Due to the tenets of molecular biology, the information flow runs
from the storage medium, the genomic DNA, via transcription to the mes-
senger RNA (mRNA) and by translation in the ribosome machinery to the
protein. Many details of the regulation of gene activity have been discovered
in recent years. It is of high scientific (and also medical) interest to learn
more about this mechanism and the analysis of transcribed genes as the first
step of gene activity is currently in the focus of all life sciences. The “tran-
scriptome”, i.e. the manifold of all genes transcribed in a specific cell (cell
type) at a given time under defined conditions, can effectively be analysed
using DNA microarrays. Usually, a comparison is made between a cell type
in status A and an altered state, status B, which might be linked for instance
to a disease. Both samples, material extracted from cells of status A and B,
are labelled with two different fluorochromes. The difference in gene activ-
ity in both cell types can easily be recognised wherever one colour exceeds
the other. The comparison method compensates for many shortcomings of
the array method, since each feature of the array is referenced in itself. The
only information drawn is with regard to the binding of species A or B to
the same probe on the surface. Different hybridisation conditions for different
features on the array result in various absolute signal values (fluorescence in-
tensities), however, the relative amount of the two compared samples are still
valid. Therefore most applications of microarray technology reported today
are in the realm of transcription analysis.

3.2
Genotyping with Oligonucleotide Arrays

The first driving force for microarray development was the Human Genome
Project (HUGO) conducted as an international exercise to decode the whole
human genome for a first example [20].

The microarray approach of sequencing was the so-called method of se-
quencing by hybridisation (SBH) [21]. It is based on the notion to combine
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the complete sequence of a sample by presenting all possible sequences as
a complement on the chip, these are for 12 bases 412 (=16 777 216) oligomers
have to be presented on the chip. This goal was not only difficult to achieve
technically in the early state of microarray fabrication technology, but also
some basic features of natural sequences have been overlooked. For instance,
it would be impossible to get homogeneous hybridisation conditions for all
sequences on one single chip since the melting temperature depends strongly
on the ratio of GC to AT pairs within this sequence. But even worse, there
was no way of overcoming the problem of biologically meaningful redundan-
cies within the genome originating from similar proteins, so it turned out to
be impossible to get all the short probed sequences unambiguously linked
together.

Today SBH can be used in all those contexts were the sequence of interest
is already known to a certain extent and deviations are sought.

4
The Concept of “Active Arrays”

Recently the concept of biosensors to measure binding events and other
biomolecular activities using surface-bound molecules has been adapted to
microarray technology [22]. By use of time and spatial resolved measure-
ment, the kinetics of biomolecular interactions may be disclosed for a set
of immobilised receptors in just one single experiment. A few examples are
given in the next two paragraphes.

4.1
Enzymes Acting on Immobilised DNA

In the early 1990s it was shown by several authors that DNA-modifying en-
zymes are capable of acting on immobilised DNA templates or primers [7, 23,
24]. Especially primers, oligonucleotides of less than 30 bases, are of interest
in the context of microarrays.

In our laboratory we achieved the parallel measurement of enzyme activi-
ties on several templates by virtue of a microfluidic chamber mounted on top
of the microarray slide. As an example, the restriction endonuclease (EcoRI)
was chosen acting on different templates simultaneously. In this latter case,
a usual microarray covered with immobilised oligonucleotides is exposed to
a variety of complementary sequences, each of which is labelled with a flu-
orochrome (FITC in the actual case). By hybridisation in various spots the
endonuclease’s cleaving site is formed, forcing the applied enzyme to bind. By
addition of the cofactor Mg2+ the enzymes starts to cleave and releases the
short oligonucleotide with the fluorochrome.
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Already in 1996 Buck and Buckle et al. published the first results on the
observation of polymerase acting on an immobilised template by use of an
SPR device (Biacore) in a single channel. This approach could be extended to
the enzyme telomerase that is responsible for the elongation of chromosomal
ends during cell proliferation. Since its activity is regulated down in differ-
entiated cells, the amount of activity has been established as a significant
tumour marker in recent years [25]. Schmidt et al. succeeded to demonstrate
that telomerase acts also on artificial telomeres immobilised on a sensor sur-
face [26, 27].

The use of immobilised templates for polymerase processing was also suc-
cessful with long DNA including whole genes.

Also, for the analysis of single nucleotide polymorphisms (SNPs), en-
zymes acting on immobilised templates have been employed. This was first
demonstrated by Erdogan et al. who used DNA polymerases to elongate
surface-bound primers [28]. These authors also showed the reaction on
an oligonucleotide microarray. They were using immobilised allele-specific
oligonucleotide primers on a glass slide. Single-stranded PCR products serve
as a template that hybridises to the corresponding oligonucleotide probes
on the microarray. The match and mismatch primer differ at their 3′-end
by a variable base, which is discriminated by the DNA polymerase during
elongation process and the incorporation of Cy3-labelled dUTP due to the
corresponding signal intensity [28]. In this work, a limit for the template
length was stated at 5.7 kb. Recent work by von Nickisch-Rosenegk et al. could
not find such a limit and showed on-chip elongation up to 16.5 kb, i.e. the
whole mitochondrial genome [29].

4.2
PCR on the Chip

While all reactions described up to now were one-step reactions, a complete
PCR on the chip needs reproduction of the polymerisation step several times,
and heating up the whole chip to 95 ◦C for denaturation between every poly-
merisation step.

A complete microarray-based amplification (on-chip PCR) was first de-
scribed by Adessi et al. [30]. For the amplification the authors proposed the
specific covalent attachment of oligonucleotide primers via their 5′-end to the
glass slide, allowing the free 3′-end to prime the DNA synthesis. Template
DNA can hybridise to these free 3′-ends and will be available for elongation
by a DNA polymerase. After elongation, the resulting amplification product
is covalently attached to the surface via the primer. Detection of the im-
mobilised amplificates can be achieved by direct labelling with fluorescently
labelled primers or dUTPs. Another possibility may be the use of intercalators
like SYBR Green, but due to the resulting background problems, this is not yet
successful. The same is true for fluorescent dendrimer labels, e.g. 3DNA La-
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bels from Genisphere, which are available for microarray hybridisations. For
further sequence verification, the amplificates can be denatured with alkali
and subsequently hybridised with a sequence-specific fluorescent probe.

Primers used for on-chip PCR have to fulfil three criteria besides the usual
properties like specificity, G/C-content and melting temperature. They have
to be immobilised in a density that allows the detection of the resulting am-
plificates. Adessi et al. states that for the immobilised primer, a concentration
of 50 µM is best suited for on-chip PCR experiments [30], however, they fail
to determine the actual primer density on the glass slide they could achieve
by their immobilisation procedure. The linkage of the primer to the surface
must be stable enough to withstand the extreme temperature conditions dur-
ing the cycling process. Therefore covalent attachment (e.g. EDC coupling) is
the best option. The last important criterion to be considered is the attach-
ment of the primer at the 5′-end and the introduction of a spacer sequence for
superior hybridisation efficiency. The length and composition of the spacer
sequence can be variable. An optimal length is described to be between 10
and 18 nucleotides, preferentially as polyT-spacer [30, 31].

The amplification process takes place in two different phases: In the li-
quid and on the solid phase. Figure 10 represents a schematic overview of the
general principle of on-chip PCR at the solid-phase state.

Fig. 10 Principle of the on-chip PCR: solid-phase amplification. In the solid-phase PCR
the template DNA, which can be either from the liquid phase or the original template,
hybridises to the specific 5′-bound primer (1) during the annealing step (2). After the
annealing, the elongation step by the polymerase follows (3). In the next cycle, after
denaturation and annealing of the Cy5-labelled primer (4), we will find the final Cy5-
labelled PCR amplificate 5′-bound to the surface (5) and ready for subsequent analysis.
This process is repeated during every cycle of the on-chip PCR.
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Because the cycling takes place directly on the slide surface, a special con-
tainment for the PCR mix is needed. To prevent vaporisation of the PCR mix,
this containment has to be absolutely leak-proof even at elevated tempera-
ture. For this purpose, there are two different options currently available. The
first option is the usage of adhesive reaction chambers, like SealFrame (MJ
Research, USA) or HybriWells (Sigma-Aldrich, USA). Another option is the
use of the Self-Seal Reagent (MJ Research, USA), which is added directly to
the PCR mix and builds a tight seal at the edges of a coverslip by polymerisa-
tion during the first denaturation cycle. Both options have been successfully
applied for the on-chip PCR [28, 30, 32–34].

The thermocycling of the on-chip PCR is carried out in in situ PCR blocks.
Usually, the 16 × 16 Twin Tower in situ block for the PTC 200 thermocycler
from MJ Research is used [28, 30, 32–34] for this purpose. Sensitivities for
the on-chip PCR are reported to be in the range of pico to nanomolar DNA
template concentrations [30] or between 30–100 ng genomic DNA [28, 32, 33].

Due to the fact that on-chip PCR has been developed quite recently, only
a few reports are given on applications. Huber et al. were focussing on the
detection of single base alterations in genomic DNA (SNP analysis). In ad-
vancing this method, the authors focus on sequence-specific genotyping by
solid-phase amplification [32, 33]. Because there is no need of template prep-
aration, advantages like time and cost savings are obvious when using the
on-chip PCR. Huber et al. could show that their experimental setup is suit-
able for the detection of SNPs in the human tumour suppressor gene p53 [32].
Further integration could be achieved if the single on-chip PCR is extended
for parallel detection of several SNP’s in one reaction: a multiplex on-chip
PCR. Huber et al. were able to show the multiplex on-chip PCR for access-
ing SNP’s in genomic DNA [33]. In this paper the genotyping of ten different
polymorphic sites within seven human genes by direct on-chip multiplex PCR
has been shown.

Mitterer et al. reports on-chip PCR in combination with universal primer
pairs targeting for the Helix 43 and 69 region of the 23s rDNA and species-
specific primers immobilised on the chip surface were used to detect 22
common bacteria causing infertility and abortion in mares [34]. Although
false-positive signals were obtained in rare occasions, this work shows pos-
sible future perspectives for the on-chip PCR in clinical diagnostics.

Recently we demonstrated the multiplex on-chip PCR with a variety of
markers for food ingredients [35, 36].

The area of diagnostic applications is still under development in the field
of chip-based assays. A technique that could give fast and reliable answers
about, e.g. the current state of an individual’s viral or pathogen load, would
be of great benefit. With further optimisation, the sensitivity of the PCR and
the miniaturisation and parallelism of microarrays could join in form of the
on-chip PCR and build a core part in diagnostic BioMEMS [37]for future
point-of-care devices.



DNA Microarrays 451

4.3
Transcription on Chip

The immobilised DNA might be amplified, as described above. Recently we
demonstrated that even more functionality may be gained on the chip when
the sequence immobilised or produced on the surface is a complete gene.
When associated with a proper binding site and a promoter, i.e. a complete
gene, the action of a transcriptase can be triggered and a messenger RNA
was generated [38]. Moreover, it could be shown in these experiments that the
mRNA was functional and served as a template for translation. The encoded
protein could be produced with an in vitro assay.

Also it was possible to use microarrays the other way around, namely to
gain amplified DNA signals from low amounts of mRNA. We demonstrated
recently that the reverse transcription PCR (RT-PCR) could be combined with
microarray technology for the detection of low abundant mRNA. The experi-
ment runs similar to the above described on-chip PCR, now starting with the
reverse transcription in the same incubation chamber.

4.4
Future Prospects

The examples given here show that microarrays are useful tools for molecular
biology, especially for transcription analysis. But there are many more possi-
bilities to make use of immobilised arrayed DNA in small dimensions: using
microarrays as a template for enzymes helps to detect and investigate a lot
of interactions with DNA, to gain insight into novel features and to develop
more sophisticated and time-saving tools of increasing complexity. In this
way, we gain insight into the processing steps that usually are imbedded into
the complex environment of the whole cell.
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Abstract Scanning electrochemical microscopy (SECM) is discussed as a versatile tool
to provide localized (electro)chemical information in the context of biosensor research.
Advantages of localized electrochemical measurements will be discussed and a brief in-
troduction to SECM and its operation modes will be given. Experimental challenges of
the different detection modes of SECM and its applicability for different fields in biosen-
sor research are discussed. Among these are the evaluation of immobilization techniques
by probing the local distribution of biological activity, the visualization of diffusion pro-
files of reactants, cofactors, mediators, and products, and the elucidation of (local) kinetic
parameters. The combination of SECM with other scanning-probe techniques allows to
maximize the information on a given biosensing system. The potential of SECM as a tool
in micro-fabrication aiming for the fabrication of microstructured biosensors will be
shortly discussed.

Keywords Biofunctionalized surfaces · Biosensors · Enzyme electrodes ·
Localized measurements · Scanning electrochemical microscopy · SECM

Abbreviations
a Radius of the active electrode area
AD/DA Analog-digital/digital-analog
ADH Alcohol dehydrogenase
AFM Atomic force microscopy
AFM-SECM Combined AFM and SECM instrument
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AP Alkaline phosphatase
c0 Initial bulk concentration of the redox species
CE Counter electrode
d Distance between tip and sample
d/a Normalized tip to sample distance
DR Diffusion coefficient of R
dsDNA Double-stranded DNA
EC Electrochemistry
ELISA Enzyme-linked immunosorbent assay
F Faraday’s constant
FcCOOH Ferrocenecarboxylic acid
FMA/FMA+ Ferrocene methanol (reduced and oxidized forms, respectively)
Γenz Enzyme coverage per unit of area
GOD Glucose oxidase
HRP Horseradish peroxidase
iss Steady-state current
iT–d curve Approach curve; dependence of tip current on the tip-to-sample distance
kcat Rate of enzymatic reaction
M-DNA metalated DNA
MV2+/+ Methyl viologen2+/+

n Number of electrons transferred in a redox reaction
NADH Nicotinamide adenine dinucleotide (reduced form)
O/R Oxidized/reduced state of redox species
OCP Open circuit potential
pAP p-aminophenol
pAPP p-aminophenyl phosphate
pQI p-quinone imine
PQQ Pyrroloquinoline quinone
QH-ADH Quinohemoprotein alcohol dehydrogenase
RE Reference electrode
RG Ratio of the diameter of the insulating sheath and the diameter of the active

electrode area
SECM Scanning electrochemical microscopy, scanning electrochemical microscope
SEM Scanning electron microscopy
SPM Scanning probe microscopy
ssDNA Single-stranded DNA
TMPD N,N,N ′,N ′-tetramethyl-p-phenylenediamine
UME Ultramicroelectrode
WE Working electrode
XPS X-ray photoelectron spectroscopy

1
Introduction

Scanning electrochemical microscopy (SECM, [1, 2]) is a versatile analyti-
cal tool used to visualize and quantify heterogeneously distributed (elec-
tro)chemical activity on a sample surface. SECM belongs to the scanning
probe microscopies (SPM, [3, 4]), microscopic techniques which are sequen-



Scanning Electrochemical Microscopy (SECM) as a Tool in Biosensor Research 457

tially collecting information about a specific interphase property by scanning
a sharp tip (named probe) at close distance over the surface of the investi-
gated sample (Fig. 1). The specific interactions occurring between the tip and
the sample surface are recorded with respect to the x-,y- and often z-positions
of the tip. Depending on the nature of the tip, the distance and the spe-
cific distance-dependent physical or chemical interactions between tip and
sample, a variety of surface properties can be visualized, such as electronic
states [5], optical [6], and force interactions [7]. In SECM, a disk-shaped
ultramicroelectrode (UME) is used as probe, and the Faradaic steady-state
current established at the ultramicroelectrode can be modulated by the (elec-
tro)chemical properties of the sample surface.

Fig. 1 Principle of scanning probe microscopy

As a consequence of the increasing miniaturization of sensing devices and
the increasing use of nano-sized objects in all areas of chemistry, the need
for high-resolution visualization of local properties of surfaces is obvious.
As a matter of fact, conventional global techniques are averaging the impact
of potentially very different surface domains to a single overall value that
does not provide all necessary information for rational optimization steps.
Thus, localized techniques are the only option for achieving local surface
modification procedures or to proof new strategies of selectively modifying
micro- and nano-scale objects. Biosensor research is often directed to the
elucidation of suitable schemes for the immobilization of biological recog-
nition elements on transducer surfaces or, even more importantly, to the
design of pathways for transducing biological recognition events into phys-
ical and subsequently electronic signals. Information such as the topogra-
phy of a surface is not providing insight into complex signal transduction
cascades since it does not provide any information on the activity of the
surface. Even high-resolution imaging of the topography of single protein
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molecules on surfaces does not provide insight into its activity. SECM, as one
of the few chemical microscopy techniques, can provide information on the
local electrochemical activity of a surface and, hence, can especially address
problems in the area of electrochemical biosensors namely amperometric,
coulometric, impedimetric, or potentiometric sensors. Additionally, SECM
can address problems occurring with non-electrochemical sensors such as
elucidation of immobilization protocols and homogeneity of the immobi-
lized surface activity, etc. As a matter of fact, mainly amperometric biosen-
sors or biosensor principles involving electrochemical read-out and/or the
production and/or consumption of electrochemically active species were in-
vestigated by means of SECM. Obviously, the visualization of (bio)catalytic
surface activity is providing chemical information that is complementary to
the information obtained from techniques displaying mainly the topogra-
phy and morphology of the sample surface such as high-resolution scan-
ning electron microscopy (SEM), atomic force microscopy (AFM), and high-
vacuum surface analysis techniques (e.g., XPS). Most of these techniques
require non-physiological conditions such as high vacuum or surface con-
ductivity and are hence generally visualizing denatured biological objects. In
contrast, local electrochemical activity is measured in SECM with minimal
perturbation of the biologically active system due to the possibility to in-
vestigate the biologically modified surfaces under physiological conditions.
Moreover, in contrast to well-established microscopic techniques, which are
based on fluorescence detection and hence need labeling of the biomolecules
with suitable fluorescence dyes, SECM measurements often can be performed
without labeling.

In typical biosensor architectures, the complexity is mainly caused by the
heterogeneity of the biocatalytic layer comprising the biological recognition
element, a suitable immobilization matrix, redox mediators, and diffusion
layers, etc., in combination with the transducer surface. The applied immobi-
lization method may lead to active centers (hot spots) in the sensor structure
while other areas are not biocatalytically active or show reduced biocatalytic
activity. Thus, in presence of the analyte, the biological recognition followed
by the biocatalytic conversion of the substrate under formation of the related
products occurs with a different rate at microscopically different areas of the
sensing layer. This will cause an inhomogeneous diffusion profile with areas
where the substrate is already depleted while at other domains the substrate is
still available. Thus, the integrated sensor signal shows time-dependent con-
tributions from the different sensing sites that are hidden in the overall signal.
Obviously, the concentrations of all components that are involved in the gen-
eration of the sensor signal are fluctuating both in time and space. It becomes
even more complicated if the product of the biocatalytic reaction is influ-
encing the reaction rates of the biocatalytic process in a feedback loop (e.g.,
modulation of the local pH value due to liberation or consumption of protons
in the biocatalytic reaction).



Scanning Electrochemical Microscopy (SECM) as a Tool in Biosensor Research 459

From this brief discussion it becomes even more obvious that it is indis-
pensable to evaluate a sensor architecture taking into account the varying
concentrations of all chemical species in space and time. SECM has the po-
tential to assist these investigations by the visualization of complex concen-
tration gradients, to display local biocatalytic activity, to locally influence the
concentrations of selected compounds, etc., with high spatial and temporal
resolution. In addition, SECM can be used to visualize the remaining bio-
logical activity after immobilization and, hence, is able to study the impact
of the immobilization process on the function of the biological recognition
elements. Moreover, it can be applied for investigating the local biocatalytic
activity over time, information which allows for drawing conclusions on the
operational stability of a specific sensor design.

With the availability of ultramicroelectrodes with diameters in the sub-
µm to even nanometer range, SECM can be operated with a resolution that is
sufficient to obtain an in-depth insight into the complex reaction sequences
within the sensing layer. Moreover, quantitative mathematical treatment of
SECM data was developed over the past two decades and is now readily avail-
able. Thus, even the complicated kinetics of biological recognition processes
can be modeled. This does not only allow to study the spatial distribution of
surface activity but provides the necessary basis to develop models concern-
ing the function of macro-sized biosensors and/or to provide new insights
into the overall mechanisms finally leading to the sensor signal. Even if
quantitative data treatment is often too complicated, visualization of activ-
ity distribution with high lateral resolution by color coded three-dimensional
images provides valuable information about the functions and the complex
interplay of all sensor components.

In this review, we will try to look at biosensor research from a SECM
perspective (Fig. 2). After a brief introduction into the theory of SECM, the
reader will be provided with a basic understanding of the principles of SECM
and of the two main working modes typically used in SECM measurements.
By discussing concepts and important results obtained in these two working
modes, the capability of SECM for biosensor research will become obvious. It
will be shown how SECM was employed to study properties of surfaces that
were modified with a variety of different biological recognition elements and
how it was used to visualize localized activity of (immobilized) biomolecules.
As chemically modifying surfaces is seen as a fundamental prerequisite for
the design of complex biosensor architectures, the capability of SECM to pro-
vide chemical images of modified surfaces is evidently important for under-
standing fundamental problems in biosensor research. In addition, SECM was
successfully employed to study applications of biosensors. The read-out of
biosensors by SECM in different configurations was demonstrated and micro
biosensors were used as probes in SECM measurements. SECM as a tool in
micro- and nanofabrication will be subject of a subchapter demonstrating
the potential to modify a surface and to probe the surface modification in-
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Fig. 2 Fields of interest in biosensor research that can be addressed by means of SECM.
Measurements are carried out in electrolyte solution

situ. Due to the significant amount of published results over the past 15 years
in this area, it is beyond the scope of this review to cover all SECM studies
related to biosensor research. The aim of this chapter is to highlight repre-
sentative contributions of employing SECM in the study of biosensors and to
exemplify concepts for gaining a different perspective for the evaluation of
biosensors.

2
SECM Theory

The experimental set-up of scanning electrochemical microscopy is rather
simple and it is similar to those of other scanning probe microscopies (Fig. 3).
Either sample or probe (tip) are mounted on a x, y, z-positioning system.
Mainly, stepmotor-driven translation stages, inchworm motor-driven ones, or
piezoceramic systems are employed for an accurate control of the tip pos-
ition. In SECM, a potentiostat is used to control the tip potential. The set-up
is computer controlled using AD/DA cards or similar devices for communi-
cation. In order to reduce electronic noise and disturbances by air ventilation
or vibration, most SECM systems are built in a Faraday cage mounted on a vi-
bration damping system. Commercial instruments are available from a num-
ber of companies, such as CH Instruments [8], Heka [9], Sensolytics [10],
UniScan [11], and Windsor Scientific [12].

A core element in any kind of scanning probe microscopy is the probe
(tip) and especially its dimensions, which mainly determine the spatial reso-
lution. The probe in SECM is an ultramicroelectrode (UME). Conventionally,
disk electrodes with active electrode diameters between 25 µm and 10 µm
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Fig. 3 Typical setup of a SECM: the sample is mounted on a vibration damping system,
the electrochemical cell is formed by working, reference, and counter electrodes (WE, RE,
CE). Electrode movement is controlled by a x,y,z-translation stage, electrochemistry (EC)
is controlled by a potentiostat. All analog signals have to be converted using an AD/DA
card or a similar device in order to be displayed on a computer system

are used. Different electrode sizes, geometries, and materials have been de-
scribed [13]. High-resolution SECM using electrodes with sub-µm dimen-
sions has been demonstrated [14–18]. SECM is generally carried out as a po-
tentiostatic experiment and less often using a galvanostatic or potentiometric
approach. Modulations in probe current as induced by the (electro)chemical
properties of the sample surface are measured as a function of the x- and
y-coordinates of the scanned UME. UMEs are chosen as SECM tips not only
because of their small dimensions but also due to their unique electrochem-
ical properties [19]. If an ultramicroelectrode is polarized at a potential suffi-
cient to drive an electrochemical reaction of a species in solution, i.e.,

R → O + e– (1)

in a diffusion-controlled way, a steady-state current, iss, is established at the
ultramicroelectrode given by equation (2) ([20] and references therein):

iss = 4nFDRc0a , (2)

where n, is the number of electrons transferred in the electrochemical reac-
tion, F is Faraday’s constant, DR is the diffusion coefficient of the reduced
form of the redox species, c0 is the initial bulk concentration of the species,
and a is the radius of the active electrode area. Due to a quasi-hemispherical
diffusion profile at the ultramicroelectrode, mass transport is very efficient
and the steady-state current is established very fast. The basic principle of
SECM measurements is based on the modulation of the steady-state current
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with respect to the properties of the sample surface. To be able to perturb
the steady-state current measured at the tip, the tip and surface have to be
close to each other. In terms of scanning probe microscopy, the tip has to
be within the nearfield region of the surface. Only when the tip is located
within the nearfield, the surface able to interact with the tip by modulating
the reactions occurring at the tip. Typically, the nearfield distance is about
3–5 times the diameter of the active electrode area. Two basic cases have to
be distinguished: approach towards an electrochemically inactive surface and
approach towards an electrochemically active surface. When approaching
an electrochemically inactive sample, the diffusion of redox species towards
the ultramicroelectrode is hindered and fewer species can reach the active
electrode area in time. Hence, the current at the SECM tip drops to values
below the steady-state current. Ideally, the current decreases down to zero
in the case of an optimal coplanar approach between the plane of the UME
tip and the sample surface. This effect, which is caused by blocking of the
diffusional mass transport of the redox species, is called negative feedback
(Fig. 5b) [1, 13]. In contrast, the current at the tip increases if the tip ap-
proaches an electrochemically active surface. Species that have been oxidized
at the tip can be re-reduced (or vice versa) at the sample surface, which is
possible either if the sample is at a Nernstian potential sufficiently negative
(or positive) to drive the re-reaction or the sample is actively poised to a suf-
ficiently negative (or positive) potential in a bipotentiostatic experiment. If
the kinetics of the reaction at the sample surface are faster than the diffu-
sional mass transport of the redox species from the bulk of the electrolyte,
an increase in current at the ultramicroelectrode is observed, which is called
positive feedback (Fig. 5c) [1, 13]. The related implementation of these two
effects into SECM experiments is called feedback mode (FB-mode; Fig. 4).
A sample exhibiting both electrochemically active and inactive domains will

Fig. 4 Feedback approach curves of an electrode towards an electrochemically inactive
sample (open squares) and towards an electrochemically active surface (filled squares).
Approach curves were calculated using equations given in [21] assuming a RG value of
10 (for definition of the RG value see below)
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Fig. 5 Schematic representations of the different working modes in SECM. a diffusion-
limited conversion of redox species in bulk volume with the tip far away from any surface,
b negative feedback mode, c positive feedback mode, d enzyme mediated (positive) feed-
back mode, e (enzyme-based) generation-collection mode, f direct mode of SECM

exhibit both positive and negative feedback effects and consequently show
differences in the tip current at known tip-to-sample distance with respect
to the x,y-positions of the tip. Visualization of the change in tip current due
to feedback effects plotted over the x,y-positions of the tip maps the local
electrochemical activity of the sample surface.

It is obvious that the rate at which the mediator (O) is regenerated at the
substrate is ultimately decisive for the type of SECM feedback response. Thus,
even though the substrate might be able to regenerate the reduced medi-
ator (but at a much slower kinetic rate than the oxidation reaction at the
tip) the regeneration at the substrate would not be able to fully compen-
sate the modulation of the diffusion profile from a hemispherical diffusion
to a radial diffusion profile. So, even a conductive substrate might lead to
a negative feedback mode. In contrast, even an insulating substrate might
lead to a positive feedback mode for the case when a catalytically active
component is immobilized on the surface of an insulator and that is able
to support the regeneration reaction of mediator in the absence of an elec-
tron communication with the substrate. For the particular case when the
catalytically active component is an enzyme, the related SECM mode is called
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enzyme-mediated feedback mode (Fig. 5d) [22, 23]. In this mode, the enzyme
regenerates the mediator species, R, consumed at the tip and the rate of the
enzymatic reaction is directly responsible for the resulting type of feedback
mode. Positioning the tip over an immobilized enzyme could then switch on
the enzymatic reaction by supplying the electron mediator in the appropriate
redox state, resulting in a feedback current at the tip. The increase of the tip
current in this case would then be related rather to localized enzymatic ac-
tivity than to electrochemical activity. The improved lateral resolution of the
feedback mode over the generator collector mode (see below) of SECM is only
valid for the enzyme-mediated feedback mode for a very active enzyme (kcat)
and/or a high enzyme loading (Γenz). In addition, a significant current in-
crease in the enzyme-mediated feedback mode can only be expected at rather
close tip-to-sample distance. This may cause problems concerning tip crash
or superimposed limitation of substrate and product diffusion.

Equally important as the enzyme-mediated feedback mode in biosensor
research (but somewhat more straightforward) is the generation-collection
mode of SECM (GC-mode, Fig. 5e, [1, 13]). In the sample generation-tip col-
lection version of this mode, an electrochemically active species is produced
at the sample and collected at the tip polarized to an appropriate potential.
In contrast, in the tip-generation sample collection mode of SECM, a redox
species is produced at the tip and collected at the sample surface. The latter
approach is not used extensively since currents are often very small and lack
sensitivity due to high background currents at the polarized sample. In both
cases, however, an increase in current can be observed when the electrode
is positioned over an electrochemically active domain and no current is ob-
served when the electrode is positioned over an inactive area. The GC-mode
as sample generation-tip collection mode is superior to the feedback mode in
sensitivity but inferior in resolution [24 and references therein].

A configuration significantly different from the two main cases described
above is the direct mode of SECM (Fig. 5f). In this mode, the SECM tip func-
tions as (microscopic) counter electrode for the (macroscopic) sample which
is used as working electrode. Due to a limitation through the counter elec-
trode reaction and a confinement of the electric field between the tip and
the perpendicular surface area of the sample, electrochemical processes at the
sample surface are restricted to an area approximately the size of the tip and
located opposite to the SECM tip position.

A number of additional practical considerations have to be discussed in
order to understand limitations and possibilities of SECM experiments as dis-
cussed in this chapter. The resolution of SECM is mainly limited by the active
area of the ultramicroelectrode which is used as SECM tip. However, the size
of the insulating sheath, which is found in almost any ultramicroelectrode
design applicable in SECM experiments, needs to be added to the active elec-
trode area to determine the whole size of the tip. The ratio of the diameter of
the insulating sheath and the diameter of the active electrode area is called the



Scanning Electrochemical Microscopy (SECM) as a Tool in Biosensor Research 465

RG value:

RG =
rsheath

ractive area
. (3)

Differences in the RG value of the SECM tip result in differences in the feed-
back approach curves since the ability to block diffusion towards the active
electrode area is depending on the RG value [21]. In addition, the tip size
and its geometry can become an important issue in experiments aiming at the
mapping of locally varying concentrations in diffusion layers. Depending on
the size of the tip and the speed of movement, the diffusion layer might be
disturbed.

A basic issue in understanding a specific scanning probe microscopy is
knowledge of the signal-distance relationship. Interactions of tip and sam-
ple become stronger with decreasing tip-to-sample separation. It is not only
important to understand how tip and sample interact (feedback, generation-
collection) but also to what extent. Evidently, an increase in feedback current
can be attributed to either a higher electrochemical activity or a smaller tip-
to-sample separation. When using relatively large active electrode areas (10
or 25 µm disk diameter), the change of signal attributed to a change in tip-
to-sample separation of a “flat” surface is often negligible. Moreover, a tilt in
the mounting of the sample with respect to the scanning plane of the tip can
be easily recognized. However, if the tilt or the surface topography becomes
similar or equal to the overall working distance, changes in signal caused by
changes in topography are no longer negligible. In this case, the local elec-
trochemical activity can no longer be clearly separated from the influence of
topographic variations. As a matter of fact, this problem, which is inherent
for all scanning probe techniques, is even more pronounced when using very
small tip areas with their concomitantly very short working distances. Hence,
the tip might crash into protruding features or “loose” the feedback signal
over recessed features when the z-position is not changed in accordance with
changes in topography.

To overcome these limitations, different attempts to integrate height-
control systems in SECM have been described. Systems relying on shearforce
interactions between a vibrating tip and the surface were described ([14, 15,
25, 26] and references therein) with the tip being either vibrated at a fixed fre-
quency by means of a tuning fork [25] or at one of its resonance frequencies
using piezoceramic agitators [14, 15, 26]. Changes in the vibration amplitude
or phase shifts caused by shearforce interactions of the tip with the sam-
ple surface can be detected optically [26] or by piezo–piezo read-out [14, 15]
using phase-sensitive amplification by means of a lock-in amplifier. Shear-
force interactions can be detected within distances of 50 to 500 nm from the
sample surface and do not significantly interfere with the electrochemical
processes occurring at the active electrode area. Other attempts for providing
a constant-distance mode for SECM make use of an ac voltage overlaying the
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dc potential to which the tip is polarized [27]. SECM modes using constant
current signals [28] and combined atomic force microscopy (AFM, [7, 29])
and scanning electrochemical microscopy (AFM-SECM) [18, 30] also provide
possibilities to control the tip-to-sample separation.

In summary, SECM applications are confined to systems that include at
least one electrochemically active component. It might be either an intrinsic
component (reactant or product of reactions) or an electrochemically ac-
tive component added on purpose to provide information by interacting, not
necessarily reacting, with the system of interest. SECM provides information
on localized (electro)chemical activities on surfaces. Electrochemically active
domains of a sample surface will induce an increase in current measured at
the probe UME due to an additional flux of redox species to the perpendicular
positioned SECM tip. Electrochemically inactive domains will provoke a de-
crease in current due to the restriction of the diffusional flux of redox species
towards the active electrode area.

Even though applications of SECM seem to be limited, the prospective of
different operating modes and various arrangements of the setup (e.g., dif-
ferent modes of coupling the working and the counter electrodes, different
working potentials or potential pulse sequences, the initial redox state of the
redox components in bulk solution, etc.) makes SECM a flexible and power-
ful tool for characterization of surfaces and interfaces, but yet, a sophisticated
technique with respect to instrumentation, sample preparation, and opera-
tional skills.

3
The Generation-Collection Mode of SECM in Biosensor Research

Despite the fact that first applications of SECM for the investigation of bio-
logical systems that are related to biosensor research were performed in the
feedback mode of SECM [22] (see below), the generation-collection mode
has later been employed intensively in biosensor research or for the visual-
ization of local immobilized enzymatic activity. The first description of the
generation-collection mode by Bard and Heller and coworkers [31] can al-
ready be seen as being related to biosensor research. In this work, a micro
biosensor for H2O2 detection was constructed by electrochemically “wiring”
horseradish peroxidase (HRP) to the surface of a 8 µm diameter carbon elec-
trodes via a cross-linked Os-complex containing redox polymer. In addition
to elaborated theoretical considerations, the micro biosensors were used as
SECM tips for visualization of H2O2 concentrations in the diffusion zone in
front of noble metal microelectrodes embedded within an insulating surface
(Fig. 6). The formation of H2O2 could be correlated with the local reduction
of molecular O2. Different kinetic regimes and mechanisms were elucidated
at different electrode materials. Moreover, the H2O2 selective tips were ap-
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Fig. 6 Left: Application of a HRP-modified microbiosensor as SECM tip in the generation-
collection mode. Right: SECM image of the H2O2 concentration profile at a 25 µm Pt disk
electrode acquired with a HRP-modified carbon fiber electrode (from [31] with permission)

plied for mapping the enzymatic activity of glucose oxidase immobilized
within an Os-complex based redox hydrogel.

Already in this early work advantages and disadvantages of the generation-
collection mode became evident. Especially for extracting kinetic parameters,
a precise knowledge about the distance dependence of the tip current and
the exact tip-to-sample separation is mandatory. In generation-collection ex-
periments, only a negligible background current is measured with either the
tip positioned far away from the sample surface or above an electrochemi-
cally inactive region of the sample. Thus, tip positioning cannot be easily done
by simply approaching the electrode towards the sample surface (z-scan) and
recording an iT–d-curve. Obviously, either the current remains unchanged or
it is unpredictably increasing over an active area. Hence, alternatives for posi-
tioning of the tip within the nearfield working distance have to be found. For
example, in [31], the increasing solution resistance in the gap between tip and
sample surface was used as a method for tip positioning. In contrast to the feed-
back mode of SECM, which is relying on the regeneration of a tip-produced
redox species by a biocomponent and hence limited to the oxidoreductases, in
the generation-collection mode it is sufficient if one species (substrate, cofac-
tor, product) is electroactive or can be selectively oxidized or reduced at the
SECM tip. An example for the straightforward use of the generation-collection
mode can be found in [32]. The fundamental problem of mediator leaking from
amperometric biosensors [32, 33] was monitored for a number of different
electrodes modified with various electrocatalysts for the oxidation of NADH.
Mapping of the redox mediator concentration profiles in the diffusion layers of
the catalyst-modified electrodes by slow z-approach curves strongly supported
assumptions made concerning the mechanism of NADH oxidation at the par-
ticular electrodes. Findings from both cyclic voltammetry and SECM resulted
in the construction of optimized ethanol biosensors.
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The optimization of immobilization strategies for biological recognition
elements is in focus of many efforts employing SECM in biosensor research.
The visualization of the local distribution of active binding sites in immobi-
lized antibody layers by means of the generation-collection mode of SECM
has been described by Wittstock and coworkers (Fig. 7) [34]. Antibodies im-
mobilized onto glass substrates were allowed to complementarily recognize
their antigen that was conjugated to alkaline phosphatase (AP) as enzyme
label. AP is converting electrochemically inactive p-aminophenyl phosphate
(pAPP) into electroactive p-aminophenol (pAP) which can be then electro-
chemically oxidized at the SECM tip under formation of the related quinone
imine (pQI) [35, 36]. The approach could be successfully applied for the visual-
ization of the distribution of active binding sites for the antigen. Here, a general
problem in the optimization of immobilization strategies can be addressed. If,
for example, an antibody is directly immobilized on a transducer surface, the
antibody loading may have an impact on the sensor response due to blocking
of substrate access, electron transfer pathways, or passivation of the transducer
surface. SECM is able to quantify the local immobilized binding capacity and
hence is able to distinguish between biomolecule loading and other influences
that may alter the sensor response [34].

A similar effect could be studied for a biotin/avidin-patterned surface [37].
Affinity interaction employing biotin/avidin technology was used as im-
mobilization method for different dehydrogenase enzymes, e.g., glutamate
dehydrogenase or alcohol dehydrogenase. However, the high loading of the
electrode surface with the biotin/avidin conjugate was proven to dramatically
limit the diffusion of the redox mediator (NADH) towards the electrode, and

Fig. 7 Left: Localized visualization of immobilized AP activity in the generation-collection
mode of SECM. Right: Line scans over spots of immobilized antibodies. Increasing num-
bers represent an increasing concentration of the AP-labeled antigen (from [34] with
permission)
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consequently, decreasing the sensor response. As a solution, the authors sug-
gested a spatial separation of the sites for attachment of the biotinylated enzyme
and a non-modified active electrode area for the oxidation of NADH using laser
photolithography (Fig. 8). Microchannels were created that permit a facile dif-
fusion of the redox mediator between the active site of the immobilized enzyme
and the surface of a carbon electrode. Visualization of the local enzyme activ-
ity at the photopatterned glassy carbon electrode surface shows the potential
of SECM to distinguish the influence of protein loading and defects.

Fig. 8 Local visualization of kinetic activity and defects in patterning at a biotin/avidin
modified glassy carbon electrode using the generation-collection mode of SECM
(from [37] with permission)

Similar concepts to examine specific features of immunoassays by means
of SECM can be found in [38–41]. Enzyme-labeled antibodies were used
to investigate their immobilization onto magnetic beads [38]. Breast-cancer
related antigen CA15-3 was probed by means of a sandwich immunoassay
using monoclonal antibodies against the antigen that were immobilized via
streptavidin-biotin chemistry and a secondary HRP-labeled antibody. HRP is
able to convert hydroquinone into electrochemically reducible benzoquinone
in the presence of H2O2. Binding of the antigen only occurs at sites of the
immobilized primary antibody preparing these sites for the later binding of
the HRP-labeled secondary antibody. Upon addition of H2O2, benzoquinone
is locally generated, which can be detected in the generation-collection mode
of SECM [39]. The use of SECM in ELISA-type immunoassays was also de-
scribed for a cytokine assay on a cellular chip [41]. In this study, a cell culture
embedded in a collagen gel matrix was spotted on an antibody-modified
surface. Cytokines produced from active leukocytes in the cell culture were
captured by the immobilized antibodies. Again, HRP was used as the enzyme
label for a secondary antibody in a sandwich-type assay. In SECM meas-
urements, the cofactor for the enzymatic reaction (ferrocenylmethanol) was
produced at the tip to switch on the enzymatic reaction when the tip was
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scanned over an area where the biological recognition reaction could take
place.

In addition to SECM investigations where the detection scheme is based
on the redox conversion of free-diffusing products consumed or generated in
a sensing layer, SECM is capable of analyzing the concentration profiles inside
operating biocatalytic layers. Oxidation of H2O2 or reduction of molecular O2
at a bare SECM tip penetrating an enzyme layer was demonstrated [42]. Digital
simulation in combination with an in-depth evaluation of the obtained results
from generation-collection experiments allows for establishing guidelines for
the design of optimized biosensors. The combination of two scanning probe
techniques also leads to improved knowledge or at least facilitated data inter-
pretation. As mentioned before, a general problem in SECM is the dependence
of the tip current on the tip-to-sample distance. Topographic features may over-
lap with electrochemical features and may lead to artifacts in the visualization
of electrochemical activity [14, 28, 43]. The combination of atomic force mi-
croscopy (AFM, [7, 29]) with SECM allows for a straightforward separation of
electrochemistry and topography [30]. AFM detects the surface topography
while SECM simultaneously maps electrochemical activity at the same site of
the sample surface. AFM-SECM tips bearing a sub-micrometer working elec-
trode in direct proximity to the topography sensor as described by Kranz and
coworkers [18] were used to simultaneously image the topography and activ-

Fig. 9 Left: SEM image of an AFM-SECM tip. Right: Series of AFM-SECM images of glucose
oxidase immobilized in a porous structure. Images on the left show the topography of the
sample as recorded by AFM, images on the right show the current response of the inte-
grated micro biosensor. Images were obtained in the absence (top) and presence (bottom)
of glucose. (from [18] with permission)
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ity of glucose oxidase immobilized within a polymer in 1 µm diameter pores of
a micromachined substrate (Fig. 9). H2O2 produced in the enzymatic oxidation
of glucose was collected at the working electrode while the AFM was operated
in tapping mode [44]. Similar AFM-SECM tips were employed to image glucose
oxidase activity at enzyme-modified graphite electrodes [45], and HRP activity
on microstructured gold samples [46].

Shearforce positioning of needle-type tips enables the use of non-electrode
tips in SECM measurements such as enzyme-filled capillaries producing
a species detectable at the sample electrode [47]. Active sites at Pt micro-
electrodes and poly-(methylene blue)-modified electrodes could be visualized
using enzyme-filled capillaries in tip generation-sample collection mode ex-
periments.

Fig. 10 SECM images visualizing the enzymatic activity of glucose oxidase (left line)
and lactate oxidase (right line) immobilized within a piezo-spotted polymer microstruc-
ture. Images were obtained in generation-collection mode in the presence of only lac-
tate (a) and both lactate and glucose (b). (From [48] with permission)
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So far, only results from relatively simple sensor concepts have been de-
scribed. However, the same easy principle of the generation-collection mode
of SECM can be employed to examine more complex sensor architectures. Mi-
crostructures made by piezo-dispensing of different enzyme-containing so-
lutions onto self-assembled monolayers (SAMs) have been studied [48]. Two
different immobilization strategies using amide bonds between carboxylic
acid side chains or lysine residues of the enzymes and functional headgroups
of the SAMs were used to achieve microstructured enzyme patterns. Lines
made of different enzymes could be visualized in the presence of the enzymes’
substrates (Fig. 10).

Even more complex enzyme microstructures were investigated. Multiple
enzymes were immobilized in a grid structure while expanding the range
of used immobilization methods from covalent binding of biomolecules to
SAM-modified surfaces to crosslinking and immobilization within a poly-
mer matrix [49] (Fig. 11). Enzyme amplification and enzyme competition
in coupled enzyme reactions were visualized in bienzyme or multienzyme
structures using the generation-collection mode in the presence of the sub-
strates of the immobilized enzymes.

The use of multi-enzyme structures opens up possibilities for multi-
analyte detection and interference elimination by choosing suitable multi-

Fig. 11 SECM visualization of multienzymes structures and SECM image of an α-gluco-
sidase-mutarotase-GOD containing grid structure. (From [49] with permission)
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enzyme systems. The application of SECM detects the interaction of different
enzymes and enables for a rapid screening of a variety of multi-enzyme sys-
tems in order to elucidate the best system for a given analytical problem.
Optimization of sensor architectures often requires a detailed understanding
of the impact of the different components of a given sensor architecture on
the sensor response and hence of the ratio of the sensor components. Gra-
dients of enzyme loading in polymer grid structures could be obtained by
means of microdispensing, and the local enzymatic activity could be visual-
ized using the generation collection mode of SECM [50]. The selectivity of the
electrochemically induced modification of miniaturized sensing elements by
means of electrodeposition paints could be proved using SECM [51]. More-
over, optimization of “wired” enzyme electrodes for biofuel cells catalysts that
might be useful for biosensor applications has been described [52].

4
The Feedback Mode of SECM in Biosensor Research

Already in 1992, at the early stages of SECM development, Pierce and
Bard [22] published the first study that proved the potential of SECM to exam-
ine the electron-transfer kinetics of a non-conductive surface modified with
a redox enzyme using the feedback mode. The influences of various immobi-
lization methods which were supposed to induce major differences in terms
of immobilized enzymatic activity, substrate diffusion, etc., were investigated.
In order to avoid inaccuracy in the determination of the distance between tip
and sample (d), two redox mediators exhibiting different formal potentials
were used. Ferrocenecarboxylic acid (FcCOOH) served as electron acceptor
for the immobilized glucose oxidase while methylviologen2+/+ (MV2+) was
used as calibrant for the determination of the exact tip-to-sample separa-
tion. Three different methods for immobilization of glucose oxidase were
compared: (1) covalent binding to a Nylon 66 membrane; (2) entrapment
into a polymer hydrogel on an aminated glass slide using spin coating; and
(3) immobilization within Langmuir-Blodgett films. The modification of Ny-
lon 66 membrane showed a poor reproducibility with respect to the amount
of immobilized glucose oxidase leading to a local feedback response varying
between positive and negative feedback. The variation in the feedback mode
approach curves (Fig. 12) is caused by the concentration of the substrate glu-
cose leading to a more efficient recycling of the FcCOOH at high glucose
concentrations overcoming in part the diffusional blocking and to negative
feedback at low glucose concentrations which is, however, less pronounced
than in absence of glucose.

Similar variability of feedback responses were observed for other parame-
ters that alter the enzymatic activity within the film such as thickness of the
hydrogel layer or the enzyme-to-hydrogel ratio. Moreover, after crosslinking
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Fig. 12 Variability of feedback mode z-approach curves obtained with glucose oxidase-
modified Nylon 66 membranes at high glucose concentrations a, low glucose concentra-
tions b, and in the absence of glucose c. (From [22] with permission)

the hydrogel by means of a bifunctional reagent, only pure negative feedback
was observed as a consequence of either a chemical modification of the active
site of the immobilized enzyme or the significantly slowed down diffusional
mass transport of the substrate and the redox mediator.

Besides imaging localized (bio)catalytic activity, SECM provides possibil-
ities for discriminating between zero- and first-order reaction kinetics for
different redox mediators such as hydroquinone, FcCOOH or ferrocyanide at
various normalized distances (d/a). This is achieved by evaluating the per-
centage deviation from the average heterogeneous rate constants of the two
processes [22]. As expected, at concentrations of the mediator below 50 µM, the
two processes—catalytic oxidation of glucose and mediator recycling by glu-
cose oxidase in the hydrogel membrane—are limited by zero-order processes.

As already mentioned above, the immobilization procedure is a key step
for constructing and optimizing a biosensor, thus numerous studies are aim-
ing to identify the role and importance of each parameter that affects the
immobilization process. The immobilization technique itself, the compo-
nents/matrix, determination of the surface coverage of all involved catalytic
components and, even more important, the spatial distribution of the immo-
bilized catalytic activity, evaluation of the changes of the catalytic activity that
occurs during each step of the immobilization procedure, testing of the oper-
ational and storage stability of the resulting biosensor, etc., were investigated.
Many of these parameters are difficult to characterize as long as the sensor is
yielding a single value by averaging overall heterogeneous characteristics of
all catalytic sites on the transducer surface. In this respect, SECM can provide
complementary information by visualizing localized (bio)catalytic activity for
elucidating the importance of the immobilization procedure on various as-
pects of the sensor performance.

Glucose oxidase was immobilized within cylindrical pores (8–10 µm diam-
eter) of polycarbonate membranes [23], and its activity was detected in pos-
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itive feedback mode using the recycling of hydroquinone as free diffusing
redox mediator. The tip current representing the oxidation of hydroquinone
in the presence of glucose is enhanced as the SECM tip is positioned in close
proximity of the immobilized glucose oxidase that converts the quinone back
to the corresponding hydroquinone. The localization of the enzyme-filled
membrane pores was visualized in the negative feedback mode in absence of
glucose using reduction of methylviologen (MV2+) at the tip at an applied po-
tential of –0.95 V. In a similar experiment, the activity of NADH-cytochrome
c reductase, which is localized at the outer membrane of individual rat
liver mitochondria [23], could be visualized using NADH as substrate and
N,N,N′,N′-tetramethyl-p-phenylenediamine (TMPD) as mediator (Fig. 13).
A potential of +200 mV vs. SCE was applied to the tip to probe the oxidation
of TMPD formed during the enzymatic reaction. The average concentration
of NADH-cytochrome c reductase at the outer membrane of a single mito-
chondrion was estimated to be 1.1×10–12 mol cm–2.

Fig. 13 Schematic representation of the SECM experiments (upper row) for visualization
of local biocatalytic activity (lower row). Visualization of local activity of glucose oxi-
dase immobilized in membrane pores using positive feedback (I) and negative feedback
mode (II). Visualization of the activity of NADH-cytochrome c reductase localized at mi-
tochondria membranes (III) using positive feedback mode. (From [23] with permission)

Pulsed electrodeposition in the direct mode of SECM was used to de-
posit microstructured N-substituted polypyrrole lines on a gold surface.
The polymer lines could be imaged in the feedback mode of SECM using
[Ru(NH3)6]3+ as mediator [53]. The deposition of the polymer lines was con-
firmed by their low permeability for highly charged mediator, reflected by
the negative feedback current obtained at tip positions above the polymer
lines. Following this, the anchor groups at the functionalized polypyrrole
lines were further employed for covalent attachment of glucose oxidase. Feed-
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back images were recorded both in the absence and presence of glucose, using
[(Os(bpy)2fpy)Cl]2+ as redox mediator. As expected, in the absence of glu-
cose, the regeneration of mediator occurs exclusively at the underlying gold
surface. The diffusion of the mediator is decreased by the polymer/enzyme
layer, and hence a decrease of the positive feedback response in comparison
to the uncovered gold area is seen over the microstructure. In the pres-
ence of glucose, however, the regeneration of the mediator occurs both at
the gold surface and within the reduced active site of glucose oxidase. The
contribution of the enzyme-mediated positive feedback can be obtained by
subtraction of the response obtained in the absence of substrate from the one
recorded in the presence of substrate.

One has to keep in mind that it is of crucial importance to choose the cor-
rect oxidation state of the redox mediator since, otherwise, different SECM
modes may be selected. For example, Shiku and Matsue [54] (Fig. 14) demon-
strated that depending on the redox state of the mediator ferrocene methanol
(FMA), the recognition of microspotted carcinoembryonic antigen and HRP-
labeled antibody was performed in either the generation-collection mode or
the feedback mode of SECM. If oxidized FMA+ is used as redox mediator
(Fig. 14A), the enzymatic reaction continuously proceeds in the presence of
H2O2 irrespective of the tip position. Thus, the reduced form FMA is accu-
mulated in bulk solution and the background current is slowly increasing
with time, which is typical for the generation-collection mode. On the other
hand, if FMA was initially added to the bulk solution (Fig. 14B), a constant
diffusion-limited current was recorded at the tip, which was significantly en-
hanced only at tip positions above the enzyme spot.

Fig. 14 Switching between generation-collection mode and feedback mode of SECM by
changing the initial oxidation state of the redox mediator in bulk solution. A oxidized me-
diator in bulk leads to generation-collection mode; B reduced mediator in bulk leads to
positive feedback mode. (From [54] with permission)

The chemical cross-talk in microsensor arrays was investigated [55] by
means of feedback mode SECM. The diffusion fields over a band electrode array
were imaged. It could be demonstrated that the diffusion zones were overlap-
ping for the investigated system, leading to a number of effects such as cross-
talk, recycling and shielding that were already observed previously [56, 57].



Scanning Electrochemical Microscopy (SECM) as a Tool in Biosensor Research 477

Feedback mode SECM was used to monitor the activity of the molybdoen-
zyme nitrate reductase (NaR) (E.C. 1.7.99.4) from Pseudomonas stutzeri, using
methylviologen (MV2+) as mediator [58], which is known not to adsorb on
Pt surfaces. In the presence of the enzyme substrate NO3

–, an increase of the
feedback current was observed due to reduction of MV2+ at the Pt-tip (Fig. 15).

Fig. 15 SECM feedback image showing localized enzymatic activity of membrane-bound
nitrate-reductase, recorded in presence of NaNO3 with MV2+ as redox mediator

The mediator concentration plays a decisive role in the imaging capabili-
ties of SECM in feedback mode, as exemplified by Wittstock et al. in a study
using nitrate reductase immobilized on magnetic beads [59]. In this respect,
the possibility to use the SECM tip as a microscopic spatula has to be men-
tioned. Depending on the tip-to-sample distance, the SECM tip might be used
to arrange lines of enzyme-modified microbeads, to move the beads to spe-
cific locations at the surface, or to generate patterns.

A further progress of the SECM experiments in feedback mode became
possible after introducing the above-mentioned simultaneous topography
imaging in the constant-distance mode of SECM [43]. Due to the fact that
the shearforce interaction between tip and sample occurs only at very close
distances (50–500 nm), a much closer distance becomes feasible allowing
a significantly increased amplification by means of redox cycling in the feed-
back mode and simultaneously avoiding any accidental contact between tip
and sample. Improved sensitivity and contrast for the local enzymatic activity
of diaphorase [60] immobilized by physical adsorption on a SAM-modified
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gold surface could be demonstrated using constant-distance mode SECM.
Ferrocenylmethanol (FMA) was oxidized at the tip under formation of FMA+

which was reduced back to FMA in the presence of NADH by means of di-
aphorase.

For the optimization of reagentless amperometric biosensors, the design
of efficient electron-transfer pathways between the immobilized enzyme and
the electrode surface via polymer-bound redox relays is a vital issue. In order
to address the complex influence of all parameters that affect the overall
sensor characteristics such as the enzyme-to-polymer ratio, the loading of
the polymer with the redox relays, the degree of cross-linking, and the film
thickness, a large number of different sensors would need to be prepared.
As a matter of fact, one would try to vary only one parameter while keep-
ing the other parameters constant, an attempt which would demand a high
reproducibility in the sensor preparation. As an alternative, the preparation
of microscopic patterns of an enzyme containing immobilization layer with
a gradient of one parameter along the pattern would offer the advantage
of characterizing the influence of the investigated parameter on the biosen-
sor characteristics in a single experiment. Here, SECM can serve as a tool
for locally visualizing biosensor properties with the required lateral reso-
lution. Most work in this respect is based on either generation-collection
mode SECM [48–50] or on acquiring complementary information using both
generation-collection mode and feedback mode SECM [24, 61, 62]. Niculescu
et al. [63] (Fig. 16) used feedback mode SECM to investigate immobilized en-
zymatic microstructures and variations in their localized biochemical activity
with respect to the composition of an Os-complex modified hydrogel matrix.
PQQ-dependent glucose dehydrogenase (PQQ-GDH) or quinohemoprotein
alcohol dehydrogenase (QH-ADH) were crosslinked with an Os-complex con-
taining redox polymer and dispensed in lines of 100 µm width by means of

Fig. 16 SECM approach curves obtained with a 25 µm Pt tip moving towards an insulat-
ing glass (A), or conductive graphite (B). Surfaces were modified with (1) BSA, polymer,
crosslinker, (2) QH-ADH, polymer, crosslinker, and (3) QH-ADH, Os-complex modified
redox polymer, crosslinker. (From [63] with permission)
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a piezo microdispenser. In feedback mode, SECM experiments tip generated
[Fe(CN)6]3– can be reduced back either at the polymer-bound Os-complexes,
in the active site of the enzyme, or directly at the conductive support. If the
sample surface does not participate in the redox reaction of the mediator
(Fig. 16A), the feedback approach curves are changing from pure negative
feedback for polymer-integrated BSA to a mixed-feedback signal in the pres-
ence of redox polymer integrated QH-ADH. If the surface contributes to the
recycling of the mediator (Fig. 16B), positive feedback approach curves were
obtained in all cases with the fastest redox cycling rate at the redox polymer-
integrated QH-ADH line.

The ability to detect the presence of low abundant proteins using SECM in
feedback mode was shown by Carano et al. [64]. The detection is based on
the oxidation of silver nanoparticles aggregated with the protein molecules.
A detection limit of 0.1 ng of BSA was reported. The same principle using
Cu deposition instead of Ag was later used for detection of proteins in mem-
branes [65].

The potential of feedback mode SECM was not only exploited for the vi-
sualization of local enzymatic activity but also for the visualization of DNA
hybridization events. First investigations reporting the visualization of DNA
microarrays by means of SECM were published by Yamashita et al. [66] in
2001 although DNA fragments were imaged in constant-current mode SECM
(topography) on mica in humid air already in 1999 [67]. Spots of double-
stranded DNA (dsDNA) were visualized by SECM due to an enhanced re-
sponse of the intercalating ligand ferrocenylnaphthalene diimide with the tip
positioned above the dsDNA spots [66]. The observed positive feedback was
assumed to be caused by the cationic atmosphere containing some extra-
amount of ligand other than those bound directly through DNA intercalation.
However, in 2006, the same group compared the SECM response of inter-
calating ferrocenylnaphthalene diimide with ferrocenecarboxylic acid and
(ferrocenylmethyl)trimethylammonium iodide, that do not intercalate into
dsDNA [68]. It was found that in the presence of those ferrocene deriva-
tives that do not intercalate into dsDNA, negative feedback approach curves
were obtained, while in presence of the intercalator ferrocenylnaphtalene
diimide the approach curve exhibits an initial decrease of the tip current
with an atypical sharp amplification at shorter distances. The authors ex-
cluded their previous assumption about the extension of the influence of the
ionic atmosphere around the dsDNA, which would obviously be limited to
the Debye length. The effect was explained by a direct contact of the ds-
DNA with the SECM tip excluding the direct physical contact between tip
and surface.

The influence of the polyelectrolyte properties of DNA were exploited by
Turcu et al. [69] (Fig. 17), demonstrating electrostatic repelling of highly neg-
atively charged anions such as [Fe(CN)6]3–/4– by surface immobilized ssDNA
and dsDNA. Label-free electrochemical recognition of DNA hybridization be-
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Fig. 17 Schematic representation of repelling-mode SECM. (From [69] with permission)

came possible by modulating the diffusional mass transport and hence the
recycling rate of negatively charged anions at a gold surface in the pres-
ence of a DNA monolayer. The proposed repelling mode of SECM was used
to recognize the presence and to characterize the status (single stranded
vs. double stranded) of immobilized DNA. Reduction of [Fe(CN)6]3– at the
polarized tip in bulk solution leads to a diffusion-controlled steady-state cur-
rent value, i0 (Fig. 17A). After approaching the tip within feedback distance
to a propane thiol-modified Au surface positive feedback amplification of
the current is observed, iAu (Fig. 17B). Above the ssDNA spot, the anionic
phosphate groups repel the tip-generated [Fe(CN)6]4– and reduce the rate of
redox cycling causing a decrease of the reduction current at the tip, iss < iAu
(Fig. 17C). After hybridization, the formation of dsDNA increases the num-
ber of negative charges at the surface, which leads to a further drop in the
tip current, ids < iss < iAu (Fig. 17D). Influences of the mediator concentra-
tion, pH and ionic strength of the buffer, the concentration of DNA and
the effect of the tip-to-sample distance on SECM in repelling-mode were
presented.

Later it was shown that the formation of metalated DNA (M-DNA) mono-
layers facilitates the penetration of the mediator towards the surface thus
leading to an enhanced positive feedback [70]. Using the above-mentioned Ag
staining reaction it was demonstrated that feedback mode SECM is able to de-
tect hybridization of 30 amol of a 17mer target DNA per spot [71] (Fig. 18),
which is comparable to fluorescence or coulometric detection methods. The
target DNA strand was labeled with biotin, which allowed for a further con-
jugation of streptavidin-modified colloidal gold after formation of the DNA
duplex. The Au particles were stained with Ag, leading to a locally increased
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Fig. 18 Detection of DNA hybridization by means of feedback mode SECM using silver
staining. (From [71] with permission)

surface conductivity at spots where successful DNA hybridization has oc-
curred, which can be detected using feedback mode SECM.

5
Combined Generation-Collection
and Feedback-Mode SECM in Biosensor Research

In general, sensitivity of a SECM measurement and lateral resolution depend
also on the SECM mode. As stated earlier, the feedback mode is superior in
resolution and also less dependent on time since no accumulation of species
in bulk volume takes place. On the other hand, feedback experiments suffer
from typically large background currents due to the continuous conversion
of redox species at the tip [24, 61]. Additionally, the (enzyme-mediated) feed-
back mode can only be applied to image the activity of oxidoreductases.
A detailed discussion of the advantages and disadvantages of the two ba-
sic modes of SECM applied in the visualization of enzymatic activity can be
found in a series of papers dealing with the visualization of the localized ac-
tivity of immobilized enzymes [24, 72–76].

The same system can often be imaged in both the generation-collection
and the feedback mode. Immobilized HRP, for example, will reduce H2O2
and is capable of oxidizing redox mediators such as ferrocene methanol [24]
(Fig. 19). Thus, if ferrocene methanol in its reduced form (Fc) is present in
solution, the enzyme will continuously convert H2O2 under generation of
Fc+ that can be re-reduced at the SECM tip in a typical generation-collection
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Fig. 19 Image of immobilized enzymatic activity in different SECM modes. Depending on
the potential at the working electrode and the oxidation state of the used mediator (ori-
ginal notations Fc/Fc+ equivalent to herein used FMA/FMA+, respectively), the system
can be imaged in either feedback mode (a) or generation-collection mode (b). (From [24]
with permission)

mode experiment. If, on the other hand, the oxidized form Fc+ is initially
present in solution, no reaction happens at locations of immobilized HRP ac-
tivity. However, if Fc+ is reduced at the tip, continuous regeneration of Fc+

will occur when scanning over a feature-bearing localized enzymatic activity
leading to a positive feedback current ([54] and Fig. 14).

The influence of the concentrations of solution components [76], the geom-
etry of the electrode, the tip potential [73], the oxidation state of the mediator
and the electron transfer mechanism [72] on SECM measurement were in-
vestigated. Depending on the concentration of substrate, cofactor, or redox
mediator, the enzymatic reaction might not reach saturation. In this case, the
kinetics of the enzymatic reaction determines the rate of mediator regener-
ation. This effect would limit the capability of the feedback mode since very
small currents are expected that might not be measurable on top of high back-
ground currents. The insulating sheath of the electrode will not only block
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diffusion of the redox mediator and of the substrate of the enzyme towards
the active tip but also towards the sample surface. This latter effect will limit
the capability of the generation-collection mode, since the substrate concen-
tration at the site of the immobilized enzyme is diminished, which will cause
a decreased amount of electroactive product to be formed, leading to a small
current detected at the tip. Kinetic parameters extracted from measurement
in feedback mode and generation-collection mode can differ significantly
for the same system [72]. For example, the enzymatic oxidation of glucose
by means of glucose dehydrogenase immobilized on magnetic microbeads
followed pseudo-first-order kinetics when studied in feedback mode and zero-
order kinetics when studied in generation-collection mode. The combination
of generation-collection and feedback modes was applied in order to improve
both lateral resolution and sensitivity [75] (Fig. 20). In a multi-enzyme system,
galactosidase (GAL) and PQQ-dependent glucose dehydrogenase (PQQ-GDH)
were bound to paramagnetic microbeads that were mixed together and immo-
bilized to form domains containing both GAL and PQQ-GDH activity. GAL is
often used as a labeling enzyme in immunoassays, however, due to the fact that
its substrate is intrinsically electrochemically inactive, it cannot be imaged in
feedback mode. The product of the enzymatic reaction, p-aminophenol, can be
converted to p-iminoquinone (PQI) at the SECM tip. In addition, pQI can serve
as redox mediator for PQQ-GDH to induce a feedback current at the tip. It could
be shown that the current response of the combined feedback and generation-
collection modes was superior to the conventional generation-collection mode
and lateral resolution could be significantly improved.

In addition to examples that discuss advantages and disadvantages of the
feedback and generation-collection mode and how a combination of the two
modes may help to overcome shortcomings of one particular mode, both
modes can be employed to access different characteristics of the same sample
or to enable the analysis of multi-enzyme patterns and interactions therein.
In a pattern containing GOD and HRP, the activities of both enzymes could
be visualized independently or interacting [62]. If only glucose and O2 are

Fig. 20 Detection schemes for conventional GC-mode and combined FB and GC-modes
and linescans over GAL/PQQ-GDH domains. (From [75] with permission)
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present in solution, only GOD is active and its activity can be probed by
means of generation-collection mode. Concomitantly, GOD is producing the
substrate of HRP, H2O2. In absence of a suitable redox mediator HRP stays,
however, inactive. On the other hand, HRP activity can be observed exclu-
sively if a redox mediator such as ferrocene methanol and H2O2 are simultan-
eously present in solution. The activity of HRP can be observed either in the
feedback mode or generation-collection mode. In the presence of glucose, O2,
and ferrocene methanol, both enzymes are active and their interaction can be
studied in both modes.

The use of multi-enzyme systems represents one trend in the development
of biosensors while the application of multi-electrode arrays represents an-
other one. With the parallel use of a high number of electrodes, the effect of
(chemical) crosstalk becomes an important concern. The potential of SECM
to elucidate crosstalk in microelectrode arrays was shown in [55]. The feed-
back mode of SECM was used to locate individual electrodes in an array of
four Pt micro-band electrodes. Crosstalk between enzyme-modified bands
could be investigated in the generation-collection mode. Effects of the bias of
one electrode band on the neighboring electrodes could be visualized. Also,
considerations were made regarding the limitations of SECM in generation-
collection mode. The size of the tip and its disturbance of the diffusion layers
of the investigated electrodes cannot always be neglected. A solution to the
problem was presented in suggesting the use of electrodes with smaller over-
all sizes or potentiometric microelectrodes that do not consume any species
produced at the sample surface.

Another series of papers employing both feedback and generation-
collection modes was aiming at the elucidation of the distribution of sensor
components with high spatial variability [77–79]. It is assumed that only
in-depth knowledge about the distribution of the individual sensor compo-
nents within the immobilization layer and about their interaction enables
a stringent biosensor optimization.

Depending on the predefined grid dimensions, a SECM image of a biosen-
sor surface consists of a high number of individual current measurements
representing the local activity. Each individual data point can be treated as
an independent micro biosensor [78]. Glucose oxidase was entrapped in poly-
mer spots of about 300 µm diameter and the local generation of H2O2 in the
presence of different concentrations of glucose was monitored using the gen-
eration collection mode. The data points taken at different grid points above
the enzyme spot exhibited large variations, suggesting a significant variability
of the properties of the individual micro biosensors. Due to the dependence of
SECM measurements from the tip-to-sample distance, however, the convolu-
tion of topographic and biocatalytic information has to be broken. Thus, the
topography of the polymer spots was determined from a negative feedback
mode image obtained in absence of glucose. The topography information
could then be used to normalize the data from the generation-collection
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mode image [79] (Fig. 21). With the knowledge of the local differences in
the biosensor characteristics from a single enzyme/polymer spot, an artifi-
cial neural network could be trained to find locations of highest selectivity
within the spots [77]. Further use of principle component analysis in combi-
nation with artificial feed-forward neural networks allowed for elimination of
interferences [77, 79].

Fig. 21 Imaging the topography of a GOD-containing polymer spot in feedback mode
and enzyme activity at different concentrations of glucose in generation-collection mode
(top). Representation of the scanned raster as discrete micro biosensor (bottom, left)
and most sensitive biosensors as found by an artificial neural network. (From [79] with
permission)

Combined AFM-SECM was applied using both the feedback and the gener-
ation collection modes of SECM making use of the inherent advantages espe-
cially when using small working electrodes and topographically demanding
samples. Modified AFM-SECM tips were described integrating a biofunction-
alized ring electrode around the topography sensor [80]. For example, the ring
electrode surrounding the AFM tip was modified with GOD entrapped within
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a polymer layer, or modified with HRP covalently bound via the headgroups
of a thiol monolayer, respectively. The obtained glucose sensor was exclusively
operated in generation-collection mode, while the H2O2 sensor was used in
feedback mode. Both types of sensors were used to study membrane transport
through a biomimetic membrane.

Besides AFM-SECM and shearforce-based constant distance positioning,
the control of the tip-to-sample distance could be achieved by sequential
feedback mode approach curves and generation-collection mode imaging
using double-barrel electrodes. In double-barrel electrodes two individu-
ally addressable microdisk electrodes are arranged in close proximity [81]
(Fig. 22). Glucose oxidase and hexokinase were co-entrapped within an elec-
trodeposited polymer layer [51] on the surface of a 25 µm Pt disk electrode
for the detection of ATP by a competitive enzymatic reaction. A neighboring
10 µm Pt disk electrode served as distance sensor using reduction of molecu-
lar oxygen in a negative feedback measurement. A simple distance control
is achieved when the reduction current for O2 is kept constant by varying
the z-position of the double-barrel electrode tip. The double-barrel electrodes
were used to study the membrane transport of ATP through the pores of
a polycarbonate membrane [82].

In summary, a variety of studies made use of the particular advantages
of the two basic modes of SECM. A combination of feedback mode and

Fig. 22 Left: Double-barrel microelectrodes before and after electrodeposition of a poly-
mer layer on top of the 25 µm Pt electrode (W2). The 10 µm Pt electrode (W1) served
as distance sensor. Right: SECM image of ATP transport through a polycarbonate mem-
brane. (From [81] with permission)
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generation collection mode experiments is especially useful for the study of
immobilized multi-enzyme systems or the investigation of crosstalk in micro-
electrode arrays.

6
The Direct Mode of SECM in Biosensor Research

The direct mode of SECM (see Fig. 5f) implies that the tip and sample elec-
trodes are working and counter electrodes of a three-electrode arrangement.
Usually, the tip electrode serves as the counter electrode, thus restricting the
electric field by limiting the counter electrode reaction to an area at the sam-
ple surface opposite to the positioned counter electrode tip. In direct mode,
a patterning of the sample surface can be obtained, thus offering possibili-
ties for localized immobilization of biocomponents on the patterned sample
surface.

Direct mode SECM was applied making use of a number of different spa-
tially confined modulations of chemical properties leading to the envisaged
patterning of the sample surface. The reversibility of deactivation/activation
of surface-bound alcohol dehydrogenase (ADH) was induced by the local
electrochemically induced modulation of the pH value at the tip by Engstrom
et al. [83]. It could be shown that the enzymatic activity was locally turned on
as long as the tip was inducing a spatially confined shift of the pH from the
value of the bulk (pH 6), at which the enzyme is inactive, to pH 9, at which the
enzyme becomes fully active. After activation, the immobilized alcohol de-
hydrogenase converted ethanol in the presence of NAD+ under simultaneous
formation of NADH, which was detected using fluorescence microscopy. The
diameter of the fluorescent sphere was shown to be dependent on the time of
the potential pulse at the UME (–1.35 V for 30 s), and even more important,
to be limited by the buffer capacity of the electrolyte.

Electrochemical generation of highly reactive substances was applied for
the local deactivation of surface-immobilized enzyme molecules [84, 85].
Highly reactive species (e.g., HOBr) were used by Oyamatsu et al. [84] to
locally denature diaphorase molecules immobilized on a glass surface un-
derneath the SECM tip. Diaphorase patterns were generated by applying
a potential of +1.5 V vs. Ag/AgCl to the tip leading to oxidation of Br to Br2,
which in turn is instantaneously reacting with H2O to generate HOBr. Dif-
fusion of tip-generated HOBr within the gap between tip and sample to the
diaphorase-modified surface leads to inactivation of the enzyme. The deacti-
vated regions were visualized in feedback mode of SECM and scanning con-
focal microscopy. The duration of the potential pulse drastically affects the
area of the inactivated enzyme region. The patterning of enzyme-modified
surfaces by generation of highly reactive species, in this case chlorine, was
already earlier used by Shiku et al. [85].
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Direct mode SECM was used by Turyan et al. [86] for the formation of
small Au microstructures by electrochemically induced dissolution of an Au-
UME at a potential of +1 V in 10 mM HCl solution. The gold at the interface of
the UME is oxidized (fast process) under formation of AuCl4–, which can be
reduced at the Si surface (slow process) under formation of Au nanoparticles.
The initially formed nanoparticles are growing to a continuous Au structure
as long as the tip electrode is supplying a locally increased concentration of
AuCl4–. The obtained Au microstructures were further modified with a thiol
monolayer for covalent binding of glucose oxidase. Subsequently, the enzyme
activity was visualized by means of generation-collection mode SECM.

Procedures already established for the use of conducting polymers in
biosensor architectures [87] were localized using the direct mode of SECM.
Local deposition of polypyrrole lines on the surface of a gold substrate
was successfully demonstrated already in 1995 [88] using a 10 µm Pt-tip as
counter electrode. A pulse deposition protocol was established, which was
shown to be indispensable for the local formation of the polypyrrole film.
A short pulse is generating a locally high concentration of pyrrole radical
cations in the gap between the Au surface and the tip. During a resting phase,
bulk concentration of pyrrole is re-established in the gap avoiding any diffu-
sional depletion of the monomers. Thus, the critical chain length for polymer
precipitation is reached and a polypyrrole microstructure can be obtained.
An example of a locally deposited polypyrrole line of 1 mm length and about
50–60 µm width is shown in Fig. 23.

Localized deposition of conducting polymers by means of direct-mode
SECM was used to interconnect gold microelectrodes leading to an or-
ganic transistors [89]. The local electrodeposition of conducting poly-
mers, particularly polypyrrole, under simultaneous entrapment of en-
zymes [53, 88–90] or as a support for covalent binding of enzyme molecules
or DNA strands [91–93] was demonstrated.

Fig. 23 Polypyrrole line deposited locally in direct mode of SECM. (From [88] with per-
mission)
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Direct-mode SECM was employed by Wittstock et al. [76, 94, 95] for for-
mation of microscopic enzymatic spots on a alkanethiolate-covered gold elec-
trode. Combination of electrochemically induced localized desorption of the
thiol monolayer and subsequent derivatization of the renewed uncovered gold
areas with an amino ω-functionalized alkanethiolate provides functionalized
surface areas for the covalent binding of enzyme molecules [76]. The in-
fluence of the type of the monolayer (hydrocarbon chain length, functional
groups) and the method used for the electrochemically induced desorption
of the thiol layer were evaluated [94]. The principle of successive adsorption-
desorption-adsorption of the thiol layer, followed by covalent coupling of
the enzyme, was successfully demonstrated for the preparation of HRP mi-
crostructures [95] (Fig. 24).

Fig. 24 a Schematic representation of the enzyme microstructure formed by localized de-
sorption of a thiol monolayer. b SECM visualization of localized HRP activity. (From [95]
with permission)

7
Conclusions and Outlook

Scanning electrochemical microscopy has been successfully employed for
studying the immobilized biological activity caused by immobilized en-
zymes, DNA strands, antibodies, or whole cells. Especially, SECM was used
as a unique tool to visualize local variations in the immobilized biological
activity providing information about the reproducibility of the immobiliza-
tion process. Extraction of kinetic data provided a better understanding of
changes of the immobilized biomolecules imposed by the immobilization
process which form a basis for a straightforward optimization of a given im-
mobilization technique. Products and by-products of the biological recogni-
tion reaction(s) which are leaking from a biosensor surface could be detected
and the recycling of free-diffusing redox mediators could be visualized using
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SECM. In addition to the evaluation of biosensors and optimization of biosen-
sor architectures, SECM was used as a tool for microstructuring. Further
improvements in the technique such as the implementation of an accurate
control of the tip-to-sample separation and the combination with other scan-
ning probe techniques will open the route to an in-depth understanding of
mechanisms in biosensors and the complex interplay between all influenc-
ing parameters. In conclusion, SECM has already proven to be a powerful and
versatile tool in biosensor research which in the near future will develop from
a tool in research laboratories to a routine tool for answering a large variety of
questions in biosensor research.
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high-throughput,
microarray/microfluidics 333

Single-cell microarray system,
antigen-specific single B cells 336

Single nucleotide polymorphism (SNP)
248, 434, 448

Solid-phase extraction 97, 112
Spotting techniques 441
Staphylococcus sp. 353
Sulfite oxidase 53
Sulfolobus sp. 353
Superamplified biochemical assays 126
Surface-enhanced Raman scattering (SERS)

242
Surface modification 395, 412
Surface plasmon resonance 244, 421
Surfaces, biofunctionalized 3
Surfactant sensors 378

Tag-embedded particle carriers 243
Telomerase activity 263
Terahertz (THz) spectroscopy 400
Tetanus toxin 258
Thermal transducers 3
Thiobacillus sp. 353
Thrombin 270
Toxicity sensors 379
Transcription, analysis 446
–, on-chip 433, 451
Transduction 398, 407
Transglutaminase (tTGase) 422
Treponema sp. 353
Trichosporon sp. 353
Triethanolamine 273
Tyrosinase, CdSe/ZnS QDs 265

Urea electrode, potentiometric 2

Vibrio sp. 353

Xanthine oxidase 51
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