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Preface

Hydrological and ecological connectivity is a matter of high concern. All terrestrial and coastal
ecosystems are connected with water, which includes groundwater, and there is a growing
understanding that “single ecosystems” (mountain forest, hill forest, mangrove forest, freshwater
swamp, peat swamp, tidal mudflat, and coral reef) that are actually the result of an artificial percep-
tion and classification can, in the long term, only be managed by a holistic vision at the watershed
level. It is essential to investigate ecosystem management at the watershed level, particularly in a
changing climate.
In general, there are two important approaches:

1. Adaption to hydrological events such as climate change, drought, and flood
2. Qualitative and quantitative conservation of water, thereby optimizing water consumption

The Handbook of Engineering Hydrology aims to fill the two-decade gap since the publication of
David Maidment’s Handbook of Hydrology in 1993 by including updated material on hydrology
science and engineering. It provides an extensive coverage of hydrological engineering, science, and
technology and includes novel topics that were developed in the last two decades. This handbook is
not a replacement for Maidment’s work, but as mentioned, it focuses on innovation and provides
updated information in the field of hydrology. Therefore, it could be considered as a complementary
text to Maidment’s work, providing practical guidelines to the reader. Further, this book covers
different aspects of hydrology using a new approach, whereas Maidment’s work dealt principally
with classical components of hydrologic cycle, particularly surface and groundwater and the associ-
ated physical and chemical pollution.

The key benefits of the book are as follows: (a) it introduces various aspects of hydrological
engineering, science, and technology for students pursuing different levels of studies; (b) it is an efficient
tool helping practitioners to design water projects optimally; (c) it serves as a guide for policy makers
to make appropriate decisions on the subject; (d) it is a robust reference book for researchers, both in
universities and in research institutes; and (e) it provides up-to-date information in the field.

Engineers from disciplines such as civil engineering, environmental engineering, geological engi-
neering, agricultural engineering, water resources engineering, natural resources, applied geography,
environmental health and sanitation, etc., will find this handbook useful.

Further, courses such as engineering hydrology, groundwater hydrology, rangeland hydrology,
arid zone hydrology, surface water hydrology, applied hydrology, general hydrology, water resources
engineering, water resources management, water resources development, water resources systems
and planning, multipurpose uses of water resources, environmental engineering, flood design,
hydrometeorology, evapotranspiration, water quality, etc., can also use this handbook as part of
their curriculum.

vii



viii Preface

This set consists of 87 chapters divided into three books, with each book comprising 29 chapters.
This handbook consists of three books as follows:

1. Book I: Fundamentals and Applications
2. Book II: Modeling, Climate Change, and Variability
3. Book III: Environmental Hydrology and Water Management

This book focuses on environmental hydrology and water management. The chapters can be categorized
as follows:

o Groundwater management: Anthropocenic Aquifer: A New Thinking, Artificial Recharge
Experiences in Semiarid Areas, Groundwater Vulnerability, and Hydrofracturing and
Environmental Problems.

o Purification, sanitation, and quality modeling: Disinfection of Water and Nanotechnology,
Environmental Engineering for Water and Sanitation Systems, Environmental Nanotechnology,
Modeling of Wetland Systems, Nonpoint Source and Water Quality Modeling, Water Pollution
Control Using Low-Cost Natural Wastes, and Water Supply and Public Health and Safety.

o Surface water management: Environmental Flows, River Managed System for Flood Defense,
Stormwater Modeling and Management, Stormwater Modeling and Sustainable Management
in Highly Urbanized Areas, Tourism and River Environmental Hydrology, and Transboundary
River Basin Management.

o Wastewater and sediment management: Historical Development of Wastewater Management,
Sediment Pollution, and Sustainable Wastewater Treatment.

o Water law: Water Governance, Water Scarcity, and Water Security: Concept, Measurement, and
Operationalization.

o Water resources management: Formation of Ecological Risk on Plain Reservoirs, Modification
in Hydrological Cycle, Sustainable Development in Integrated Water Resources Management,
Transboundary Water Resource Management, Updating the Hydrological Knowledge: A Case
Study, and Water Resources Assessment in a River using AVSWAT Model.

About 200 authors from various departments and across more than 30 countries worldwide have
contributed to this book, which includes authors from the United States comprising about one-third
of the total number. The countries that the authors belong to have diverse climate and have encoun-
tered issues related to climate change and water deficit. The authors themselves cover a wide age
group and are experts in their fields. This book could only be realized due to the participation of uni-
versities, institutions, industries, private companies, research centers, governmental commissions,
and academies.

I thank several scientists for their encouragement in compiling this book: Prof. Richard McCuen
from the University of Maryland, Prof. Majid Hassanizadeh from Utrecht University, Prof. Soroush
Sorooshian from the University of California at Irvine, Profs. Jose Salas and Pierre Julien from Colorado
State University, Prof. Colin Green from Middlesex University, Prof. Larry W. Mays from Arizona State
University, Prof. Reza Khanbilvardi from the City College of New York, Prof. Maciej Zalewski from the
University of Lodz’-Poland, and Prof. Philip B. Bedient from Rice University.
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In addition, Research Professor Emeritus Richard H. French from Las Vegas Desert Research
Institute, who has authored the book Open Channel Hydraulics (McGraw-Hill, 1985), has encouraged
me a lot. I quote his kind words to end this preface:

My initial reaction to your book is simply WOW!
Your authors are all well known and respected and the list of subjects very comprehensive.
It will be a wonderful book. Congratulations on this achievement.

Saeid Eslamian
Isfahan University of Technology
Isfahan, Iran

MATLAB® is a registered trademark of The MathWorks, Inc. For product information, please contact:

The MathWorks, Inc.

3 Apple Hill Drive

Natick, MA 01760-2098 USA
Tel: 508-647-7000

Fax: 508-647-7001
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Eslamian has undertaken national and international grants on “Studying the impact of global
warming on the Kingdom of Jordan using GIS,” “Study of the impact of different risk levels of cli-
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PREFACE

With South Africa transitioning to a situation in which future economic growth and development
is likely to be constrained by the fact that almost all of the national water resources have already
been allocated to various users, the issue of alternative management paradigms becomes relevant.
Given that South Africa has a mining-based national economy, the role of the mining sector in
the development of possible future solutions to the constraints of fundamental water scarcity is
starting to be explored. Traditionally, the hydraulic foundation of the national economy has been
based on the capture of streamflow in large dams, so an alternative resource utilization paradigm
based on the management of evaporative losses is becoming relevant. One possible approach is to
store water in aquifers rather than dams, with the obvious advantage being the significant reduc-
tion in evaporative losses. Taking this logic one step further, this chapter explores the notion of
using mining methods to deliberately engineer an aquifer as a component of a planned mine clo-
sure strategy. This provides benefits to society, mostly in the form of improved water yields arising
from a significant reduction in evaporative losses. However, it also provides potential benefits to
mining, most notably in the reduction of post-closure liabilities. It is therefore argued that the use
of a reengineered mine void as an anthropocenic aquifer can change the business case for mining
while also yielding other benefits to society in water-constrained countries.

1.1 Introduction

There is converging opinion among scientists that we are now living in a new geological epoch known
as the Anthropocene [56,57]. This recognizes the impact that human beings have on processes that
create the earth, raising the question of how we can continue to do this in a responsible manner. This
chapter makes the case for an engineered aquifer (anthropocenic aquifer) as an element of responsible
mine engineering in water-constrained areas that are ecologically and culturally sensitive.

1.2 Understanding the Anthropocene

The earth has evolved over geological timescales, each with clearly discernible characteristics, often
associated with the stratigraphy of specific sedimentary rock sequences [23]. Transitions between
epochs need to present clearly discernible signals that are omnipresent in all rocks of a given sequence
globally, and approved by the International Commission on Stratigraphy, in order to be officially
recognized. An example of such a transition is the so-called K-T boundary, which refers to the tran-
sition between the Cretaceous (abbreviated as “K”) and Tertiary (abbreviated as “T”) period, dated
back to 65.5 (+0.3) million years before present [28]. This coincides with the end of the Mesozoic and
the start of the Cenozoic Era, which occurred when a number of meteorites struck the earth [31], one
known to be at Chicxulub on the Yucatan Peninsula [24,35]. The significance lies in the fact that the
K-T boundary is rich in iridium, a rare radioactive element closely associated with meteorites [29],
found in this specific geological stratum at levels many times stronger than background values [2]. The
transition from the Cretaceous to the Tertiary period is thus identified by a strong iridium signal that
is clearly discernible and totally unique.

The Holocene-Anthropocene transition on the other hand is a recent event. While there is not
yet total consensus on the exact date of this, there is growing consensus on the existence of the
Anthropocene [56,57], with some scientists now advocating 1945-1950 as the actual date of transition
[27], citing the existence of elevated levels of radionuclide and heavy metals in recent sediment
samples taken from major river systems, all showing a discernible spike at that specific date. In this
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context, it is the elevated levels of radionuclide and heavy metals in river sediments (rocks of the
future) that provide the peculiar signal in much the same way as iridium levels do in the K-T bound-
ary. Significantly it is the existence of elevated levels of both radionuclide and heavy metals that char-
acterize the South African aquatic ecosystems’ draining areas of mining activities, suggesting that
the Anthropocene signature is strong in that country, but more specifically along the Witwatersrand
Mining Basin [10-12,51,54,55]. The most probable transition date (1945-1950) is associated with the
advent of deep-level gold mining in the Far Western Basin, closely associated with high volumes of
uraniferous tailings [26] and peak gold production [20].

It is therefore suggested in this chapter that the Holocene-Anthropocene transition in South Africa
occurred around 1945-1950 when elevated levels of radionuclide and heavy metals started to report
to the various wetland systems draining the continental watershed divide between the Orange and
Limpopo River Basins. This watershed divide coincides with the Witwatersrand Mining Basin, which is
characterized by varying strata of gold-bearing reef that is overlain to a large extent by one of the largest
karst aquifer systems in the world [8,25,40,53]. The unintended consequence of mining is thus associ-
ated with heavy metal and radionuclide accumulations that can become impediments to the devel-
opmental potential of the country if left unmanaged [17]. This demands new thinking for responsible
mining in South Africa, specifically with respect to the attenuation of pollution plumes.

1.3 South African Hydrology

South Africa has a mining-based national economy that is also water constrained [47]. The annual aver-
age precipitation is a paltry 497 mm/year with a high gradient from east to west [4]. The National Water
Resource Strategy (NWRS), the official strategic planning document on which all government alloca-
tions are based, indicated that by the year 2000, South Africa had already allocated approximately 98%
of its total national water resource at a high assurance of supply level [32]. Consistent with the concept of
aridity, the evaporative demand to the atmosphere is very high, often exceeding the precipitation levels
two- to threefold.

Furthermore, many of the 19 water management areas (WMAs) are overallocated, with some by as much
as 120%. The most stressed of these WM As also coincide with the hydrological boundaries of the Limpopo
River Basin, which is shared by four countries—Botswana, South Africa, Zimbabwe, and Mozambique—to
the extent that the basin is now closed with demand exceeding supply [46]. One of the major drivers of
future development will continue to be mining, with significant mineral resources in the water-constrained
areas. The most notable of these are platinum group minerals associated with the Bushveld Igneous
Complex (BIC) in the North West Province and coal in Mpumalanga and Limpopo Provinces, all of which
are located in different portions of the Limpopo River Basin. This raises the issue of the future role that
mining can play, not only in creating the foundation for economic development in the short-term, but also
by improving water security at local level that will benefit society during the post-closure phase of mining.

Two latent aspects need to be highlighted in order to substantiate the case being argued:

« The conversion ratio of mean annual precipitation (MAP) to mean annual runoff (MAR)
o The ramifications arising from what is known as the hydraulic density of population

The MAP-MAR conversion ratio gives an indication of the rate at which rainfall and other precipitation
is converted into water in a river that can be used as the hydraulic foundation to economic development.
In this regard, the MAP-MAR conversion at continental level in Africa is a paltry 20%, compared to
that of Asia and North America (45%), South America (43%), and Europe, Australia, and Oceania (35%)
[18,48]. This means that Africa as a continent is the least endowed with water when reflected as the natu-
ral capacity to convert MAP to MAR, to the extent that the continent is referred to as being “hostage
to hydrology” [19]. This arises from the fact that economic performance of many African countries is
closely correlated to rainfall. Conceptually, this suggests that the existence of hydraulic infrastructure
decouples economic development from fundamental environmental drivers such as rainfall.
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Unfortunately, the MAP-MAR conversion at river basin level varies significantly from the continental
average. The two most significant river basins in terms of economic activity that they sustain in South
Africa are the Orange and Limpopo, both of which are transboundary and both of which have a 5.1%
conversion ratio at basin level [3]. More importantly however, this ratio is even less if one considers only
the South African portion of those basins. In the case of the Orange, the MAP-MAR conversion is a
paltry 3.4%, whereas the national average is around 8.5% [3]. From this it is evident that scale matters.
It is only once one grasps the relevance of scale as it pertains to national development potential that the
nuanced nature of infrastructure as the hydraulic foundation of a national economy becomes significant.
In the case of the Orange River, the South African MAP-MAR is 3.4% yielding 6,500 x 10° m3/year of
streamflow, which is trapped in a combined storage volume of 17,658 x 10° m>®/year of dams. This means
that the dam storage-M AR ratio is a staggering 271.3% [3]. Stated differently, there is almost three times
as much storage capacity as there is water in the river in an annual average period. Conceptually, this
means that there is a limit to the storage capacity in semiarid areas, because the larger the volume of water
stored in dam profiles that tend to be flat and shallow because of the prevailing topography, the greater
becomes the evaporative loss from the surface. Given the significance of the Orange River to the national
economy of South Africa, it can be safely assumed that the resource is fully developed and all future
economic growth and development will be constrained by this one simple factor. With respect to the
Limpopo River Basin, the high silt loads, and stochastic nature of the flow, have resulted in limited dam
development along the main stem of the river. However, the MAP-MAR of 5.1% results in a streamflow
of 5295 x 10° m3/year that is trapped in 100 dams with a combined storage capacity of 3060 x 10° m3/year,
reflecting a dam storage-MAR ratio of 57.8% [3]. While this suggests that more dams can still be built in
the future, the reality is that the high silt loads make this inappropriate, and climate change predictions
suggest that both the Orange and Limpopo River Basins will become hotter and dryer [37].

It can be safely assumed that the water resources of both the Orange and Limpopo River Basins are
fully developed and that future economic growth and development, most notably driven by mineral
resources, will be constrained by this one simple fact that is not yet accepted by major decision-makers.

This raises the second aspect of the problem, namely, the implications of a changing hydraulic density
of population. The hydraulic density of population refers to the number of people being sustained from a
given unit of water over a specified period of time. This concept was made relevant through the pioneer-
ing work of Falkenmark [15,16] during which a fundamental question was answered—is there a finite
limit to the number of people a given unit of water can support over time?

Using a conceptual “flow unit” of water (1 x 10° m3/year), Falkenmark did a global study in which the
population of all known countries was assessed in relation to the water availability. This resulted in what
became known as the water crowding index (WCI) in which the notion of a water barrier was postu-
lated. The water barrier takes current technology into consideration, because clearly the management
of water scarcity is in part technology dependent, and was eventually defined as being 2000 p/10° m3/
year. Evidence for this was the State of Israel, which is highly water constrained but also technologically
advanced. Falkenmark thus accepted that with current technology, Israel represented the most extreme
example of economic development in the face of water scarcity, so the water barrier could be safely
assumed to be 2000 p/10° m?/year but subject to technology advancement over time. It is this technology
advancement that is relevant to the current discussion. Significantly no empirical evidence was found
that suggested social cohesion and sustained economic development in any country that had a WCI
in excess of 2000 p/10° m3/year. A WCI value of 1000 p/10° m3/year is considered to be the reasonable
upper limit of the number of people that available water supplies can sustain [3]. This meant that a WCI
value of between 1000 and 2000 p/10° m3/year is defined as being water stressed as shown in Figure 1.1.

This pioneering work has now been developed to new levels of sophistication as reflected by the
Royal Swedish Academy of Sciences when they decided to honor the lifetime achievement of Professor
Falkenmark on October 21, 2011, during the workshop entitled “Facing the Human Security Dilemma.”
Arising from this was a Round Table discussion with the various invited participants (which included
the principal author) that will result in a publication provisionally entitled “New Water Challenges in the
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FIGURE 1.1 Falkenmark’s concept of water crowding relates to the number of people competing for a given
resource. Water-stressed conditions occur between 600 and 1000 p/10® m*/year, whereas 1000-2000 p/10° m?/year
represents absolute water scarcity, with 2000 being the so-called water barrier. (Redrawn from Pallett, J. et al.,
Sharing Water in Southern Africa, Desert Research Foundation of Namibia (DRFN), Windhoek, Namibia, 1997.)

Anthropocene.” During this event, the principal author [45] presented the data for South Africa, most
notably the WCI in the Limpopo River Basin, where the value was 4219 p/10° m3/year in 2000 and will
be a staggering 4974 p/10° m?/year in 2025, based on projected demographic trends [3]. This is already
more than double the water barrier value and will become 2.5 times that value by 2025, raising the issue
of social cohesion and economic development potential of a region that is not only mineral rich but also
water scarce and increasingly technologically constrained [52].

1.4 Possible Solution: Anthropocenic Aquifers

If we can accept that we are collectively already living in the Anthropocene, then why can we not engage
in earth-forming activities in a responsible manner? Stated differently, is it possible to refine our think-
ing in the mining sector to the extent that we can deliberately engineer an aquifer that is useful in the
post-closure phase of the life of mine? This will provide the technology needed to reduce evaporative
losses and thus mitigate the constraints of a high WCIL. More importantly, it will transform the mining
sector from their current role as transient occupiers of land to becoming partners for regional develop-
ment instead. In short, mine engineering can become the crucible from which new water management
technologies emerge to the benefit of society beyond the simple extraction of mineral wealth.

The answer to that is possibly found in South Africa, where at present the gold industry is at the end
of its useful life and significant media coverage is being generated by the unintended consequences of
acid mine drainage (AMD) and radionuclide contamination [17,20,39,43,49,50]. The significance of the
failure to anticipate the social and ecological consequences of mine closure in the gold sector in South
Africa, through the provision of adequate mine closure planning, is that it has raised the risk for future
mining operations currently in planning. Legacy issues thus constrain future greenfield operations
because capital raising is now hampered by the bad media coverage.

It is in this context that an emerging concept is centered on using the mine void to engineer an aquifer
as part of a planned mine closure strategy. The logic is based on three key elements.

First, the business case for mining is greatly enhanced if the void can be turned into an asset with
benefits to society in the post-closure phase. This improves the net present value (NPV) of the min-
ing operation, because the full cost of closure is discounted, making stocks attractive to institutional



6  Handbook of Engineering Hydrology: Environmental Hydrology and Water Management

investors, while also reducing the cost of the instrument of guarantee that is needed to offset the dis-
benefit arising from the generation of AMD and other known impacts from mining. In other words, a
liability can be turned into an asset, and this can change the fundamental business case for mining in
certain circumstances.

Second, the MAP-MAR conversion ratio in the Orange and Limpopo River Basins is very low.
Projected conditions of climate change suggest that these river basins will also become hotter and dryer
[37], so the policy emphasis should shift from capturing streamflow (building dams) to reducing evapo-
rative loss instead. This raises the case for groundwater storage to one of the major interests for both
corporations and government, simply by virtue of the fact that evaporative losses are greatly reduced
and assurance of supply is improved [30,41,42].

Third, the high WCI values in places like the Limpopo suggest that job creation in the future will
become a critical element of social stability. In fact, it has been hypothesized by Turton [45] that “water
scarcity inhibits economic growth, driving poverty and raising frustration levels, which can result in
xenophobic violence where a clearly defined ‘enemy’ exists.” The case for xenophobic violence is being
documented in South Africa [21,22,44], so it is not beyond the realm of possibility, leaving this hypoth-
esis open for independent validation.

Collectively this makes a sound case for the consideration of anthropocenic aquifers as a deliberate
part of a mine closure strategy.

1.5 Case Study: Elands Platinum Mine

Elands Platinum Mine (EPM) is situated approximately 10 km east of the town of Brits in the North
West Province, located on the western limb of the platinum-rich BIC. Traditional land use is primarily
agricultural, but mining is becoming more relevant. Most new mining developments receive their raw
water from existing surface water sources, all of which are under pressure, and water availability for all
users in becoming a constraint to future economic development. Natural climate variability, possibly
exacerbated by the effects of climate change [37], increases water insecurity, raising the need for innova-
tive water resource development and management strategies.

The Department of Water Affairs (DWA) developed the National Water Conservation and Demand
Management Strategy (NWCDMS), which defines water conservation as “the minimization of loss or
waste, care and protection of water resources and the efficient and effective use of water.” EPM has devel-
oped a strategic objective to change the way the mine manages its groundwater in order to mitigate the
risk to future sustainability within the framework of the NWCDMS [7]. The DWA has also developed an
artificial recharge strategy designed to introduce artificial recharge (AR) as a water management option
[14]. In addition to this, an Integrated Water and Waste Management Plan (IWMP) is part of the South
African water legislation, so when submitting a water use license application, technical information
must be provided in the form of an IWMP. This should provide details, not only of the impact assess-
ment, but also on appropriate management strategies. Included in the document should be measures on
how to optimize and reuse water.

As a responsible corporate citizen with a progressive water management philosophy, Xstrata (the
owners of the EPM) developed an Integrated Groundwater Resources Management Plan (IGRMP) as
part of their IWMP [5]. The IGRMP was assimilated into the IWMP, making the IWMP a continuous
process to improve and optimize water resources at EPM [6]. As part of the IWMP, an hourly water bal-
ance simulation model was used to assess different water management scenarios [38]. This provided a
view of the mine on a background of a Google Earth image showing all the flows, storage facilities, and
rates. Various scenarios were tested including the storage of water underground, the harvesting of open
pit water, and the tailings storage return flows. An example is shown in Figure 1.2.

The EPM is underlain by mafic rocks of the Rustenburg Layered Suite (RLS) that forms part of the BIC.
The RLS comprises a basal marginal zone (norite), the lower zone (norite), the critical zone (pyroxenite,
norite, anorthosite, and chromitite), the main zone (gabbro-norite), and upper zone (magnetite—gabbro).
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FIGURE 1.2 Example of the water balance simulation for the EPM. (From Botha, F. and Maleka, L., Results show
that man-made aquifers within the platinum industry in South Africa can provide a solution for future water demands.
Presentation to the Department of Water Affairs, Pretoria, South Africa, 2011; Image courtesy of Simx Consulting.)

The UG2 chromitite layers occur within the upper critical zone and are the primary mining target. In
the Brits area, the BIC intrudes into the Pretoria Group and the Magaliesberg Formation forms the base
of the BIC. Within the Brits area, the strata strike NE-SW and dip toward the NW. At EPM, the mining
reef dips at 18° and will be mined to a depth of ~1200 m below ground level (mbgl) [36].

The groundwater specialist investigation for the Environmental Impact Assessment (EIA) was con-
ducted by Africa Geo-Environmental Services (Pty) Ltd. (AGES), and findings from this investigation
were used. The local hydrogeological conditions were classified into three aquifer types, namely, upper
perched, middle weathered and fractured, and lower fractured [1]. The upper soil zone forms a rainfall-
dependent perched aquifer with a thickness between 1 and 5 m and blow yields of less than 0.1 L/s,
which are not viable. The middle aquifer can be classified as a semi-confined, shallow weathered aquifer
with a thickness of 5-30 m. Blow yields are between 1 and 5 L/s and water quality is generally poor with
high nitrates. Fault zone fractured rock aquifers form preferential flow pathways, resulting in variable
spatial distribution or, in some cases, secondary fault zone aquifers [7]. High nitrate concentrations in
borehole water samples (>25 mg/L) result in generally poor water quality at EPM. The upper limit for
domestic water supply for nitrate is 20 mg/L. The average total dissolved solids (TDS) concentration is
740 mg/L and the average EC value is 100 mg/L. The upper limit for TDS in domestic water supply is
1000 mg/L [13].

Based on the aquifer conditions, a conceptual model was derived and nine stages were simulated as
scenarios to determine the groundwater flow and impacts [1]. Simulated inflow rates into the open cast
workings at the final mining depth (60 m) and calculated across the length of the open cast are between
300 and 700 m3/day, and dewatering of the open cast mine for 5 years will lower the existing groundwater
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between 5 and 15 m that might be evident up to 2 km from the open cast workings. Simulated inflow
rates into the underground mine workings at 1000 m are between 800 and 1000 m?/day.

During the deep groundwater assessment [36], 10 exploration boreholes were drilled to depths
ranging from 150 to 198 m. The highest blow yield recorded was 30 L/s with major water strike at
148 m and a potential long-term yield of 5 L/s. The combined potential long-term yield was estimated
at 11.5 L/s for a 24 h pump cycle. Borehole water quality ranges between class 0 and class 3. High
nitrate levels in top aquifers may have contaminated deeper aquifer compartments. Continuous
water level and temperature monitoring indicate definite differences between deep and shallow water
strikes. Two permanent data loggers were installed in Eastern limb water (ELW) 2 and 5 and are used to
gather long-term time-series groundwater level and temperature fluctuations. An additional explora-
tion ODEX borehole (ELW 15) was drilled into the old Hernic quarry (OHQ) and was tested at 25 L/s
with a maximum recorded water level drawdown during the step tests of 0.05 m. The borehole can be
used as an emergency abstraction point in the quarry.

The mine gets its raw water from the eastern channel of the Hartbees Irrigation Board (HIB) and
stores it in the OHQ. Hartbeespoort Dam drains an area receiving around 600-700 mm/year of pre-
cipitation but is located in an area that loses around 1700-1800 mm/year to evaporation [32] and is
highly eutrophic [33]. The OHQ consists of an old open pit 40 m deep that is partially filled to a depth of
28 mbgl and then filled with water to roughly 21 mbgl. The quarry material consists of waste rock from
the open pit, basically anorthosite and norite. The OHQ is divided by a dolerite dyke to form a western
and eastern portion and modeled as W_Qry and E_Qry. During the groundwater exploration phase, an
exploration ODEX borehole (ELW 15) was drilled into a backfilled portion on the western side of the
OHQ. Prior to the aquifer recharge project, water was pumped from the OHQ via a floating barge fitted
with four pumps to a treatment plant, where it is cleaned for both potable and process use.

The obvious advantages are that the natural rock filter lowers source water turbidity significantly with
operating cost savings. ELW 15 is able to access water from the quarry for longer periods, so in case of
a major canal breakdown, increased storage is available by using deeper borehole water. Under such a
management regime, water in storage increases from an approximate 80,000-330,000 m3, and with the
variable availability of irrigation water, the simulation model showed the mine capable of running for
160 days without makeup water. In contrast, with only the barge, it can run for a mere 39 days, so the
additional yield from the aquifer is significant from a risk mitigation perspective.

Water quality, specifically nitrates, is a concern. Initial measurements for ELW 15 were 18.2 mg/L, similar
to the regional groundwater measurements and close to the allowable domestic water limit of 20 mg/L (class
1 limit is 10 mg/L; class 2 is 20 mg/L). However, the storage of water and evaporation in the OHQ creates a
salt sink, so over time, the backfilled portion will become more saline, reducing the potential of the OHQ
for strategic storage. The boreholes provide the flexibility to dewater the OHQ while diluting it with low TDS
and low nitrate source water. Furthermore, if the nitrate level is too high within the OHQ, then the canal
water can be diverted directly to the water treatment plant, increasing redundancy.

At the OHQ, the topography dips slightly toward the west and water flows from east to west. The western
portion of the OHQ is already rehabilitated and there is enough space available to develop additional bore-
holes. As a result, the western portion of the OHQ was selected to develop a new well field. Astersat images
were used to identify where the backfilled portion of the OHQ is situated. Once the position was established,
a series of multiresistivity profiling was done to identify where the high wall ends and where the deepest part
of the OHQ is. This is shown in Figure 1.3. Based on the results, six sites were selected and drilled.

Boreholes were developed within the backfill material using an ODEX drill-and-drive method.
Boreholes were drilled 6 m into the quarry floor using the normal air-percussion method. All ODEX
sections have steel casings with inside diameters of 194 mm, and the air-percussion sections have inside
diameters of 165 mm. ELW 16 and ELW 17 were drilled to confirm results from the geophysics, and ELW
18 to ELW 21 were drilled as production boreholes with recommended yields of between 19.5 and 28 L/s.
All boreholes were tested for macro elements. The results show elevated TDS, electric conductivity (EC),



Anthropocenic Aquifer: New Thinking 9

Resistivity imaging section Eland-7, Eland plats. February 2007.
Depth Iteration 5 RMS error =2.5% Borehole(245 m)

0.0 80
1.25 == -

9.26 |
1591
24.0
33.8 ]
39.4 4
45.6 1
5244
59.9 1
68.11

7721 Inverse model resistivity section

L 1 1 1 1 (sl Jos] Joojes] g ) | | |
10.0 196 384 753 148 289 567 1111 Unit electrode spacing 5.00 m.

Resistivity (Qm)

Om: 25.65314:27.86156

400 m: 25.65625 : 27.86337

FIGURE 1.3 Geophysical profile No. 7 at EPM showing the high wall and the location of the borehole. (From
Botha, F. and Maleka, L., Results show that man-made aquifers within the platinum industry in South Africa
can provide a solution for future water demands. Presentation to the Department of Water Affairs, Pretoria,
South Africa, 2011.)

magnesium (Mg), and nitrogen (N) values, being classified as class 3, except ELW 15 that has lower TDS
values. The boreholes were equipped with submersible pumps and connected with a separate pipeline to
the process water tank at the treatment plant.

One of the major concerns was water loss from the OHQ to the surrounding aquifers. This is con-
stantly checked by measuring input and abstraction volumes and also comparing water level data of
two monitoring boreholes within the in situ aquifer next to OHQ. The boreholes are within 50 m from
the quarry and show stable water levels some 6 m above the quarry water levels. Ingress into the aqui-
fer is thus unlikely and it is more probable that the aquifer will decant into the quarry. Furthermore,
the volumetric measurements over a period of 15 months show some 30,000 m>® more water abstracted
from the OHQ compared to water pumped into the quarry. Some of this might be attributed to rainfall
and runoff water, but a portion probably originates from host aquifer ingress into the OHQ. On-site
weekly data are taken to monitor water quality, specifically the nitrate values. The source water nitrate
values range from 8 to 15 mg/L and the borehole water continues to have nitrate values between 10 and
30 mg/L. The stagnant water in the quarry and the waste rock could be the source of the higher salt
load. Therefore, to remove stagnant water and flush the system of excess salts, the quarry was dewa-
tered to levels below the backfilled area. During both dewatering attempts, the EC and nitrate levels
showed significant increase correlating with periods of no pumping into the quarry. Water quality from
the boreholes showed significant improvement, with nitrate levels below 10 mg/L and EC values below
60 mS/m, after the flushing event. Since early 2011, the quarry has been maintained at the same level,
with salt and nitrate levels being stable. This is shown in Figure 1.4.

1.6 Future of Anthropocenic Aquifers

The results from the EPM suggest that mine voids can be used as strategic storage, thereby increasing
assurance of supply under conditions of endemic water insecurity in areas with high evaporative losses
off open dams. These lessons are now being applied in two distinct new spheres in South Africa:

The first is at Tharisa Minerals, located some 40 km west of EPM. This mine has no raw water sources,
and alternative supply will only be available in 2014 when new water transfer infrastructure is sched-
uled. The company is currently commissioning a 100 kiloton/month platinum/chrome circuit, and this
requires more water. This has resulted in the decision to assess the viability of an old open pit that
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FIGURE 1.4 Recharge versus nitrate levels in the OHQ at EPM. (From Botha, F. and Maleka, L., Results show that
man-made aquifers within the platinum industry in South Africa can provide a solution for future water demands,
Presentation to the Department of Water Affairs, Pretoria, South Africa, 2011.)

has been backfilled. Initial studies indicate that this open pit has intercepted both upper and lower
aquifer water before decanting into a local stream. The current planning is to develop this as a source of
process water. Three boreholes were drilled between 28 and 36 mbgl with blow yields greater than 20 L/s
and water quality of low TDS, TSS, and nitrates. The tentative conclusion is that the backfilled void will
thus become a viable source of water for this specific mine in future [7].

The second is a logical step in the same direction, where a purpose engineered aquifer has been pro-
posed by Touchstone Resources (Pty) Ltd., as part of the formal mine closure strategy for a new coal
mine that is still in the planning phase. This is shown conceptually in Figure 1.5.

If managed aquifer recharge is a formal element of the national water management policy, and if mine
closure has thus far been problematic in South Africa, then why not deliberately design the mine plan in
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FIGURE 1.5 Conceptual design of an engineered aquifer for a rehabilitated open cast coal mine. (Image courtesy
of Anthony Turton.)
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such a way that rehabilitation occurs in a sequenced series of events that results in an artificial aquifer at
the end of the life of mine? The advantages are as follows:

 The planned mine pit will be approximately 22 km long, 1.6 km wide, and about 200 m deep,
yielding a probable live storage capacity of around 1 x 10° m? in an area that is extremely arid with
a high WCI and thus limited future prospect of job creation.

o The proposed mine is the first of many in a new area as yet unmined, but with vast potential. This
means that the first void can become strategic storage, consistent with the EPM case, for all future
mines planned in the area.

« The proposed mine is located close to a dam that is used for irrigation water, but this is heavily silted
and is likely to become dysfunctional during the life of mine. This means that the engineered aquifer
would become an alternative water resource for human consumption in a densely populated area,
even if it does not sustain irrigated agriculture in future.

+ By engineering an aquifer, what is normally a liability at closure now becomes an asset, thereby
reducing the cost of the instrument of guarantee and thus changing the business case for mining
in a way that is investor friendly.

o In effect then, the mine will become a partner in long-term rural development that is sustainable,
thereby creating a new Social Charter for Mining in a country where the mining sector has a dis-
mal track record in the post-closure phase.

The planned aquifer is part of the feasibility study, but the company concerned wishes at this stage to
remain anonymous, simply because the final decision has not yet been taken and the concept is as yet
too new to create comfort in all of the management levels concerned. The concept is simple however.
The geology of this specific area is such that a coal seam of about 2-3 m deep lies beneath overburden
that is of consistent quality, made up mostly of sandstone. This has a naturally high saline content and a
low transmissivity. The removal of the overburden will bulk up this rock, so when it is backfilled, both
the transmissivity and storativity will be greatly enhanced. Once the initial salts have been flushed out
of the system, the water quality is likely to improve to manageable levels. The coal seam consists of a
number of distinct strata, each separated by carbonaceous middling of different grades. Given that the
main purpose of the mine is to generate metallurgical coal, the middlings and other discard need to be
separated and managed. The best option is to treat these at source, possibly by means of a briquetting
plant that generates revenue while also reducing waste. This would be a revolutionary approach in the
South African context, even if conceptually it is consistent with international best practice. The second
best option is to return the carbonaceous waste to the bottom of the pit, where it will be capped in order
to ensure anoxic conditions and thus reduce the AMD potential over time.

The unique aspect in the concept design relates to the deliberate installation of a manifold system in
the carbonaceous waste stratum underneath the capped barrier. This will report to a central sump where
it will be connected to the surface. The manifold will allow the water quality to be constantly monitored,
and by retaining a slightly negative piezometric pressure across the capped barrier, the egress of AMD
into the surrounding host aquifer, or upper engineered aquifer, will be reduced. The noncarbonaceous
backfill will then be placed sequentially into the pit. Again a manifold will be built into the lower por-
tions of this layer, in order to ensure even drawdown at levels above the capped barrier. This will also
report to the central shaft, consisting of reinforced concrete rings placed sequentially until the envi-
ronment critical level (ECL) has been reached. At that stage, a decision will be made as to whether the
best option for recharge will be via vertical boreholes drilled into the backfill or by means of horizontal
manifolds installed at that level. The backfilled pit will then be finished by means of a whaleback and
revegetated as part of a formal environmental management plan (EMP).

The detailed engineering design has not yet been completed, so this remains only a concept at this
stage. The natural trend in South Africa, with growing public pressure arising from the unintended
consequences of an inadequate mine closure strategy, reinforced by the undeniable consequences of a
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high WCI in the Limpopo River Basin specifically, suggests that the acceptance of this concept will be a
logical evolution of mine design and operation in the future.

1.7 Summary and Conclusions

If we are indeed living in the Anthropocene with human-induced impacts on geological processes, then
why not accept this and act in a responsible manner? The simple reality is that the global population
has recently reached 7 billion and it has been estimated that by 2025, around 1.8 billion people will be
living with absolute water scarcity—beyond the water barrier to use Falkenmark’s terminology—and
two-thirds of the global population will be living under conditions of water stress [9]. What this will do
in areas with an already high WCI is unknown, but suggestions are that social cohesion and job creation
are likely to be at risk. This makes a compelling case for mine companies to rethink their role, from
being reasonably independent players to becoming partners for rural development, by modifying their
design to separate waste streams at source (consistent with international best practice) and to sequence
backfill in such a way as to transform a liability into an asset with value to society post-closure. Just as
South Africa has been a pioneer in deep-level gold mining, it can now be expected to become a pioneer
in the design of anthropocenic aquifer systems.
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PREFACE

In many parts of semiarid areas, groundwater development has already reached a critical stage,
resulting in acute scarcity of the resource. Overdevelopment of the groundwater resources results
in declining groundwater levels, shortage in water supply, intrusion of saline water in coastal
areas, and increased pumping lifts necessitating deepening of groundwater abstraction struc-
tures. These have serious implications on the environment and the socioeconomic conditions of
the populace.

This chapter describes the concept of seawater intrusion and saline groundwater, artificial
recharge (AR) techniques in semiarid areas, and Tunisia’s experience in AR (water from the
dam and treated wastewater). “Tunisia’s experience on AR of groundwater” is the first in the
semiarid areas and has updated information on various aspects of investigation techniques for
selection of sites, planning and design of AR structures, their economic evaluation, monitoring
and technical auditing of schemes, and issues related to operation and maintenance of these
structures.

2.1 Introduction

The provision of freshwater for domestic or agricultural purposes is not only concerned with the spa-
tial availability of water but has also a time dimension. On an annual basis, there should be enough
water available to supply the spatial water demands, but the fluctuations throughout the year are equally
important to secure the provision of water to consumers when it is needed. Storage is the keyword to
smoothen out the gaps between water availability and consumer demand. Besides the short-term (over-
night) storage in reservoirs to balance daily demand fluctuations, the longer-term (weekly and longer)
storage is provided by surface storage in reservoirs or by groundwater storage.

In many arid and semiarid regions, surface water resources are limited and groundwater is the major
source for agricultural, industrial, and domestic water supplies. Because of the lowering of water tables
and the consequently increased energy costs for pumping, it is recognized that groundwater extraction
should balance groundwater recharge in areas with scarce freshwater supplies. This objective can be
achieved either by restricting groundwater use to the water volume that becomes available through the
process of natural recharge or by recharging the aquifer artificially with surface water. Both options
require knowledge of the groundwater recharge process through the unsaturated zone from the land
surface to the regional water table.

Coastal zones contain some of the most densely populated areas in the world as they generally pres-
ent the best conditions for productivity. However, these regions face many hydrological problems like
flooding due to cyclones and wave surge and drinkable freshwater scarcity due to problem of saltwater
intrusion. The development and management of coastal groundwater aquifers is a very delicate issue.
Intrusion of seawater has become one of the major constraints affecting groundwater management. As
seawater intrusion progresses, existing pumping wells, especially those close to the coast, become saline
and have to be abandoned, thus reducing the value of the aquifer as a source of freshwater. As an aid
to effective management, many models have been developed over the years to represent and study this
problem. They range from relatively simple analytical solutions to complex state-of-the-art numerical
models using large computing capacity.
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Groundwater is becoming an increasingly important resource for living and environment; techniques
are asked for an improved exploration. The demand is not only to detect new groundwater resources but
also to protect them. Coastal areas in several countries, mainly those situated in the semiarid regions
(Tunisia, Morocco, Algeria, Egypt, etc.), are characterized by groundwater vulnerable to salinization by
seawater. This problem is resulting from the irrigation expansion leading to overexploiting groundwater
resources. Moreover, groundwater salinization can be increased by natural processes and anthropo-
genic factors. The latter is a common phenomenon affecting Mediterranean groundwater. Tunisia is one
of the countries that are facing this problem especially in coastal irrigated areas where groundwater is
intensively used for irrigation.

2.2 Concept of Seawater Intrusion and Saline Groundwater

2.2.1 General View of Groundwater Problems

Groundwater is the water that occurs in the voids between the subsurface soil particles and in the cracks.
The large quantities of groundwater are found in aquifers. Groundwater is the primary source of water
for human activities such as agriculture, industry, and domestic drinking water especially in regions
with limited annual precipitation [1,79]. Because groundwater is located at deep locations, it is less vul-
nerable to pollution. However, anthropogenic activities such as fertilization and other pollution sources
besides overexploitation of the aquifers create serious problems to groundwater quality. These problems
limit the use of groundwater and create additional problems in meeting the increasing water demand.

The intensive use of natural resources and the large production of wastes in modern society often pose
a threat to groundwater from aspects of quantity and quality. Usually, quantity problems are directly
related to groundwater extraction by human beings more or less. Overextraction of groundwater modi-
fies drastically piezometric head fields and groundwater flow patterns, inducing various drawbacks [57].
The term “overextraction” can be defined as the condition in which the total amount of groundwater
extraction from an aquifer is close to or greater than the total recharge for several years [24].

The following consequences are well known [9,24-26,52]:

o There is a progressive drawdown, which lasts until some stable situation is attained, provided
extraction is less than actual recharge.

o Progressive decrease in spring discharge and river base flow or shrinkage in surface area of
wetlands occurs so as to compensate for the difference between actual recharge and extraction.
Hydraulic head of groundwater around pumping wells is changed, modifying groundwater flow
pattern and affecting waters with different depths or origins. This means that quality (i.e., chemi-
cal composition) of extracted water may change progressively.

 DPore pressure decreases, often resulting in land subsidence at some areas where sediments are
unconsolidated.

According to Bouwer [16], degradation of groundwater quality can take place over large areas by the
plane (or diffuse) sources through deep percolation from intensively farmed fields, or it can be caused
by point sources such as septic tanks, garbage disposal sites, cemeteries, mine spoils, oil spills, or other
accidental entry of pollutants into the underground environment.

There are different types of pollutants that can be found in groundwater, such as nitrate, heavy metals,
and salt water. Intrusion of salt water is the most common contamination occurrence in coastal aquifers
[27]. Intrusion of salt water occurs when salt water displaces freshwater in an aquifer. The phenomenon
can occur in deep aquifers with the advance of saline waters of geologic origin, in shallow aquifers from
surface waste discharge, and in coastal aquifers from the invasion of seawater [79]. Overpumping of
groundwater wells located near the shoreline is a major cause of encroachment of salt water into the
aquifers and may lead to saltwater intrusion.
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Many regions over the world were affected by these problems. For instance, it is the case of the Ogallala
aquifer in the high plains of South Central USA [42,74]. Although the initial reserves were reckoned at
about 840 x 10° m? in 1980, some 160 x 10° m? of groundwater reserves had been removed with a mean
drawdown of 3 m in 40 years. This case is characterized by remarkable decrease in groundwater level or
storage, while in the other cases, quality problems (i.e., groundwater contamination) have also arisen
simultaneously.

Anthropogenic materials that are introduced into the environment by human activities are primarily
sources of contamination. They include inorganic and organic chemicals used for agricultural, indus-
trial, and domestic purposes. Such materials usually dissolve in the aqueous phase, especially the water.
They may also enter the soil from leaky storage tanks, pipes, sewers, landfills, and evaporation ponds.
These materials affect the groundwater quality via infiltration phenomenon [10]:

 Sources designed to release substances: structure for subsurface disposal of waste by percolation,
injection wells, surface application (e.g., disposal of wastewater by surface irrigation), solution
mining, and in situ mining

 Sources designed to store, treat, and/or dispose of substances, as well as discharge resulting from
unplanned release: landfills for municipal and industrial waste

+ Sources that retain substances during transportation or transmission: pipelines and material
transportation

o Sources that discharge substances to the environment as part of various planned activities:
irrigation practices, pesticide and fertilizer applications, and mine drainage operations

o Wells and construction excavation: oil and gas production wells and geothermal and heat
recovery wells

» Naturally occurring sources whose discharge is created or exacerbated by human activities:
saltwater intrusion and encroachment of poor quality water as a result of man-made changes in
the flow regime in an aquifer

The last one is associated with the quantity problems, and hydrogeochemical study is one of the
most promising ways to identify sources of contaminant and to solve some kinds of groundwater
problems [1,75].

2.2.2 Hydrogeochemical Processes

The knowledge on hydrogeochemical processes helps to get insight into the evaluation of contribu-
tions of rock-water interaction and anthropogenic influences on groundwater quality. These geochemi-
cal processes are responsible for the seasonal and spatial variations in groundwater quality [46,58].
Groundwater chemically evolves by interacting with aquifer minerals or internal mixing among
different groundwaters along flow paths in the subsurface [28,78,82].

These processes that govern the groundwater quality were the focus of many previous studies. Saether
and de Caritat [76] were interested in the geochemical processes such as weathering taking place in
catchments. The cation exchange in a coastal aquifer was the focus of Martinez and Bocanegra [59];
they studied the effect of overexploitation of an unconfined aquifer on the groundwater quality in the
coastal aquifer of Mar del Plata in Argentina. Tkeda [41] found out that investigation on processes of
groundwater quality formation including water-rock interaction and salinization process is a success-
ful way to clarify the hydrological phenomena such as flow and mixing of water in the Southern foot of
Mount Fuji. The study of Pulido-Bosch et al. [66] treated the effect of agricultural activities, high pump-
ing, and dissolution of carbonate rocks on the aquifers’ chemical compositions in the coastal aquifer of
Temara in the Northwestern region in Morocco. Furthermore, the main target of Kumar et al. [47] was
the identification of different hydrogeochemical processes such as dissolution, mixing, weathering of
carbonate, and ion exchange in the groundwater of Muktsar, Punjab, using conventional graphical plots
and multivariate analysis.
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2.2.3 Seawater Intrusion

Saltwater intrusion is the movement of saline water into freshwater aquifers. Most often, it is caused by
groundwater pumping from coastal wells or from construction of navigation channels or oil field canals.
When freshwater is withdrawn at a faster rate than it can be replenished, the water table is drawn down
as a result.

Seawater intrusion is a principal cause of fresh groundwater salinization in many regions of the world
[11]. Fresh groundwater in arid and semiarid regions, like the Mediterranean basin, is even more
threatened by this type of contamination. Indeed, such regions are characterized by a constant increase
of water demand, especially for agricultural purposes, contrasting with the limited possibility of natural
recharge and the high rates of evapotranspiration.

Seawater intrusion or “saltwater intrusion” is a specific process of groundwater contamination. This
phenomenon draws special attention in the management of the coastal aquifers. As seawater intrusion
progresses the part of the aquifer close to the sea become saline and pumping wells that operate close
to the coast have to be abandoned. In such case, pumping wells operated there have to be controlled.

In general, hydraulic gradient from inland toward the sea exists in a coastal aquifer, because the sea
serves as main outlet of freshwater from the aquifer. The seawater occupies the void space in the aquifer
formation beneath the sea. This seawater zone in the aquifer extends to some distance landward from
the coast below freshwater zone. Consequently, a zone of transition between freshwater and salt water
exists, and it is referred to as “interface zone” or more simply “interface.”

Figure 2.1 presents some typical cross sections with interfaces in coastal aquifers under natural
conditions (a, b, and ¢) and with pumping (d). It should be noted that these figures are highly distorted
and not drawn to scale. The shape of the interface always has the form of a wedge in all aquifer types,
while its size and details depend on many factors such as hydraulic conductivity of the aquifer and
pumping rate.
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FIGURE 2.1 Schematic illustration of typical vertical cross sections of seawater intrusion in coastal aquifers:
(a) unconfined aquifer, (b) confined aquifer, (c) freshwater lens on an island, and (d) unconfined aquifer with pumping.
It should be noted that these figures are highly distorted and not drawn to scale. (From Bear, J., and Cheng, A.-H.D.,
Modeling Groundwater Flow and Contaminant Transport, Springer, Dordrecht, the Netherlands, 834pp, 2010.)
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After beginning or increase of pumping from the coastal aquifer, freshwater discharge to the sea is
reduced, water level or piezometric head in confined aquifers drops close to or below the sea level, and
the transition zone rises. The entire seawater and transition zone wedge advances landward until a new
equilibrium state is established. Wells located within the wedge zone will pump saline water and thus
have to be controlled or abandoned. When a pumping well is located above the transition zone, the sea-
water upcones toward the well [10].

Many researches have been carried out after the famous work of Gyben [32] and Herzberg [38] and the
less-known work of Du Commun (1828) and Konikow and Reilly [48], leading to better understanding
of the mechanisms governing seawater intrusion. For the flow regime in the aquifer above the intruding
seawater wedge, it is known that the variable density and hydrodynamic dispersion are the dominant
factors governing water and solute transport. Reviews of both theoretical work and field/laboratory
investigations on seawater intrusion phenomenon can be found in the works of [12-15,33,70]. Several
works deal with this coastal phenomena in many countries all over the world, including Egypt [73],
Italy [17], and Australia [61]. Motz [54] focused on saltwater upconing as one of the most remarkable
processes comprising the seawater intrusion phenomenon.

Although a lot of studies focused on the phenomenon of seawater intrusion worldwide, this impor-
tant hydrogeochemical process still needs to deepen more, especially with the modeling tools, because
they allow predicting the behavior of an aquifer system in response to pumping as excitations. If one
will do it, decision makers can apply countermeasures to avoid the deterioration of groundwater quality,
which might have socioeconomic effects.

2.2.4 Groundwater Modeling

Computer models have become an indispensable tool to study aquifers, to understand the interaction
of different processes affecting the biogeochemistry and/or the heat distribution, to predict the effect of
changes, and to solve practical groundwater problems. Examples are aquifer characterization, capture
zone delineation, pumping and recharge well design and management, watershed simulation, ground-
water pollution, potential hazards and remediation, acid mine drainage, natural attenuation, geo- and
hydrothermics, and saltwater intrusion.

The simulation of groundwater flow systems and solute transport using computer codes is a standard
practice in the field of hydrology. Models are used for a variety of purposes that include education,
hydrologic investigation, water resources management, and legal determination of responsibility [31].
The main purpose of the model is to understand the behavior of an aquifer in response to stress condi-
tions or change in the initial conditions.

Many studies have focused on the modeling of seawater intrusion, considering it as an important stress
condition. Padilla and Cruz-Sanjulian [67] described the freshwater-seawater relationships in coastal aqui-
fers in open boundaries by a 2-D numerical approach. Mikita et al. [56] studied the effect of anthropogenic
changes in a confined groundwater flow system in the Bangkok basin by using a 3-D numerical model.

In spite of diversity of numerical studies treating seawater intrusion problem, some aspects remain
unrevealed: relationship of the position and shape of seawater—freshwater interface with pumping rate
and other geographical/hydrogeological factors. In particular, occurrence of saltwater upconing is one
of the most interesting phenomena that need to be deepened with 3-D numerical simulations.

2.3 Artificial Recharge Techniques in Semiarid Areas
2.3.1 Artificial Recharge

AR is the process whereby surface water is transferred underground to be stored in an aquifer.
Underground water storage is an efficient way to store water because it is not vulnerable to evaporation
losses, and it is relatively safe from contamination.
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AR of groundwater generally results in an increased resistance to flow near the point of recharge. This
is a result of clogging or plugging, which results in a decreasing rate of recharge or the need to continu-
ally increase the recharge head to maintain a constant recharge rate. Clogging can be caused by physical
factors (such as air entrapment and suspended matter), bacteriological factors, and chemical factors.
Clogging also has a negative impact on the recovery of artificially recharged water, since it increases
drawdown during pumping (if the recovery borehole is clogged).

Groundwater is an important source of water for many villages, towns, and agricultural enterprises
across South Africa. It is reliable and sustainable, provided its use is well managed.

As water use requirements increase, more demand is placed on aquifers and a number of different
approaches have evolved whereby these can be topped up again, before they should empty and fail. The
most common methods of AR involve either injecting surplus surface water into boreholes or transfer-
ring water into spreading basins where it infiltrates the subsurface. Catchment rehabilitation can also
enhance infiltration. Aquifers may be used as a way of storing and reusing recycled wastewater.

AR is not only applied for restoration but also as an element in the continuous optimal exploitation
of aquifers. AR of groundwater is applied for many reasons, such as to increase the sustainable yield,
to control the groundwater table or the piezometric level (in order to restrict or to slow down land
subsidence), to increase the volume of fresh groundwater available for emergencies, and/or as a barrier
against inflow of saline groundwater.

AR can be realized by (increased) infiltration at the land surface or in surface waters or by means
of recharge wells with well screens in aquifers at any desired depth. For the recharge of phreatic
groundwater, both techniques can be applied. Confined and semi-confined groundwater in aquifers
at some depth cannot be recharged from the land surface or surface waters due to the high hydraulic
resistance between the land and water surface and the aquifers at some depth below the land and
water surface.

At present, there is a growing opposition against AR by infiltration at the land surface or in surface
waters. The objections are the occupancy of large surface areas and undesirable ecological effects due to
changes in the phreatic groundwater regime, both in terms of groundwater tables and water quality. The
first objection holds particularly in intensively used areas. The second objection holds in particular in
case of scarcity of nature and its uniqueness.

A special form of AR is induced recharge, where groundwater is abstracted along and at short
distance from rivers. If the rate of abstraction exceeds the rate of natural flow of groundwater toward
the river, inflow of river water is induced and the abstracted water consists partly of river water. This
affects the quality of the abstracted groundwater. In the most downstream reaches of rivers and in
estuaries, the inflowing groundwater may be brackish or even saline [77], depending on the tidal
regime and on the magnitude of the river flow. This should be checked before undertaking any project
for induced recharge.

The potential sources of water for AR are surface water or pumped groundwater after its first use
and proper treatment after that. Surface water can be taken from rivers or estuaries and be transported
either by canals or by pipelines. It is obvious that the water should be fresh. Therefore, the intakes should
be beyond the reach of saltwater intrusion in the rivers and estuaries [77], or the estuaries should be
provided with dams and sluices. The quality of the water at the source should satisfy certain standards.
Such standards depend mainly on the use of the water after recharge and subsequent recovery but also
on the requirements for transport and subsequent recharge. These two latter aspects in themselves may
already require some pretreatment. This holds in particular for recharge by means of recharge wells, in
order to avoid clogging of these wells.

Apart from pretreatment of the water for recharge, the rate of recharge per well should be limited.
Despite pretreatment of the water, the capacity of the recharge wells decreases during operation.
Therefore, regeneration of the recharge wells is needed from time to time. Due to intensive research,
much progress has been made both with respect to the pretreatment required for water of different
quality and with respect to the techniques of regeneration.
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In the phreatic case, more groundwater can be abstracted sustainably, and the interface between
fresh and saline groundwater can be pushed down by application of AR. This latter fact implies that the
reserve for temporal overdraft becomes greater.

This holds for islands in the sea as well as for sand dunes along the sea coast. If in the latter case the
controlled groundwater tables at the land side of the sand dunes are below mean sea level, the inflow of
saline groundwater underneath the freshwater lens in the sand dunes is reduced or, depending on the
depth to the impermeable base, even halted.

With respect to the mutual location of recharge ponds, canals, or wells and the abstraction works,
the following considerations hold. In order to assure a minimum residence time for improvement of the
water quality, these works should be located at a minimum distance that can be calculated. The longer
the residence times of the infiltrated water, the greater also the smoothing out of the fluctuations in the
quality of the infiltrated water. A more constant quality of the abstracted water is generally appreciated
by the consumers. Fluctuations can even more be flattened by applying variable distances between the
lines of recharge works and abstraction works, respectively. Therefore, in the design of the combined
recharge and abstraction system, one should make use of the topographic features of the terrain with
respect also to the aspect of water quality fluctuations.

Another consideration relates to the question whether to locate a line of abstraction works
in between two lines of recharge works (or in the center of a more or less elliptic configuration of
recharge works) or the other way round, the line of recharge works surrounded by two lines or a
more or less elliptic configuration of abstraction works. The latter layout has the advantage that the
phreatic groundwater tables will be higher and, accordingly, the depths to the interface greater. This
implies the availability of a larger volume of freshwater for emergencies. Moreover, due to the greater
thickness, the residence times will be somewhat longer and somewhat more spread out. The regime
of desired or accepted groundwater tables should also be judged in relation to the topography and the
ecological features of the terrain.

Depending on the variation of the water requirements over time, as determined by the climate and
weather, and on the availability of water of good quality for AR, the actual rates of abstraction and AR
of groundwater may vary with time, periodically and incidentally. So the volume of fresh groundwater
will also vary with time, and the boundary between fresh and saline groundwater will not only move
up and down but the transition between fresh and saline will also become less sharp due to the effects
of dispersion and retardation.

Attention should also be paid to the question where the displaced brackish and saline groundwater
goes and what effects it has in the surroundings. So, for instance, increased seepage of brackish or saline
groundwater in adjacent areas will generally not be appreciated. Therefore, the effects of the combined
system of abstraction and recharge in the wider surroundings must be foreseen, predicted, and judged
before undertaking any AR project.

2.3.2 History of Artificial Recharge

AR applications have been documented from the early nineteenth century, when European countries
first attempted to ease the stress on their groundwater supplies. According to European Environment
Agency [53], a growing increase in AR is noted in several countries such as Belgium, Denmark,
Finland, Greece, the Netherlands, Poland, Spain, and Switzerland. Other countries in which AR
schemes are operating include Australia, Austria, Hungary, Iran, Israel, Jamaica, Morocco, and
South Africa [43].

The motivation for AR is highly dependent of the country. While some countries practice recharge to
match predevelopment levels, others go beyond these levels to create temporary storage for dry seasons.
Coastal regions are more concerned about saline water intrusion, and industrialized countries might
see AR as an alternative means for treating wastewater.
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FIGURE2.2 Schematic types of management of aquifer recharge. (After Dillon, P., Hydrogeol. J., 13(1), 313, 2005.)

2.3.3 Methods for Artificial Recharge

A brief overview of terminology and descriptions of the major techniques is provided in the succeeding
text [29]. These are represented in Figure 2.2.

AR methods can be classified into three broad groups: (1) direct methods, (2) indirect methods, and
(3) combination methods.

2.3.3.1 Direct Methods
2.3.3.1.1 Surface Spreading Techniques

The most widely practiced methods of AR of groundwater employ different techniques of increasing the
contact area and resident time of surface water with the soil so that maximum quantity of water can
infiltrate and augment the groundwater storage. Areas with gently sloping land without gullies or ridges
are most suited for surface water-spreading techniques.

Flooding: This technique is ideal for lands adjoining rivers or irrigation canals in which water levels
remain deep even after monsoons and where sufficient noncommitted surface water supplies are
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available. It is very useful in selected areas where a favorable hydrogeological situation exists for recharg-
ing the unconfined aquifer by spreading the surplus surface water from canals/streams over large area
for sufficiently long period so that it recharges the groundwater body. This technique can be used for
gently sloping land with slope around 1%-3% points without gullies and ridges.

Ditches and furrows method: In areas with irregular topography, shallow, flat-bottomed, and closely
spaced ditches and furrows provide maximum water contact area for recharging water from the source
stream or canal. This technique requires less soil preparation than the recharge basin technique and is
less sensitive to silting.

Recharge basins: AR basins are either excavated or enclosed by dykes or levees. They are commonly built
parallel to ephemeral or intermittent stream channels. The water contact area in this method is quite high
that typically ranges from 75% to 90% points of the total recharge area. In this method, efficient use of
space is made, and the shape of basins can be adjusted to suit the terrain condition and the available space.

2.3.3.1.2 Runoff Conservation Structures

In areas receiving low to moderate rainfall, mostly during a single monsoon season, and not having
access to water transferred from other areas, the entire effort of water conservation is required to be
related to the available in situ precipitation.

Gully plugs: These are the smallest runoft conservation structures built across small gullies and streams
rushing down the hill slopes carrying drainage of tiny catchments during rainy season. Usually, the
barrier is constructed by using local stones, earth and weathered rock, brushwood, and other such local
materials.

Sloping lands with surface gradients up to 8% points having adequate soil cover can be leveled
through bench terracing: for bringing under cultivation. It helps in soil conservation and holding runoff
water on terraced area for longer duration giving rise to increased infiltration recharge.

Contour barriers: These involve a watershed management practice so as to build up soil moisture stor-
ages. This technique is generally adopted in areas receiving low rainfall. In this method, the monsoon
runoff is impounded by putting barriers on the sloping ground all along contours of equal elevation.
Contour barriers are taken up on lands with moderate slopes without involving terracing.

In areas where uncultivated land is available in and around the stream channel section, and suffi-
ciently high hydraulic conductivity exists for subsurface percolation, small tanks are created by making
stop dams of low elevation across the stream. The tanks can also be located adjacent to the stream by
excavation and connecting them to the stream through delivery canals. These tanks are called percola-
tion tanks and are thus artificially created surface water bodies submerging a highly permeable land
area so that the surface runoff is made to percolate and recharge the groundwater storage. Normally, a
percolation tank should not retain water beyond February in the Indian context. It should be located
downstream of a runoft zone, preferably toward the edge of a piedmont zone or in the upper part of a
transition zone (land slope between 3% and 5% points). There should be adequate area suitable for irri-
gation near a percolation tank.

Stream channel modification: The natural drainage channel can be modified with a view to increase
the infiltration by detaining stream flow and increasing the streambed area in contact with water. This
method can be employed in areas having influent streams (streambed above water table) that are mostly
located in piedmont regions and areas with deep water table (semiarid and arid regions and valley fill
deposits). Stream channel modification methods are generally applied in alluvial areas.

Surface irrigation: Surface irrigation aims at increasing agricultural production by providing depend-
able watering of crops during gaps in monsoon and during non-monsoon period. Wherever adequate
drainage is assured, if additional source water becomes available, surface irrigation should be given first
priority as it gives a dual benefit of augmenting groundwater resources.
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2.3.3.1.3 Subsurface Techniques

Subsurface techniques aim at recharging deeper aquifers that are overlain by impermeable layers, pre-
venting the infiltration from surface sources to recharge them under natural conditions. The most com-
mon methods used for recharging such deeper aquifers are the following:

Injection wells or recharge wells: Infiltration wells or injection wells are used where permeable soils and/
or sufficient land area for surface infiltration is not available. Well infiltration calls for very high quality
of the infiltration water if clogging of the well screen and the aquifer in the vicinity of the well is to be
avoided. The construction is more complicated and costly, and restoration of the hydraulic conductiv-
ity around the wells may be unfeasible if not impossible. The best strategy for dealing with clogging of
recharge wells is to prevent it by proper treatment of the water before injection. This means removal of
suspended solids, assimilable organic carbon, nutrients like nitrogen and phosphorous, and microor-
ganisms [39].

Recharge pits and recharge shafts: Recharge pits are structures that overcome the difficulty of AR of
phreatic aquifer from surface water sources. Recharge pits are excavated of variable dimensions that are
sufficiently deep to penetrate less permeable strata. This measure is more suitable in piedmont regions
and in areas with higher surface gradients. As in case of other water-spreading methods, the source
water used should be as silt-free as possible. In case of hard-rock terrain, a canal bed section crossing
permeable strata of weathered fractured rock or the canal section coinciding with a prominent linea-
ment or intersection of two lineaments forms ideal sites for canal trench.

In case poorly permeable strata overlie the water table aquifer located deep below land surface, a shaft
is used for causing AR. A recharge shaft is similar to a recharge pit but much smaller in cross section.

Infiltration basins: Infiltration basins require a substantial amount of land area with a suitable geology,
allowing the water to infiltrate into the aquifer and percolate to the groundwater table. It is simple to
maintain, and regular restoration of infiltration capacity and removal of clogging layers are relatively
easy though time-consuming. This method also allows for natural, quality-improving processes to take
place in the infiltration ponds and subsoil. Construction is normally comparatively simple and low cost.
Impermeable topsoil may, however, raise the costs [40]. The infiltration from a recharge basin produces a
groundwater mound above the original water table. The groundwater mound grows over time, and once
the infiltration stops, it decays gradually.

2.3.3.2 Indirect Methods

Indirect methods for AR to groundwater do not involve direct supply of water for recharging aquifers,
but aim at recharging aquifers through indirect means. The most common methods in this category are
induced recharge from surface water sources and aquifer modification techniques.

2.3.3.2.1 Induced Recharge from Surface Water Resources

It is an indirect method of AR involving pumping from aquifer hydraulically connected with surface
water to induce recharge to the groundwater reservoir. In hard-rock areas, the abandoned channels
often provide good sites for induced recharge. The greatest advantage of this method is that under favor-
able hydrogeological situations, the quality of surface water generally improves due to its path through
the aquifer materials before it is discharged from the pumping well.

Pumping wells: Induced recharge system is installed near perennial streams that are hydraulically con-
nected to an aquifer through the permeable rock material of the stream channel. The outer edge of a
bend in the stream is favorable for location of well site. The chemical quality of surface water source is
one of the most important considerations during induced recharge.

Collector wells: For obtaining very large water supplies from riverbed, lake bed deposits, or water-
logged areas, collector wells are constructed. The large discharges and lower lift heads make these wells
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economical even if initial capital cost is higher as compared to tube well. In areas where the phreatic
aquifer adjacent to the river is of limited thickness, horizontal wells may be more appropriate than verti-
cal wells. Collector well with horizontal laterals and infiltration galleries can get more induced recharge
from the stream.

Infiltration gallery: Infiltration galleries are other structures used for tapping groundwater reservoir
below riverbed strata. The gallery is a horizontal perforated or porous structure (pipe) with open joints,
surrounded by a gravel filter envelope laid in permeable saturated strata having shallow water table and
a perennial source of recharge. The galleries are usually laid at depths between 3 and 6 m to collect water
under gravity flow. The galleries can also be constructed across the riverbed if the riverbed is not too
wide. The collector well is more sophisticated and expensive but has higher capacities than the infiltra-
tion gallery. Hence, choice should be made by the required yield followed by economic aspects.

2.3.3.2.2 Aquifer Modification Techniques

These techniques modify the aquifer characteristics to increase its capacity to store and transmit water
through artificial means. The most important techniques under this category are bore blasting tech-
niques and hydrofracturing techniques. Though they are yield augmentation techniques rather than AR
structures, they are also being considered as AR structures owing to the resultant increase in the storage
of groundwater in the aquifers.

2.3.3.3 Combination Methods

Various combinations of surface and subsurface recharge methods may be used in conjunction under
favorable hydrogeological conditions for optimum recharge of groundwater reservoirs. The selection of
methods to be combined in such cases is site specific. Commonly adopted combination methods include
recharge basins with shafts, percolation ponds with recharge pits or shafts, and induced recharge with
wells tapping multiple aquifers permitting water to flow from upper to lower aquifer zones through the
annular space between the walls and casing (connector wells).

2.4 Tunisia’s Experience in Artificial Recharge

In arid and semiarid regions of North Africa, groundwater resources represent a source of life. They
offer an opportunity to alleviate growing water scarcity, improve social welfare, and facilitate economic
development. In Tunisia, groundwater is the only dependable source for urban and agricultural water
supply. In recent years, groundwater pumping increased with increased population, and water level
in the unconfined aquifer has largely obviously declined. Moreover, groundwater quality deteriorates
progressively overall in the Cap Bon and in the Tunisian Sahel. Historically, the groundwater
salinization has been thought to result from processes related to water-rock interaction and long-term
irrigation practices. Tunisia has arid to semiarid climate. The average rainfall is 500-800 mm/year
in the northern part of the country, whereas the South only receives 100-200 mm. The global water
resources amount to 4.8 billion m?, 2.7 billion m? surface water and 2.1 billion m? groundwater. The net
development rate of surface resources is 57% and that of groundwater 83% [37].

Comparing the water resources to the needs shows that, although the overall demand should be met
up to 2050, some areas are already suffering from water scarcity and aquifer overdrawing. Furthermore,
water resources often have a noticeable degree of salinity. Water shortage will become even more impor-
tant as developing new water resources will be increasingly expensive. Desalination of brackish water is
already implemented in Kerkennah Island and at Gabes. Wastewater reuse was an integral part of the
water resources management, a 10-year plan adopted in 1991 is hardly surprising.

Treated wastewaters are used to recharge aquifer (Cap Bon) and irrigate fruit trees (citrus, olives,
peaches, pears, apples, grenades), vineyards, fodder (alfalfa, sorghum), cotton, tobacco, cereals, golf
courses (Tunis, Hammamet, Sousse, Monastir), and hotel gardens in Jerba and Zarzis.
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2.4.1 A 40-Year Artificial Recharge of the Aquifer by Water from the Dam

The Teboulba region is situated in the Tunisian Sahel. This region has a semiarid to arid climate with
mild, wet winters and dry, hot summers, a mean annual rainfall of the order of 375 mm, and a mean
annual temperature of about 20°C. The studied sector of the region is part of the Sahelian watershed
basin, built up on a low-lying coastal plain partly recovered from the sea. The monotonous topogra-
phy and the geological cover, dominated by Quaternary formations, make it impossible to identify any
hydrogeological basin structures. However, the depressions in the interior of the region and the wadis
along the coastal zone help to identify the boundaries of more or less individual hydrological basins.

The study site is located on an alluvial plain whose geology is dominated by Quaternary deposits. The
Teboulba area has relatively stable tectonics apparent in the tabular sedimentary structure. However,
normal faults have clearly affected the structure of the deep layers. The Teboulba plateau, 10 km long and
4 km wide, plunges quite sharply toward the sea while a fairly gentle slope links it to the Moknine sebkha
(a salt lake at the elevation of about 13 m below sea level). It contains an alluvial water table aquifer
with lenticular geometry, short horizontal extent, and irregular vertical continuity. There are also a few
perched aquifers lodged inside the formation in silt-sand layers and lenses intercalated between clay and
clay-sand strata. The substratum of the aquifer, consisting of an impervious Mio-Pliocene clay-marl
layer, lies at a depth of over 90 m.

The Teboulba aquifer covers a surface area of around 35 km? and represents a hydrological recharge
potential estimated, on average, at 0.65 million m3/year with an exploited volume of 1 million m3/year.
This heavily negative budget (deficit of 0.35 million m?3/year) is compensated by reserves but, above all,
by an inflow of salt water from the sea and/or the sebkha and by return flow of irrigation water from the
neighboring regions, estimated at 0.53 million m?3/year [18], only a part of which flows toward Teboulba.
The overexploitation of the resources, which begun hundreds of years ago and particularly intensified in
the last decades, has caused a drawdown of the aquifer to an elevation below sea level (over —30 m at some
points) in a zone that covers almost 12 km?. This depression has provoked an intrusion into the aquifer
layers of salt water from the sea in the north and from the sebkha in the south, and, as a consequence, the
water quality has deteriorated to the extent that in some areas it can no longer be used for irrigation [3].

The Teboulba coastal aquifer is located in the sand-silt Plio-Quaternary formations, characterized
by an effective porosity estimated at 7%, an average transmissivity of around 2 x 10~ m?/s, and a stor-
age coefficient of the order of 3.5x102. It is a vivid example of overexploitation. The flow in this aquifer
takes several directions but converges generally on the exploitation zone (Figure 2.3a). The flow toward
the sea and toward the Moknine sebkha, two natural outlets of the aquifer, is relatively weak due to the
strong depression created by the heavy exploitation in the western part of the region. The hydraulic
gradients are very variable depending on the lateral facies changes in the aquifer formation and the
drawdown linked to the overexploitation. The aquifer is naturally recharged mainly by rainwater and, to
alesser degree, by domestic wastewater from infiltration pits and re-infiltration of some irrigation water.
Discharge occurs mainly by pumping for agricultural purposes and into the sea and sebkha. Saltwater
intrusion from the sea and/or from the sebkha may disturb the hydrodynamics of the aquifer. All these
factors make the water balance of the aquifer extremely complex and its hydrodynamic equilibrium very
fragile and, above all, highly variable.

The history of this operation goes back to the 1970s. It concerns the recharge of the aquifer via a con-
nection to the main pipe of the irrigation network [19,60,68].

As there was no excess water in the Nibhana dam because of the rainfall deficit during the period
from 1978 to 1991, the recharge operation was interrupted at the end of 1978 and restarted in July 1992,
lasting until 2000.

The monitoring installation was composed of 22 surface wells exploiting the aquifer and three
piezometers. The analysis of the piezometric level fluctuations versus time in the control wells indicated
two distinct behaviors. The first one showed a rapid and continuous recovery of the water level in the
wells close to the zone where the recharge was strong. The second one was the continuous decrease
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due to the exploitation of the aquifer by the surface wells. This can be explained by the great distance
between the recharge zone and these wells and the weak natural recharge rate that does not compen-
sate for the large quantities of water withdrawn by the farmers. Establishing the piezometric maps is
sometimes made more difficult by the presence of small perched aquifers inside the weakly permeable
lenticular formations.

Afterintense AR from 1971, an analysis of the piezometric situation of the aquifer, in 2011 (Figure 2.3b),
further confirmed the existence of the localized domes, revealed in 1971, but definitely enhanced. The
flow direction of the aquifer remained constant but still retained the depression in the western part
of the aquifer. Furthermore, the map shows a narrowing of the depression cone compared to earlier
situations. The water level had risen, sometimes by more than 13 m underneath the recharge site. The
Teboulba aquifer is also recharged by infiltration return flow of treated wastewater used for irrigation.
These irrigation volumes were 144,000 m? in 1992, 114,000 in 1993, and 255,000 in 1994 [18].

Furthermore, this aquifer is characterized by water with a fairly heavy load of salt. Its salinity may
reach 4.5 g/L. The highest values have been recorded near the sea and the sebkha, whereas the lowest
(1.5 g/L) is found toward the center of the aquifer (Figure 2.4a). The planned remedial action is to bring
surface water from the overspill of the Nibhana dam and inject it into a few of the wells among the
thousand existing ones.

The mean rainfall recharge to the aquifer was estimated with an infiltration coefficient of rainfall of
5% determined by Kamenski’s method applied to triple wells aligned along a flow line and monitored
every month (aquifer recharge calculated from the rise in its level after a rain event).

Luckily, because of the weak permeability of the water bearing layers, the saltwater intrusion has not
progressed very far. The aquifer is exploited mainly by 806 surface wells, 465 of which are equipped with
motor pumps enabling them to irrigate, by sprinklers, a surface area of about 200 ha.

Hydrochemical studies carried out from 1940 to 1971 show that the salt content in the aquifer water
follows the same pattern as the piezometric levels measured between 1940 and 1971. The salinity map
for 1971 (Figure 2.4a) shows values higher than 4.3 g/L, a sign that the aquifer water was becoming
brackish. The high salinity values observed in the north and south of the region are explained by the
contamination of the aquifer by saline intrusion from the sea and sebkha. This hypothesis is supported
by the high chloride contents and the presence of inverse cation-exchange reactions, which are charac-
teristic of sea- and freshwater mixing movements [20,49].

The salinity variations of its water, recorded in the control wells, were not very significant, due to the
great surplus of rainfall that year that contributed to the natural recharge of the aquifer, thus maintain-
ing both the piezometric levels and the water quality. The salinity map for the year 2011 (Figure 2.4b)
shows a slight salinity reduction toward the west of the aquifer: the zone characterized by salinity lower
than 2 g/L and situated near the recharge site becomes more extensive. This shows the influence of the
mixing with less salty water from the Nibhana dam.

2.4.2 A 26-Year Artificial Recharge of the Aquifer by Treated Wastewater

Besides reclaimed water reuse for agricultural purposes, seasonal recharge of the shallow and sandy
aquifer of Nabeul Oued Souhil has been performed since 1985. The field experiment was located in the
experimental farm of Oued Souhil (INRGREF) in northeastern Tunisia (to about 60 km of Tunis). The
climate is semiarid with 400 mm as mean annual precipitation at Nabeul city and 19°C as mean tem-
perature. Dominant economic activities are tourism and agriculture with some agro-industries.

The groundwater AR by treated wastewater is the first pilot project in this field to be developed
in Tunisia in 1986. The aquifer Hammamet-Nabeul is located at the northeastern coast of Tunisia
along the Mediterranean Sea. The shallow aquifer contains more than 4000 surface wells that are
used to irrigate citrus. The alluvial aquifer of Quaternarian age is formed by sand with no or very low
content of clay. The thickness of this aquifer ranges between 10 and 20 m. It is underlain by a layer
of Pliocenian clay, which reaches a thickness of more than 200 m. The aquifer is bordered at the west
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by an undifferentiated Pliocene, consisting of sand, sandstone, and clay being the main components.
Soils in the Oued Souhil area were described as being composed of alluvia of coarse material belong-
ing to the Quaternary marine formation. They are poor sandy to sandy-silty soils with low fine mate-
rial content suitable for horticultural and orchard cultivation [23]. The vadose zone of the aquifer has
been described previously [69,62] and more recently [45] as varying between 10 and 13 m thick from
the riverbed to the infiltration basins. The permeability of the aquifer is estimated between 10> and
6x 107 m/s. The piezometric surface determined the isopotential lines are parallel to the coast. The
thickness of this formation can be more than 300 m [5]. In a deep well (about 200 m) located near
the border to the alluvial aquifer, brackish water has been found, which is oversaturated in CaSO4.
Four wells located several hundred meters upward, which penetrate only the upper levels, are pump-
ing freshwater with a conductivity of about 1 mS/cm. Several springs exist at the upper level of this
formation with water of good chemical quality.

Artificial groundwater recharge is operated at experimental scale in infiltration-percolation basins,
and the AR station Nabeul Oued Souhil is composed of four injection basins and 18 piezometers. Some
of the observation wells are placed along two lines in direction of groundwater movement, the others,
between and near the infiltration basins. Groundwater recharge efficiency was proven not only by the
increase of the water level in the wells but also by the improvement of the production of the surrounding
wells. This experiment allowed an underground storage and an additional treatment step as wastewa-
ter slowly infiltrated through the unsaturated zone (7 months after the end of the recharge, nitrogen
concentrations were about few milligrams per liter). However, no clear conclusion could be drawn about
the effect of reclaimed water on the bacterial and chemical composition of shallow groundwater since
the initial contamination level of most of the wells was relatively high and subject to seasonal variations.
According to the state of the art of soil aquifer treatment (SAT) [21,22], improved operation of this
facility would lead to a groundwater quality meeting unrestricted irrigation requirement [71].

The coastal alluvial aquifers are crossed by five small rivers, the most important of which is the river
Souhil with a basin of about 20 km?. These rivers are usually dry, and water flows only sporadically dur-
ing the rainy periods. In spite of this, most of the recharge is provided by these rivers. Several hundreds
of dug wells exist in the area. Due to overexploitation, the aquifer is practically exhausted: the average
thickness of the saturated zone is about 2-3 m. The recirculation of the pumped water together with
the solution of mineral manure has produced an important degradation of the chemical quality of the
water. In some areas near the coast, marine intrusion has taken place. The piezometric surface deter-
mined during the present study is shown in Figure 2.5. As expected, the isopotential lines are parallel
to the coast. The piezometric depression existing at the head of the river Souhil is a consequence of the
concentrated pumping of Pliocenian water in this area. The piezometric gradient varies between 1% and
2.5% and corresponds more or less to the slope of the underlying impervious clay layer [64].

The recharge site is selected on the basis of lithologic character, hydrologic situation, and a favor-
able geohydrologic environment. This part of the aquifer is a typical homogeneous alluvial deposit
consisting of fine to medium sand with some gravel deposits. The gross hydrologic characteristics are
relatively uniform throughout the area. Also, the field of experimentation is a public property. The
AR station is composed of four injection basins (length=20 m, wide=20 m, depth=1.7 m). The side
slopes are covered with a layer of synthetic and permeable geotextile tissue (specific gravity =270 g/m?,
permeability=0.0007 m/s) and 18 piezometers (Figure 2.5).

The piezometric map, as shown in Figure 2.5, plotted before AR reveals that the infiltration basins
are placed on a preferential direction of groundwater movement. The local hydraulic gradient is
about 0.015 [64].

Two hypotheses advanced to explain the mechanism of the wastewater recharge throughout the satu-
rated and the unsaturated zone of the aquifer: (1) The injected wastewater itself moved and a mixing
with the native water is produced. (2) Volumes of injected wastewater were sufficient to totally displace
all native formation water and the mechanism is the “piston flow.” The use of isotopic tracer supports
this last hypothesis.
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FIGURE 2.5 Experimental Hammamet-Nabeul recharge and the piezometry of the local groundwater (m).

Some hydraulic properties for the aquifer were determined during the study: (1) Plots of particle size
distribution were constructed using data derived from core samples from test holes. The graphs show
that for most of the intervals analyzed, there is a uniform range of fine and medium sand. To deter-
mine the theoretic velocity of groundwater, we have applied A. Hazen’s law (K=c d?,)), based on the
data of particle size distribution; the result was that the velocity obtained is about 0.0001 m/s (c=135).
(2) Horizontal hydraulic conductivity derived from pumping test interpretations is reported to be about
0.0004-0.0005 m?/s. (3) On the site of the AR, the water table lies 12 m below ground, and the saturated
zone has a limited depth (less than 4 m). (4) The lowest groundwater levels occurred during the end
of the dry season (summer), and the highest water levels occurred during the end of the wet season
(spring). Groundwater level fluctuations are about 1-2 m/year. (5)

From all the tests concerning the two couples (basin 1, basin 2 and basin 3, basin 4), the infiltra-
tion rates were determined to average about 1 m/day for a head of water of I m, the curve of recharge
rate for all the basins. To resolve the problem of clogging, if oil is present, the procedure is drying
combined with scarification of the soil surface. If oil is absent, only drying is sufficient. Concerning
the environmental problems that have occurred, there was the limited presence of insects, some
clumps of algae, odors only during the end of the cleaning out of the basins, suspended sediments,
and, finally, some frogs. After drying, the analysis of the clogging film shows these proportions:
organic substance 13%, clay 11%, loam 16%, and other part is attributed to fine sand. To survey the
hydrodynamic impact of the recharge, the aquifer water levels have been measured daily before,
during, and after the experimentation, in observation wells (18 piezometers and 22 shallow wells).
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FIGURE 2.6 The curves of equal rise of the level in the experimental Hammamet-Nabeul.

When wastewater is injected into the basins, it forms a conical mound around the basins. The height
of the cone is greatest under the recharge basins and decreases laterally with distance. It appears that
the dimensions of the mound are governed by the basin size and shape, recharge rate, duration, and
aquifer characteristics.

Figure 2.6 shows the spatial and temporal evolution of the mound throughout the aquifer. The top of
the mound does never contact the bottom of the basins. The remarkable fact is that most of the injected
water flows in the general direction of observation wells that are installed in direction of groundwater
movement and particularly along the drainage zone.

2.4.3 Treated Wastewater Reuse for a Seawater Intrusion Hydraulic Barrier

The coastal aquifer of the Cap Bon Peninsula in Tunisia is one of the first studied examples of
groundwater depletion and salinization under a semiarid climate. The large quantities of water
abstracted by the agricultural and industrial sectors since the 1960s have resulted in a spatiotemporal
evolution of piezometric depletion and groundwater quality degradation due to seawater intrusion
[30]. AR of groundwater has been part of Tunisia’s integrated management of water resources since
the 1970s [64].



36 Handbook of Engineering Hydrology: Environmental Hydrology and Water Management

In 2008, a new pilot site was established in the Korba-Mida area to recharge the aquifer with treated
domestic wastewater from the Korba treatment plant. The aim was a better evaluation of the mixing
processes between seawater, groundwater bodies, and the new recharge contributor and of the changes
due to intense groundwater withdrawal, which will be useful from a water resource management per-
spective aimed at controlling human interference on the Korba plain groundwater.

The east coast aquifer of the Cap Bon Peninsula, which lies 100 km east of Tunis, extends for about
45 km and underlies an area of approximately 475 km?. The region has a semiarid climate characterized
by an average annual rainfall (determined from 1964 to 2010) of 480 mm with temporal irregularities;
65% of this is concentrated between November and March. The climatic deficit (rainfall minus evapo-
transpiration) covers a period of about 10 months, reaching its maximum (160 mm) in July and August.
The summers are hot and dry and the winters cold and wet. Average annual temperatures vary between
17°C and 19°C. Monthly evaporation is high (around 1300 mm/year) with humidity between 68% and
76%. The dry season is pronounced, which aggravates the situation given that the highest water demand
usually coincides with the period of drought [36].

The Korba aquifer can be divided into two hydrogeological units: the Late Miocene/Oligocene aqui-
fer and the Plio-Quaternary aquifer. The aquifers have the same eastern and southern limits, but to the
north and west, the Miocene/Oligocene aquifer is 300 km? larger than the Plio-Quaternary aquifer,
particularly in the west of the study area.

The Korba-Mida aquifer is one of the more productive aquifers of Tunisia but suffers heavily from
water scarcity and salinization due to seawater intrusion. Its exploitation began in the 1960s, mainly for
irrigation purposes. Pumped abstraction of the groundwater by 2008 was estimated at 50 million m?,
with meteoric recharge at 17 million m?, and irrigation return flow at 16% of the annual irrigation-water
percolation to the aquifer between 1993 and 2003 [30,51,63]. More than 9240 wells were active through-
out the region in 2008, mainly pumping the shallow Plio-Quaternary aquifer; the number of wells is
proportional to the number of farms [35].

While the region’s agricultural productivity levels in the 1990s were still increasing, its available
water resources were already fully exploited with the prospect of major water problems looming in the
following decade. Although agricultural activities (horticulture, viticulture, fruit growing, grain farm-
ing, and livestock) dominate, the region also hosts food, textile, dairy, and paper industries. All these
activities require significant amounts of water, which are obtained primarily from the Plio-Quaternary
groundwater and from surface water brought in from the high rainfall areas of northern Tunisia by
the Medjerda—Cap Bon canal. The supplies at the time were not, however, sufficient to compensate the
effects of traditional water management; recent hydrogeological models have shown that the situation
in the central part of the Korba aquifer was critical in 2004 due to overexploitation amounting to 135%
of the recharge [36,51]. The aquifer had thus become highly vulnerable with its multiple uses governed
by agricultural and industrial pressures, along with tourism, and urban and rural development. A better
rational management was needed, this being notably promoted in 2008 through adopting a managed
aquifer recharge (MAR) using treated wastewater.

Multidisciplinary approaches have been used to study the consequences of seawater intrusion into
the Korba plain. For the study of the hydrochemical investigation of the coastal and insular aquifers in
Tunisia [34], the authors quantified the salinization in Korba that has primarily three origins (geologi-
cal, seawater, and the irrigation salt concentration). This facilitates a qualitative description of the state
of the resource. These data also permit to describe the evolution of the seawater intrusion. Obviously,
the salinity distribution in the Korba-Mida aquifer is correlated with the piezometric evolution. The
vertical salinity profiles measured before AR in three piezometers allowed delineating a distribution of
salt concentrations in the aquifer.

The most recent studies, combining geophysics and hydrochemistry, were by Kouzana et al. [50]
who quantified the inland invasion of seawater as reaching 1.5 km south of Wadi Chiba and 5 km
south of Diar El Hajjej. According to the salinity maps, they identified five salinity zones with the
least concentrated (2-4 g/L salinity) in the northern coastal aquifer and the most concentrated
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(22 g/L salinity) in the north of Korba. Salinity was more pronounced along the coast, resulting in a
large number of shallow wells being abandoned. Calculations of seawater mixing varied from 0% to
70%, reflecting the heterogeneity of the salinization process [8]; the high values were in piezometers
of the Korba and Tafelloun area.

In order to provide a hydraulic barrier against seawater intrusion, the treated wastewater is infiltrated
through ponds and undergoes SAT [2,65] to improve its quality, especially in terms of microbiology.

The Korba-Mida AR site lies 15 m above sea level (NGT) and contains three infiltration basins, of
which two function simultaneously with a feed of 300-1400 m3/day. The treatment plant receives both
urban wastewater and industrial wastewater from some 50 factories, mainly tomato or fish processing
plants, slaughterhouses, and steel and tissue washing plants. A first flow modeling of the AR site of
Korba has been realized to study the impact of injection of treated wastewater [36]. The results obtained
by the Modflow simulations affirm that the AR will achieve its role of barrier against the sea intrusion
and will contribute to the groundwater’s resources conservation of the studied area.

Transmissivity at the selected recharge site is 4 x 10-3 m?/s, and the storage coefficient ranges between
4.5%x10~* and 6x10~* [35]. These low values are due to the presence of hard sandstone intercalated in
the sand at depth and slowing down vertical transfers. The recharged waters from the Korba treatment
station are infiltrated after tertiary treatment. The monthly volume of water injected into the AR site’s
basins has ranged from a minimum of 5,948 m? (December 2008) to a maximum of 37,653 m? (July
2010), with a total of about 1.151 million m? of treated wastewater being injected into the three basins
between December 2008 and March 2012.

The spatial variability of concentrations in the Korba-El Mida aquifer reveals the complexity of the
groundwater contamination by salinization and anthropogenic activities. The insights given by the
boron isotopic compositions from farm wells reveal significant back-and-forth 8!!B shifts. This obser-
vation stresses the different temporal contributions of members like the Plio-Quaternary ground-
water with various mixing rates with seawater, fresh groundwater, or possible groundwater from the
Miocene or Pliocene aquifers under the constraint of meteoric recharge in a coastal context. The
direct consequence is that the system equilibrium is permanently disturbed by the different temporal
dynamics of continuous processes such as cation exchange and sorption, these being some of the
main processes controlling element mobility, and by threshold processes linked to oxidoreductive
conditions. The effects of a new contributor, AR, being superimposed has been well constrained by
the combined use of boron isotopes and carbamazepine concentrations. It confirms the influence
of the treated wastewater in only a few piezometers at the recharge site and the pollution of fresh
groundwater by mixing in the close vicinity. The impact of AR is limited as a refresher when consider-
ing its brackish facies and is clearly polluting in view of the carbamazepine concentrations. The two
tracers can be usefully associated for integrated water resource planning and can usefully be taken
into account to build a hydrodynamic model of wastewater flushing in an aquifer linked to a precise
hydrogeological model. More studies are needed to better understand the threshold processes asso-
ciated with oxidoreductive conditions and also to assess the quality and quantity of organic matter
derived from infiltrating wastewater subjected to mineralization in the unsaturated zone. As a source
of boron and carbamazepine, wastewater treatments need to be greatly improved to prevent further
degradation of groundwater quality.

The aquifer’s permeability is estimated between 1.6 to 2x10-3 m/s. Its hydraulic gradient varies
between 0.2 and 1x 10~* m/day, and flow velocity varies from 0.2 to 0.6 m/day. Infiltration tests at the
bottom of the 1.5 m deep infiltration basin indicate infiltration flow between 5 and 60 m/day [35].

Where the seawater intrusion is concerned, ion exchange is the mechanism by which the fine fraction
of the sedimentary aquifer matrix, with its large surface area and high cation-exchange capacity, is able
to influence the ion concentration and isotopic composition of the groundwater.

Salinity at the recharge site decreased from 10 g/L in 2008 to 3-9 g/L in 2011 [35]; here, attention
must be paid to the role of the fresh groundwater body whose refreshing effect must not be confounded
with that of the recharge waters. A slight increase in the piezometric level was also recorded in the wells
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between 2009 and 2011; here, the contribution of AR to the piezometric levels may be hidden because of
continuous abstraction through irrigation wells in the area along with the installation of illegal surface
wells, especially for agriculture.

The freshwater quality plotted in the Piper diagram (Figure 2.7) differs from that of the fresh
groundwater and coastal aquifer samples and is closer to that of the deeper aquifer composition
reported by Kouzana et al. [50]. The very low Ca, Mg, and HCO, concentrations indicate a more
likely equilibrium with sand, sandstone, or rainwater than with the Pleistocene carbonates. The B
concentration in the 2011 piezometer 16 sample (2.77 mmol/L) is lower than that of free uncontami-
nated meteoric water in which the B content is <4 mmol/L [72], and its pH (6.59) is consistent with
equilibrium in a siliceous aquifer [35].

The 2009 Cl concentration in piezometer 5 (42 mmol/L) is close to that of piezometer 16 in 2009
(40.73 mmol/L), whereas the Cl of piezometer 5 in 2010 (2.01 mmol/L) is less than that of piezometer
16 in 2009 and 2011 (5.9 mmol/L). Knowing that AR had higher Cl concentrations of 30, 67, and
77 mmol/L, these major variations between fresh and brackish facies are interpreted as due to the spa-
tial displacement and temporal mixing of freshwater, Plio-Quaternary water, and recharge water under
various hydrodynamic constraints such as the infiltrated recharge volume, withdrawals at close vicin-
ity, and meteoric recharge.
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FIGURE 2.7 Piper diagram of the water samples (in %meq). Data plotted from the piezometers and wells of the
2009, 2010, and 2011 campaigns and also from the June 2006 survey. (From Kouzana, L. et al., Intrusion marine et
salinization des eaux d’une nappe phréatique cotiére, Korba, Cap-Bon, Tunisie, Revue internationale de géologie, de
géographie et d’écologie tropicales Tome 1, pp. 57-70, 2009.) Circle size in the insert zoom of the upper diagram is
proportional to the level of conductivity.
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The groundwater over 3 years of study was generally enriched in calcium, sulfates, and bicarbonates,
compared with a simple mixing with seawater. All the wells and some of the piezometers showed a
Na deficiency (Na,,,<0), varying from -5 to —22 mmol/L, most commonly combined with a K defi-
ciency (0.1 to —1.7 mmol/L). Ca concentrations in the wells varied between 10 and 20 mmol/L with
the amount of calcium reactant being strictly positive, except for piezometer 5 in 2010 (-1.7 mmol/L).
Strontium was also plotted in excess (points above the 1:1 line) versus Na*K. Reactant magnesium had
low positive or negative values (0.9 to 2.9 mmol/L).

According to the hydrogeological context, the following end-members are suggested:

1. A Plio-Quaternary salinized pole is composed of actively pumped wells 60, 151, 157, and 231 char-
acteristic of local Plio-Quaternary groundwater with 8!'B varying between 25 and 40.6 %o, associ-
ated with various levels of boron (between 30 and 48 pmol/L). Submitted to human withdrawals
and to marine intrusion under heterogeneous fluxes, the solution equilibrates and evolves toward
the typical area of seawater intrusion [80] with higher 8!'B than seawater (5''B between 39.5 and
40.5 %o [7]. In 2011, it was especially clear in wells 235, 162, 231, and 40 with lower amounts of B
(28-35 pmol/L) and higher 8!'B (41.5-48 %o). Stable isotopes *O and ?H also confirm the marine
contamination [8]. In these wells, no carbamazepine was found.

2. Treated wastewaters used for AR constitute another end-member that newly modified a com-
plex system. Measured 8"'B varied between 10.67 and 13.8 %o with high boron concentrations
ranging from 65 to 348 pmol/L. Although three samplings for wastewater will not give the
global range of 8''B and concentration variations, these values are within the range of reported
values [7, 44,49,80,83]. Moreover, the rather large variation of B concentrations helps to define an
expected local wastewater drawn in dashed points. Carbamazepine concentrations were high in
wastewaters, ranging between 249 and 422 ng/L.

Treated wastewater mixing with Plio-Quaternary groundwater is represented by the 2010 com-
position of piezometer 15, 2, and 11, the latter two presenting the most spectacular shifts of 6'B
from high 8''B (30-45 %o) to 15-20 %o in 2010 and 2011. The B isotopic composition in piezometer
2 influenced by recharge waters was acquired after a maximum of 7 months and stayed con-
stant in 2010. In piezometer 11, an important B isotopic composition decrease of 25 %o proving
mixing with treated wastewaters occurred latter during the first year of functioning and was
followed by a similar constancy of the isotopic ratio between 2010 and 2011. Water flux direction
through circulation pathways was more favorable for water transfer from the infiltration ponds
to piezometer 2 than for piezometer 11. According to the mixing lines, a maximum of 20%-40%
of treated wastewaters were mixed in groundwater in these piezometers. In piezometers 2 and 11,
CBZ concentrations increased, respectively, from 486 and 400 ng/L in 2010 to 910 and 593 ng/L
in 2011. This unexpected observation shows that CBZ detected in the groundwater was higher
than in the wastewater and that it increased of, respectively, 87% and 48% between 2010 and
2010 in piezometers 2 and 11. This observation has already been done by Bekele et al. [6] during
a 39 month MAR field trial. The authors linked this to temporal changes in concentration in the
recycled water, knowing that no sorption of CBZ has been evidenced. This may be the main expla-
nation in our site, assuming that the contribution of urban wastewaters may sometimes be diluted
by industrial waters in the treatment plant. The measured values are up to 6 times on groundwater
after irrigation of agricultural soils with treated wastewaters.

3. Piezometer 16 in 2011 with very low B and Cl concentrations (2.8 pmol/L and 5.9 mmol/L,
respectively) and 8''B of 19.89 %o is used to represent a fresh groundwater end-member. Its pH
was the most acidic pH of the area (6.59). The contribution of rainwaters to piezometer 16, even
through an upstream recharge, is possible when looking at its B concentration and isotopic
composition. The absence of carbamazepine definitively proved that groundwater of piezometer
16 was not in contact with treated wastewaters. Piezometers 13 and 15, not measured for B
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isotopes, also showed no carbamazepine. Therefore, SAT is settled next to a contribution of fresh
groundwater level at the top of the salinized Plio-Quaternary groundwater in 2004 [35].

The composition of piezometer 5 varied in time under the influence of various mixings.
Although it was clearly plotted in the Plio-Quaternary group in 2009 (3''B of 33.35%0 and
B concentration of 34.4 ng/L), it evolved toward the fresh pole in 2010 (5"'B of 13.46 %o
and B concentration of 10.55 pmol/L) with a contribution of nearly 8% of wastewaters. The
CBZ concentration was also very low in 2010 (20.4 ng/L). We can state that the very low
CBZ concentration measured in piezometer 5 stands more surely for a low contribution of
wastewaters or dilution by groundwater in good agreement with Arye et al. [4], rather than
for the result of CBZ sorption on organic matter. In 2011, piezometer 4 with 24 ng/L of CBZ
illustrated the same phenomenon. Although few piezometers were analyzed, these freshwaters
seemed to poorly mix with Plio-Quaternary groundwater.

4. An unknown end-member with a 8''B around 15-20 %o with medium or high B concentrations.
Brackish waters from the Pliocene and Miocene are possibly submitted to ascendant drainance
[8]. This pole could be under the influence of the Miocene marls which usual signature in other
places is 15-20 %o with high boron concentrations. This hypothesis is corroborated by the fact that
Miocene marls can be encountered at shallow depth at around 10 m depth in some place. A mixing
of this pole with the Plio-Quaternary groundwater explains the shift of 5!'B in 2010 of wells 235,
157, 60, and 231, the whole being under the large constraint of rainwater recharge. This salinity
would not come from actual seawater intrusion. This end-member could also be represented by
the locally perched groundwater identified at low depth, which discharges in the wells. With lower
B concentrations, another contribution could come from the freshwaters of the Miocene aquifer,
used for irrigation at the North and West out of our site and also used for direct recharge in wells
from our study site [35].

More particularly, close to the alluvial sediments of Wadi Chiba, wells 64 and 20 showed 5''B
signatures that were distinct from the other dot groups. They can be explained by a mixing of
this unknown end-member with the salinized pole with a direct contribution of seawater and
meteoric which infiltration is favored through the upstream glacis incised by rivers within a
porous lithology. Moreover, stable isotopes on samples close to rivers proved a fast and recent
meteoric recharge [8].

5. Rainwaters are known to have very different isotopic compositions and concentrations, and
some data from Millot et al. [55] were reported in the graph to show their variability and to
complete our single rainwater analysis. Given the hydrogeological and geological context and
models, actual rainwaters contribute largely to the Korba aquifer recharge, and this hypothesis
was also validated by stable 8'*0O and 8°H distribution [8]. Moreover, meteoric recharge added
to agricultural return flow leaches progressively the soil and highly contributes to transferring
elements toward the saturated zone. The role of the perched groundwater in unknown but is
expected to be noticeable locally, with an enrichment of groundwater by boron from dissolved
calcite or other exchange phases. This phenomenon is perhaps not sufficient to impact the whole B
signature because none of our dots was plotted in the influence area of agricultural drainage given
by Vengosh [81] (B/Cl between 0.002 and 0.0045 and 8"'B between 22 and 28 %o).

Before initiation of AR by wastewater treated at the Korba-Mida site, the piezometric lines in 2008
(Figure 2.8a) shows a decrease in hydraulic head toward the north, where groundwater discharges
to pumping wells and the Sidi Othman Wadi. The effects of pumping are indicated by a depression
(-2 to -7 m) in the potentiometric surface in the center of the plain, likely the result of overpumping.
All the piezometric levels are below the sea, over the entire study recharge are basins 1, 2, and 3 and
varies between 0 and —3 m from basin 3 to basin 1, at the center of basin 2 which is a depression area
(Figure 2.8a) [35].
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In 2010, after 25 months of artificial recharging by wastewater treated (volume cumulated 715,898 m?)
the higher groundwater aquifer in the left side of the recharge site at +3 m and creates a bulging piezo-
metric at the recharge site indicating a convergence of the groundwater flow. The piezometric surface
appears with positive values in the recharge site (Figure 2.9c). A decrease of salinity of 1 g/L appears in
all basins 1, 2, and 3 (Figure 2.9¢) [35].

The salinity of groundwater in piezometers varied from 1 to 8 g/L (maximum in Pz,). Groundwater
salinity in the aquifer increased toward the axis from Lebna Wadi to Chiba Wadi (groundwater salinity
22 g/L), this resulting to the high exploitation in this region (Figure 2.9a) [35].

After 13 months of artificial recharging by treated wastewater, the zero piezometric curve is dis-
placed to its original state to the recharge site area, showing the drawdown of piezometric heads extend-
ing benefits in this region (Figure 2.9b). In the north of the study area, the salinity changes from a
rate between 4 and 5 g/L (Pz, and Pz,); there has been a degradation of water quality of the aquifer
(Figure 2.9b) [35].

2.5 General Discussions

Human withdrawals, seawater intrusion, and meteoric and AR impact groundwater hydrodynamics.
Water bodies are displaced and mixed, and the system reacts by establishing continuous transitional
equilibrium affecting element mobility.

AR by dam water represents a valuable tool for managing water resources. The installations needed
for the recharge operations are simple and relatively inexpensive. Although there are other methods
of AR, the recharge by injection directly into the aquifer is the most efficient one for creating freshwa-
ter barriers against saline intrusion. However, clogging of the wells, which was quite random, and the
doubts of the farmers concerning this technique might jeopardize the success of the recharge operation.
Tunisia has acquired an extensive experience in the field of recharge. However, until now, the recharge
has remained low and discontinuous in time and space.

The superimposition of a “recharge front” due to the new “treated wastewater” component modified
the previous transitional states away from equilibrium by adding a new constraint, that is, the develop-
ment of reductive conditions with the intrusion of high amounts of organic matter and the entry of a
new boron and CBZ source. Although the natural amounts of metals in the aquifer is not known, pol-
lutant metals issued from human activities were injected into the aquifer and the oxidoreductive condi-
tions enhanced their mobility.

Salinity at the recharge site generally decreased from 10 g/L in 2004 to 2-3 g/L in 2011 [35]; here,
attention must be paid to the role of the fresh groundwater body whose refreshing effect must not be
confounded with that of the recharge waters. A slight increase in the piezometric level was also recorded
in the wells between 2009 and 2011; here, the contribution of AR to the piezometric levels may be hid-
den because of continuous abstraction through irrigation wells in the area along with the installation of
illegal surface wells, especially for agriculture. Nevertheless, further spatial and temporal studies need
to assess the migration of the treated wastewaters plume, which is likely to migrate at depth until reach-
ing the impermeable Miocene substratum.

The spatial variability of concentrations in the Korba-El Mida aquifer reveals the complexity of
the groundwater contamination by salinization and anthropogenic activities. The insights given by
the boron isotopic compositions from farm wells reveal significant back-and-forth 8!'B shifts. This
observation stresses the different temporal contributions of members like the Plio-Quaternary
groundwater with various mixing rates with seawater, fresh groundwater, or possible groundwater
from the Miocene or Pliocene aquifers under the constraint of meteoric recharge in a coastal con-
text. The direct consequence is that the system equilibrium is permanently disturbed by the differ-
ent temporal dynamics of continuous processes such as cation exchange and sorption, these being
some of the main processes controlling element mobility, and by threshold processes linked to
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oxidoreductive conditions. The effects of a new contributor, AR, being superimposed have been well
constrained by the combined use of boron isotopes and carbamazepine concentrations. It confirms
the influence of the treated wastewater in only a few piezometers at the recharge site and the pollution
of fresh groundwater by mixing in the close vicinity. The impact of AR is limited as a refresher when
considering its brackish facies and is clearly polluting in view of the carbamazepine concentrations.
The two tracers can be usefully associated for integrated water resource planning and can usefully be
taken into account to build a hydrodynamic model of wastewater flushing in an aquifer linked to a
precise hydrogeological model, based on complementary deep wells monitoring. As a source of boron
and carbamazepine, wastewater treatments need to be greatly improved to prevent further degrada-
tion of groundwater quality.

2.6 Summary and Conclusions

Conventional water resources are not enough to fulfill the increasing water demand that led to
deterioration of the quality and quantity of the groundwater system in semiarid areas. Consequently,
new nonconventional water recourses are sought such as desalination, reuse of treated wastewater, and
harvesting of stormwater. Desalination is constrained by its high investment and operation costs and
deficit of available electricity needed to operate the desalination plants.

AR of coastal aquifers, which are especially overexploited, can offer an efficient means of combating
seawater intrusion and thus of preventing an inevitable degradation of the water quality that might
prove irreversible. It has produced good results in recent decades and seems to have a promising future
in arid and semiarid regions given that it is considered to be a conservation measure as well as a means
of developing resources. In a country such as Tunisia, which suffers from lack of water and a capricious
climate, AR by surface water would be very valuable for the aquifers because of the availability of the
water and its remarkable annual regularity of occurrence.

Wastewater reuse is still in its early stages, where the treatment level does not meet the international
standards for recharge and direct reuse, where more advanced treatment is needed, if it is recharged
to avoid negative impact on the native groundwater. From the assessment of the pilot project carried
out in Tunisia to recharge the aquifer with treated wastewater effluent, there were positive impacts by
decreasing nitrate level in aquifer and increasing the groundwater level in the local area. However, there
were also negative impacts on the chloride and boron level of the native groundwater that endanger
human and agricultural lives. At this stage, where treatment of effluent is not enough, recharging the
aquifer with stormwater is more attractive in terms of water quality. In the case of treated wastewater
with higher values of organic matter, the removal efficiency is high and could exceed 90%, and as shown
in studies carried out, it was found that at an infiltration rate of 0.1 m/day, and BOD concentration
of 1-5 mg/L, the latter removal was complete. This value of organic matter is expected to be found
in stormwater of both urban runoft and rooftop rainwater. Besides soil type of infiltration basin, the
hydraulic load of infiltration system is an important factor, where organic removal is decreased by
increasing infiltration.

New nonconventional water resources are consequently sought to bridge the gap in the water
resources budget. In addition to seawater desalination and reuse of reclaimed wastewater, rainwater
harvesting is one of these nonconventional water resources. It should be considered as a resource that
provides benefits such as groundwater recharge.

Also, climate change, especially in semiarid and arid regions with their accentuated spatial and
temporal variability of climatic phenomena, will strongly impact groundwater in both quantitative
and qualitative terms. Consequently, mitigation and adaptation measures in coastal zones should be
carefully considered. Addressing water stress in these zones through integrated water resources man-
agement is often made difficult not only by geological and hydrodynamic complexities but also by socio-
economic contexts, conflicts of interest, legislation, and policies.
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Water issues have nevertheless led to a reconsideration of traditional aquifer management by intro-

ducing integrated water resources planning that often relies on alternative water supplies such as desali-
nization plants, MAR, subsurface storage, and subsequent utilization of treated sewage eftfluent through
aquifer storage and recovery (ASR), possibly completed with SAT. More advanced and consistent knowl-
edge is still needed to improve water resources management that addresses governance, health risks,
regulations, and public perception.
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PREFACE

Water resources are essential to life and crucial to our standard of living, greatly affecting our
ability to preserve health, grow food, and build powerful industries. In addition to old problems
in water resources, like pesticides and Escherichia coli, new kinds of pollutants are being continu-
ally discovered in water streams and resources. The usage of personal-care products such as sun-
screens, medicines, flame retardants, and plastic residues will contribute to the presence of trace
quantities of new pollutants in waterways. Also microbial contamination of water is one of the
main concerns, which endangers human’s health and can lead to severe epidemics. Different meth-
ods are implemented for the removal of these contaminants and also for the disinfection of water
and wastewater streams. Currently, nanotechnology has gained too much attention as one of these
methods, which can be used for disinfection of water and also for the removal of other pollutants.

Nanotechnology is one of the newest sciences, which has explored and redefined the frontiers
of our knowledge. Nanotechnology can be used to determine if water is clean, to enable the
purification of dirty water, and to reduce water use, particularly in industrial processes.

In this chapter, it is attempted to review the advance of nanotechnology for disinfection of
water and wastewater with regard to wide experiments and researches, which are conducted
by scientists. Also other common methods for disinfection of water are discussed and their
advantages and disadvantages are briefly mentioned. Finally, a case study has been performed.

3.1 Introduction

Waterborne diseases are the main indication of deterioration of water quality. The greatest waterborne
risk, which poses a significant problem to human health, is microbial contamination of water sources,
contributing to disease outbreaks [24]. Also it is estimated that the population living in water-stressed
areas of the world will reach 44% by 2050 [18]. In terms of escalating demands and pollution of limited
water sources, particularly in rural and developing communities, the condition will become even worse.
To prevent or reduce the risk of waterborne diseases, many water utilities use disinfection processes
to remove pathogens in water and wastewater. Nanotechnology is recognized as a new-generation
technology that will influence economies through new commercial products, materials usage, and
manufacturing methods [1]. Under this new technology, the use of nanoparticles for water disinfec-
tion is being explored. This chapter reviews water pathogens and common methods for disinfection of
water and highlights recent progresses toward the development of nanotechnology in disinfection of
water and wastewater.

3.2 Water and Wastewater Pathogens

Untreated and secondary treated effluent contains a range of pathogenic microorganisms that pose a
significant risk to the health of humans. In the late nineteenth century, acute waterborne diseases, like
typhoid fever and cholera, became common. It is essential to note that the host must have been in con-
tact with required numbers of pathogenic organisms to cause a disease. These required numbers could
differ for different types of organisms. Pathogens, which can be potentially presented in wastewater,
are divided into four separate groups. These groups are the bacteria, viruses, protozoa, and helminths.

3.2.1 Bacteria

Bacteria are the most common microorganisms found in wastewater ranging from 0.5 to 5 pm in size.
A wide range of bacterial pathogens and opportunistic pathogens can be detected in wastewaters, and
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some of them are used as indicator organisms of human wastes. The principal bacteria in wastewaters
are the following:

o Fecal coliforms are naturally found in the human intestine and their presence can demonstrate
fecal contamination of a water source.

o Shigella is a vast group of bacteria. The majority of waterborne infections are caused by Shigella
sonnei species, and contaminated waters are the main source of Shigella-related diseases.

o Salmonella, of which there are more than 2000 known species, pose a risk to human health and
mostly are causing gastroenteritis.

o Campylobacter jejuni is known to cause gastroenteritis for up to 1 week in humans.

o Yersinia enterocolitica causes gastroenteritis and can grow at low temperatures as low as 4°C. This
bacterium is mostly resistant to chlorine and can be carried by both animals and humans.

o Escherichia coli is the most commonly used bacterial indicator of fecal contamination of water,
which is 0.5 pm wide and 1-3 pm long. E. coli is transmitted through water and can cause gastro-
enteritis in humans and diarrhea in infants.

o Vibrio cholerae causes cholera, dehydration, vomiting, and diarrhea, and if no medical treatment
is provided, death might happen after a few hours. This bacterium has led to major epidemics in
the world.

o Pseudomonas is one of the premier causes of infections in swimming pools and is almost resistant
to chlorination.

« Leptospira is transmitted by sewer rats and can be infected through ingesting contaminated water
while swimming in lakes and rivers.

3.2.2 Viruses

Viruses are among the most important and potentially most hazardous of the pathogens found in
wastewater. Viruses are not cells but are infectious particles ranging from 10 to 25 nm in diameter;
therefore, they pass through filters and are hard to remove in water treatment. Viruses live only inside
the host cell and they are inactive outside the host. All of the prevalent pathogenic viruses found in
wastewater enter the environment through fecal contamination from infected hosts. The most important
viruses in wastewater are as follows:

o Hepatitis A virus (HAV) affects the liver and causes infectious hepatitis. Symptoms are fever,
vomiting, and diarrhea and, in acute cases, might lead to jaundice. HAV can be removed by
flocculation, coagulation, and filtration.

o Norwalk-type viruses can lead to acute epidemic gastroenteritis.

 Rotaviruses can lead to acute gastroenteritis mostly in children and can cause mortality of infants
in developing countries. Rotaviruses can be removed through flocculation, coagulation, and
filtration.

o Enteroviruses, Adenoviruses, and Reoviruses are three different types of viruses that infect the
enteric and upper part of respiration system in humans.

3.2.3 Protozoan

Protozoa are unicellular organisms, which are detected more prevalently in wastewater than in other
environmental sources. Many types of protozoan can survive methods of disinfection like chlorination.
The chief waterborne protozoa include the following:

o Giardia lamblia is a flagellated protozoan that can exist for up to three months as a cyst and can
cause gastrointestinal disease. Giardia cysts are more resistant to chlorine than other organisms
and can be removed by granular media filtration.
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o Cryptosporidium, two species of Cryptosporidium, can cause infection in mammals. The
symptoms in humans are acute diarrhea, abdominal pain, vomiting, and fever. The oocysts are
resistant to chlorine but ultraviolet (UV) irradiation and ozonation can destroy them.

o Entamoeba histolytica is a protozoan and the cysts can be spread by the use of polluted water
for irrigation or by using sludge as a fertilizer. E. histolytica causes amoebic dysentery, and this
organism can invade the bloodstream and is able to reach other organs like the liver. The cysts
are resistant to chlorine, but the large size of them helps their removal by conventional filtration.

3.2.4 Helminths

Helminths (rotifers and nematodes) are multicellular microscopic animals, which are common intestinal
parasites and are usually transmitted by fecal-oral route. Small nonparasitic worms are present globally,
even in finished drinking water at the faucet [3]. Ascaris lumbricoides, Enterobius vermicularis, Fasciola
hepatica, Hymenolepis nana, Taenia saginata, Taenia solium, and Trichuris trichiura are the main
helminths. Helminth eggs are resistant to chlorination, and studies have shown that eggs of Ascaris can
survive in the sediments of oxidation ponds for up to 10 years [15].

3.3 Disinfection of Water

Disinfection is the partial inactivation or destruction of disease-causing pathogens. These pathogens
and diseases caused by them were mentioned briefly in the last section. Disinfection of wastewater is
currently achieved by the use of various methods, which are discussed in the following.

3.3.1 Chemical Agents

There are various chemical agents used as disinfectants, but chlorination, chloramination, usage of
chlorine dioxide, and ozonation are the most common methods universally.

3.3.1.1 Chlorination

Chlorine is the most common strategy of disinfection because it is economical, effective, and helpful in
control of infection. Chlorine is a greenish-yellow gas that is 2.48 times as heavy as air and inactivates
pathogens by reacting with their enzymes. Chlorine can be easily compressed and transformed into
liquid; 450 mL of gas forms 1 mL of liquid.

Chlorine forms hydrochloric acid and hypochlorous acid in water and will lower the pH of water:

Water + Chlorine — Hydrochloric acid + Hypochlorous acid
H,0+CL, - HCL + HOCL (3.1)

At pH above 7.5, hypochlorous acid ionizes into hypochlorite ion and hydrogen and it becomes less
and less effective:

HOCI + H,0 —» H;0" + OCl~ (3.2)

Chlorine gasis highly toxic and potentially poses health risks to treatment plant operators and the general
public health if released by accident. Though hypochlorite salts, which are solid forms of chlorine, are
used as an alternative for chlorine gas. Unlike chlorine gas, hypochlorite salts raise the pH of the water.

The effectiveness of chlorine is dependent on pH, chlorine type, temperature, contact time period,
and concentration. As pH of water increases, the chlorine will become less effective, while the effec-
tiveness of chlorine varies directly with the temperature. As temperature rises, the disinfection would
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become quicker and the required contact time will become shorter. Longer contact time would contrib-
ute to more effective disinfection, and this required contact time varies at different temperatures to react
with pathogens.

Higher concentration of chlorine would help the effectiveness of disinfection. According to the Safe
Drinking Water Act (SDWA), the maximum permitted chlorine residual in water distribution systems
is 4 mg/L, and the minimum required is 0.2 mg/L. 0.5-1 mg/L of free residual chlorine effectively disin-
fects water. Exposure to 1000 ppm of chlorine in the air will be rapidly fatal and the maximum allowed
amount of chlorine in the air is 1 ppm.

3.3.1.2 Chloramination

Chloramination is the use of chloramines, which are formed by reacting ammonia with chlorine,
for disinfection. Chloramines are less effective and slower than free residual chlorine. Therefore, to
achieve to same degree of disinfection, higher dosage and longer contact time for chloramines are
required relative to free residual chlorine. There are three types of chloramines: monochloramines,
dichloramines, and trichloramines. Monochloramine is the most prevalent species among the others
because it is more effective and less odorous. Overall, chloramination is more effective above pH 8.

3.3.1.3 Chlorine Dioxide Application

Chlorine dioxide, a yellow to red gas, is a very powerful disinfectant formed by reacting sodium chlorite
with chlorine or an acid:

2NaClO, +Cl, <> 2NaCl +2ClO, T (3.3)
5NaClO, + 4HCl <> 5NaCl + 4ClO, T + 2H,0 (3.4)

The efficiency of this process should be more than 95% and the efficiency is pH dependent with an opti-
mum at a pH of 3-5. Chlorine dioxide is more effective when it is followed by chlorine or chloramines.
Some disadvantages like being relatively expensive to produce, being explosive at a concentration above
10% in the air, and short stability have limited chlorine dioxide application.

3.3.1.4 Ozonation

Ozone was first used to disinfect water supplies in 1905 at Nice, France. Ozone, a blue gas with a distinct
pungent odor, is a triatomic form of oxygen, O;. Ozone can be produced by electrolysis, photochemi-
cal reaction, or radiochemical reaction by electrical discharge. Ozone is mostly produced by UV light
and lightning during a thunderstorm. The electrical discharge method is implemented for the produc-
tion of ozone in water and wastewater disinfection processes. Ozone is generated from either air or
oxygen when a high voltage is applied between two electrodes. Ozone is 20 times more soluble in water
than oxygen and the maximum reported solubility of ozone in water is 40 mg/L. Ozone is chemically
unstable and decomposes to oxygen very quickly after production and thus must be produced onsite. Its
half-life at room temperature is only 15-20 min:

0;—>0,+0 (3.5)

Ozonation treatment of water can be separated into three distinct sections: preparation of feed gas,
production, and contact.

In the production process, the feed gas at a low pressure is passed through two electrodes, which
are separated by a gap to produce ozone. At this stage, a large amount of heat is released into the
cooling water.
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TABLE 3.1 By-Products of Chemical Agents
Significant Significant Nonhalogenated
Disinfectant Significant Organohalogen Products Inorganic Product Products
Chlorine THMs Chlorophenols Aldehydes
Hypochlorous ~ Haloacetic acids Halofuranones Chlorate (mostly from Cyanoalkanoic acids
acid hypochlorite use)
Haloacetonitriles N-Chloramines Alkanoic acids
Chloral hydrate Bromohydrins Benzene
Chloropicrin Carboxylic acids
Chlorine dioxide Haloacetonitriles Chloramino acids Nitrate
Chloramine Cyanogen chloride Chloral hydrate ~ Nitrite Aldehydes
Organic chloramines Haloketones Chlorate Ketones
Hydrazine
Ozone Bromoform Chlorate Aldehydes
Monobromoacetic acid Todate Ketoacids
Dibromoacetic acid Bromate Ketones
Dibromoacetone cyanogens Hydrogen peroxide Carboxylic acids

Bromide
Hypobromous acid
Epoxides
Ozonates

In the contact process, ozone and oxygen mixture is dispersed through the water by diffusers at the
bottom of a contact chamber to contact the pathogens and destroy them.

Ozone is the strongest disinfectant, which can also be used in wastewater treatment to control tastes
and odors, color, and algae. Biocidal properties of ozone are not influenced by pH.

Despite these benefits, there are some disadvantages of ozonation, including high capital cost of pro-
duction and lack of residual influence. These obstacles have made chlorination a more prevalent method
in the world. Overall, ozonation is mostly followed with other disinfection methods like chlorination
and chloramination, or it is combined with other disinfectants such as hydrogen peroxide, which can
quicken the oxidation of some organics by two to six times relative to ozone by itself.

By-products are produced during the treatment of water by chemical agents. These by-products are
summarized in Table 3.1 [25].

3.3.2 Physical Agents

Heat, light, and sound are physical disinfectants that can be used. Heat is currently used to destroy many
bacteria in food and dairy industry. Heating water to the boiling point can be an effective way to disin-
fect water, but it is not a feasible strategy of disinfecting large quantities of water due to the high cost.

Sunlight is also a good disinfectant because of the UV radiation portion of the electromagnetic
spectrum. Sunlight can decay microorganisms effectively because of exposure to the UV component
and thermal heating of solar light.

3.3.2.1 Ultraviolet Radiation Treatment

The disinfection of treated wastewater by implementation of UV radiation is a physical process, which
mainly involves passing a film of wastewater within close proximity of a UV source. UV light penetrates
the cell wall of the microorganism and is absorbed by the nucleic acid and enzymes of pathogens and inac-
tivates them. Unlike other disinfectants, UV disinfection does not produce harmful by-products. UV dis-
infection does not result in a lasting residual in the wastewater, which is a disadvantage when water must be
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TABLE 3.2 Required UV-C Dose to Reach 90% of
Inactivation for Different Microorganisms

Microorganism [UV-C Dose] 90% (mW s ¢/m?)
Protozoa cysts
Giardia muris 82
Cryptosporidium parvum 80
Giardia lamblia 63
Viruses
Rotavirus SA 11 8
Poliovirus 15
Hepatitis A virus 3.7
Bacteria
Pseudomonas aeruginosa 5.5
Escherichia coli 3
Salmonella typhi 2.5
Shigella dysenteriae 1.7
Legionella pneumophila 0.38

stored or piped over long distances or time. One of the problems of the UV treatment is high required costs,
which can limit its application in some developing countries. The most commonly accessible wavelength
of the UV light is 254 nm that is generated by a mercury vapor lamp, but the most effective wavelength is
265 nm. Effective dosage of UV differs from system to system with regard to the type of microbes and the
quality of water. Currently, drinking water is mostly disinfected with UV dosage of 38-40 mJ/cm?. Higher
dose of UV would contribute to better disinfection of water, but the treatment will become more expensive.
The required UV doses to reach a 90% of inactivation with different pathogens are shown in Table 3.2 [2].
Some factors influence the effect of UV treatment. These factors are discussed in the following:

+ Turbidity. UV treatment is more effective in clean water because turbidity shields pathogens
against radiation. Therefore, water should be as clear as possible to make the transmittance of UV
rays easier and water treatment more effective.

« Dissolved organic matter. As the dissolved organic matter is less in water, the treatment will be
more effective because dissolved organic matter absorbs the UV rays and shields pathogens from
radiation.

« Total dissolved solids. Solids deposit and foul the UV lamp; therefore, treatment will be more
effective if dissolved solids are less in water.

o Depth of water. UV light can penetrate better through shallow water and the treatment would be
more effective. Suggested depth of clear water for UV treatment is about 3-5 in.

3.3.3 Mechanical Tools

Pathogens are also partially removed by mechanical tools in water and wastewater treatment.

3.3.3.1 Membrane Filtration

Filtration is the mechanical removal of specific sized particles from water by passing it through a porous
medium. A membrane is a very thin paperlike structure that is capable of removing most of the con-
taminants. Membranes are divided into five groups:

1. Microfiltration membranes remove the particles bigger than 1 pm, including Cryptosporidium
oocysts, Giardia cysts, and all bacteria. Microfiltration membranes are the most numerous on the
market and less expensive than other types of membranes.
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2. Ultrafiltration membranes are similar to microfiltration membranes and function like a sieve.
Their pore size ranges from 0.003 to 0.1 pm and can remove all particles bigger than this pore size
by 99.99%. Ultrafiltration membranes cannot remove salt or sugar.

3. Nanofiltration membranes have nanometer pore size and can remove all the particles above nano-
meter size such as viruses, cysts, and bacteria.

4. Reverse osmosis membranes are primarily used for desalination throughout the world. Currently,
there are more than 100 reverse osmosis drinking water plants in the United States, and it is a very
prevalent process in Middle Eastern countries to treat salty water for drinking purposes. These
membranes exclude ions, but high pressure is needed to produce the deionized water.

5. Electrodialysis membranes use direct electric current to separate ionic components of a solution.
The electric current will cause the collection of anions at the anode and cations at the cathode,
after passing through the solution.

3.3.4 Radiation

Electromagnetic, acoustic, and particle are the main types of radiation. In this method, gamma rays
are emitted from radioisotopes, like cobalt-60, and these rays are very strong to disinfect water and
wastewater. Despite extensive studies in this field, there are no commercial devices or installations in
operation yet [13].

3.4 Nanotechnology and Water Disinfection

Conventional methods of disinfection are dependent on chemical agents that are ineffective against
cyst-forming protozoa such as Giardia and Cryptosporidium, and also these methods often produce
harmful by-products. Therefore, there is a need to consider innovative strategies that boost the reliabil-
ity of disinfection while preventing unintended adverse health effects. The advent of nano-engineered
materials has spurred noticeable interest in the environmental applications that will improve technolo-
gies to protect the public health, including water treatment, groundwater remediation, and air quality
control. Large specific surface area and high reactivity of nanomaterials are the main reason of their
great application in different fields. The use of nanoparticles exhibiting the antimicrobial activity offers
the possibility of an efficient removal of pathogens from wastewater. The main nanoparticles exhibiting
antimicrobial activities are as follows:

3.4.1 Silver

Silver was used as a disinfectant for water in ancient Greek period [20]. In recent years with the devel-
opments in nanotechnology, silver has found the application in different fields like biomedical [10],
catalysis [7], and water purification [6]. Several antimicrobial mechanisms of nanosilver are postulated,
such as adhesion to cell surface changing the membrane properties, penetrating inside bacterial cell to
damage DNA, and the release of antimicrobial Ag* ions as a result of nanosilver dissolution. The inac-
tivation of bacteria and viruses is also enhanced by silver nanoparticles in the presence of UV-A and
UV-C irradiation. In general, silver nanoparticles ranging from 1 to 10 nm are more toxic to bacteria
like E. coli. Nowadays, there are a lot of commercial products that use nanosilver as an antimicrobial
agent including refrigerators, textiles, faucets, laundry additives, and nutrition supplements. Also some
companies like Aqua Pure and Kinetico that manufacture home water purification systems are utilizing
nanosilver to remove 99.99% of pathogens in water [12].

3.4.2 Chitosan

Chitosan is a type of natural polyaminosaccharide, which is a polysaccharide constituting mainly
of unbranched chains of p-(1—+4)-2-acetoamido-2-deoxy-d-glucose. After cellulose, chitin is the
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most abundant polymer in nature. It can be obtained from crustacean shell such as prawns, crabs,
fungi, and insects [23]. Chitosan nanoparticles are implemented in cosmetics, agriculture, and medi-
cal applications. It has been found that nanochitosan is effective against viruses, bacteria, and fungi.
Nanochitosan exhibits more effective antimicrobial activity against viruses and fungi than bacteria
[16]; within bacteria, chitosan exhibits a higher antimicrobial activity toward Gram-positive bacte-
ria than Gram-negative bacteria [4]. Various antimicrobial mechanisms are suggested for chitosan.
One mechanism includes positively charged chitosan particles interacting with negatively charged cell
membranes, leading to more permeability of membrane and finally fracture and leakage of intracellu-
lar elements. In the other suggested mechanism, chitosan chelates trace metals, contributing to inhibi-
tion of activities of enzyme. Nanoscale chitosan is used in membranes and water storage tanks as an
antimicrobial agent that is more effective than many other disinfectants. It is also used in water and
wastewater treatment systems as a coagulant. Nanochitosan is less toxic toward humans and animals
than the other nanoparticles.

3.4.3 Titanium Dioxide

Forty thousand tons of titanium dioxide nanoparticles were manufactured in the United States during
2006, and the annual production of nano titanium dioxide is estimated to reach 2.5 million tons in 2025
(Figure 3.1) [17].

Titanium dioxide nanoparticle is a widely used nanomaterial; only cosmetics and sunscreen
products constitute 50% of titanium nanoparticle usage. TiO, is the most prevalent semiconductor
photocatalyst and is activated by UV-A (320-400 nm) irradiation [14]. TiO, is effective against
both Gram-negative and Gram-positive bacteria. Depending on the size of the particles and the
intensity and wavelength of the light used, a concentration between 100 and 1000 ppm can kill
bacteria. The most promising property of TiO,-based disinfection is basically its photoactivation by
sunlight. A conducted experiment showed an initial bacterial concentration of 3000 cfu/100 mL was
inactivated in 15 min by storing water in a plastic container that was coated inside with TiO, and
exposed to sunlight [5]. Doping TiO, with other metals can improve its photocatalytic inactivation of
bacteria and viruses. Ag/TiO, is found to be one of the most promising photocatalytic materials due
to its photoreactivity and visible light response [19].

2,500,000

2,000,000

1,500,000

1,000,000

Yearly production (MT)

500,000 A

FIGURE 3.1 Prediction of titanium nanoparticles production in the United States (M T, metric tons).
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3.4.4 Zinc Oxide

Asan environment-friendly material, ZnO is used in catalyst industry, solar cells, gas sensors, and so on.
Many characteristics of nano-sized ZnO are similar to TiO,. ZnO is used in sunscreens, coatings, and
paints because of its high UV absorption efficiency and photocatalytic activity. The ZnO nanoparticles
have exhibited a strong antibacterial effect on a vast range of bacteria [8]. The antibacterial mecha-
nism of ZnO is still under study. One of the main mechanisms of photocatalytic degradation by ZnO is
attributed to the generation of hydrogen peroxide within the cells, which oxidize the cell components.
The membrane disruption is attributed to peroxidation of the unsaturated phospholipids. The predomi-
nation of the polysaccharides over the amide has charged the bacterial surface negatively. Therefore,
bacteria are adsorbed easily on the ZnO powder and the nanoparticles might penetrate the cell. The
bacterial growth will be inhibited as a result of cell membrane and the wall destruction in contact with
ZnO nanoparticles [11]. In addition, binding Zn?* ion to the membranes of microorganisms will result
in extended lag phase of the microbial growth cycle. ZnO is also used as an antimicrobial agent in some
lotions and creams.

3.4.5 Fullerenes

Fullerenes are a sort of molecules composed totally of carbon. Fullerenes (Cg,, C,, etc.) have a low
solubility in water, and therefore, they should be modified on the surface or combined with a stabili-
zation agent to become soluble [21]. Fullerenes are known for their antimicrobial properties to inac-
tivate viruses and bacteria and kill tumor cells. Fullerenes are not still used in commercial products
as disinfectants because the knowledge of their properties and characteristics is limited. One of the
main obstacles in the use of fullerol in water treatment is the difficulty in separating and recycling ful-
lerol nanoparticles. Currently, there is no method to remove these small, light nanoparticles easily and
cost-efficiently.

3.4.6 Carbon Nanotubes

Carbon nanotubes (CNTs) are made of graphene sheets that are rolled into a tube and probably capped
by half a fullerene. CNTs are considered as the most extensively analyzed allotrope of carbon in this
millennium. They have very dramatic and particular physicochemical properties that own immeasur-
able applications in the industry and affect society noticeably. CNTs are basically divided into two types:
single-walled nanotubes (SWNTs) that are a single pipe with a diameter from 1 to 5 nm and multiwalled
nanotubes (MWNTs) that are constituted of several nested tubes at lengths varying from 100 nm up
to several tens of micrometers. CNTs are utilized in several ways for disinfection applications. First,
SWNTs can be coated on filters and MWNTs can be made into hollow fibers [22]. One of the main
problems in the use of CNTs is the difficulty of dispersing them in water. This obstacle is maybe the
reason that has limited the research on antimicrobial activity of CNTs. In an experiment, SWNTs were
immobilized on a membrane filter surface and 87% E. coli bacteria were killed in 2 h [9].

Antimicrobial nanoparticles can be used and combined with other disinfection methods
to improve their abilities. For example, some pathogens are highly resistant to UV disinfection.
Therefore, the combination of UV disinfection with photocatalytic nanoparticles can be helpful to
overcome this problem.

Despite all numerous advantages of antimicrobial nanoparticles in disinfection of water, some chal-
lenges can limit their applications. One of the main barriers is dispersion and retention of nanoma-
terials. TiO, nanoparticles aggregate severely when they are added to the water. On the other hand,
nanoparticles that are well dispersed in water cannot be separated easily because of their small sizes.
The retention of nanoparticles can be expensive, and also these nanoparticles can be potentially harm-
ful to human health and environment. Also the extensive use of nanoparticles can lead to leakage and
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accumulation of them in the environment. These nanoparticles can destroy beneficial microbes that play
an important role in bioremediation and nitrogen fixation for plant growth.

3.5 Case Study

The aim of this study that was conducted at the Microbiology Laboratory of Islamic Azad University of
Shahreza is to observe the antibacterial activity of ZnO nanoparticles with different sizes against E. coli
(ATCC 25922). All chemicals are analytical grade and are used as received without further purification.
Double distilled water was used throughout the whole synthetic process. In a typical synthesis, (x) mL
NH,-H,0 (28%) was added into 15.0 mL 0.5 M zinc nitrate aqueous solution to form a transparent
solution under stirring. Then x (g) CTAB and 15.0 mL of absolute ethanol were added to the previously
formed solution. After stirring at 60°C for 30 min, the mixture was then transferred into a 60.0 mL
Teflon-lined autoclave and maintained at 140°C for 15 h. Subsequently, after the autoclave was cooled,
the as-formed white precipitate was filtered, washed with absolute ethanol and double distilled water,
and then dried at 80°C. Detailed conditions for other samples are summarized in Table 3.3.

To determine the crystal phase composition of the prepared nanoparticles, x-ray diftfraction (XRD)
measurement was carried on a Bruker D8 ADVANCE XRD spectrometer with a Cu K, line at 1.5406 A
and a Ni filter for an angle range of 20 = 20°-80°. The XRD patterns of ZnO nanoparticles are shown in
Figure 3.2.

All peaks of the obtained products were corresponding to the hexagonal wurtzite structure of
ZnO with lattice parameters. No peak from either ZnO in other phases or impurities was observed.
These results showed the ZnO nanoparticles were successfully synthesized by solvothermal reaction
in all solvents.

Philips XL30 scanning electron microscope (SEM) measurements were also used to investigate the
morphology of the samples with an accelerating voltage of 17 kV. SEM micrographs of three samples

TABLE 3.3 Starting Chemicals Used in the Solvothermal Syntheses

Expt.No.  0.5M Zn(NO,), (mL) CTAB(g) 28%NH;H,O(mL) H,0(mL) EtOH (mL)

A 15 0 1.5 7.5 15
B 15 0.5469 1.5 7.5 15
C 15 0 6 3 15
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FIGURE 3.2 XRD patterns of ZnO samples.
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FIGURE 3.3 SEM images of ZnO nanoparticles.

with different mixtures of solvents are shown in Figure 3.3. The average particle sizes were about 85, 70,
and 57 nm for A, B, and C samples, respectively.

The antibacterial efficiency of the synthesized ZnO nanoparticles is assessed using the macro-
dilution (tube) broth method, determining the minimum inhibitory concentration (MIC) leading
to inhibition of bacterial growth (National Committee for Clinical Laboratory Standards, NCCLS
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TABLE 3.4 Results of the Antibacterial
Activity Performance Studies

Expt. No. MIC (g/mL) MBC (g/mL)

A 0.016 0.032
B 0.008 0.016
C 0.002 0.004

document M100-S12:NCCLS, Wayne, PA, 2000). Different concentrations of ZnO nanoparticles were
prepared in sterilized Mueller-Hinton broth at final concentrations of 0.032, 0.016, 0.008, 0.004, 0.002,
and 0.001 g/mL. Suspension of E. coli in sterile peptone water was adjusted to 0.5 McFarland. Then, 1 mL
of E. coli suspension (0.5 McFarland) was added to each sample. The samples were kept in incubation at
37°C for 48 h. After incubation, samples were taken from tubes with no visible growth of bacteria and
then were applied on nutrient agar (NA). After 24 h incubation, if one or two colonies were observed,
this concentration was considered as MIC, but if no bacterial growth was observed, this concentration
was recognized as minimum bactericidal concentration (MBC). The results of the antibacterial activ-
ity performance studies are collected in Table 3.4. It was found that the antibacterial activity of ZnO
nanoparticles increased with decreasing particle size.

3.6 Summary and Conclusions

The quantity and quality of water is considered to be one of the critical issues for the coming decades.
The control of microbial pathogens in water is one of the main problems that can limit available water
resources. Different methods are implemented to disinfect water. Current methods of disinfection can
form by-products that are harmful to the ecosystem. Also some pathogens are resistant to these meth-
ods. In recent years, the development of nanotechnology and antimicrobial agents that have little or no
negative effect on the environment has become significant. Some nanoparticles can effectively inactivate
and destroy these pathogens that are harmful to the health of humans. The action of nanoparticles is
different against various microorganisms.

Despite high ability of some nanoparticles to inactivate pathogens, retention and suspension of
nanoparticles can limit their application. Also some nanoparticles like silver can destroy beneficial
microorganisms that are important for the environment. Overall, there is still a long way to go in order
to study detailed characteristics of nanoparticles for the disinfection of water.
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PREFACE

Utilization of water is a global requirement, and appropriate technology in the context of
provision of water for municipal and sanitation uses is one of the underpinnings of sustainable
development. As the world population grows and in the advent of climate change, the need arises
for an integrated approach to rational use of water. This chapter therefore discusses integrated
water management as a requirement for sustainable water and sanitation systems.

4.1 Introduction

Environmental engineering is the application of science and engineering principles and techniques
to improve the natural environment including air, water, and land resources. The scope extends
to waste water management, remediation of polluted sites, air pollution control, water and material
recycling, waste disposal, environmental impact assessment, radiation protection, industrial hygiene,
and environment sustainability. All environmental-friendly technologies can be said to fall within the
purview of environmental engineers.

Environmental engineers are responsible for the design of municipal water supply and industrial
waste water systems. For the purpose of this chapter, however, the focus will be more on hydrology, sani-
tation, water resources management, and water treatment plant design. In environmental engineering,
there are cross-activities between the disciplines of environmental science, ecology, biology, chemistry,
civil engineering, chemical engineering, and agricultural engineering. The knowledge of these disci-
plines is therefore essential to environmental engineering specialty.

From historical perspectives, the practice of environmental engineering could be traced to the
Harappan Civilization of the Indus Valley, in Punjab, Pakistan, dated 3000-1300 BC where archeological
excavations revealed the presence of sewers [35]. The Romans were also known to have constructed aque-
ducts to prevent drought and create clean water supply for Rome metropolis. Furthermore, in the fifteenth
century, the Bavarians created laws restricting the development and degradation of the Alpine country
that constituted the region’s water supply. However, modern environmental engineering could be traced
to the nineteenth century when Joseph Bazalgette designed the first major sewerage system that reduced
the incidence of waterborne diseases such as cholera in London [5]. This was followed by development of
water treatment, sewage treatment, and recycling in industrialized and later the developing countries.
Many of the world’s health challenges can be traced to lack of safe drinking water and poor sanitation.
Therefore, good management of water resources underpins abatement of most environmental challenges.

The World Health Organization/United Nations Children’s Fund Joint Monitoring Program in its
2012 progress report on drinking water and sanitation ranked China, India, and Nigeria, respectively,
with the largest population without access to improved drinking water [44]. The same program in its
report, which covered between 1990 and 2010, noted that about 66 million Nigerians lacked access
to drinking water while 34 million representing 20% of the country’s population practiced open
defecation. The other countries with large populations lacking access to potable water include China
with 119 million people, India with 97 million people, Ethiopia with 46 million people, and Sudan with
18 million people. For open defecation, India topped the list with 626 million, followed by Indonesia
with 63 million, Pakistan with 40 million, Ethiopia with 38 million, and Nigeria with 25 million.

Globally, the report noted that in 2010, 89% of the world’s population, or 6.1 billion people, used
improved drinking water sources, exceeding the Millennium Development Goal of 88%, while 92% are
expected to have access in 2015. This means that 11% of the global population or 783 million people are
still without access, while the WHO/UNICEF Joint Monitoring Program projects that 605 million will
still not have access in 2015. Noting the disparity between rural and urban areas in access to improved
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water supply, the report stated that an estimated 96% of the urban population globally used an improved
water supply source in 2010 compared to 81% of the rural population [38,44].

4.2 Sources of Water and Target Population

Water may be abstracted for use from any one of a number of points in its movement through the
hydrological cycle. The safe yield of the source must be sufficient to serve the population expected at
the end of the design period, which may be between 10 and 50 years. The safe yield is the yield that is
adequate 95% of the year. An ideal source of water must conform to two criteria, namely, (1) sufficient
quantity and (2) acceptable quality. There are three main sources of water: they are (1) rain, (2) surface
water, and (3) groundwater [42].

4.2.1 Rain

Rain is the prime source of all water. A part of the rainwater sinks into the ground to form groundwa-
ter (percolation or interflow), and part of it forms streams and rivers that flow ultimately into the sea
(runoff). Some of the water in the soil is taken up by the plants and is evaporated in turn by the leaves
(transpiration), and the remainder is lost to the atmosphere from the land and water surface due to the
heat of the sun (evaporation). This chain of processes is called the hydrological cycle (Figure 4.1).

Rainwater is the purest water in nature. Physically, it is clear, bright, and sparkling; chemically, it
is a very soft water, containing only traces of dissolved solids (0.005%). Microbiologically, rainwater is
normally free from pathogenic agents; however, it becomes impure as it passes through the atmosphere
where suspended impurities such as dust, soot, microorganisms and gases such as carbon dioxide,
nitrogen, oxides, oxygen, and ammonia get picked up.

4.2.2 Surface Water

Surface water consists of all sources in which the water flows over the earth’s surface. Examples of
surface waters include rivers, lakes, seas, man-made reservoirs, and wadis (water source that is dry
except in rainy season). The availability of surface water all year round depends so much on the
level of rainfall. Surface water is prone to contamination from environmental, human, and ani-
mal sources. Therefore, it is not safe for consumption unless subjected to sanitary protection and
purification.

72 119
Precipitation
Evapotranspiration on land

505
Precipitation 458 Evaporation
on sea

FIGURE 4.1 The hydrological cycle.
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4.2.2.1 Types of Surface Water
4.2.2.1.1 Impounding Reservoirs

Storage or impounded reservoirs are created by construction of a solid barrier (i.e., dam, weir, or bar-
rage) across a flowing river or stream at places where minimum area of land is submerged in the water
and the reservoir basin remains cup shaped with a maximum depth of water. Impounding reservoirs
are constructed across rivers, which are not able to provide the required quantity of water all year
round. There are three essential parts of a reservoir: (1) a dam to hold the water back, (2) a spillway
through which excess stream flow may discharge, and (3) gate chamber containing the necessary values
for regulating the flow of water from the reservoir. Impounding reservoirs generally provide a fairly
good quality of water. The water is usually clear, soft, and palatable and ranks next to rainwater in
purity. Contamination may occur from human and animal activities; therefore, the catchment area of
an impounding reservoir should be free from human and animal intrusion [42].

4.2.2.1.2 Rivers and Streams

Rivers provide a dependable supply of water and streams to a less extent. However, rivers and streams
are easily prone to gross pollution and quite unfit for drinking unless properly treated for impurities and
pathogens. The general belief that mountain streams are very pure water is often untrue. Even if there is
no human habitation or cattle, there is a possibility of contamination from wild animals [25].

4.2.2.1.3 Tanks, Ponds, and Lakes

Tanks are large excavations in which surface water is stored. They are common in developing countries
where they are an important source of water supply. Tanks are prone to a high level of contamina-
tion except they are specially protected by construction of elevated platforms, which limit human and
animal contacts. The tank can be subjected to sand filtration and some chlorination to improve their
quality. Lakes and ponds arise when the depression of the earth’s surface with impervious beds is filled
with water. Lakes are formed when the size of the depression is very big and ponds are formed when
the depression is small; while the former are generally formed in hilly areas, the latter are formed in
plain areas. Ponds are also formed when soil is excavated for constructing earthen dams, embankments,
and canals. The quantity of water in the lakes depends upon its basin capacity, soil properties, poros-
ity, annual rainfall, and catchment area. For public supply, the quantity of water in lakes and ponds is
very small and is only suitable for small towns in hilly areas. In some cases, due to the absence of other
sources, large lakes become the main and permanent source of water supply. The quality of water in
large lakes is better than that of small lakes. At high altitudes, the water available will be purer due
to self-purification action of bleaching, removal of bacteria, and sedimentation of suspended matter.
However, stagnation of the water promotes growth of algae, weed, and vegetables with resultant bad
smell and taste and impurities.

4.2.2.1.4 Groundwater

Groundwater results from rainwater percolating into the ground and constitutes the cheapest and most
practical means of providing water to small communities. It has advantages over surface water due to
the fact that the ground itself provides an effective filtration medium. In addition, groundwater is likely
to be free from pathogenic agents, therefore usually requiring no treatment. The supply is almost cer-
tain even in dry season, but the yield might be reduced. Furthermore, it is less subject to contamination
than surface water. Some disadvantages have been associated with groundwater and these include high
mineral content like salts of calcium, magnesium, and iron, which renders it hard. It is also required for
the water to be pumped for the purpose of access. The usual groundwater sources are wells and springs.
Wells have been classified into (1) shallow and deep wells and (2) dug and tube wells. It is important to
note that once groundwater is contaminated, it is difficult to restore.
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4.2.2.2 Aquifers

When rainwater percolates down through craves and pores of soil and rocks, it passes through a region
called the unsaturated zone, which is characterized by the presence of both air and water in the spaces
between soil particles. Water located in the unsaturated zone also called vadose water is not available for
use. However, in the saturated zone, all spaces between the soil particles are filled with water, referred
to as groundwater with a high yield. The upper boundary of the saturated zone is called water table. In
addition, a transition region between the two zones called capillary fringe exists where water rises unto
small cracks as a result of attraction between the rock surfaces.

An aquifer is a saturated geologic layer that sits atop of a confining bed or aquitard or aquiclude,
which is relatively an impermeable layer that greatly restricts movement of groundwater [23]. In
accessing groundwater, certain parameters are important. These include the flow rate and hydraulic
gradient. How readily groundwater can move through rocks and soil is governed by permeability, but
where and how rapidly it actually does flow is influenced by differences in hydraulic head also called
potential energy from place to place. Groundwater flows from areas of higher hydraulic head to that of
the lower. The height of the water table in an unconfined aquifer or of the potentiometric surface, that
is, the confined aquifer, reflects the hydraulic head at each point in the aquifer. Furthermore, the greater
the differences in the hydraulic head between two points, the faster the groundwater flow between them.
In addition, flow rate is also dependent on the hydraulic conductivity. The hydraulic conductivity takes
into account of both permeability of the rock and soil and the viscosity of the density of the flowing
fluid. This phenomenon is equally applicable to other deep ground fluids like oils and gas whereby the
conductivity (k) varies.

The hydraulic gradient can be defined as the slope of the water table measured in the direction of the
slowest rate of change. The groundwater flow is in the direction of the gradient at a rate proportional to
the gradient.

Hydraulic gradient is thus calculated as

Gradient i = by —hy = Ah (4.1)
L L

where
his the hydraulic head or vertical distance from the datum plane (sea level) to the top of the water table
L is the horizontal distance between two wells

4.2.2.3 Darcy’s Law

Darcy’s law formulated by Henri Darcy in 1856 states that the flow rate of groundwater Q is proportional
to the cross-sectional area A times the hydraulic gradient (dh/dl):

ooxald
that is,Q = KA( al J (4.2)

where
Q is the flow rate (m?/day)
K is the hydraulic conductivity or coefficient of permeability (m/day)
A is the cross-sectional area (m?)
(dh/dl) is the hydraulic gradient

The application of Darcy’s law is important in determining the yield of groundwater sources.
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4.2.2.4 Wells

Wells are important sources of water supply particularly in developing countries. Generally, wells are of
two types, namely, (1) shallow wells and (2) deep wells. There are, however, varieties and modifications
of these two:

1. Shallow wells: Tap water from the subsoil; therefore, the yield is not much and the potential for
pollution is quite high.

2. Deep wells: Going several hundred meters into the ground to tap water from the aquifer is usually
machine dug and provides a good source of water supply.

3. Artesian wells: Are a kind of deep wells in which water rises above the level of groundwater,
because it is held under pressure between two impervious strata.

4. Sanitary wells: Sanitary wells are wells that are properly located, well constructed, and protected
against contamination with a view to yield a supply of safe water. In essence, safe location means
about 15 m from pollution sources like gutters. Usually there are platforms from the well and
covering of the top to prevent it from contamination.

5. Tube wells: Tube wells are becoming quite successful in providing safe drinking water. The yield
water is usually bacterially cheap. The tube well consists of a pipe made of galvanized iron sunk
unto the aquifer and flitted with a strainer at the end.

6. Deep tube well or borehole wells: Borehole required pressure drillings to reach the groundwater.
Deep tube wells are more expensive to construct but provide better yields.

7. Tube wells generally can be fitted with solar-powered, electric pump, which may pump water into
an overhead reservoir tank for better and safer drinking water.

8. Springs: Can be shallow or deep. Shallow springs have a tendency to dry up during summer, com-
pared to deep springs, and are prove to contaminations particularly from wild animals. Well-built
protective structures are required to safeguard water quality.

4.2.3 Uses of Water

The usage into three categories, which include (1) environment-ecosystem, including forests, fisheries,
and wildlife; (2) agriculture; and (3) water supply and sanitation, including domestic use, swimming
pools, fire protection, power production from hydropower, and industrial use for production and cool-
ing. The greatest use of water is for agricultural purpose through irrigation.

4.2.3.1 Population Consideration

Population forecasting is germane to successful water supply scheme, which depends upon the quantity of
water that is required. The first step is a decision on the design period, which may be from 10 to 50 years,
and the per capita consumption of the people per day. The next step is to determine the population for the
designated design period. Data on the present and past population may be obtained from census board
while the department of statistics and health should give adequate information on birth and death rates.
The future population also depends on migration, annexation, industrial, and trade expansions [1,35].
Therefore, the quantity of water required is obtained by multiplying future population and per capita
consumption for a fixed design period. Standard methods for forecasting population include

. Arithmetical increase
. Geometrical increase

. Incremental increase

. Decreasing rate

. Simple graphical

. Comparative graphical
. Master plan

O U R W N
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4.2.3.1.1 Arithmetical Increase Method

It is assumed for stable towns and cities that population growth is steady. Therefore, a constant increase
in population is addressed periodically and the population at the required time is determined. The rate
of change of population with time is constant, that is,

dp
s 4.3)
dt
where
dp is the change in population
dt is the change in time
by integration, P, - P, =C (t, - t,) (4.4)
where
P, is the population at the time (t,) of first census
P, is the population at the time (t,) of last census
The population after an n decade can be calculated using the following formula:
Pn=P+nxC (4.5)
4.2.3.1.2 Geometrical Increase
The geometrical increase method considers decade-to-decade increase in population:
LY
P,=P|1+ (4.6)
100

where I_ is the yearly or per decade percentage rate of increase in population growth. This method
has a limitation in the sense that it is not applicable to young or newly established towns and rapidly
advancing cities that have short-term expansion only.

4.2.3.1.3 Incremental Increase

In this method, the average increase in population is found out as per arithmetical increase, and this is
added to the average of the net incremental increase once for every future decade. This is an improve-
ment of the two previously described methods and hence gives better accuracy.

4.2.3.1.4 Decreasing Rate of Growth

This method is similar to geometrical increase method except that a changing rate of decrease is assumed
rather than a constant rate of increase. The changing rate of large and old cities is generally considered to
be a decreasing rate. The population figures predicted by this method are quite rational.

The average decrease in percentage increase is worked out and subtracted from the last percentage
increase for each successive decade.

4.2.3.1.5 Simple Graphical Method

In this method, a population time curve for a decade is plotted using simple graph. From the obtained
curve, predictions can be forecasted.
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4.2.3.1.6 Comparative Graph Method

The census population of towns that were in similar conditions of development over 40-50 years is
noted, and graphs of their population increase are plotted on the same graph paper. The future expected
population of the town can be determined from this graph. The method is only possible when popula-
tion and development data of the other cities or towns are available.

4.2.3.1.7 Master Plan Method

Master plans are usually prepared for the development of the town and cities over 30-40 years.
The population densities for the various zones of the towns are fixed for the future development.
Now the water supply scheme for a particular zone can be designed very easily. On the basis of the
master plan, it will also be very easy to design the future development of the various stages of the
waterworks.

4.3 Integrated Water Resources Management

Integrated water resources management (IWRM) is a systematic process for the sustainable develop-
ment, allocation, and monitoring of water resources used in the context of social economics and envi-
ronmental objectives; it contrasts with the sectoral approach that applies in many countries whereby
different agencies are responsible for drinking water, irrigation, and environment [3,11]. The lack of
cross-sectoral linkage leads to uncoordinated water resource development and management, conflicts
waste of funds and manpower, and unsustainable system [6,34]. It is against this backdrop that it is
expedient to include this process in the modern water systems.

4.3.1 Principle of Integrated Water Management

The International Conference on Water and Environment in Dublin, Ireland, in January 1992 summa-
rized water management under four principles. These are the following:

1. Freshwater is a finite and vulnerable resource, essential to sustain life, development, and the
environment. Since water sustains life, effective management of water resources demands a holistic
approach, linking social and economic development with protection of natural ecosystems.
Effective management prorates rationale water usage across the whole catchment area of ground-
water aquifer.

2. Water development and management should be based on a participatory approach, involving
users, planners, and policy makers at all levels. The participatory approach involves raising aware-
ness of the importance of water among policy makers and the general public; it means that deci-
sions are taken at the lowest appropriate level with full public consultation and involvement of
users in the planning and implementation of water projects.

3. Women play a central part in the provision, management, and safeguarding of water. The piv-
otal role of women as providers and users of water and guardians of the living environment has
seldom been reflected in institutional arrangements for the development and management of
water resources. Acceptance and implementation of this principle require positive policies to
address women’s specific needs and to equip and empower women to participate at all levels in
water resources programs, including decision making and implementation in ways defined by
them [14,15].

4. Water has an economic value in all competing uses and should be recognized as an economic
good. Within this principle, it is vital to recognize first the basic right of all human beings
to have access to clean water and sanitation at an affordable price. Past failures to recognize
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the economic value of water have led to wasteful and environmentally damaging uses of the
resources. Management of water as an economic good is an important way of achieving efficient
and equitable use and of encouraging conservation and protection of water resources [10,18]. In
essence, it is expedient to assemble the following in integrated water management as a group,
agriculturists, environmental engineers, town planners, civil engineers, economists, environ-
mental scientists, and policy makers [2].

4.3.2 Benefits of Integrated Water Resources Management

The benefits of IWRM are enormous. These benefits positively impact the different categories of water
users including agriculture, water supply and sanitation, industry, environment, fisheries, tourism,
energy, and transport. Each country has its priority developmental and economic goals set according
to environmental, social, and political realities. Problems and constraints arise in each water use area,
but the willingness and ability to address these issues in a coordinated way is affected by the gover-
nance structure of water. Recognizing the interrelated nature of different sources of water and also the
interrelated nature and impact of the differing water uses is a major step in the understanding of the
concept of IWRM [17].

The IWRM recognizes major users of water as follows: (1) environment-ecosystems, (2) water sup-
ply and sanitation, and (3) agriculture. Presently, despite the important nature of the environment in
sustainable development, its needs are often not represented at the negotiating table. An ecosystem
approach to water management focuses on several field-level interventions: protecting upper catch-
ments (e.g., reforestation, good land husbandry, soil erosion control), pollution control (e.g., point
source reduction, nonpoint source incentives, groundwater protection), and environmental flows (e.g.,
through reducing abstractions, special releases from reservoirs, river restoration) [27,28].

Agriculture is the single largest user of water and the major nonpoint source polluter of surface and
groundwater resources. By bringing all sectors and stake holders into the decision-making process,
IWRM is able to reflect the combined value of water to the society as a whole in difficult decisions on
water allocations. This may mean that the contribution of food production to health, poverty reduc-
tion, and gender equity, for example, could override strict economic comparisons of rates of return
on each cubic meter of water. Equally IWRM can bring into the equation the reuse potential of agri-
cultural return flows for other sectors and the scope of agricultural reuse of municipal and industrial
waste waters [19,30,32,41].

Furthermore, IWRM entails integrated planning use of water, land, and other resources in a sus-
tainable manner. Specifically for the agricultural sector, IWRM seeks to increase water productivity
(i.e., more crop per drop of water) within the constraints imposed by the economic, social, and eco-
logical context of a particular region or country. A major shift in focus under IWRM is the concept
of demand management (i.e., managing water demand rather than simply looking for the ways to
increase supply) [20,21,26].

The water supply and sanitation sector stands to benefit from IWRM. Policies under the IWRM are
likely to guarantee increased water security of domestic water supplies, reduced cost of treatment of
waste water, and reduced conflicts between water users. Furthermore, IWRM will result in efficient
usage, improved waste management, and good economic coverage [47].

For example, past sanitation systems often focused on removing waste from the areas of human
occupation, thus keeping the human territories clean and healthy but replacing the waste with often
detrimental environmental effects elsewhere. Introduction of IWRM will improve the opportunity
for establishing sustainable sanitation solution that aim to minimize waste-generating inputs,
reduce of waste outputs, and resolve sanitation problems as close as possible to where they occur [16]
(Figure 4.2).
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FIGURE 4.2 Schematic diagram of water, waste water, and storm water system.

4.3.3 Challenges of Integrated Water Resources Management

Despite the fact that there is so much good will with the concept of IWRM, it is beseeched with
formidable barriers from all the three main categories of water usage. Some of these challenges include
the following:

1.

Lack of awareness among all water users especially in developing countries where the impacts
of poor water management are just coming to the fore. Floods, pollution, and depleted rivers
are beginning to get a bit of more public attention, but freshwater biodiversity is still outside the
spheres of most interest groups.

. Lack of political will to combat vested interest often, the interests of farmers and other water users

prevail over the water needs of the ecosystems.

. Lack of human and financial resources causes ecosystems not to be taken into account in plan-

ning and development.

. Incompleteness in water management policy and legal and regulatory frameworks. This is par-

ticularly the case in developing countries where water policies are often rudimentary, and the
regulatory mechanisms for implementing and enforcing them are weak.

. Demographic pressures: Population growth, particularly in developing countries, linked to poverty

and driving inappropriate nonsustainable agricultural practices and associated water utilization.

. Lack of understanding of IWRM principles and practices: In many instances, only a few people

at the helm of water management understand the concept of IWRM. In addition there is usually
lack of technical support for its implementation.

. Inadequate information and data on water consumption. Despite the recognized need for

demand management, in many places, the data required for analyzing water use patterns in detail
(e.g., temporal and spatial variation in quantities of water diverted and return flows) are lacking.
Of all the sectors, agriculture is most often the one for which there is least quantitative informa-
tion on exactly how much water is being used.

. Lack of understanding of the interrelationships between biophysical and socioeconomic aspects

of the system. Successful IWRM requires the integration of environmental, social, and economic
factors, but in any specific situation, the relationships between biophysical and socioeconomic
systems are often less well understood than the biophysical alone. Consequently, the social
implications of management decisions are often impossible to predict [36].
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9. Market failure: Despite the fact that water should be seen as an economic good, in many places,
water is provided to the agricultural sector at very subsidized rates. This in part due to the will-
ingness of governments of many nations to be self-sufficient in food production. The result is that
there is little economic incentive for farmers to change long established agricultural practices.

10. Lack of tools and systems for integration: A lack of models of how to go about integration,
unwillingness to change by various participants in water sector, particularly, water and sanita-
tion professionals who are well used to decentralized system of operation. In addition, there
is usually difficulty of getting the large, diffuse group represented by the water and sanitation
(WATSAN) sector to interact meaningfully with the small, well-organized lobbyists of big
agricultural and industrial interests.

4.4 Water Supply Engineering

An effective water supply engineering system involves determination of suitable source collection of the
water from the primary source, conveyance through conducts adequate and canals, storage, treatment, and
distribution through the pipe system. The complete design construction and maintenance of water supply
system are dependent on good knowledge of civil engineering due to the requirement of hydraulic struc-
tures for efficient waterworks. Demand for more water for all uses equally brought upgrading of water sup-
ply systems with necessity to construct underground storage tanks elevated or overhead tanks (reservoirs).

The major aim of water supply systems is to supply adequate, safe, and wholesome water to the con-
sumer. Therefore, water supply engineering entails planning, designing, construction, maintenance of
waterworks, purification of water, and its distribution (Figure 4.3).

4.4.1 Collection of Water

Collection and conveyance of water from the primary source involve construction of intakes, which are
structures placed in a surface water source to permit the withdrawal of water and then its discharge into
a conduit through which it will flow into the waterworks systems.

Intakes consist of (1) conduit with protective works, (2) screens at open ends, and (3) gates and valves
to regulate the flow. The intakes are classified into three types:

» Submerged or exposed intakes
» Wet or dry intakes
+ Reservoir, lakes, river, or canal intakes

4.4.1.1 Submerged or Exposed Intakes

These are intakes constructed wholly underwater; they are relatively cheap and do not obstruct the
navigation. They cannot be damaged by trees and boats, but they create some measure of obstruction to
the flow at the stream. In addition, they are difficult to maintain. On the other hand, exposed intakes
are most suitable for collection at large quantities of water due to low potential of clogging of the intake.
Operation and inspection is also easier than the submerged intakes.

4.4.1.2 Wet or Dry Intakes

Wet intake tower is the type that is filled with water to the level of the source of supply; it is the most
popular for waterworks. The dry intake tower contains no water. In this case, water enters through ports
connected to the intake pipes, which convey it from the tower under pressure. The tower interior is
accessible for the operation of valves and the inlet velocity is kept small.

4.4.1.3 Reservoir, Lake, River, or Canal Intakes

These are thus classified based on the source of water. During summer, water levels are usually low; hence,
storage reservoirs are constructed using a weir or dam across the rivers. The reservoirs may be earthen
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FIGURE 4.3 Flow diagram of a water supply scheme.

dam or concrete dam reservoirs. The intakes in concrete masonry dams consist of a concrete tower inside
the body of the dam itself. The intake pipers with screens are provided at different levels to draw clear
water near the surface in all seasons. All these inlet pipes are connected to one vertical pipe inside the
intake way. Water from the vertical pipe is drawn by mass of a met pipe to the other side of the dam [39].

4.4.2 Conveyance of Water

After water is drawn from intakes, the next step is conveyance to the treatment plant before destruction.
The water is therefore conveyed for treatment by conduits. The methods of conveyance are dual:

1. When the source is at higher elevation than the treatment plant, the water will flow under the
gravitational force; hence, open channel, aqueduct, or population is utilized.

2. When the source of water supply is underground, water is drawn by means of tube wells and
pumped to the overhead reservoirs and thereafter distributed to the city under gravitational force.
Water that can then be conveyed to the city using open channels, aqueducts, tunnels, flares, or
pipes; Of all these means, use of pipe is most common. Pipes are made of cast iron, wrought iron,
steel, cement, cement concrete, and timber. Pipes are laid generally on one side of the street deep
below the ground to prevent damage during repairs on the road. Polyvinyl chloride (PVC) pipes
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have been found to be particularly durable for waterworks and have been found to be cheap,
durable, light in weight, free from corrosion, a good insulator of electricity, and easily pliable and
have low hydraulic resistance.

4.4.3 Water Supply Treatment

Treatment of raw water iron source purification to drinking quality depends on whether it is surface or
groundwater. Large cities usually depend on surface waters, while small cities depend on groundwater.
However, the practice in developing countries is more of convenient source. Due to poor planning and
inadequacies in water systems, some large cities resort to groundwater. Surface water tends to have more
turbidity and higher microbial contamination; hence, filtration is required. In contrast, groundwater is
usually uncontaminated and has relatively little suspended solids hence requires no filtration. However,
dissolved gases add ions like calcium and magnesium that gives it the hardness it needs to be removed.
Generally the treatment plant in its simplicity involves the following (Figure 4.4):

1. Screening to remove relatively large floating and suspended debris, such as leaving, etc.

2. Mixing with chemicals: Which encourages suspended such to coagulate into large particulars and
later settles at the bottom.

3. Flocculation: This is the process of mixing the water and coagulate allowing the formation of large
particles to bind usually with alum (AL,SO,), 18H,0 FeCl,, Fe,SO,.

4. Sedimentation: Process whereby the flow is slowed enough so that gravity will cause the flow
to settle.

5. Filtration: The process whereby the effluent is cleared. This is usually achieved using sand filled.

6. Sludge processing: Process in which the mixture of solids and liquids collected for the settling tank
is dewatered and disposed of.

7. Disinfection: This is addition of chemicals like chlorine gas sodium hydrochloride (NaOCI) to the
liquid effluent (water) to ensure it is free of pathogens [4,9,13,24,29].

8. Hardness removal: Softening of water using lime soda, quicklime (CaO),, and hydrated lime [Ca
(OH),] added to the water to raise the pH to 10.3 and converting the soluble bicarbonate ions
(HCQO;,) into insoluble carbonate ions (CO,*"). The bicarbonate then precipitates out as CaCO,.

4.4.4 Advanced Water Treatment

1. Deep-Bed monomedium filtration: It is usually advisable to use this method for direct filtration
because they can remove more suspended particles than in this method; anthracite, sand, and
gravel media are often used. The coarser media permits solids to penetrate into the beds for
greater storage and depth and better efficiency [33].

Disinfection
Source Mixing .| Flocculation .| Settling R Sand l
Screening tank " basin " tank Tl filter T
Fluoridation
N
Addition of Sludge
coagulant processing

FIGURE 4.4 Schematic diagram of a surface water treatment plant.
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2. Granular aeration carbon: This absorbs many compounds including toxic ones. Commonly used
in municipal regions with organic contamination, taste, or odors. Many household water filters
use activated carbon filters for water purification. When coated with silver nanoparticle, it pre-
vents bacterial growth and decomposes toxic halo-organic compounds such as pesticides into
nontoxic organic products.

3. Membrane filtration: Membrane filters are widely used for filtering both drinking water and sew-
age. For drinking water, membrane filters can remove all particles larger than 0.2 pm including
organisms like Giardia and Cryptosporidium. They are an effective form of tertiary treatment
when it is desired to release water for industry, for limited domestic purposes or before discharg-
ing the water into a river that is used by towns further downstream.

4. Ozonation: Ozone is a very strong broad-spectrum disinfectant widely used in Europe. The
gas is usually created on-site by passing oxygen through ultraviolet light or a cold electrical
discharge.

5. Air stripping desalination: This is application to seawater whereby salt is removed from water. The
process is usually expensive but required in some areas surrounded by seawater.

4.5 Sanitary Engineering

Sanitary engineering is the branch of public health engineering dealing with the removal and disposal
of sewage to maintain healthy living conditions—principles that provide better living conditions are
known as principles of sanitation, and these include collection, conveyance and disposal of waste prod-
ucts, availability of water, orientation of building for good aeration and light prevention of dampness,
and disposal of sewage. There is a strong relationship between water supply engineering and sanitary
engineering. This underpins the organization of this chapter. As a matter of fact, sanitary engineering
commences at the end of water supply engineering. While water supply engineering entails collection,
treatment, and supply, sanitary engineering involves collection, treatment, and disposal: in addition, the
drainage system is equally important in this consideration.

4.5.1 Layout of Sanitary Engineering Works
4.5.1.1 Collection Works

The collection works involve the network of sewers laid in the town to collect waste water. The collection
works ensure rapid collecting of waste products usually sewage, which is transported to the treatment
works. The system of collection works should be self-clearing, hydraulically tight, and economical so
that even poor management will find it affordable.

4.5.1.2 Treatment Works

The treatment works involve the treatment plant from sewage before disposal so as to avoid pollution of
the air, land, and water and to promote public health.

4.5.1.3 Disposal Works

The disposal works entails disposal of treated waste water whereby the effluent is discharged unto the
sea and the dried sludge or solids products that are separated from treated water are taken to the landfill
or farms to be used as manures.

4.5.1.4 Drainage Works

The modern designs have separated drainage works from the collection works to prevent pollution
of environment, which may arise due to flooding. Therefore, drainage works are designed to carry
drainage directly to the river and seas. However, older cities or older areas of growing urban and
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FIGURE 4.5 Flow diagram of a sanitary system.

peri-urban cities still have the old design and are therefore usually included in the plans and
management (Figure 4.5).

4.6 Waste Water Systems

With reference to the principles of IWRM, it is expedient for government and communities to consider
municipal and waste water system in tandem. Municipal water system involves the collection, treatment,
and distribution to provide safe drinking water and for industrial use. It is expected that all nations have
regulations, laws, and acts governing provision of drinking water, for example, the Safe Drinking Water
Act of the United States of America (SDWA), Canada 2002, India, Nigeria, etc. Waste water system on
the other hand involves collection and treatment of effluents from sewers before they are released back
into the local stream, lake, estuary, or coastal waters. The primary responsibility of the two systems is to
destroy pathogens before and after water is used [12].
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FIGURE 4.6 Schematic diagram of a waste water treatment plant.

4.6.1 Waste Water Treatment

The treatment of waste water involves two or three levels. These include primary, secondary, and tertiary
treatments. Primary treatment involves simple screening by removing large floating objects such as
leaves and sticks that may damage the pumps or clog small pipes. After screening, the waste water passes
into a grit chamber for a few minutes (detention time) to allow sand, grit, and other materials to settle
out. The waste water from the grit chamber thereafter passes to the primary settling tank where the
flow speed is reduced enough to allow most of the suspended solids to settle out by gravity. The settled
solids from this process called primary sludge are removed and chlorinated for disinfection and further
processed to the thickener, to anaerobic digester, and later to sludge dewatering chamber for removal of
water, and finally, the decontaminated sludge is disposed off.

The secondary treatment, also referred to as biological treatment, further removes more suspended
solids beyond what is achievable by sedimentation. This is accomplished by three main methods utiliz-
ing the ability of microorganism to convert organic waste into stabilized low-energy compounds. These
methods are (1) trickling filters, (2) activated sludge, and (3) oxidation ponds (Figure 4.6).

4.6.1.1 Trickling Filters

Trickling filters consist of a structure containing a rotating distribution arm that sprays liquid waste
water over a circular bed of very small-size rocks or other materials. The spaces between the rocks allow
air to circulate easily so that aerobic conditions can be maintained.

Individual rocks in the bed are covered by a layer of biological slimes that absorb and consume the
waste trickling through the bed. The slime consists of mainly bacteria, fungi, algae, protozoa, worms,
and larvae of insect. The accumulating slime periodically slides off the rocks and is collected at the
bottom of the filter along with the treated waste water and passed on to the secondary settling tank
where it is removed.

4.6.1.2 Activated Sludge

The aeration tank, that is the key biological unit in the activated sludge process receives effluent from
the primary classifier and recycled biological organism from the secondary settling tank. Air or oxygen
is pumped into the tank and the mixture thoroughly agitated to maintain aerobic conditions. After
about 6-8 h of agitation, the waste water flows into the secondary settling tank, where the solids, mostly
bacteria masses, are separated from the liquid by a portion of those solids that is relayed to the aera-
tion tank to maintain proper bacterial population while the remainder are processed and disposed off.
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The resultant mixture of solids and water after the liquid effluent has been released into a nearby body of
water that is called sludge. The sludge is passed into two stages of anaerobic digester. The digested sludge
is dewatered by pumping into large sludge drying beds. The digester and dewatered sludge can be used
as a fertilizer or conveyed to a landfill.

4.6.1.3 Oxidation Ponds

These are large, shallow ponds usually 2 m deep where raw or partially treated sewage is decomposed
by microorganism. They are cheap to construct and maintain. Although they can be used to treat
raw sewage, they are usually used as an addition to secondary treatment in which case they are called
polishing ponds. Oxidation ponds are usually referred to as facultative ponds because the combined
mechanism of aerobic digestion at the surface and anaerobic digestion at the near bottom of the
pond (7,12,22,40].

4.7 Summary and Conclusions

Environmental engineering of the twenty-first century is quite broad with applications in water sup-
ply, sanitation, air pollution, and even transportation. While the principles of abstracting water from
various sources remain the same, there is a considerable progress on how best to utilize available water.
Some of the underpinnings of sustainable development include good environmental management and
application of appropriate and sustainable technology in water supply and sanitation systems [37].
The principle of IWRM therefore holds the key to the successful and effective design and operation
of sustainable water and sanitation systems. IWRM entails coordination of a cycle of water utiliza-
tion from sources to usage, waste water treatment to storage and reuse. Such a management process
requires adequate data on available volume of water, target population, rate of growth, types of uses in
various degrees, funds, and ecological considerations. Furthermore, the climatic condition determines
the types of technology to be deployed. It is therefore fashionable to involve various stake holders in
planning water management. These include civil engineers, environmental engineers, sanitarians, town
planners, architects, lawyers, agriculturists, industrialists, fishing companies, nongovernmental orga-
nizations, policy makers, economists, politicians, and the public.
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PREFACE

Humankind relies on rivers for an array of functions including biodiversity and conservation,
irrigation, and domestic or industrial water supply. Water resources managers are required to
maintain the highest possible quality in our rivers and streams to adequately comply with these
functions. With the rising use of market forces as the basis of resource allocation, it is more com-
plex but crucial to preserve the ecological requirements of river systems.

This task has become more difficult in recent years as ever-increasing demands for the allo-
cation of water resources for off-stream uses has resulted in substantial changes in streamflow
regimes in countless water courses around the globe, especially in arid and semiarid regions due
to an inherent resource scarcity. These changes in streamflow regimes have contributed to com-
pound environmental impacts on aquatic habitats and ecological systems.

Environmental flows (EFs) are defined as the discharge of water in streams and rivers, neces-
sary to maintain equilibrium in aquatic ecosystems.

This chapter provides a practical guide as the first order of the estimation of EFs, where scarce
or no information is available from the ecological perspective. The proposed potential EF values
are suitable thresholds for EF requirements (EFRs) in rivers.

5.1 Introduction

Water resources management is a critical issue to development, because of its numerous links to poverty
reduction, through health, agricultural productivity, and industrial and energy growth. Nevertheless,
strategies to reduce poverty should not lead to the unsustainable degradation of water resources or eco-
logical services [3].

The flows of the world’s rivers are increasingly being modified through impoundments such as dams
and weirs, abstractions for agriculture and urban water supply, drainage return flows, maintenance of
flows for navigation, and structures for flood control [5].

Aquatic ecosystems provide a range of goods and services for humans, including fisheries, flood
protection, wildlife, etc. To maintain these services, water needs to be allocated to ecosystems, as it is
allocated to other users like agriculture, power generation, domestic use, and industry [28]. Increased
understanding of the ecological importance of environmental variation has led to a concern that many
regulated rivers lack the natural variations in flow required to maintain preregulation communities.
Furthermore, it is felt that existing streamflow management practice frequently overlooks the impor-
tance of natural streamflow variability in maintaining aquatic ecosystems [18]. Water that is allocated
for maintaining aquatic habitats and ecological processes in a desirable state is referred to as instream
flow requirement, EFs, EFR, or environmental water demand [3,5,30]. An environmental flow assess-
ment (EFA) for a river may be defined simply as an assessment of how much of the original flow regime
should continue to flow through the course and onto its floodplains in order to maintain specified val-
ued features of the ecosystem [16,35].

More than 200 EFA methods for evaluating EF have been developed and range from rela-
tively simple, low-confidence approaches to resource-intensive, high-confidence approaches [36].
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Considering the differences among ecosystem structures, many EFR studies have been conducted
for rivers, wetlands, estuaries, forests, and grassland ecosystems. Sun et al. developed a method for
quantifying the EFs in estuaries, while integrating multiple ecological objectives. They proposed
minimum, medium, and high EF levels and presented suggestions for water resources management
of the Yellow River Estuary, Shandong province, China [33]. Yang et al. analyzed the EFRs for inte-
grated water resources allocation in the Yellow River Basin. Based on the classification and region-
alization of river system, various ecological needs and objectives were considered in the integrated
analysis of EFRs considering both consumptive and nonconsumptive requirements [37]. Poff et al.
described a new framework termed “the ecological limits of hydrologic alteration (ELOHA),” which
is a synthesis of a number of existing hydrologic techniques and EFA methods that are currently
being used to various degrees and that can support comprehensive regional flow management. They
suggested that rivers of similar hydrological character respond to a particular type of flow regime
change in a similar fashion [19].

The main goal of this chapter is to conduct a desktop assessment of EFs in the characteristic rivers in
Iran and examine the current EF assessment methods in different regions subjected to a semiarid cli-
mate. The potential EF values in the river reach were evaluated using five hydrological methods. These
methods include the FDC shifting, desktop reserve model (DRM), range of variability approach (RVA),
Tennant and Tessman.

5.2 Environmental Flow Assessment Methods

As mentioned previously, there are several methods for the assessment of EFs. These methods are
grouped into four categories: hydrological, hydraulic rating, habitat simulation, and holistic [36].

5.2.1 Hydrological Methods

There are at least a dozen frequently referenced, hydrology-based methods founded on available
hydrological data, thereby inherently being region specific or context specific. One of the most fre-
quently used EFRs is the Tennant method linking average annual flow to different categories of instream
habitat condition.

Another method, denominated the flow duration curve analysis, makes use of historical discharge
data to elaborate curves correlating the range of discharges and the percentage of time that each condi-
tion is equaled or exceeded. The design low-flow range of an FDC ranges between 70% and 99% [27].
The Q90% and Q95% are frequently used as indicators of low flow and have been widely used to set
minimum EFs [21].

Two other significant hydrological EFRs are the RVA, developed for situations when the conserva-
tion of native biota and ecosystem integrity are the prime objectives in sustaining riverine ecosystems,
and the 7Q10 method (7-day low-flow event over a 10-year period), frequently applied in eastern and
south-eastern United States when water quality issues dominate. This flow rate clearly is far less than the
minimum values calculated by alternate predictive methods. It appears to be compatible with perennial
rivers with considerable base flows in humid areas, but does not seem to be well adapted to rivers char-
acterized by significant flow variability in cold semiarid regions [26].

5.2.2 Hydraulic Rating Methods

Hydraulic rating methods are developed and specifically applicable for assessing aquatic habitats for
riverine fish. They can be described as single river channel cross-section methods that use changes
in various single hydraulic variables, such as wetted perimeter or maximum depth, as a substitute
for habitat factors limiting biota, to build up a relationship between habitat and discharge for EF rec-
ommendations. Hydraulic rating methods represent the precursors of more sophisticated habitat



88 Handbook of Engineering Hydrology: Environmental Hydrology and Water Management

simulation methods that bring into play hydraulic data in addition to associated microhabitat and
biological information.

5.2.3 Habitat Simulation Methods

Habitat simulation methods evolved out of the previous types of EFRs to create a superior perceptive of
habitat requirements. These methods assess the instream habitat in terms of hydraulic variables, com-
bined with information on the aptness of microhabitat conditions for particular species, life stages, or
assemblages to predict the most beneficial discharges.

When this is terminated for a range of discharges, it is possible to perceive how an area of suit-
able habitat changes with flow. Habitat methods are widely considered to be more reliable and justifi-
able than assessments made by other methods. One of the most famous habitat methodologies is the
instream flow incremental methodology developed by the Instream Flow Group of the U.S. Fish and
Wildlife Service [36].

5.2.4 Holistic Methods

Holistic methods are all founded on the opinion that the complete riverine ecosystem is affected by
the full-flow regime; therefore, an adequate depiction of these flows in terms of magnitude, duration,
timing, and frequency and their incorporation in the regulated flow regime should permit the biotic
characteristics and functional integrity of the river to continue. Comprehensive hydraulic and hydro-
logical data are essential, for holistic methods, together with the data on biotic features and details on
the needs of the local people, who depend on the river for their livelihood.

A handful of methods have become renowned, among which the South African building block
methodology [15] and the Australian holistic approach [2] are considered the most important. Both
methods rely on a bottom-up approach to construct a modified flow regime supported on month-by-
month data and an element-by-element basis, where each element represents a well-defined feature of
the flow regime. These methods are intended to achieve specific, well-motivated geomorphological,
ecological, water quality, or social objectives within the modified riverine ecosystem.

5.3 Case Study: Typical Rivers in Urmia Lake Basin, Iran

The hypersaline Urmia Lake is the most important intracontinental environment in Iran, with dis-
tinctive geological, environmental, and biological characteristics [1]. The lake is situated between the
Iranian provinces of East Azerbaijan and West Azerbaijan, west of the southern section of the similarly
shaped Caspian Sea (Figure 5.1).

It is the largest lake in the Middle East and the third largest saltwater lake on the earth. The lake was
declared a Wetland of International Importance by the Ramsar Convention in 1971 and designated
a UNESCO Biosphere Reserve in 1976. The lake’s environmental values depend largely on the inflow
of the rivers in the basin. Nevertheless, lake water level has rapidly declined since the mid-1990s after
having remained relatively stable over the 30 prior years. Construction of some 50 dams and diversion
structures of surface water for agricultural use, along with reduced precipitation and warmer tempera-
tures over the basin, coupled to a lesser extent with reduced inflow of groundwater is generally accepted
as the cause [6,10,11].

The lake lies at around 1270 m above sea level, is up to 149 km long, and up to 60 km wide. This
thalassohaline lake has a surface area of 6100 km?, a volume estimated at 29.4 km?, with a mean and max-
imum depth of 6 and 16 m respectively. Its drainage basin approaches 52,000 km? being the endorheic
basin for a number of important streams and rivers. The watershed of the lake is an important agricul-
tural region with a population of around 6.4 million people; an estimated 76 million people live within
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FIGURE 5.1 General map for study area.

a radius of 500 km [25]. The average annual rainfall within the basin from 1967 to 2006 was 235 mm,
with a variation between 440 mm in 1968 to less than 150 mm in 2000. Annual inflow is optimistically
estimated at 6900 x 10° m® by Ghaheri et al. [7]. Prominent perennial streams include the Zarrineh
River (230 km long) entering from the south and draining part of the northern Zagros Mountains with
arange in discharge of 10-500 m?/s, with the Tata’u or Simineh River (145 km) as a major tributary. The
saline Aji Chai River from the east drains the flanks of Sabalan Mountains at 4810 m (38°15'N, 47°49'E)
and Sahand Mountain at 3710 m (37°44'N, 46°27'E). From the west, the smaller rivers denominated
Nazlu Chai (85 km), Shahr Chai (70 km), and Barandooz Chai (70 km) [9] are the focus of this chapter.
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Barandooz Chai, Nazlu Chai, and Shahr Chai rivers are among major perennial rivers from the Urmia
Lake Basin. The construction of Shahr Chai Dam (commissioned 2005), Nazlu Dam (under construction),
and Barandooz Dam (under construction), respectively, on the Shahr Chai, Nazlu Chai, and Barandooz
Chai rivers in West Azerbaijan province, Iran, were the preliminary reason for these selections.

There are eight river gaging stations along these watercourses. Of these stations, Band (Shahr Chai
River), Tepik (Nazlu Chai River), and Dizaj (Barandooz Chai River) gaging stations were selected to
represent the potential inflows to the main stream of these rivers. Figure 5.1 shows the selected three
gaging stations along the rivers, and they may be considered representative of the possible hydrological
variability that could exist within the study area.

5.3.1 Data and Methodology

Hydrological EFA methods rely on the use of hydrological data, usually in the form of naturalized, his-
torical monthly or daily flow records, for making EF recommendations. Gordon et al., Stewardson and
Gippel and Smakhtin review many of the well-established hydrological and regionalization techniques
used to derive the latter flow indices for gaged and ungaged catchments [8,27,32]. In this study, due to
the lack of ecological information, five different hydrological methods were used to evaluate EF in the
rivers under study.

Because the natural hydrological regime is to be related to the ecological rehabilitation of a river
system, natural mean daily and monthly flow data were considered to eliminate the effect of reservoir
operation on the natural flow regime of these three rivers downstream (Table 5.1).

The basis of the hypothesis of this study is that a hydrological regime can be related to the ecologi-
cal condition of a river system [12,24,28,31,34]. The main features of these methods are described in
Sections 5.3.1.1 through 5.3.1.5.

5.3.1.1 FDC Shifting Method

The FDC shifting method is a relatively new hydrological method developed by Smakhtin and Anputhas.
This method includes four subsequent steps to evaluate EF, as follows [28]:

Step 1: Simulating reference hydrological conditions. The first step is the calculation of a representative
FDC for a desired river reach using a monthly time series. All FDCs in this method are represented by
a table of flows corresponding to 17 fixed percentage points: 0.01%, 0.1%, 1%, 5%, 10%, 20%, 30%, 40%,
50%, 60%, 70%, 80%, 90%, 95%, 99%, 99.9%, and 99.99%. These points (1) ensure that the entire flow
range is adequately covered and (2) are easy to use in the context of Steps 2—4.

Step 2: Defining environmental management classes (EMCs). Six EMCs are used in this method and
are presented in Table 5.2. The EMCs (Table 5.2) are similar to those described in DWAF [4]. The higher
EMCs require a higher allocation of water for ecosystem maintenance or conservation and a higher
preservation of flow variability.

Step 3: Establishing environmental FDCs from reference condition. Environmental FDCs are deter-
mined by the lateral shift of the original reference FDC, that is, to the left along the probability axis.
The 17 percentage points on the probability axis (Step 1) are used as steps in this shifting procedure. The
procedure is graphed in Figure 5.2. A linear extrapolation is used to define the revised low flows at the
lower tail of a shifted curve (see [28] for a detailed description).

TABLE 5.1 Details of Selected Observed Monthly Flow Data Sets

River Station  Long.(°) Lat.(°)  Elev.(m) Area(km?) Period
Barandooz Chai  Dizaj 45-03 37-23 1320 637 1956-2007
Nazlu Chai Tepik 44-54 37-40 1450 1714 1985-2007

Shahr Chai Band 45-01 37-30 1490 408 1949-2008
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TABLE 5.2 Environmental Management Classes (EMCs) Used in the FDC Shifting Method

EMC

Most Likely Ecological Condition

Management Perspective

A (natural)

B (slightly
modified)

C (moderately
modified)

D (largely
modified)

E (seriously
modified)

F (critically
modified)

Natural rivers with minor modification of
instream and riparian habitat

Slightly modified and/or ecologically important
rivers with largely intact biodiversity and
habitats despite water resources development
and/or basin modifications

Habitats and biota dynamics have been
disturbed, but basic ecosystem functions are
still intact; some sensitive species are lost and/
or reduced in extent; alien species present

Large changes in natural habitat, biota, and basic
ecosystem functions have occurred; species
richness is clearly lower than expected; much
lowered presence of intolerant species; alien
species prevail

Habitat diversity and availability have declined;
species richness is strikingly lower than
expected; only tolerant species remain;
indigenous species can no longer breed; alien
species have invaded the ecosystem

Modifications have reached a critical level;
ecosystem has been completely modified with
almost total loss of natural habitat and biota; in
the worst case, basic ecosystem functions have
been destroyed and changes are irreversible

Protected rivers and basins; reserves and national
parks; no new water projects (dams, diversions)
allowed

Water supply schemes or irrigation development
present and/or allowed

Multiple disturbances (e.g., dams, diversions,
habitat modification, and reduced water quality)
associated with the need for socioeconomic
development

Significant and clearly visible disturbances
(including dams, diversions, transfers, habitat
modification, and water quality degradation)
associated with basin and water resources
development

High human population density and extensive
water resources exploitation; generally, this status
should not be acceptable as a management goal;
management interventions are necessary to
restore flow pattern and to “move” a river to a
higher management category

This status is not acceptable from the management
perspective; management interventions are
necessary to restore flow pattern and river
habitats (if still possible/feasible) to “move” a
river to a higher management category

Source: Smakhtin, V.U. and Anputhas, M., An Assessment of Environmental Flow Requirements of Indian River Basins,
IWMI Research Report 107, International Water Management Institute, Colombo, Sri Lanka, 36pp, 2006.

10,000 -
——
= :\ A\\
§ | \g ss\
= ~
% 1o e e e
= NI
‘g’ ] k Direction of shift
= ] \\\\l\
I~
100

0.01 0.1 1 5 10 20 30 40 50 60 70 80 90 95 99 999 100
% Time flow exceeded

| —— Reference FDC —— Class A —— Class B, —— Class C —— Class D|

FIGURE 5.2 Estimation of environmental FDCs for different EMCs by lateral shift. (Adapted from Smakhtin,
V.U.and Anputhas, M., An Assessment of Environmental Flow Requirements of Indian River Basins, IWMI Research
Report 107, International Water Management Institute, Colombo, Sri Lanka, 36pp, 2006.)
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FIGURE 5.3 Tllustration of the transformation procedure to generate a complete monthly time series of EF from
the established environmental FDC. (From Smakhtin, V.U. and Eriyagama, N., Environ. Modell. Softw., 23(12),
1396, 2008.)

Step 4: Simulating continuous monthly time series of EF. An environmental FDC can be converted into
an actual environmental monthly flow time series using the spatial interpolation procedure (Figure 5.3)
described in detail by Hughes and Smakhtin [14]. Generation of the EF time series completes the desktop
EF estimation for a site. In this study, Global Environmental Flow Calculator (GEFC) software, version 1
[29], was used to analyze the data and estimate EFR.

5.3.1.2 Desktop Reserve Model

DRM is a hydrology-based, planning-type EFA methodology developed in South Africa by Hughes and
Munster and further refined by Hughes and Hannart [12,13]. The main assumption of the DRM, which
emerged from the analysis of the comprehensive reserve estimates, is that rivers with more stable flow
regimes (a higher proportion of their flow occurring as base flow) may be expected to have relatively
higher low-flow requirements in normal hydrological years.

Flow variability plays a major role in determining EFRs. Within the model, two measures of hydro-
logical variability are used. The first is a representation of long-term variability of wet and dry season
flows. The average coeflicient of variation (CV) of flow for the three main months of both the wet and
dry seasons is calculated, and the sum is the CV index. The second index is the base flow index, which is
the proportion of total flow that can be considered to occur as base flow [12].

The DRM parameters have been determined empirically for South African rivers, and they must
be modified for other conditions. In computing the results, the model assumes that the primary dry
season months are June to August, and the primary wet season months are January to March, as occurs
over much of South Africa. This assumption cannot be altered within the model. However, for the
three rivers, the key months are April-June and September-November for the wet and dry seasons,
respectively. To reflect these key months, the input data were shifted by 3 months (i.e., January became
April and so forth) and the results were then readjusted, that is, the input data files were time stepped
and then the output time stepped to reestablish the correct month assignation.
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5.3.1.3 Range of Variability Approach

Richter et al. established the indicators of hydrologic alteration (IHA) method to assess hydrologic
regime alteration, including 33 hydrological parameters, which jointly reflect different aspects of flow
variability (magnitude, frequency, duration, timing, and rate of change) [23]. The IHA indicators can
be divided into five groups: monthly flow indices, extreme flow indices, timing indices, high-flow and
low-flow indices, and rising and falling indices. The basic premise of the IHA analysis is that the natural
biotic composition, structure, and function of the aquatic ecosystem will be provided by protecting or
restoring a natural hydrological regime on a river.

Richter et al. developed the RVA method based on the IHA [24]. The objective of the RVA is to guide
efforts to restore or maintain the natural hydrologic regime of a river, using the range of natural vari-
ability in 33 different ecologically relevant flow parameters as the basis for setting management targets.
The RVA target range for each hydrologic parameter is usually based upon selected percentile levels or
a simple multiple of the parameter standard deviations for the natural or preimpact hydrologic regime.
The management objective is not to have the river attain the targeted range every year; rather, it is to
attain the targeted range at the same frequency as occurred in the natural or preimpact flow regime [22].

The degree, to which the RVA target range is not attained, is a measure of hydrologic alteration. The
hydrologic alteration index (HAI in percentage) is calculated by

No serve _Nex ecte
HAL = —oberedTeweced 10 (.1)

expected

»

where “Nipeervea” aNd “Neypecred” are the number of years in which the corresponding observed and
expected values of the hydrologic parameter fall within the targeted range, respectively. The HAI is
equal to zero when the observed frequency of postimpact annual values falling within the RVA target
range equals the expected frequency. A positive value of the HAI indicates that annual parameter values
fall inside the RVA target range more often than expected; negative values indicate that annual values
falling within the RVA target range less often than expected.

The Nature Conservancy developed the IHA software program to support hydrologic evaluations.
The THA software facilitates the analysis of variability and change in hydrologic parameter values over
time by producing tabular summaries and graphical output [17]. Version 7 of the IHA software was used
in this study to estimate EFRs in the Shahr Chai River.

5.3.1.4 Tennant Method

The Tennant method, sometimes called the Montana method, is the most frequent method applied
worldwide and has been used by at least 25 countries [36]. Tennant used stream gaging records to cal-
culate mean annual flow (MAF), and the established range of base flow conditions and an associated
level of habitat protection on the basis of his qualitative assessment of habitat conditions generated by
various flow regimes [34]. Tennant method reserves an amount of water for each of the seasonal periods
of April-September and October-March (Table 5.3).

5.3.1.5 Tessman Method

Tessman (1980) as cited in Prairie Provinces Water Board adapted Tennant’s seasonal flow recommen-
dations. These recommendations are based on mean monthly flows (MMFs) as well as MAF. The specific
monthly Tessman’s recommendations are as follows [20]:

o If MMF < 40% of MAF, then minimum monthly flow equals the MMF
o If MMF > 40% MAF and 40% MMF < 40% MAF, then minimum monthly flow equals 40% MAF
o If40% MMF > 40% MAF, then minimum monthly flow equals 40% MMF

Tessman also recommends a two-week period of 200% MAF during the month of highest runoft for
flushing flows.
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TABLE 5.3 Instream Flow for Fish, Wildlife, and
Recreation in the Tennant Method

Recommended Base Flow Regime
(% of MAF)

Description of Flows October-March  April-September

Flushing or maximum 200 200
Optimum range 60-100 60-100
Outstanding 40 60
Excellent 30 50
Good 20 40

Fair or degrading 10 30
Poor or minimum 10 10
Severe degradation <10 <10

Source: Tennant, D.L., Fisheries, 1, 6, 1976.

5.3.2 Results and Discussions

The potential EF values for the three rivers were evaluated by newly developed hydrological method
(FDC shifting) using GEFC software. Monthly flow data were used to develop duration curves and to
generate flow requirements at the three gaging stations of the rivers. Figure 5.4 shows the development
of FDCs corresponding to six different EMCs (A-F) at the selected gaging stations in the rivers.

One characteristic feature of the estimated EFR is that higher the flow variability of a river (and there-
fore the steeper the FDC slope is), the lesser the EFRs are in all classes [28]. Barandooz Chai, which has
the least variable regimes according to simulated flow records and corresponding duration curves, has
therefore the highest EFR.

Nazlu Chai and Shahr Chai with the most variable flow regimes (and corresponding steeply sloping
curves) have the lowest EFR in most of the classes.

Figure 5.5 illustrates the natural flow conditions at the selected gaging stations and the simulated EF
time series for EMCs A and F. The simulated time series were obtained using the spatial interpolation
procedure discussed in the previous section and illustrated in Figure 5.3. They retain most of the fea-
tures of natural flow variability. The differences between the natural and environmental hydrographs at
any particular time in desired EMC should ideally be considered as water available for other uses.

Estimation of the long-term EF as percent of natural MAF for different EMCs of the three rivers is
presented in Table 5.4, using the FDC shifting method. The corresponding EF values clearly decrease
progressively as ecosystem protection decreases. The results indicate that to maintain a river in the
relatively high management class B, 44% of the natural MAF would be required with the exception of
Barandooz Chai (an extreme case).

According to Table 5.4, more than 10% of the MAF rate must be allocated to maintain river life; lower
than this value, the river would be considered to be a dead environment.

Table 5.5 presents the estimated EF from the DRM method. As shown in Table 5.5, the EFR for class
D, which is sometimes perceived as the least acceptable level, is 15% of the natural MAF for all of the
three rivers.

Comparative results from the FDC shifting and DRM methods are shown in Figure 5.6. Since the E and
F classes are environmentally unacceptable (Table 5.2), they are not included in Table 5.5 and Figure 5.6.

The estimation from the FDC shifting method is consistently more conservative than the DRM
method for all of the classes. The systematic underestimation of EF values from the DRM method could
be related to necessary modifications of the empirical parameters used in the DRM. Currently, there are
no scientific grounds (in terms of ecology, geomorphology, and hydraulic fields) for any such changes in
the modeling of the three study river ecosystems.
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Due to the fact that the Barandooz and Nazlu dams are under construction, there are no regulated
data for implementing the RVA method analysis in Barandooz Chai and Nazlu Chai rivers. Mean daily
flow data of the Band Station (Shahr Chai River) from 1949 to 2008 was divided into pre-2005 and post-
2005 data series. The annual mean values of 33 hydrologic parameters in the preimpact 56-year flow
data series were calculated, then the annual mean values of those parameters in the postimpact 4-year
series were calculated. In the absence of supporting ecological information, +1 standard deviation (SD)
from the mean values of the predam parameters was used as the EF targets for each of the 33 IHA
parameters. Finally, the HAI of the postimpact parameters against that of the preimpact parameters
was computed (Table 5.6).

The negative HAI values of most parameters indicate that the annual values of these parameters fell
within the RVA target range less often than expected. In summary, the hydrologic regime of the Band
Station altered drastically after dam construction, especially for the high-flow-relevant parameters.
High flow often occurs in wet seasons in a hydrological year. In wet seasons, irrigation water demand
in the Shahr Chai River basin is lower than that in other seasons. Figure 5.7 illustrates an example of
graphical output from the IHA software showing changes in monthly mean flows after the construction
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TABLE 5.4 Estimation of EF as Percent of MAF for Different EMCs Using the FDC Shifting

Long-Term EF (% of MAF) at Different EMCs

River MAF (m?/s) Class A Class B ClassC  ClassD  ClassE  Class F
Barandooz Chai 8.2 75.3 54.2 394 29.1 21.5 15.6
Nazlu Chai 12.2 67.4 43.6 29.3 20.4 14.4 9.9
Shahr Chai 5.2 68.8 44.1 28.2 18.9 134 10

TABLE 5.5 Estimation of EF as Percent of MAF for Different EMCs Using

the DRM

Long-Term EF (% of MAF) at Different EMCs
River MAF (m?/s) Class A Class B Class C Class D
Barandooz Chai 8.2 56.7 37.1 23.9 15.4
Nazlu Chai 12.2 51.9 34.7 22.8 14.8
Shahr Chai 52 53.8 35.6 23.2 15

of Shahr Chai Dam on the Shahr Chai River. The RVA target for this hydrological parameter is also
shown in Figure 5.7.

In the monthly mean flow data, except for November, the HAI values were relatively high. The April
and May values of HAI reached 100%, the highest degree of deviation. In addition, from December
to July, monthly mean flow was reduced after 2005. This may be because this period is considered to
be the wet season in the Shahr Chai River basin, and water abstraction for irrigation is not necessary.
Nevertheless, the values from August to November were greater than the predam values. It should be
stated that it is very difficult to evaluate the results when there are no ecological data available to confirm
or deny the suitability of the estimated environmental water requirement (EWR). Hence, the low RVA
target was considered as the minimum monthly flow.

Using the Tennant method and based on national legislation, 10% of the MAF for the flows from
October to March and 30% of the MAF for the flows from April to September were calculated in this
study. Tables 5.7 through 5.9 present the EF estimations from the Tennant and Tessman methods for the
Barandooz Chai, Nazlu Chai, and Shahr Chai rivers, respectively. Also, it is possible to produce actual
monthly EFR distribution resulting from the application of the methods. Hence, comparisons of the
monthly results of the methods are presented in Tables 5.7 through 5.9.

For better comparison of the differences among EF estimations of the applied methods, the results are
summarized in Table 5.10. The RVA and Tessman methods, as presented in Table 5.10, estimated higher
values than the others.

This study provides a useful guide as the first-order estimation of EFs where limited information
is available on the ecology of the rivers. The proposed potential monthly EF values are to be used
as a suitable threshold for EFRs in the three rivers. During wet and normal periods, it is possible to
regulate the flow release from each of the three dams in order to satisfy human needs while sustain-
ing the minimum EFR downstream. In drought periods, it is necessary to consider tradeofts between
agricultural and environmental water needs, resulting in solutions that reduce the risk of water short-
ages and minimize ecological integrity disturbances along the three rivers and toward Lake Urmia.
However, the drought management approach requires the identification of real-time flow data and
social tolerance of stakeholders downstream in order to achieve the optimum timing and magnitude
of flow releases from each of the three dams. Optimizing the dam release rules for these three reser-
voirs is considered for future study.
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TABLE 5.6 Alteration of 33 Hydrologic Parameters, Shahr Chai River

Predam: 1949-2004 Postdam: 2005-2008 RVA Boundaries
THA Parameter Group Means  Min Max  Means Min Max Low High HAT* (%)
1. Monthly magnitude
October 1.1 0.1 5.7 3.1 0.4 8.2 0.5 2.1 -25.7 (L)
November 1.5 0.4 4.3 2.3 0.7 5.6 0.5 2.6 3.1(L)
December 1.5 0.3 4.8 1.1 0.7 1.8 0.6 2.3 25 (L)
January 13 03 37 0.5 0 0.9 0.7 1.9 ~34.5 (M)
February 1.4 0.4 3.4 0.5 0 0.8 0.8 2 —66.5 (M)
March 33 0.9 8.9 1.2 0.4 2.2 1.5 5 -69.4 (H)
April 10.8 33 23.4 1.5 0.8 2.8 6 15.6 —-100 (H)
May 19.1 5.8 45.5 3.5 1.5 5 11.1 27.1 —-100 (H)
June 15.4 2.5 353 5.4 35 8.6 8 22.8 —63.8 (M)
July 5.6 0.4 16.3 5.3 3.6 7.1 1.9 9.3 41 (M)
August 1.8 0 59 5.5 2.8 9.2 0.5 3.2 —-64.7 (M)
September 0.9 0 24 4.5 1.1 9.6 0.3 1.4 —62.8 (M)
2. Magnitude and duration of annual extremes
1-day minimum 0.3 0 1 0.1 0 0.3 0 0.5 -31.3(L)
3-day minimum 0.3 0 1 0.2 0 0.5 0.1 0.6 -21.4 (L)
7-day minimum 0.4 0 1.1 0.2 0 0.6 0.1 0.7 -23.6 (L)
30-day minimum 0.6 0 14 0.3 0 0.7 0.2 0.9 -23.6 (L)
90-day minimum 1.1 0.1 3.4 0.5 0.3 0.8 0.5 1.7 -34.5 (M)
1-day maximum 47.1 10 170 12 10.9 12.9 10.8 83.4 17 (L)
3-day maximum 34 9.3 103.1 11 10.3 12.1 15.8 52.2 —-100 (H)
7-day maximum 28.4 8.8 91.4 10.1 8.8 11.4 15 41.7 —-100 (H)
30-day maximum 22.1 6.4 57.8 8 5.4 9.7 12.8 31.4 -100 (H)
90-day maximum 15.6 5 30.9 6.1 4.1 8.6 9.4 21.9 —100 (H)
Number of zero days 53 0 91 10 0 40 0 25.8 -20.7 (L)
Base flow index 0.1 0 0.3 0.1 0 0.2 0 0.1 —-100 (H)
3. Timing of annual extremes
Date of minimum 2588 9 363 31 11 347 180.8 336.7  -100 (H)
Date of maximum 1302 97 179 172.8 131 241 109.2 151.3  -60.7 (L)
4. Frequency and duration of high and low pulses
Low pulse count 5.6 0 14 6.8 5 10 1.6 9.7 28.9 (L)
Low pulse duration 26.2 1 131 18.3 9.9 28.4 7.4 57.9 66.7 (H)
High pulse count 3.6 0 10 0 0 0 1.5 5.7 -100 (H)
High pulse duration 15.8 1 73
The low pulse threshold 0.9
The high pulse threshold 13.4
5. Rate and frequency of change in conditions
Rise rate 1.2 0.3 3.8 0.5 0.4 0.7 0.5 1.8 -37.5 (M)
Fall rate -0.9 -25 =03 -0.4 -06 -03 -1.3 -0.4 -36.1 (M)
Number of reversals 106.5 16 154 107.3 92 120 77.3 135.6 31 (L)

* Hydrologic alteration index (HAI) is classified as high (H) > 67%, medium (M) = (34%-66%), low (L) < 33%.
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FIGURE 5.7 Illustration of changes in monthly mean flows after the construction of Shahr Chai Dam on the
Shahr Chai River.

TABLE 5.7 Estimation of EF Values from Different Hydrological Methods,
Barandooz Chai

Environmental Flow Requirement (m?/s)

Mean Monthly ~ FDC Shifting

Month Flow (m?/s) Class C DRM Class C  Tennant (Fair)  Tessman
October 2.43 0.75 0.59 0.82 2.43
November 5.20 2.10 0.81 0.82 3.26
December 5.38 2.35 0.91 0.82 3.26
January 4.85 1.84 0.88 0.82 3.26
February 4.68 1.76 1.20 0.82 3.26
March 6.79 3.08 2.31 0.82 3.26
April 14.02 5.55 2.33 2.45 5.61
May 22.64 8.17 6.71 2.45 9.05
June 17.65 6.46 3.11 2.45 7.06
July 8.68 3.58 2.53 2.45 3.47
August 3.63 1.33 1.25 2.45 3.26
September 1.87 0.52 0.69 2.45 1.87

5.4 Summary and Conclusions

The proliferation of EFR current methods clearly indicates the present diversity and future require-
ments of this line of riverine system management. They reinforce the need for preserving down-
stream environments as a worldwide issue. No single EFR method is perfect under all conditions.
Region- and climate-specific EFRs can require significant modifications before being applied in
distinct zones.

The vast majority of methods tend to closely focus on the instream ecological features of riverine
systems; nevertheless, holistic methods have the potential for the assessment of water requirements for
nonflowing aquatic systems, such as floodplains, wetlands, including estuaries, and lakes.
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TABLE 5.8 Estimation of EF Values from Different Hydrological Methods, Nazlu Chai

101

Environmental Flow Requirement (m?3/s)

Mean Monthly ~ FDC Shifting
Month Flow (m?/s) Class C DRM Class C Tennant (Fair) Tessman
October 2.74 0.85 0.65 1.22 2.74
November 5.46 2.05 0.86 1.22 4.86
December 5.25 1.86 0.90 1.22 4.86
January 5.19 1.67 1.34 1.22 4.86
February 524 1.70 1.35 1.22 4.86
March 8.98 3.62 3.41 1.22 4.86
April 25.25 6.94 3.48 3.65 10.10
May 43.88 10.16 11.75 3.65 17.55
June 27.29 7.21 4.60 3.65 10.92
July 10.38 3.26 3.08 3.65 4.86
August 3.83 1.30 1.37 3.65 3.83
September 2.22 0.68 0.79 3.65 2.22

TABLE 5.9 Estimation of EF Values from Different Hydrological Methods, Shahr Chai River

Environmental Flow Requirement (m?/s)

Mean Monthly ~ FDC Shifting

Month Flow (m?/s) Class C DRM ClassC  Low RVA  Tennant (Fair)  Tessman
October 1.10 0.37 0.30 0.54 0.53 1.10
November 1.54 0.60 0.38 0.53 0.53 1.54
December 1.46 0.59 0.37 0.63 0.53 1.46
January 1.28 0.51 0.35 0.65 0.53 1.28
February 1.41 0.53 0.38 0.79 0.53 1.41
March 3.26 1.04 1.39 1.51 0.53 2.11
April 10.83 2.01 1.56 6.03 1.58 4.33
May 19.08 4.42 5.06 11.09 1.58 7.63
June 15.40 4.19 2.71 8.02 1.58 6.16
July 5.59 1.58 1.97 1.86 1.58 2.24
August 1.81 0.78 0.88 0.45 1.58 1.81
September 0.87 0.36 0.38 0.29 1.58 0.87

TABLE5.10 Comparison of Environmental Flows from Different Hydrological Methods

Environmental Flow Requirement

Shahr Chai Nazlu Chai Barandooz Chai
Method % of MAF  m3/s % of MAF m’/s %of MAF m’s
FDC shifting (Class C) 28 1.48 29 3.52 39 3.18
DRM (Class C) 23 1.26 23 2.79 23 1.96
Tennant (March-August) 10 0.53 10 1.22 10 0.82
Tennant (September—February) 30 1.58 30 3.65 30 2.45
Tessman 50 2.65 53 6.38 49 4.02
Low RVA 51 2.69 — — — —
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In cases where ecological information is insufficient, hydrological indices can be used to provide an
adequate estimation of environmental water requirements in rivers. This study tests several hydrology-
based desktop EFA methods in the context of a developing country (where sufficient data on ecological
features and the flow values of rivers are not available), using three rivers within the Urmia Lake Basin
in Iran.

One of the major problems in EFA, effectively reflected in all of the methods used, is the elusive
search for environmentally acceptable thresholds, below which there are some significant changes in
the system [31].

The FDC shifting method enables rapid estimation of EFRs for different environmental classes if
relevant hydrological data (i.e., monthly flow rates) are available. The DRM is developed for a specific
country/region and needs to be tested and recalibrated for additional physiographic and climatic
environments before it can be reliably applied. There is therefore a need to further develop, modify,
and test the existing methods in specific river basins. The Tennant and Tessman methods are consid-
ered to be too simplistic and do not take into account the recent ecohydrological theories. The RVA
was expressly designed for application in situations in which very little or no ecological information
was available to support EF determination. However, despite the relatively advanced nature of the
RVA, the number of parameters used is too large for the level of subjectivity associated with their
selection [31].

The predictions of the EF rates for the three rivers from each of the five methods are compared and
presented in Table 5.10. Comparative results indicate that in order to maintain the rivers at an accept-
able ecological condition Class C, 23% of the natural MAF is required in the rivers from the selected
gaging stations (downstream of the dams) toward Lake Urmia.

It seems that both methods of FDC shifting and DRM classify the flow environmentally better than
the other methods. The reason for this perception is that in the FDC shifting method, variability of the
flow regime would be maintained, and the DRM considers more complex parameters than the remain-
ing methods.
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PREFACE

Nanostructure science and technology is a broad and interdisciplinary area of research and
development activity that has been growing explosively worldwide in the past few years. It plays
a major role in the development of innovative methods to produce new products, to substitute
existing production equipment, and to reformulate new materials and chemicals with improved
performance resulting in less consumption of energy and materials and reduced harm to the
environment as well as environmental remediation.

In this chapter, first the production of nanoparticles and nanomaterials are reviewed and then
some benefits and risks of nanotechnology for the environment are described. At the end, three
different case studies regarding nanoparticles and environment that have been conducted in Iran
as a developing country with arid or semiarid zones are presented.

6.1 Introduction

Nanotechnology can be defined as the design, synthesis, characterization, and application of materials
and devices on a length scale of approximately 1-100 nm in any dimension [46]. Nanotechnology is a
result of convergence of traditional fields of physics, biology, and chemistry. Three types of nanopar-
ticles can be considered: natural, incidental, and engineered. Clays, weathered minerals, organic
matter, and metal oxides are the examples of natural substance [26,47]. Incidental nanoparticles are
generated in a relatively uncontrolled manner and can originate as a by-product of fuel combustion,
manufacturing, agricultural practices, vaporization and weathering, and release into the environment
from nanoparticle production facilities [26]. Design and manufacture of engineered nanoparticles is
intentionally with specific characteristics or compositions (e.g., shape, size, surface properties, and
chemistry). These particles may be released into the environment through industrial or environmen-
tal applications [46].

Because of their unique properties, nanomaterials have novel electrical, catalytic, magnetic, mechan-
ical, thermal, or imaging features that are highly worthy for applications in commercial, medical,
military, and environmental sectors [46].

6.2 Production of Nanoparticles and Nanomaterials

Two basic strategies are used to produce nanoparticles: top-down and bottom-up. In the top-down
strategy, source materials are mechanically crushed using a milling process. In the bottom-up
strategy, structures are built up by chemical processes. The respective process for production of
nanomaterials is selected based on the chemical composition and the desired features specified for
the nanoparticles.

6.2.1 Top-Down Method

In this method, the material of the formed structure and base substrate is usually the same. The tra-
ditional mechanical-physical crushing methods for producing nanoparticles involve various milling
techniques.

6.2.1.1 Milling Processes

Mechanical attrition, which is applied in producing metallic and ceramic nanomaterials, is a typical
example of top-down method. Because of its simplicity, the relatively inexpensive equipment needed,
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and the applicability to essentially the synthesis of all classes of materials, this method has become
popular. Possibility for producing nanomaterial in large quantity is the major advantage of this method.
However, the contamination problem in this method is often a reason to dismiss the method. In this
method, material is removed from the substrate, forming a cavity with certain geometries. The dimen-
sions of the cavity depend on the travel path of the mill.

6.2.2 Bottom-Up Method

As the opposite of top-down method, in bottom-up methods, materials stack on top of a base component.
This method is based on physicochemical principles of molecular or atomic self-organization.

6.2.2.1 Gas-Phase Processes

Gas-phase processes are of increasing interest in industry for producing nanomaterials in powder or
film form. Examples include processes in flame-, plasma-, laser-, and hot-wall reactors, yielding prod-
ucts such as fullerenes and carbon nanotubes.

Nanoparticles are made from the gas phase by producing a vapor of the product material using chem-
ical or physical methods. Initial nanoparticles, which can be in a liquid or solid form, are produced via
homogeneous nucleation. Depending on the process, further particle growth involves condensation
(transition from gaseous into liquid aggregate state), chemical reaction on the particle surface and/or
coagulation processes, as well as coalescence processes (particle fusion) [39].

6.2.2.2 Liquid-Phase Processes

The most important liquid-phase processes in nanomaterial production are precipitation, sol-gel pro-
cesses, and hydrothermal syntheses. The synthesis of nanomaterials in this process takes place at lower
temperatures compared to gas-phase process.

6.2.2.2.1 Sol-Gel Processes

The sol-gel process, which is the most established method in nanoparticle production, involves the
evolution of inorganic networks through the formation of a colloidal suspension (sol) and gelation of
the sol to form a network in a continuous liquid phase (gel). A metal or metalloid element surrounded
by various reactive ligands is normally the precursors for synthesizing these colloids. The starting
material is processed to form a dispersible oxide and forms a sol in contact with water or dilute acid.
Removal of the liquid from the sol yields the gel. In this procedure, the sol/gel transition controls the
particle size and shape.

The synthesis takes place under relatively mild conditions and low temperatures. The sol-gel process
can be characterized by a series of distinct steps. The first step is the hydrolysis reaction in which the
stable sol solution is formed. Then the sol starts to condense and polymerize, which leads to a growth
of particles. This reaction is quite complex and involves many intermediate products. By agglomeration
of the particles and increasing the viscosity of the solution, a wet gel will form. Aging of the gel during
which the polycondensation reactions continue until the gel transforms into a solid mass is another step.
Then, by removing water and other volatile liquids, the gel dries. Dehydration, during which surface-
bound M-OH groups are removed, stabilizes the gel. Densification and decomposition of the gels at
high temperatures is the step in which the pores of the gel network are collapsed and remaining organic
contaminants are derived out.

6.3 Benefits of Nanotechnology for the Environment

The benefits of nanotechnology for the environment have been divided into three categories of sensing
and detection, remediation and treatment, and sustainable products and resource saving.
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6.3.1 Environment Monitoring and Sensing

Environmental monitoring is crucial for policy makers. Using environmental monitoring, the data,
which is needed for policy makers to understand and improve environment, would be provided, and
nanotechnology offers improved analysis systems for environmental monitoring.

6.3.1.1 Air Monitoring

Analytical methods, such as mass spectrometry, gas chromatography, chemiluminescence, and infrared
spectrometry, are precise methods for air composition analysis. But they are time-consuming, relatively
expensive, and difficult to use for real-time field measurements.

The application of new, more flexible, and cost-effective systems that can operate at higher resolutions
is required for air monitoring. Solid-state gas sensors (SGSs) that are able to analyze air samples faster,
simpler, and less expensive than their conventional methods were developed based on this demand [40].
SGSs consist of one or more metal oxides of the transition metals (e.g., tin, aluminum, zinc, cobalt, and
tungsten). Application of nanoparticles and thin films of metal oxides (<100 nm thick) in producing the
sensors has considerable advantages compared to standard technology. By using this technology, the
sensitivity of sensors increases and the response time of the devices reduces [21].

An important benefit of nanotechnology for air monitoring is that the integration of nano-sized
materials in SGSs decreases the size of the sensors considerably, making them compact enough to be
fitted anywhere. They can be integrated into a flexible, mobile, real-time monitoring system. By combin-
ing the sensors with a global positioning system (GPS), and connecting them via an intelligent sensor
network, data can be transmitted from remote locations to a central service site, modeled, using geo-
graphic information system (GIS) software and published on the Internet [38].

6.3.1.2 Water Monitoring

Detection of a variety of contaminants with the acceptable accuracy was difficult to achieve with con-
ventional water monitoring technologies. Nanotechnology has indicated potential to develop novel
biosensor technologies, which are very promising to detect chemical pollutants in the environment.
Because of the unique properties of nanomaterials, they can provide rapid, sensitive, simple, and low-
cost detection.

A biosensor is an electronic device used to transform a biological interaction into an electrical
signal. This device is based on the direct spatial coupling of the immobilized biologically active
element, with a transducer that acts as detector and electronic amplifier. Different types of bioreceptors
(enzymes, receptors, antibodies, DNA, or microorganisms) combined with electrochemical, optical,
or mechanical transduction have been used for the elaboration of biosensors in view of water
monitoring applications [6,41].

6.3.2 Remediation and Treatment

Environmental remediation involves the removal of contaminants from soils, surface and groundwa-
ters, and sediments that may pose a risk to human health and environmental receptors [46]. Novel
nano-based remediation and treatment practices have been developed in recent years. More rapid
and cost-effective cleanup of wastes is some of the advantages of these methods over the conventional
technologies.

6.3.2.1 Nanoscale Zero-Valent Iron

Nanoscale zero-valent iron (nZVI) that can effectively remove a wide variety of common environmen-
tal contaminants, such as chlorinated methanes, chlorinated benzenes, pesticides, organic dyes, heavy
metal ions, trihalomethanes, chlorinated ethenes, inorganic anions, and even radioactive elements, has
been widely used for environmental remediation [52].



Environmental Nanotechnology 109

The zero-valent iron nanoparticles can remain reactive toward contaminants in soil and water for
more than 4-8 weeks [52]. Field tests showed that nanoparticles can provide enormous flexibility for
both in situ and ex situ applications. Nanoparticles can be transported by the flow of groundwater over
20 m distance. The particles react rapidly, when in situ applied and fast contaminant reduction rates are
observed [52]. In cases of water or wastewater treatment, anchoring nanoparticles onto a solid matrix,
such as activated carbon or zeolite, can prove extremely effective [52].

For effective application of nZVI, site-specific requirements must be met. Before nanoparticles are
injected, adequate site characterization including information about site location; geologic, hydrogeo-
logic, and subsurface conditions; and the concentration and types of contaminants is essential. The
composition of the soil matrix, porosity, hydraulic conductivity, groundwater gradient and flow velocity,
depth to water table, and geochemical properties (e.g., pH, ionic strength, dissolved oxygen, and
concentrations of nitrate, nitrite, and sulfate) need to be evaluated to determine whether the particles
can infiltrate the remediation source zone and whether the conditions are favorable for reductive
transformation of contaminants [22].

Use of nZVTI has received increasing amounts of attention and a fraction of the projects has been
reported. For example, nanoremediation methods have been tested for site remediation in 44 sites in
seven countries (including the United States) and in 12 US states. The sites include oil fields, manufac-
turing sites, military installations, private properties, and residences where pollutants include Cr(VI),
nitrate, and chlorinated compounds of concern, such as PCE, TCE, or PCBs [22].

Bimetallic iron nanoparticles, such as iron/palladium, iron/silver, iron/nickel, iron/cobalt, and iron/
copper, have been shown to be even more active and stable than nZVT [17]. Among them the palladized
iron (Fe/Pd) has the fastest reaction kinetics, but it is not cost-effective for in situ applications.

Although nZVI represents a powerful means of groundwater and site remediation, there are some
concerns that exposure to the nZVI particles can potentially give rise to environmental and health
problems, caused by the particles themselves. To understand and quantify the potential risks, the
mobility, bioavailability, toxicity, and persistence of manufactured nanoparticles need to be studied
[35]. Also to be able to quantify the stability of nanoparticles in the environment, the stability of
their suspensions and their tendency to aggregate and interact with other particles must first be
determined [29].

6.3.2.2 Nanoscale Semiconductor Photocatalysts

Semiconductor photocatalysts (SPs) are catalysts, built from a number of materials, such as titanium
dioxide (Ti0,), zinc oxide (ZnO), iron (II) oxide (FeO), and tungsten trioxide (WO,), which obtain
their activation energy from the absorption of light [34]. It was recognized that building SP materials
from nanoparticles greatly enhances their photocatalytic activity. The ability of nanoparticulate SPs
to degrade a great variety of inorganic and organic contaminants makes them very useful for envi-
ronmental remediation.

The characteristics of TiO,, such as low cost, low toxicity, and high reactivity, make the compound
more popular than other SPs [47]. However, it is possible that the application of TiO, nanoparticles can
cause environmental problems. Currently, little data, regarding the human and environmental expo-
sure to TiO, nanoparticles, used for environmental remediation, are available and the associated risks
are still largely unexplored.

6.3.2.3 Polymeric Nanoparticles

Polymeric nanoparticles have amphiphilic properties, which make them similar to the surfactant
micelles. The amphiphilic polyurethane (APU) nanoparticles are polymeric nanoparticles, especially
developed for remedial applications. A number of APU particles have been synthesized using (poly)ure-
thane acrylate anionomer (UA A) and polyethylene glycol (PEG)-modified urethane acrylate (PMUA) as
precursor chains [45]. APU nanoparticles can potentially replace the traditional surfactants, which are
commonly used to facilitate the remediation of hydrophobic organic contaminants (HOCs).
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HOC:s often sorb strongly to soils or form nonaqueous phase liquid (NAPL) and cause a large problem
for successful pump-and-treat remediation. Surfactants have been used to overcome this problem in
pump-and-treat-systems [50]. However, surfactants that are chemically unstable can be easily lost in
the process. The cross-linking of polymer chains within UAA particles makes them significantly more
stable than surfactant micelles, while having similar desorption capabilities [45].

Suitability of the particles for treating various soil types should be investigated. Also toxicology of the
polymeric nanoparticles designed for soil remediation and the development of a recovery and recycling
process for the particles need to be studied.

6.3.2.4 Ferritin-Encapsulated Metal Oxides

Cage-shaped proteins can often function as controlled environments for the assembly and encapsula-
tion of nano-sized materials. Ferritin, which is able to store iron, is a prime example of this occurrence.
Ferritin is composed of 24 polypeptide subunits, which self-assemble into 3D, hollow complexes under
certain conditions [24].

The metal ions then become bound to sites in the central cavity. The contribution of ferritin to the
photoreduction of contaminants makes it helpful for remediation [24]. Despite that normally Fe (III) is
able to carry out significant photochemical processes, the Fe (III)-bearing iron oxide quickly becomes
photoreduced to Fe (II), which makes the catalyst inactive. The ferritin naturally converts Fe (II) to Fe
(III), and the protein encapsulation of the iron oxide prevents its conversion back to Fe (II) without inhib-
iting the rate of decontamination [24]. Hexavalent chromium (Cr (VI)), a dangerous carcinogen, was
reduced to the trivalent form Cr (III), which is ubiquitous and less toxic using ferritin [24]. This technol-
ogy also offers potential remedial capabilities for aromatics, chlorocarbons, and nuclear contaminants.

No specific toxicity studies or safety concerns have been reported for ferritin. Since ferritin is naturally
occurred, its application may cause little amount of toxicity for living animals, plants, and microbes.
Concerns about ferritin should be focused on the ecological effects of its deployment in the environment.

6.3.2.5 Single-Enzyme Nanoparticles

The characteristics of enzymes make them more effective than synthetic catalysts in many areas of
application. However, the lack of stability and relatively short life of enzymes is a cost-limiting factor for
large-scale remedial purposes [25].

Single-enzyme nanoparticles (SENs) are a form of enzyme that is chemically stable and environmen-
tally persistent [25]. SENs are resistant to extreme conditions such as high/low pH, high contaminant
concentration, high salinity, and high/low temperature [25].

The type of enzyme employed for remediation is selected based on the contaminant. Peroxidases,
polyphenol oxidases (laccase and tyrosinase), dehalogenases, and organophosphorus hydrolases are
examples of applicable enzymes [4]. The large variety of applicable enzymes allows the potential reme-
diation of an extremely broad class of organic contaminants.

There are no specific toxicity studies concerning the use of SENs as a remedial tool. Their enzymatic
basis would point to its lack of toxicity. However, their potential persistence in the environment and/or
in mammals if absorbed or ingested should be more clearly investigated.

6.3.2.6 Self-Assembled Monolayers on Mesoporous Supports

Self-assembled monolayers on mesoporous supports (SAMMS) were developed by the US Pacific
Northwest National Laboratory (PNNL). SAMMS are a combination of mesoporous ceramics (with
pore diameters between 2 and 50 nm) and self-assembled chemical monolayers. Both the monolayer
and the mesoporous support can be functionalized to remove certain contaminants (e.g., Hg, Cd) [44].

SAMMS have higher removal capacity, faster adsorption, and better selectivity compared to other
membrane and sorbent technologies such as ion exchange resins, activated alumina filters, and fer-
ric oxide filters. This is because of the rigid, open-pore structure of SAMMS, which leaves all of the
binding sites available to bind contaminant molecules [44]. The most famous type of SAMMS is the



Environmental Nanotechnology 111

thiol-SAMMS, which was specially developed for the removal of mercury from liquid media. SAMMS
can also be used for the filtration of water.

This technology is still too expensive for everyday drinking water treatment applications. But it is
expected to become cost-effective for this purpose in the near future [47].

6.3.2.7 Dendrimers

Dendrimers are highly branched, globular macromolecules, which represent a novel class of 3D and fall
into a broader category deemed dendritic polymers. This category includes hyperbranched polymers,
dendrigraft polymers, and dendrons. They consist of three major components: core, branches, and end
groups [10]. The size of dendrimers ranges between 2 and 20 nm.

Poly(amidoamine) (PAMAM) dendrimers are the most common class of dendrimers, which was first
used by Diallo et al. in 1999 [11]. Currently PAMAM dendrimers have been developed for use in the
remediation of waste water and soil contaminated with a variety of transition metal ions such as copper
(Cu(II)). Toxicity concerns are currently being researched for remedial dendrimers.

6.3.2.8 Nanocrystalline Zeolites

The term zeolite represents a very broad group of crystalline structures generally comprised of sili-
con, aluminum, and oxygen [42]. Because of the physicochemical properties of zeolites and their
rigid 3D structures, they can offer superior sorption and hydraulic properties and have found use
as molecular sieves and sorbents in wastewater treatment. Zeolites have been particularly useful
in removing cationic species such as ammonium and some heavy metals from water [30]. Zeolites,
and in particular clinoptilolites, have also been used to remove cationic radioactive species
(137 Cs, 90 Sr) from nuclear plant wastewaters and contaminated groundwaters [14]. In addition,
surfactant-modified zeolite (SMZ) is capable of simultaneous sorption of anions, cations, and non-
polar organic molecules from water [7].

Conventional synthesis methods produce zeolites on the scale of 1,000-10,000 nm. Decreasing the
crystal size not only shortens the diffusion path lengths but also increases the fraction of the external
surface area relative to the total surface area of the zeolite [28]. Nanocrystalline zeolites are porous
nanomaterials with crystal sizes of less than 100 nm that possess unique external and internal sur-
face reactivity. The ability to assemble nanocrystalline zeolites into thin films and other nanostructures
facilitates the potential formation of separation membranes [42].

6.3.2.9 Carbon Nanotube Membranes

Nanotubes are engineered molecules most frequently made from carbon. They have a large surface area,
high strength combined with light weight, and high electrical and thermal conductivity. Carbon nano-
tube membranes (CNMs) are able to remove almost all kinds of water contaminants, including bacteria,
viruses, and organic contaminants. CMNs have also demonstrated potential for use in desalinating
salty water [43].

Although the pores of CNMs are significantly smaller than the pores of other membranes, CNMs
have shown the same, or even faster, flow rates. The reason behind that phenomenon is hidden in the
smooth interior of the nanotubes, which walls are almost perfectly flat. Fast flow rate in CNMs reduces
the amount of pressure needed to push the water through the membrane. This may result in reduction
of desalination costs. Desalination using CNMs can be cheaper than reverse osmosis.

Nanotubes have also been made from titanium dioxide and can be successfully used as a photocata-
lytic degrader of chlorinated compounds [8].

6.3.3 Sustainable Products and Resource Saving

Sustainable development, which is the basis of the economic growth, ensures protection of
the environment. Nanotechnology offers many innovative strategies to save resources through
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improvements in the efficiency of renewable energy sources (such as solar cells, thermoelectric
devices, fuel cells), energy storage (such as rechargeable batteries and supercapacitors, hydrogen
storage), reduced consumption of materials (e.g., providing lighter and/or stronger construction
materials or increasing the specific activity of functional materials), and the possibility of substitut-
ing alternative, more abundant materials for those that have limited availability (e.g., using nano-
structured metal oxides instead of rare metals for catalysts). It also holds promise for improving the
environment, by reducing waste and our dependence on nonrenewable natural resources, and in
cleaning up existing pollution [31].

Carbon nanoparticles and nanofibers are examples of environmentally friendly materials, which
are much more energy intensive compared to aluminum. Two recent studies, one on nanofibers and
the other on nanoparticles, show that carbon nanofibers produced from a range of feedstock materials
require 13-50 times the energy required for the production of primary aluminum on an equal mass
basis [23], while the carbon nanoparticles study finds their energy intensity to be 2-100 times that of
aluminum [27].

Nanoporous silicon is another example of resource-saving products. It has advantages as a material
for solar cells, including its antireflection, light trapping, and surface passivation properties; the reduced
thickness of the active layer due to the lower diffusion length for efficient charge collection; and a higher
attainable voltage [5].

By application of materials with nano-sized features in the design of the electrodes, more and faster
storage of energy in batteries becomes possible. By using these materials, batteries have become smaller
and lighter. Among others, researchers are working on a battery that is based on carbon nanotubes. It
may be expected that due to the large surface area of the carbon nanotubes, charging can become more
or less instantaneous.

6.4 Risk of Nanotechnology

Occupational and environmental exposures to a limited number of engineered nanomaterials (ENMs)
have been reported [33]. Little is known about health and environmental effects associated with
exposure to ENMs. Therefore, some questions have been raised about potential risks from such expo-
sures particularly in the past 5 years [12,13,32].

Some of the special properties that make nanomaterials useful are also properties that may cause
some nanomaterials to pose hazards to humans and the environment, under specific conditions. The
physicochemical properties of ENMs can cause the greater uptake and more biologically activity of
these materials compared to larger-sized particles of the same chemistry [20]. Some ENM characteristics
that may influence their toxicity include size, shape, surface functionalization or coating, solubility,
surface reactivity (ability to generate reactive oxidant species), association with biological proteins
(opsonization), binding to receptors, and, importantly, their strong tendency to agglomerate [51]. The
aspect ratio (length to diameter) of ENMs is another factor in their toxic potential. Fibers are particles
with a length > 5 pm and aspect ratio > 3:1 [48]. Inhaled asbestos containing high-aspect-ratio fibers is
more toxic than lower-aspect-ratio fibers [51].

The risk assessment of chemicals, which originally described by the US National Research Council
[36], has been put forward as the most relevant approach to understand and quantify the potential
risks of ENMs [15]. The framework is depicted in Figure 6.1. This framework consists of a four-step
process: (1) hazard identification, (2) dose-response assessment, (3) exposure assessment, and (4) risk
characterization.

In order to determine the extent of environmental exposure to ENMs, their behavior in the environ-
ment should be understood. Until now, a very limited number of studies have been conducted on the
environmental fate of ENMs, and fundamental mechanisms behind the distribution of most of them
are still unknown [18].
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6.4.1 Fate of Engineered Nanomaterials in Air

The fate of engineered nanoparticles (ENPs) in the air is determined by three main factors: (1) the dura-
tion of time particles remain airborne, (2) their interaction with other particles or molecules in the
atmosphere, and (3) the distance they are able to travel in the air [3].

6.4.2 Fate of ENMs in Water

The fate of ENMs in water is controlled by several factors: (1) aqueous solubility or dispersibility,
(2) reactivity of the ENMs with the chemical environment, and (3) their interaction with natural and
anthropogenic chemicals [46].

Because of their lower mass, ENMs generally settle more slowly than larger particles of the same
material. However, due to their high surface-area-to-mass ratios, ENMs can be readily sorbed to soil
and sediment particles and consequently have the potential to remove from the water column [37].
Some ENMs can also be removed from water column by abiotic (hydrolysis and photocatalysis) and
biotic degradation [9]. The fate of nano-sized particles in water/wastewater is strongly affected by pH. It
is another variable that may affect sorption and settling of nanomaterials [46].

In contrast to the removal processes mentioned previously, some insoluble ENMs can be stabilized in
aquatic environments. As an example, the aqueous stability of multiwalled carbon nanotubes for over
1 month in the presence of natural organic matter was investigated by Hyung et al. [19].

6.4.3 Fate of ENMs in Soil

The fate of ENMs in soil media can change, depending on the physical and chemical characteristics
of the material. Because of their high surface areas, some ENMs can strongly sorb to the soil particles
and become immobile [46]. On the other hand, if ENMs do not become trapped in the soil matrix, they
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might fit into smaller spaces between soil particles and might therefore travel farther than larger par-
ticles. The size, chemical composition, and surface characteristics of ENMs will influence on their sorp-
tion strength to soil [46]. The types and properties of the soil and environment (e.g., clay versus sand)
are also important factors in nanomaterial mobility [49].

6.4.4 Biodegradation and Chemical Transformation of ENMs

The biological processes can completely break down the ENPs and sometimes they can only change
their physical structure or surface characteristics of the material. The potential for biodegradation is
strongly dependent on the material properties. Most of the ENPs in current use are composed of not
easily biodegradable materials, such as ceramics, metals, and metal oxides [46]. The biodegradation
mechanisms of ENMs in the environment are not fully known, and therefore, much further researches
are needed.

6.5 Nanoparticles and Environment: Case Studies

In this section, three different case studies that have been conducted in Iran as a developing country
with arid or semiarid zones that encountered with water deficit problem are introduced. In Iran, the
10 year strategic plan for nanotechnology development (Future Strategy) has been started since 2006.
Water and environment is one of the five priorities in this plan. Studies and scientific researches in this
field of technology is one of the effective tools for nanotechnology development.

6.5.1 Application of Nanoparticles of Rice Husk Ash

Existence of sulfate salts in soil, groundwater, surface water, and irrigation water threatens the concrete
of hydraulic structures. One solution against sulfate salts is the utilization of anti-sulfate cement, ASTM
Type 5 Portland cement, but it is more expensive than normal Portland cement (ASTM Type 1). Due to
growing environmental concerns and the need to use less energy-intensive products, efforts are being
made to find concrete replacement materials. In a study conducted at Isfahan University of Technology
(IUT), the use of concrete incorporating nanoparticles of rice husk ash (RHA), as an agricultural waste,
was investigated.

In order to burn the husks at a controlled temperature (from 550°C to 600°C for 2 h) and atmosphere,
a special furnace was prepared. The experiments included 525 samples of cubical (70 x 70 x 70 mm) and
cylindrical (50.8 x 101.6 mm) concrete, which were stored in different ages (7, 28, 60, 180 days) in three
environment conditions (4% of the solutions of magnesium, calcium, and sodium sulfates), and 120
samples, which were stored in different ages (7, 28, 60, 180 days) in normal water environment condi-
tions. The portions of RHA as cement replacement were 20 and 30 and 20% of RHA and 10% of silica
fume. Also, 12 concrete canals incorporating different percentages of RHA were constructed in the field
and their seepages were determined by ponding method. In order to increase the specific surface and
pozzolanic activity, the RHA was milled by Los Angeles mill for 80 min (8 cycles of 10 min) and then
passed through sieve number of 0.75 mm and that about 2% of RHA particles were less than 150 nm.
The results showed that the concrete containing 20% RHA had higher compressive and tensile strengths
up to 180 days compared with that of other treatments for the three sulfate solutions. The concrete
containing RHA has better performance in the sulfated environments, so that loss of weight for the
concrete containing normal Portland and anti-sulfate cements was three times of concrete containing
20% RHA. The magnesium sulfate had more corrosive effect on concrete, compared to sodium and cal-
cium sulfates. The seepage from the concrete containing 20% RHA was about half of control concrete.
The results are important especially for the hydraulic structures exposed to sulfated soil, groundwater,
surface water, and irrigation water [1].
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6.5.2 Desalination of Water Using Nanoparticles
of Husk Ashes in Sand Filter

Desalination technology is a constant source to overcome the water shortage in arid and semiarid regions.
Inastudy conducted at IUT, application of rice and almond husk ashes (AHAs), as agricultural by-products,
in the sand filter of drip irrigation system was investigated. In order to produce ash from rice husk and
almond husk, a special furnace was prepared [2]. RHA was produced at the temperature of 250°C-300°C
after 30 min, and AHA was produced at the temperature about 700°C after 45 min. RHA and AHA were
obtained in two sizes miliparticles and nanoparticles. Nanoparticles were produced with the Los Angeles
Device during 1.5 h operation. Two volumes percent, 10 and 20, were considered for mixing the active car-
bon with sand filter. The saline water (EC =12 dS/m) entered in to the sand filter container, under two flow
rates of 3 and 6 m*h. Sampling was completed in 50 min and was subjected to analysis for EC, sodium
(Na*), calcium (Ca?*), carbonate (CO,%"), bicarbonate (HCO;"), chloride (Cl-), magnesium (Mg?*), sulfate
(§O,%), hardness, sodium adsorption ratio (SAR), and pH. Comparing of the two ash particles, it seems
that the particles of AHA are more effective on ion removal and reduction of water EC. Statistically, after
using nanoparticles, there were a remarkable reduction in water EC, Mg, Na, Cl, CO,>, HCO;-, SO,
hardness, and SAR. It should be mentioned that, contrasting to miliparticles, nanoparticles could reduce
the concentration of Ca?*; however, statistically it was not significant. The pH of outlet water from a sand
filter containing AHA showed more variations compared to the pH of outlet water from a sand filter con-
taining RHA. The amount of absorption increases with the increase of particle’s contact time with absor-
bents. Based on this research, application of nanoparticles of RHA in drip irrigation systems, especially in
case of saline water utilization, may result in reduction of emitter plugging.

6.5.3 Sulfate Ion Removal from Water Using
Polysulfone Nanostructured Membrane

Modified polysulfone (PSf) nanofiltration membranes may be prepared from an ultrafiltration (UF)
membrane through UV-graft modification for metal ion removal from water. Modification of UF mem-
brane can be performed through either membrane material modification or membrane surface modifi-
cation. In this study, which conducted at the Institute of Nanoscience and Nanotechnology, University
of Kashan, both of these modifications were applied.

Original PSf membranes were prepared through phase inversion process using a homogeneous
polymeric solution containing PSf (17% wt), polyethylene glycol (PEG) with molecular weight of 3000
g/mol (8% wt) and N-methyl-2-pyrrolidone (NMP) (75% wt). After achieving a homogeneous and
transparent solution, dope solution was cast using an adjustable casting knife on a glass plate. Then the
glass plate bearing PSf solution film was immersed into water coagulation. After about 1 min of phase
inversion progress (solvent exchange between polymer and non-solvent), membrane was formed.
During phase inversion process, dissolving PEG in water causes formation of porous PSf membrane.
The obtained membrane belongs to UF category of membranes. After fabrication of PSf UF membrane
via phase separation method, membrane modification by UV-assisted grafting polymerization in the
presence of acrylic acid (AA) was performed. Also, the effect of grafting conditions including AA con-
centration and irradiation time on membrane performance properties as pure water flux and sulfate
rejection was studied.

UV-induced grafting process increases membrane wettability and shifts membrane pore size distri-
bution to a smaller size and makes NF membrane. Fourier transform infrared-attenuated total reflec-
tion (FTIR-ATR) and atomic force microscopy (AFM) were employed to characterize the chemical
and structural changes on the modified membrane surface. Prepared PSf NF membranes succeeded in
removal of sulfate ions such as Na,SO, (up to 96%) and MgSO, (50%) from water in a low operating pres-
sure (300 kPa). Generally, modification processes make the NF membrane a possible candidate for water
softening. As a result from the experiments, an increase in graft intensity (monomer concentration and
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irradiation time) leads to decrease in pore size from 9.01 to 3.42 nm, which is accompanied by pure
water flux decrease and sulfate rejection increase [16].

6.6 Summary and Conclusions

The environmental quality and human health are closely related to each other. Therefore, controlling
the concentrations of contaminants in the environment reduces the probability of human exposure to
them. Controlling pollution involves its monitoring and its reduction. Nanotechnology can provide
new, more flexible, and cost-effective systems for environmental monitoring. It also offers effective
remedial tools for the removal of contaminants. Remediation nanotechnologies remove contaminants
from the environments in the different ways like photocatalyst oxidation, adsorption, or encapsu-
lation. Despite the differences, however, the effective operation of most of them depends on their
large and effective surface area. Although environmental technology benefits from nanotechnology, it
needs to be studied further to assess the risk of exposure during manufacture or use of nanomaterials.
Little is known about health and environmental effects associated with exposure to nanomaterials.
So it is needed to carry out risk assessment in nanotechnology application by both developed and
developing countries.
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PREFACE

In recent years, different natural disasters have raised the importance of research devoted to
development patterns, risk forecast, and the management of these processes. These issues have
become the object of different sciences related to human activity.

In the contemporary scientific literature, a risk is considered to be the result of different
factors (natural, natural-technogenic, and technogenic) influencing natural components. Risk
expresses the possibility of a disaster, accident, or further abnormalities in the existence and
function of ecological systems. Unfortunately, common criteria for risk estimation have not been
worked out yet.

Permissible mortality is considered to be a reliable criterion, but it does not suit water objects.
The present research suggests estimating risk to water objects through the formation processes
happening at them. Risk processes occur differently at water objects with different genesis
even with the existence of similar factors. It is hard to research risks at reservoirs as they are
characterized by disturbance of the natural regime.

The present chapter presents the authors’ approach to the thermal and chemical conditions.
The present approach is based on the water balance equation and its use for homogeneous mor-
phometric areas.

Creation of big reservoirs has disturbed the existing course of exogenous geological processes
and has caused the rough reorganization of a coastline relief. Immediate filling of a reservoir has
activated geodynamic processes: erosion has been substituted by abrasion (where waves destroy
reservoir banks). The present research argues that it is possible to estimate bank distraction with
the help of the reservoir indented coastline coefficient, which may be used for long-range forecast-
ing of coastline development.

7.1 Introduction

Rapid development of hydraulic engineering constructions and creation of large reservoirs, their cas-
cades, and systems in river basins have been typical to the second half of the twentieth century. New
water bodies have appeared and their number has increased in all countries and on all continents. Thus,
a reservoir should be considered a global phenomenon. Artificial reservoirs themselves are not zonal
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objects, that is, they are not typical to the natural areas in which they are created. It is a new water body;,
the formation of which is due to close interactions with the primeval nature. Changing this primeval
nature causes the appearance of new geographic complexes and their territory is measured by thou-
sands of square kilometers. The hydrological aspect of the problem is the basis for many of these pro-
cesses. It determines the thermal and hydrochemical conditions of a reservoir, its bank formation, etc.
Investigation of the conditions for the formation of hydrochemical regime of reservoirs, improvement
of calculations, and forecast methods forms a relevant issue caused by the need to develop measures
to protect water resources and improve water quality in artificial reservoirs. Identifying the role of the
main hydrodynamic factors in the formation of the hydrochemical regime of artificial reservoirs allows
us to improve the methods of assessing the peculiarities of the chemical composition and formation
conditions of individual parts of water reservoirs. It also allows us to identify areas with unfavorable
conditions from the water quality point of view in order to develop subsequent measures to limit pollu-
tion and, if possible, to for their complete removal.

7.2 Risks from Heat and Chemical Pollution

The balance method may be used to calculate the possibility of chemical and thermal risks. The calcula-
tion is based on the solution of the water balance equation.

7.2.1 Water Balance Method

The water balance method for estimating water flow at the boundaries of morphometric sections of
reservoirs is based on the calculation of the balance in any section of a reservoir, but the section should
be limited with input and output reservoir sections. The water balance equation of a morphometric
section of a reservoir, over a period of time (f), has the form:

t t
Vim Vi =| Q) T =Q ) T [+ Wor + Wor+ Wo + Wi —(Ws + Wi+ W ) £ H (71)
t-1 t-1
where
V, and V., are the volume of the water mass in the section in the final and initial time period,
respectively

Q, and Q, are the average second flow rate through the initial and final reservoir section, respectively
t

z T is time period in seconds
t—1

W, is the channel inflow into the section perimeter

W, is the groundwater inflow

W, is the amount of precipitation on the reservoir surface

Wiy is the water entry due to ice melting and flooding in spring

W is the evaporation from the reservoir surface in the reservoir floor and banks
W, is the removal of water for ice formation

Wy, is the ice dry-off during the winter draw-off

* H is the residual balance

Currently, there are data from long-term observation of all components of water balance in reservoirs
(see Equation 7.1). The only exception is the value of W,; and Wj; their observations are irregular and
sometimes do not exist. A month period is considered to be the calculated period for solutions for
the water balance for morphometric reservoir sections since this longer time interval is character-
ized by significant changes in water consumption levels, whereas a shorter time period will require
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the consideration of the time during which the water level reaches the control station. This approach is
typical to the practice of calculating monthly balances for reservoirs as a whole. The latter can be used
as a criterion for a correct decision on the balance in reservoir sections. Solution of Equation 7.1 with the
respect to the difference between the water flow through the starting and final reservoir sections in the
calculated period of a calendar month allows us to proceed to the calculation of average monthly water
consumption at the boundaries of the reservoir sections (Q, and Qy).

The methods for calculating of the average monthly water flow through the closing reservoirs sec-
tions have been created at the Hydrology Department of Perm State University. This method is used for
morphometric and channel basin reservoirs. The essence of these methods is the following:

1. The reservoir is consistently divided into sections along the length of the main and large reaches
according to the peculiarities of the morphology and morphometry of the reservoir.

2. The volumes of water mass in the reservoir sections at the beginning and end of the calculated
period (usually it is a month) are defined according to the known values of the water levels in the
reservoir and by using curves of the volume of reservoir sections.

3. The difference in average monthly water flow between the final and starting reservoir sections is
determined by solution of Equation 7.1:

1
AQ=——(Vier = Vi + Wer + W + Wy + Wingy = Wi =W, = Wp). (7.2)

2.
t—1

During reservoir draw-off, the volume of its water mass at the end of the calculated period will be less
than the volume of the water mass in the reservoir sections in the beginning, that is, V, < V,_,, therefore,
AQ > 0, and during filling, V, > V,_| and, consequently, AQ < 0;

1. When the water flow in the starting reservoir section (the final river station) and the change in its
amount between sections are known, the water flow at all reservoir sections are may consequently
be calculated as follows:

Qr=Qs £AQ (7.3)

The method has been tested on the Kama and the Votkinsk reservoirs, and has produced satisfy-
ing results. Below is an example of the calculation of the water balance components based on the
morphometric sections of the main reach of the Kama reservoir. Its ultimate aim is to determine the
average monthly water flow in the closing reservoir sections (Figure 7.1).

The procedure is as follows:

1. Determination of average monthly water levels in the reservoir sections against the location of the
water measuring systems. They can be determined in two ways: first is when the location of the
water gauge stations coincides with the boundaries of the selected morphometric reservoir sec-
tions and the second is when the location of the water gauge stations does not coincide with the
boundaries of the reservoir sections. In the first case, the value of average monthly water levels for
the starting and final range at the beginning and end of a month is taken according to the facts of
the observation. According to these data, we calculate the average monthly water level for all the
sections of the reservoir. This is the easiest way of calculation and error of calculation is minimal
in this case. In the second case, an interpolation is used, which naturally increases errors. Since
the location of the water gauge stations on the Kama reservoir does not coincide with the bound-
aries of the reservoir sections, the second way for determining the average monthly water flow is
used. In the second case, calculation is as follows: (a) curves of the free surface are constructed
at the beginning (first date) of each month. These curves are based on known values of all water
levels available in the water gauge stations in the backwater zone; (b) the levels of water are read
using the curves of the free surface at the beginning and end of the month for the entrance and
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Z

FIGURE 7.1 The scheme of the morphological taxa of the Kama Reservoir.

outlet of each reservoir section. The value of the water level at the beginning of January is read
from the curve of this month and the value at the end of the month is read using the next curve
(for February); for February, the value of water level is read using the February curve and in the
end, using the March curve, and so on; (c) the average water level is defined as the normal at the
entrance range and the outlet of each reservoir section at the beginning and end of a month.
2. Calculation of estimated water flow at the entrance range and the outlet of each reservoir section:
a. The volume of water mass in all reservoir sections is calculated from the Burmester curve of
all reservoir sections according to certain water levels at the beginning and end of a month.
The calculation is performed by using the following equation:



124 Handbook of Engineering Hydrology: Environmental Hydrology and Water Management

AQ= #(VH -V ); change in average monthly water level (AQ) at the fixed ranges.

t
dos
t—1
The water flow for the entrance range is calculated according to the known average monthly
water flow in the entrance range of the first reservoir section. The water flow for all ranges of
the reservoir sections is similarly calculated. The obtained values of water flow are specified by
the amendment to the elements of the water balance.
3. Calculation of the amendment to the elements of the water balance. The data for all the water bal-

ance of the reservoir as a whole are used for the calculation:

a. The water balance components are differentiated by the reservoir sections depending their
length or area. Thus, the channel inflow from the unrecovered observation area is determined
according to the length of the coastline and the additional flow of water from ice melting,
precipitation, and evaporation is estimated on the distribution of water area of the reservoir
section. The channel flow from the covered observation area is taken into account in areas
where this river flows into the reservoir. For example, in the third section, the river flow of
Inva and Kosva is taken into account; on the sixth, of the Obva River; and on the 9th, of the
Sylva and Chusovaya rivers. The water balance, mentioned in “Materials of the observations
atlakes and reservoirs,” includes the total channel inflow. To calculate the water flow from the
unrecovered observation areas, the water flows of large rivers are subtracted from the general
value of the channel inflow.

b. Anamendmentbased on the results of the balance components of each of them is found when
solving the equation of water balance for the reservoir sections (Equation 7.1).

c. 'The calculated water flow at the final ranges of the reservoir sections is obtained by adding the
amendment to the previously calculated water flow.

d. The reliability of the obtained results is checked against the final range of the reservoir
(hydroelectric power station), because its water flow is known. Calculation results obtained
by the proposed method (in both Kamsky reservoirs over many years) have shown that error
in determining the average monthly water flow is mainly about 5%-10%, that is, they are
within the accuracy of hydrometric measurements.

Spatial and temporal changes in the water flow in the reservoirs’ cascade and in their particular parts
are determined by the nature of water body exploitation, that is, the nature and amount of water
discharged through a hydroelectric power station dam. The latter is determined by the requirements
of various sectors of the economy and, above all, energy. Changes in water flow on the Kama reser-
voir in space and time are also determined by the size and type of water entry from the main river
(Kama) and most major tributaries (Chusovaya, Sylva, Inva, Kosva, Yayva, Obva). Since the Votkinsk
reservoir is a lower component in the cascade, the water flow changes in it are determined by the
volume of received water through the dam of the Kama hydroelectric power station, in addition to
the discharge through the dam of the Votkinsk hydroelectric power station. Channel inflow into
the Votkinsk reservoir is low. It constitutes up to 5%-6% of the incoming part of the water balance
of the reservoir, and so it does not play a significant role in the change of the water flow as according
to the length of the reservoir and time.

The within-year course of the average monthly values of water flow (Q) at all areas of the Kama and
Votkinsk reservoirs is characterized by distinct periods (phases): spring filled with maximum values of
water flow, the summer-autumn period, and winter showing reservoir draw-off.

Qin the last two periods is much lower than in spring (especially in high-water years); in the summer-
autumn period, there is a possible increase in Q due to rain flooding. The nature of the within-year
changes in the water flow in the different parts of the reservoirs’ cascade is the same, and its extent is
smaller in years with differences in the high-water component, although the amount of water flow in
this case may significantly differ. For most years, summer is characterized by an excess of Q over the
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winter period. This is particularly clearly observed for the Kama reservoir; at the Votkinsk reservoir,
this tendency is also present, although the difference is appreciably smaller.

The most significant amplitude of the oscillation in water flow in a year is indicated in the upper parts
of the reservoirs. It decreases as we move from the backwater pinch area to the dam of the hydroelectric
power stations. A significant increase in amplitude is observed in the dam part of the Kama reservoir,
which is associated with water entry from Sylvensk-Chusovoy reach within its limits. The Kama res-
ervoir among all reservoirs’ cascades is characterized by the maximum amplitude of oscillation in Q.
The role of the natural factor in the change in water flow is much greater at this reservoir and besides it
is the first unit of the cascade. For example, in the low-flow period (1967), in various parts of the Kama
reservoir, amplitudes of annual oscillation in Q were as follows: Tyulkino, 2150 m?3/s; Chermoz, 1700
m?/s; and Dobryanka, 1250 m3/s; the amplitudes of annual oscillation in Q in the various ranges of
the reservoirs sections of the Votkinsk were as follows: Perm, 830 m?3/s; Zhulanovka, 690 m?3/s; and the
Votkinsk hydroelectric power station, 280 m?3/s [3]. The actual values of the amplitudes of oscillations in
Q in the Votkinsk reservoir in high-water years may be a bit higher than those in the Kama reservoir.
But the extent of excess water flow in spring over winter is much higher in the Kama reservoir even in
high-water years (as well as in the medium- and low-flow periods). For example, the amplitude value in
high-water 1965 in the central part of the Kama reservoir (Chermoz) was 4540 m>/s, which is slightly
lower than a similar value in the central part of the Votkinsk reservoir (Zhulanovka), 4870 m?3/s; but
spring water flows were 15.6 times those in winter in the first case (4850 m3/s in May and 310 m3/s in
March), whereas in the second case, spring water flows were 6.1 times those in winter (5830 and 955
m?/s). In the long-term perspective, the greatest amplitudes are observed in both the reservoirs in high-
water years, the lowest ones being observed in the low-flow periods.

The changes in water flow along the length of the reservoirs’ cascade are characterized by non-
linearity: there is a wave of water flow, with different positions of the wave crest and a shallow wave gully
during reservoir filling and draw-off. The water flows reduce from the area of the backwater pinch to the
lower parts of the reservoir during the spring reservoir filling (usually in May). We observe a significant
increase in Q at the dam site of the Kama reservoir due to the entry of large amounts of water from the
Sylvensk-Chusovoy reach. In the summer—autumn period, we observe a slight increase in the water flow
along the reservoir length. Q slightly increases at the Votkinsk reservoir during this period due to its
small channel inflow. But it is significantly higher than at the Kama reservoir. This increase in the water
flow is observed from the upper reservoir sections toward the dam during the winter reservoir draw-
off. The most intense growth of Q in this period, as well as in summer, is marked at the Kama reservoir.

7.2.2 Method of Chemical Balance

The method of chemical balance research of artificial reservoirs according to their morphological taxa
is a hydrodynamic approach to their solution [3]. It can be successfully used to solve the balance sheet at
various stages of reservoir usage, and can be used in the preparation of forecasts for the next and distant
(in the form of alternative calculations) prospects according to the planned water management activities
in the basins of the investigated reservoirs.

The method of chemical balance research of valley reservoirs according to its districts and sections is
based on the following procedure: a reservoir is divided into districts according to the peculiarities of
its morphology and morphometry; the water balance of the reservoir sections is calculated according to
the data observations of the hydrological regime; the most important role of the hydrodynamic factors
in the formation of the hydrochemical regime of the reservoir sections is identified; the solution of the
balance of the chemical balance in the reservoir districts and sections is estimated on the basis of field
observations of the chemical composition of water. The calculation of the chemical balance of the reser-
voir sections and districts on the basis of total mineralization and the major components of the chemical
water composition is based on the comparison of the income and outlay of the solutes across the initial
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and final ranges of these taxonomic units. The equation of the mineral balance for the morphometric
area can be written as follows:

St = St—l + SI + Spr + Sind.drain + Sb + Sgw Sfr - Sﬁltration _Se - Sagr.needs - Sac * Sice (74)

where

S,.; and S, are the amount of solute in the reservoir at the beginning and end of the calculated
period, respectively

S, is the inflow of solutes to the initial range of the reservoir section

S, is the inflow of solutes with precipitation to the reservoir surface

S, is the removal of solutes through the final range of the reservoir section

Sagrneeds 18 the solute removal during diversion flow for agricultural needs

Stiltration 18 the solute outflow during filtration

Sic. is the change in the income and outlay of dissolved substances due to ice formation and melting

Sind.drain 18 the flow of solutes into the reservoir with industrial drainage

S, is the salt entry into the reservoir with rocks by dissolution and leaching of karst collapse banks

Sg is the flow of solutes with the groundwater

S, is the loss of salt by evaporation

S, is the outflow of the dissolved substances in the ground floor of the reservoir, their accumulation
in the bottom layer (less than a meter from the bottom), and in the dead volume of the reservoir

ice

The presence of such components as S, 4 4..i, a0d S, in the equation is determined by the fact that in some
particular years, they can account 12%-26% and 5%-18%, respectively, of the total dissolved solids in
the inflow of the Kama reservoir. All components of the Equation 7.4 can be divided into two groups
depending on how the liquid water content of the year influences them. Such components as S .., ;4 arain>
Sgso> Stittrations Se> Sagrneeds Sacr a1d Sic,, in contrast to the values of S, S S, and S, ;, are more “stable,” that
is, the liquid water content affects them much less and sometimes indirectly. In addition, calculation of
the components of the first group of individual reservoir sections requires a large amount of facts, which
are available in insufficient quantities or do not exist in some cases. When we calculate the balance of the
chemicals in the reservoir sections based on the evidence of mineralization and the main components
of the chemical composition of water, the components of the first group in Equation 7.4 is advisable to
be used for calculation:

ice>

ZS = sinddrain + Sb + Spr + Sg.w - Sﬁltration - Se - Sagr.needs - sac * Sice (75)
In this case, Equation 1.4 has the following form:

S =S +(Si=S)E Y S 7.6)
or

Zs = Se =S+ (5, =S, 7.7)

Calculation of balance in this equation is reduced to the determination of the total component of the
balance (XS), which can be either positive or negative. A positive value of XS indicates entry of addi-
tional minerals in the reservoir section, whereas a negative value means removal of substances from
the water mass of the reservoir section. The absolute value of ¥S and its sign characterize the general
orientation process.
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Balance calculation based on the sum of the ions or major components of the chemical composition
of water, in principle, involves prediction of the dissolved substances in the water mass in a reservoir
(S). The final goal of this forecast will be the calculation of mineralization size or the amount of
major ions. This goal can be achieved if all balance components are either known or can be reliably
determined. The greatest difficulties arise in the calculation of XS. Obviously, calculation of the bal-
ance for practical purposes must be preceded by the definition of this quantity for the entire period
of the reservoir, its static analysis, and identification of its dependence on the formation of the major
factors for each morphometric reservoir section. Since calculation of XS is very complex, it is neces-
sary to determine its value from actual values of S,, S,_;, S}, and S; in the first stage of research on the
chemical balance at the morphometric reservoir sections. The amount of mineral substances released
into the starting range of the reservoir section (S,), and passing through its final alignment (S), are,
respectively, determined by

Ss = QSMST (78)

and

S¢ = QeM¢t (7.9)

where
Qrand Q, are the water flow at the starting and final reservoir sections
M, and M; are their corresponding mineralization
7 is the calculated period

For the calculated period, as well as in calculating the water balance of the reservoir according to its
areas and districts, it is advisable to use a calendar month. There are two possibilities to determine the
mineralization at the boundaries of the reservoir sections: the first, when the places for sampling for
chemical analysis coincide with the boundaries of the morphometric reservoir sections, and second,
when the sampling points do not coincide with the boundaries of the reservoir sections. In the first case,
the amount of mineralization (averaged along the effective cross-section) at the starting and final power
sires is calculated according to its actual values. In the second case, the interpolation method is used.
At the Kama cascade of reservoirs, the sampling points often do not coincide with the boundaries
of their morphometric sections for many years for various reasons. A similar pattern is observed in
many other reservoirs of the country. Therefore, the second method is most commonly used. When
the sampling points do not coincide with the boundaries of their morphometric sections, it is neces-
sary to choose the base sites along the length of the reservoir, studying which a significant amount of
hydrochemical data can be obtained. The water mineralization amounts averaged along the effective
cross-sections are determined at theses base sites. The need for such averaging is created by the fact that,
first, the number of horizons at which water samples are collected for chemical analysis is more often
different in different verticals, and, second, large differences in the values of mineralization have not
been found in some verticals in the sites. To proceed from the mineralization values at the base sites to
its value at the boundaries of the morphometric sections, it is necessary to plot a graph of the amount of
ions along the length of the reservoir for each month of the studied years, and record the mineralization
values at these section boundaries, which would later be used in the balance calculation. The quantity of
actual data on the chemical composition of the reservoir waters is very limited. Besides, available data
usually characterize only a few particular years and certain parts of a reservoir. In this case, it is neces-
sary to determine the dependency of mineralization (or its major components) on the most important
hydrodynamic characteristics (water flow, average velocity of channel current, water cycle coefficients,
flowage coeflicient) for all base sites or for all boundaries of the morphometric reservoir sections. The
average monthly values of the characteristics of a reservoir’s water mass dynamics and the isolated
values of the reservoir’s mineralization, averaged over the effective cross-section for the corresponding
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period, are used while constructing the mentioned relationships. Lack of correspondence over the cal-
culated period is primarily explained by the fact that data on the amount of ions are very limited.
However, the dependencies between the characteristics of the reservoir dynamics and the characteris-
tics of its hydrochemical regime for all base sites (or section boundaries) of the reservoir are sufficiently
reliable. Apparently, the order of averaging (which equals a month for the hydrodynamic parameters)
and an isolated measurement considered as an average over the effective cross-section for the hydrody-
namic characteristics are similar. A characteristic feature of the reservoir is the tendency for mineral-
ization decrease, with increase in hydrodynamic characteristics, and, accordingly, activation of mixing
processes in it. For the navigation period, it is most advisable to use the dependency of mineralization
on the coeflicients of external water exchange, which has high degree (in comparison with other depen-
dences) accuracy in forecasting the deviation of the predictive values of the ion amounts from the actual
amount of ions (10%-12% on average). For the period of the winter reservoir draw-off, the dependencies
of the amount of ions on the volume of water received by the main river and the largest tributaries can
be used, as well as the discharge of water over the dam of the hydroelectric power station. The first of
these mentioned dependencies can be used for the area of the backwater wedging and the area nearest
to its sections, whereas the second dependency can be used for the remaining parts of the reservoir.

To select the best way to determine reservoir mineralization on the borders of morphometric res-
ervoir sections or in the base site, it is appropriate to use the dependency of the amount of ions on
the various hydrodynamic parameters. The reservoir mineralization is determined on the basis of the
finally accepted dependencies between the hydrodynamic parameters and the amount of ions for each
of the base sites or the boundary of the morphometric reservoir sections for all months of the estimated
number of years or the period that the reservoir existed. The reservoir mineralization corresponds to the
average monthly values of the dynamics of the reservoir.

The quantity of dissolved substances in the water mass at the beginning (S,_;) and end (S,) of the cal-
culated period is determined by the following relations:

Sia=M, Vi, (7'10)

and

S, = M,V, (7.11)

where
V,and V,_, are the volumes of the water mass in the section at the end and beginning of the calculated
period, respectively
M, and M,_, are the average mineralization in the reservoir section in the end and beginning of the
calculated period

The volumes of the water masses in the reservoir sections are defined on the basis of Burmester curves
according to the water levels at the beginning and end of each month. The total water mineralization in
the reservoir sections is calculated as the arithmetic average of its values in the first and final reservoir
sections. The possibility of such averaging is determined by the fact that very large “overfalls” in the
change in ion amount (as well as individual components) are usually not observed along the reservoirs.
The reservoir sections directly joined to the industrial complexes are the only exceptions. In this case, it
is necessary to use the weighted average values of the water mineralization. When we have determined
the average values of S, S, S,_, and S,, we can directly proceed to the calculation of the balance of miner-
als in the reservoir based on the areas and districts according to Equation 7.4. The method of calculation
of the chemical balance in the reservoirs based on the main components of the chemical composition
(chlorides, sulfates, hydrogen carbonate, calcium, magnesium, etc.) is similar to the method for calcu-
lation of mineralization. The content of major ions in the border areas of the reservoir (or supporting
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ranges) can be defined either by their dependence on the most important hydrodynamic characteristics
of the reservoir or on their connection with the mineralization.

The suggested method of chemical balance research can be applied to the river reservoirs located in
valleys. It allows us to calculate the chemical balance based on the mineralization and the major ions
of the reservoir’s chemical composition, and its morphometric sections for any, including typical (the
high-flow, low-flow, and medium-flow periods), water-content year. In addition, it allows us to solve
such important issues as calculation of the chemical balance in the reservoir during change of their
operation modes.

It is possible to estimate the spatial temporal changes in the total component of the reservoir balance
for any particular year of a multi-year period, as well as for any year with different water content. In our
opinion, it is more suitable to estimate YS based on the mean multi-year values for each morphometric
part of a reservoir. The total component of the balance of a reservoir is characterized (Table 7.1) by a very
large-amplitude oscillation in the year and along the length of the reservoir. For example, at the second
part of the reservoir, XS is maximum at +70.9x 10% ton (July) and minimum at —39 x 103 ton (April),
whereas at the sixth reservoir section, these values are +266 x 10° ton (June) and -225 x 10° ton (April),
respectively. Despite differences in the values of the total component of the chemical balance (X5), it
is possible to notice some periodic phenomena in the within-year variability of all reservoir sections.
The value of S decreases by the end of winter to the beginning of spring and in April (in May for the
ninth section of the reservoir), that is, at the beginning of spring reservoir-filling, this component of the
chemical balance attains its minimum values (which are negative in almost all parts). Next begins an
increase to maximum in July-August, with a subsequent decrease to minimum in September-October
when most of the reservoir sections are characterized by negative values of XS, and a new increase in
winter. These general features of the within-year course of the total balance component are absolutely
typical for all sections of a reservoir [3]. Along with them, a number of sections have special features.
Thus, for the river section of the reservoir, positive values of the components are typical throughout a
year due to inflow of strongly mineralized water from Solikamsk enterprises. Negative values are absent
because of its specificity (the area of backwater wedging determines the conditions close to the river). At
the first reservoir section (Berezniki-Bustraya), positive XS values are observed for most of the year and
only in the pre-spring period are there small negative values due to industrial pollution of the reservoir.
The predominance of positive XS values of the total balance component on the part of the reservoir
dam is determined by the entry of large volumes of the more mineralized waters (in comparison with
Kama waters) of the Sylvensko-Chusovoy reach. Other reservoir sections are characterized by both
positive and negative XS values. The prevalence of those or other values at each reservoir section allows
us to assess their annual values. All morphometric reservoir sections are characterized by the positive
values of the total component of the mineral balance in a year, that is, the volume of the additional
substance flow into the reservoir section exceeds the volume withdrawn from the water masses. At the
reservoir, the highest annual XS values are marked at the first of its two sections (river and the first).
Determination of annual XS values for each section of a reservoir and the presence of their within-year
variations allow us accurately show the most polluted areas of the reservoir.

While estimating within-year changes in the total component of the mineral balance of a reservoir,
we should note that the increase in the volume of additional revenue of minerals during the summer
months may be caused by additional surface inflow, which is not indicated by the values of income and
outlay through the boundary cross-sections, groundwater supply, activation of the chemical interaction
of water with the rocks forming the bed and shore of the reservoir, etc. The increase in positive values in
winter, obviously, can be explained by the increased share of underground feed in the water balance in
this period and, consequently, the entry of strongly mineralized waters. It is difficult to explain the pro-
cess of removing minerals from the balance at the beginning of spring and autumn. We can assume that
in spring it is due to the peculiarities of flow regulation. By the end of winter, as result of reservoir draw-
off, the level is greatly reduced (7-8 m) and the most mineralized waters are accumulated in some partic-
ular parts of the bottom relief, flooded lakes, and holes beneath ice. According to the observations, there
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has been repeated observation of very high mineralization at particular points on the bottom, and it has
exceeded its average value several times. We may assume that one of the reasons for the increase in nega-
tive XS values in the pre-spring period is the biological processes in the reservoir (in this period there is
the awakening of life in the reservoir, which requires large amounts of minerals). The same processes as
well as, apparently, interaction of bed water with the under-channel flow allow us to explain a significant
withdrawal of minerals from the water mass of the reservoir during fall. It is impossible to compare the
findings as well as the expressed assumptions since there are no similar (or at least connected) works
devoted to research on other reservoirs in the country. Interesting in this aspect are only works devoted
to the issues of studying the salt balance and hydrobiology of the reservoirs. Thus, our hypothesis on
the important role of the biological processes during pre-spring and autumn can be confirmed by the
investigations at the Volgograd reservoir where only five most common species of bivalves filter about
840 km? of water during summer; at the same time, 29 million tons of sediment are precipitated and 36
million tons of sediments are disposed, and 811 ton of organic substance are mineralized. Undoubtedly,
the Kama reservoir significantly differs from the Volgograd reservoir and all of the mentioned values
will seem smaller, but the fact that hydrocoles play a very important role in the formation of the aquatic
hydrochemical regime of water bodies is undeniable.

7.2.3 Heat Balance

The thermal state of the water mass is determined by its enthalpy, which continuously changes as a con-
sequence of heat exchange over water surface, its lateral boundaries, and across the bottom. The radia-
tion balance of the water table is created by short-and long waves of the solar radiation and includes all
types of radiation heat exchange. When there is an interaction between the two environments (air and
water) with different temperatures, turbulence, or contact heat exchange, occurs between them. Heat
exchange also occurs in the process of evaporation and condensation when the water table, respectively,
gains or loses heat from the surface layer of the surrounding air. The surface layer of water is heated or
cooled as a result of these non-radiative forms of heat exchange. Then, by means of mixing this heat
is extended to the bottom in a form of turbulent flow of heat. Insignificant heat exchange also occurs
through the bottom: the heat current is directed from the water surface to the bottom during the period
of summer heat and autumn cooling, and from the bottom to the water surface during the period of
winter cooling. All of the aforementioned types of radiation and non-radiation heat exchange are mem-
bers of heat balance.

The radiation balance: The factors determining the radiation balance can be divided into two groups:
the first group includes factors, which do not depend on the properties of the underlying surface,
such as the altitude of the sun, the length of a day, and cloudiness. The second group includes factors,
which are determined by the properties of the underlying surface, such as the albedo (reflectivity)
and emissivity of the surface, surface temperature, and temperature and humidity of the surrounding
air (Table 7.2).

The radiation balance equation has the following form:

B=R(1-A)-E (7.12)

where
B is the magnitude of radiation balance (kcal/cm? per month)
R=(S,»+ D) is the total solar radiation
S is the direct radiation
D is the diffused radiation
h is the altitude of the sun
E is the effective radiation
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TABLE 7.2 Radiation Balance of the Kama Reservoir in Comparison with Other
Lakes and Reservoirs in Russia (kcal/cm?/Month)

Number
No.  Month Impoundment A% VI VII VI X X of Years
1 Kama Reservoir 10.1 104 107 6.7 25 -05 14
2 Lake Kubenskoye 82 102 96 59 1.8 -0.6 25
3 Rubinsk Reservoir 8.4 104 9.5 6.6 2.6 0.3
4 Lake Ladoghskoye 100 120 114 64 24 -05
5 Lake Oneghskoye 89 107 102 55 1.9 -09 20
6 Volgogradsk Reservoir — 124 119 93 58 1.7 5
7 Novosibirsk Reservoir — 106 114 7.0 35 —

The total solar radiation is a stream of solar radiation consisting of direct and diffused radiation.
Direct radiation is observed when there is cloudless sky and it depends on the water and dust content
of the atmosphere. The part of diffused radiation that reaches the earth’s surface is added to direct
radiation.

Effective radiation is the difference between the long-wave radiation from the earth’s (water)
surface and atmospheric radiation. The emissivity of any body is quantitatively expressed by Stefan-
Boltzmann law:

E=08cT* (7.13)

where
E is the effective radiation (cal/cm? per min)
d is the dimensionless characteristic of the emissivity of a body
o is the universal Stefan-Boltzmann constant, which is equal to 0.814 x 1071° (cal/cm?/min)
T is the temperature of the emitting surface in degrees Kelvin

The formula for determining the effective radiation from a reservoir’s surface considering cloudiness
has the form:

E=8cT*(0.41-0.05¢)(1—cn)+0.0034AT —0.0065 (7.14)

where
E is the effective radiation (kcal/cm? per min)
d is the coefficient characterizing the emissivity of water (§=0.91)
o is Stefan-Boltzmann constant
T is temperature (Kelvin)
e is humidity (mbar)
n is cloudiness in parts of the unit
c is the coefficient characterizing the influence of cloudiness on the effective radiation (c=0.6)
AT is the temperature difference between water and air

7.2.3.1 Heat Exchange with Atmosphere by Evaporation

Evaporation is the second largest factor after radiation balance that causes the spring—summer heat
and the first factor for autumn cooling. Evaporation causes significant loss of heat through water
surface. Each gram of water evaporated carries away an amount of heat equal to the latent heat of
vaporization:
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LE=607-0.7¢, [cal/s] (7.15)

where t is temperature in degrees Celsius.

Each square centimeter of the water surface loses about 60 cal of heat during the evaporation of a
water layer 1 mm in height. To calculate the heat loss during evaporation, it is necessary to calculate the
amount of evaporation itself, which is determined by the formula:

E=0.14n(1+0.72U, )(e, —e) (7.16)

where
E is the height of the evaporated water layer in millimeters
n is the number of days in the calculated period
U, is the wind speed at 2 m above the water surface
e,—e, is the difference in maximum vapor pressure, which is calculated from the temperature of
the water surface and the actual elasticity of the water vapor in air at a height of 2 m above the
water surface

7.2.3.2 Turbulent Heat Transfer with the Atmosphere

The formula for calculation of turbulent heat transfer with the atmosphere for the reservoirs is

P=507n(1+0.72U,)(to 1), [cal/cmzmonth] (7.17)

where
P is the turbulent heat transfer with the atmosphere
n is the number of days in the period
t,—t, is the temperature difference between water and air at a height of 2 m above the water surface
U, is the wind speed at 2 m above the water surface (m/s)

The magnitude of turbulent heat transfer through the reservoir water surface to the atmosphere can be
either positive or negative since it depends on differences in temperature between the water and air. Heat
flow is directed into the water if the air temperature is above the temperature of the water, in which case,
the magnitude of the turbulent exchange is, conventionally, regarded as positive. If the water is warmer
than air, the opposite pattern is observed.

7.2.3.3 Heat Inflow and Runoff

Heat inflow and runoff, as elements of the heat balance, are determined as follows:

100Wt xexpxc

- (7.18)

Qinﬂow. runoff =

where
Q is the quantity of heat (kcal/cm? per month)
W is the average monthly inflow (runoff) of water (km?)
t is the average temperature of the water
p and c are the density and specific heat of water, which are both equal to one
Fis the reservoir surface area (km?)
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TABLE 7.3 Average Monthly Values of the Heat Balance Components of Kama
Reservoir over a Period of Many Years

Month B LE P Quiw  Quer Q. A® 5 8%
v 101 -272 124 701  -409 -0.87 7.00 367 140
VI 104  -488 -013 623 574 —093 354 141 50
VII 107 -642 -077 394 -444 —071 132 098 36
VIII 689  -646 -139 269 -362 -021 -212 002  0.09
IX 248 466 -158 195 -277 030  -409 —0.19 139
X -047 -346 -240 089 -167 069 -557 —071 7.4
V-X 401  -286 503 227 -223 -173 —008 522 44

7.2.3.4 Heat Balance of the Kama Reservoir

The heat balance equation includes the aforementioned components and has the following form:
B+ QS —-LE+P+ Qinﬂow - Qrunoff =A®+d (719)

where
B is the radiation balance
Q, is the heat exchange with the bottom soil
LE is the heat loss by evaporation
P is the turbulent heat exchange with the atmosphere
Qinow a0d Q, o are heat inflow and runoff
A® is change in the heat storage of water mass
d is the residual heat balance

All values are expressed in kcal/cm? per month. Except the amount of heat loss by evaporation, which is
always negative, all the other components can be either positive or negative. The direction of heat flow is
determined by the sign: “+” means the heat flow is directed to water and vice versa. Mean annual values
of heat balance of the Kama reservoir are shown in Table 7.3 [2].

The radiation balance is the main receipt component of the heat balance. The main component of
the greatest heat balance expenditures is a term describing heat loss by evaporation. Turbulent heat
exchange with the atmosphere is the next biggest member of heat balance. Heat exchange with the bot-
tom soil is the smallest component of heat balance. The magnitude of the result of heat balance—change
the heat storage of water mass—varies considerably both in time and space. Its biggest positive values
are observed at the beginning of spring heat, that is, in May and in July there is a transition through zero
and a maximum negative value is observed at the end of autumn cooling, that is, in October.

7.3 Thermal Pollution

The problem of thermal pollution is becoming increasingly serious due to intensive development of heat-
and-power engineering in the world. Thermal pollution is a consequence of dumping of water heated
by thermoelectric and nuclear power stations. Large thermoelectric power stations with 2.1-2.4 MW
capacity use 70-90 m3/s of water to cool their units and require half as much again to cool the nuclear
power stations themselves. Rise in water temperature up to 20°C-25°C has no negative impact on the
life of hydrocoles. When water temperature rises up to 27°C-30°C, the vegetation period becomes lon-
ger and the amount of plankton increases. When water temperature rises up to 30°C-33°C, there is an
oxygen shortage at the bottom of a reservoir; hydrogen sulfide zones are formed, which can cause death
of hydrocoles, including fish. Thermal pollution leads to intense overgrowth in a reservoir. All these fac-
tors create an ecological risk in the reservoir [2].
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Each country has its own norms of permissible heating temperatures of reservoir refrigerants. In the
United States, for example, each state sets its own limits on water temperature increase. The maximum
permissible excess on the most frequently recurring temperatures in most states is adopted for lakes,
about 1.7°C, and reservoirs, 2.3°C, and for sea coasts and estuaries, 0.8°C. Some countries have dif-
ferent standards of acceptable reservoir heating. In England, France, and Germany, this temperature
is 30°C, in The Netherlands, 32°C, and in Poland, 26°C. In Russia, the allowed reservoir water heat-
ing temperature in summer is 3°C, which is above the maximum natural temperature, and in winter,
up to 5°C. In fact, in many reservoirs, water temperature exceeds the established norms because of
dumping of warm waters and formation of zones of thermal pollution. Zones of thermal pollution
are water areas where the observed temperatures exceed the natural temperature in the permissible
norms. Development of heat-and-power engineering brings two major problems: (1) the problem of
monitoring the areas around electric power companies, that is, development of systems and methods
for monitoring the environment and state of the ecosystem as a whole, and (2) development of measures
for utilization of the low-grade heat of the liquid waste of thermoelectric and nuclear power plants. It
is necessary to know the extent of cooling of heated water injected into a reservoir when we design and
construct thermoelectric and nuclear power plants. The second important factor is the achievement of a
minimum temperature of water collected for cooling. The situation when the discharged water is cooled
to the natural temperature is ideal. But in practice, usually the temperature of the collected water is
above the natural water temperature and it affects the efficiency of the station: higher the temperature
difference between the collected water and natural water, lower the efficiency of the station, and there
is greater fuel consumption. This is why observation and forecast of the spread of warm waste water is
important in connection with ensuring the best functioning of the station as well as to assess the impact
of the heated water on the ecology of surrounding water bodies. Methods of mathematical modeling
to calculate the temperature fields of thermal influence zones and thermal pollution play a very impor-
tant role in solving this problem. In general, all models can be divided into two main groups: the first
group includes models in which the hydrodynamic problem is solved irrespective of the heat problem.
These mainly use analytical methods of calculation. The second group includes models based on the
combined solution of equations of heat-mass transfer and hydrodynamics. The Perm State District
Thermoelectric Power Station (Perm SDTPS) is the source of thermal pollution at the Kama reservoir. It
is located on the left bank of the reservoir at a distance of 65 km from the dam at the Kama hydroelectric
power station and has a capacity of 4,800,000 kW. The circulation water volume collected for cooling
the turbine condensers changes according to season. It reaches 136 m3/s in autumn and winter, and
142 m3/s in spring and summer. The water supply of the stations is done with a once-through system.
The tailrace closes with by means of a special construction designed to ensure normal operation of the
channel in a period of significant change in water levels in the reservoir during a year and it reaches
up to 7 m. To calculate the water temperature fields of thermal influence and pollution zones, we have
proposed a mathematical model based on the equation of H. Reichardt (Schlichting) and the equation
of thermal conductivity:

OVx? o*Vx?
el A(x) x ayz (7.20)
Vx(X)ot _ D(X)d’t _ () (7.21)

ox Ox*

where
Vx is the velocity component along the x-axis
A is the impulse transport coeflicient
X is the distance from the discharge point along the x-axis
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ft)=a'(t, — t,) is a function, which depends on the temperature difference between the discharged
water and natural water temperature
o is a constant equal to 0.16 x 10~

A= %kzx (7.22)

where
k is the empirical coefficient
t is the water temperature at the calculated point
D is coefficient of turbulent diffusion

D=dk2x (7.23)

where
& is Karman constant

Equation 7.20 was obtained by G. Reihard on the basis of his inductive theory of turbulence. He reduced
the simple laws of turbulence to a simple system of formulas, which does not require searching solu-
tions of differential equations. He assumed that the flow of impulses in the direction of the x-axis is
proportional to the gradient of the impulses in the broadside direction. The law of impulse transfer
is similar to the main law of thermal conductivity, according to which heat flux is proportional to the
temperature gradient and the coefficient of heat transfer corresponds to the thermal conductivity coefhi-
cient, and Equation 7.20 is similar to the one-dimensional heat conduction equation. The latter was used
to calculate the velocity distribution of the flow at the outlet of the channels. Equation 7.21 represents
the thermal conductivity equation with an additional term f{t), which implicitly takes into account the
heat exchange between the water surface and atmosphere. Satisfactory convergence with field data was
achieved by adjusting the empirical coeflicients. The proposed model does not account for the action
of crosswinds, but winds blowing toward or against the blowout stream are taken into account by
increasing or decreasing the rate of the flowing stream by an amount corresponding to the wind speed.
According to the data of the specialized observations at this part of the reservoir, the following empiri-
cal relationship has been established between the speed of the wind flow and wind speed:

Vﬂow =0.01 Vwind (724)

where
Viow 18 the velocity of the wind flow (cm/s)
Viyina 1s wind speed (m/s)

The model performs the two-dimensional task because the warm liquid waste, being lighter during a
freezing-up period, spreads out in the upper half-meter layer. The comparative analysis has shown good
convergence between the calculated and measured values of the area of thermal influence, and satisfac-
tory convergence for the values of thermal pollution. An important indicator is the position of the lower
boundary of the thermal influence zone as there is a part of a karstic bank 15 km below the discharge
of warm water, and if the zone of thermal influence reaches this part, it may increase the intensity of
the chemical abrasion of the banks and growth of karst holes in the zone of the heated water spread.
The largest areas of thermal pollution zones are observed in the period of maximum water temperature
because at this time, the temperature difference between the water and air is the least and the process
of cooling is very slow. At the same time, the length of the zone of thermal influence is maximum
during the ice-free period. The smallest areas of thermal pollution zones are observed at the end of
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FIGURE 7.2 Diagram of the temperature distribution field and zones of thermal pollution, and the thermal
effects on the waters of the Kama Reservoir near the Perm SDTPS (July 30, 1991).

autumn cooling period when the temperature difference between water and air is the greatest. The area
of the zone of thermal influence is mainly determined by the direction, speed, and duration of wind.
Figures 7.2 and 7.3 show diagrams of temperature distribution and zones of thermal pollution, and the
impact on the area of water, near Perm SDTPS according to a series of special observations in July and
September 1991 [2]. In the first case, the largest area of the zone of thermal pollution has been recorded
due to the high temperature of the collected water, the greatest difference between the temperatures of
the discharged and collected water, and the brief wind activity in the western quarters. In the second
case, the area of thermal influence was greatest as the whole day on September 14 and through the previ-
ous night, wind blew in the southern quarter. In this case, the zone of thermal influence spread up to the
supply channel, which caused the penetration of warm waters into water intake facilities. This is unde-
sirable because it can cause overheating of turbine condensers and reduce the efficiency of the station.
Even more significant changes in the thermal and ice regime of the lower part of the reservoir occur
during winter freeze-up. An ice hole is formed in the area of the discharge heated water, and its size and
shape depend on air temperature, the regime level, and the morphometry of the reservoir section. The
reservoir has increased flowage during the winter draw-off, which also affects the shape of the ice hole:
during March-April it is situated downstream. Along the way from the Perm SDTPS to the dam of the
Kama hydroelectric power station, the thickness and structure of ice changes: thickness of crystalline
ice decreases to zero when melting from the bottom, but it is compensated by growth of snow ice on top.
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FIGURE 7.3 Diagram of the temperature distribution field and zones of thermal pollution, and the thermal
effects on the waters of the Kama Reservoir near Perm SDTPS (September 14, 1991).

The temperature factor for the aquatic ecosystem is one of the most important among the abiotic
components that affect the structure of the aquatic fauna as plankton, so benthos and fish fauna.
Thus, any deviation from the natural rhythm of seasonal temperature dynamics, especially in the
direction of increasing its level, is classified as thermal pollution. Observations made at the place of
discharge of warm water, as well as above and below it, have shown that in the warm water discharge
area, there is no tendency for decrease or increase in biomass. There have been some discrepancies
between the seasons: the highest biomass has been found in the overheating water zone in months
of minimum water temperature; then the differences have smoothed out in the warmer months.
Therefore, the carried out observation has shown no significant thermal effects on the ground bio-
cenoses in the area suffering from thermal pollution. The increased temperature background can be
dangerous in terms of changing the dates of appearance and the number of generations of aquatic
animals such as plankton, benthos, and fish. Besides, effects on the genetic structure of the popula-
tions are possible. There is controversy regarding when in conditions of high temperature may some
positive effect be achieved (due to acceleration of maturity, changes in growing season, increase in
the rate of growth). However, in an atypical thermal regime, rhythmic of physiological processes are
destabilized, including those associated with reproduction, and the normal course of morphogenesis
is also disturbed. The intense rhythm accelerates the mutation processes and leads to the increase
in generic variation. Finally, this could lead to a reduction in genetic potential and a decrease in
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the evolutionary flexibility of the species. Water temperature, which is outside the natural back-
ground, can be a powerful destabilizing factor, which may have a decisive impact on populations of
fish and other aquatic organisms, transforming their genetic structure. This may have implications
not only for the particular species, but also for the ichthyofauna and the entire ecosystem of a res-
ervoir. Thus, thermal pollution, being the consequence of heated water dumping by thermal and
nuclear power plants, is the most important anthropogenic factor influencing the thermal regime
of reservoir refrigerants and their ecological systems, and creating conditions for the emergence of
environmental risks.

7.4 Formation of Reservoirs Banks

Current importance: The existing course of exogenous geological processes was broken by the creation of
large reservoirs. Rough reorganization of a coastal relief began, infilling of a reservoir occurred almost
instantly, and as a result, geodynamic processes become more intense: erosion is substituted by abrasion
(the process of bank reservoir destruction by waves), landslide activity, and karstic processes (if karst is
present in a drainage basin), and internal erosion and other processes become more intense. Economic
use of reservoirs is threatened by all these processes and some establishments have a risk of losing his-
torical and cultural values.

Peculiarities of the processes of bank reservoir formation: Geodynamic processes at reservoirs influence,
on the one hand, the present relief destruction and, on the other hand, the appearance of new forms
(shoal). Earlier it was considered that the stage of processing should close with bank destruction fad-
ing; hence “the balance profile” should be established. But according to observations, the intensity of
the processes still remains high, though eventually decreasing. Besides, the processes of bank destruc-
tion at reservoirs are complicated by the presence of variable backwater, that is, seasonal water level
fluctuations.

While studying the river channel processes, the most attention is paid to the development of the
channel itself and to the bottom of a plain, especially to its flood plain. As regards reservoirs, we are
interested in plain slopes rather than bottom. The main features of plain slope formation (in comparison
with rivers) are

1. The intensity of exogenous processes
2. The intensive formation of plain slopes
3. The “instant” (from the point of view of geological time) passage of geodynamic processes

A sophisticated analysis of Russian reservoirs research showed that it is possible to distinguish the fol-
lowing stages in bank formation:

 Destruction (the stage lasts for 5-20 years)

» Development—coastline formation is extensive and slow

o Attenuation—relative cessation development (relative as the balance profile cannot be created
because of level regulation)

The complete idea of bank reservoir formation can be perceived by considering this process as a system.
We distinguish progressive (factors, which contribute to the development of the system), regressive (fac-
tors, which prevent development), and neutral (factors, which do not participate in the development
of the system) factors. The sum and interrelationship between these types of factors represent the sys-
tem structure, the change in their amounts—its development, and the number of connections between
them—its stability.

The system passes through three stages in its development (Figure 7.4) [3]:

1. First stage—system origin: This stage is determined by the existence of neutral and progressive
factors, with the neutral ones prevailing.
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FIGURE 7.4 The scheme of geosystem development.

2. Second stage—system formation: This stage is determined by progressive, neutral, and regressive
factors, with the progressive ones prevailing.

3. Third stage—system decomposition: This stage is determined by the aggregate of progressive and
regressive factors, with the regressive ones prevailing. Factors located upward from the axis and at
some point in time defining the development of the system are considered to be positive, whereas
factors preventing the development of the system are considered negative.

The first stage—system origin—can be divided into two phases: the first phase begins when a reservoir
is filled with water. Usually it lasts for several years. Water entry causes recovery of water level, which
influences the bank slope. As a result, there is gradual water saturation and reduction of rock solidity.
At this zero stage in the development process, there are micro-deformations in the bank rock struc-
ture. During this period, neutral qualities prevail as the process of coastline formation has not been
defined yet. As a result, recovery of water level, which lasts for several years, determines the “shape” of
a reservoir. The amount of progressive qualities (defining the geodynamic processes in the conditions
of a river) decreases as there is still no order in the system development. However, as water recovers to
normal headwater elevation (NHE) and attains a stable state, possibilities of formation of new forms of
a relief (e.g., shoal) become more noticeable.

The intensity of the processes of bank destruction depends on the duration, character, and changes
in the system at the present stage. New conditions of wind wave formation appear as water level rises
and the total area of the water table extends. The development of the coastline advances to the second
phase in the first stage. Wave formation exerts a powerful impact on banks by increasing the initial
destructive effects connected with a reservoir infill. Wave energy is reflected, passed through, and par-
tially absorbed by coastal systems, but nevertheless, most of this energy is spent in the destruction and
removal of material from the coastal system, which increases the speed of processing at the first stage in
the development process of bank formation. The duration of this stage depends on the time take by the
water to recover to NHE. At the Kamskiy reservoirs, this period lasts for two years. At large reservoirs
of Russia, which were filled up to two years, this period did not exceed two to seven years for banks in
disperse incoherent caves and 10-16 years for banks formed by soluble and rocky layers.

The second stage—formation—also consists of two phases (Figure 7.5).

The first phase is characterized by intensive processes of formation. The fundamental change in a
relief of initial river valleys begins. During this phase, the level of water in the reservoir, which defines
its morphometry and morphology, continues to play the defining role. In its turn, the morphology and
morphometry of both the above-water and underwater parts of a bowl aim to remain in conformity
with the hydrological regime. But for all that, hydro- and geodynamic processes proceed differently in
separate regions of the reservoir. There are highly complicated and contradictory “relationships” among
these processes. It defines one of the features peculiar only to reservoirs—formation of a hydrological
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FIGURE 7.5 Temporary dynamics of a shore.

regime in the conditions of a reservoir bowl, which is being actively formed. As a result, morphometric
indices can be changed considerably. At the same time, the formation of separate parts of the reservoir
bowl is influenced by genetically diverse processes. For example, bank slopes and, partially, bank shoals
are influenced by geodynamic processes, whereas hydrodynamic processed influence the shallow and
deep-water zones. Both these processes are interconnected, that is, they develop in unity, which deter-
mines system integrity. At the same time, shift of the coastline deep into the adjacent territory, or toward
the reservoir water area, is possible. During the processes of bank reformation, changes appear not only
in the banks’ profile, but also in their contours on the plan.

During the first years of reservoir existence, both processes (progressive and regressive) develop very
intensively. It is explained by the fact that a reservoir and, in particular, its shore aspire to the condition
of a dynamic balance. Clear distinctness in the formation of abrasive, accumulative, and neutral banks
is typical to this condition (see the formation stage in Figure 7.4). Unfortunately, this condition is not
permanent as the considered system is open and is influenced by a large number of factors. In fact, we
have a constantly changing system in which the role of leading factors changes. For example, in the first
phase of the filling of a reservoir, the formation of its bowl (morphology and a morphometry) is defined
by hydrology and of its shore by geodynamics, but in the second phase of development, the hydrological
regime is defined by the morphology and morphometry of the modified bowl, which leads to loss of the
initial equilibrium condition (see the second stage in Figure 7.5). One equilibrium condition is substi-
tuted by another. It is explained by the fact that any geological process is the result of an equilibrium
disturbance in a certain extent of the lithosphere, which is caused by changes (increase or reduction) in
the external influences of this extent.

One feature is peculiar for the first phase of marginal erosion: destructive processes occur only within
individual most vulnerable parts and then they quickly cover all new spaces, developing toward each
other, merging, and forming large and, as a rule, linear zones of destruction.

The adaptation of the geological surroundings to the new influences of the hydrosphere is always
connected, on the one hand, to the return of some part of the substance and, on the other hand,
to the formation of additional systems from this substance. These additional systems are shoals
protecting the main coastal system from external influences in a feedback negative loop and where
along shore drift of sediments is possible. The mechanism of self-regulation of processing and fur-
ther self-organization of the bank systems, which lead to gradual extension of both abrasive and
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accumulative banks, and formation of steady zones of sediment destructions, transit, and accumula-
tion, becomes more active at this stage.

In the second phase (the third and fourth stages), marginal erosion of banks and formation of coast-
lines of reservoirs are characterized by further strengthening of the mechanism of self-regulation and
completion of the process of bank system self-organization. Theoretically, they should be steady in a
certain interval of external influences. Modification of these influences leads to a new cycle of develop-
ment of bank-forming processes according to the scheme characterized earlier.

The third stage of development—system decomposition—does not exist at reservoirs. It is connected
with the artificial regulation of flow by a dam.

The length of the indented coastline determines the stage of bank system development.

7.4.1 Role of Indented Coastline in the Formation of a Shore

Study of shoal dynamics allowed us to draw the conclusion that practically all shoals aspire to be open
(Figure 7.6). Change of the indented coastline is the indicator of this phenomenon. We suggest defining
the indented coastline coefficient as a relation between the length of an ideal straight bank, L (to which
all banks aspire), and the length of the existent coastline, L'

oL (7.25)

The value of this coefficient (K) cannot exceed 1. Values of the coefficient are given in Table 7.4.

A study of the role of an indented coastline in the process of bank destruction and shoal forma-
tion was conducted on the shoals of Chastuye, Elovo, and Babka villages (Votkinsk reservoir). The
research showed that there is a close connection between the destruction volume (W) and wind wave
energy (E):

W= BZ E° (7.26)

where a and B are empirical factors.
It has been established that factor “B” changes in proportion with the amount of bank collapse and
is defined by the morphometric features of the ground (Figure 7.7). For an even and slightly indented

« _»

bank, it fluctuates from 0.1 to 1, whereas for a strongly indented bank, it may exceed 2. Factor “a” is the
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FIGURE 7.6 Change in the indented coastline during the time 1962-1977 (Babka Village, Votkinsk Reservoir).



Formation of Ecological

Risk on Plain Reservoirs

TABLE 7.4 Values of Indented Coastline Coeflicient (K)

K Values Bank Characteristic
K <025 First stage of development: The coast is strongly indented (there is intensive
processing of the bank; its profile is not defined yet)
K=0.50-0.25  Second stage of development: The coast is middling indented (intensity of
bank processing decreases; abrasion and accumulation zones start to form)
K=0.75-0.50  Third stage of development: The coast is indented (abrasion and
accumulation zones are formed; the steady profile of the bank is developed)
K=1-0.75 Fourth stage of development: The coast is slightly indented (the processes of
abrasion fade; marginal erosion of the bank is insignificant and is defined
by a reservoir water-level rate)
K=1 The bank is straight, processing is almost stopped (it is allowed only for
small parts of the coastal system)
W, m?
500 -
400 A
300 1 E=348,000 ton/m
E=290,000 ton/m
200 -
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FIGURE 7.7 Change in the amount of bank collapse along bank length according to wave energy (Chastuye

Village, Votkinsk Reservoir).
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FIGURE 7.8 Value of empirical factors a and B (Chastuye Village, Votkinsk Reservoir).

specular return of “B” (i.e., when a increases, so does B and vice versa) (Figure 7.8). It characterizes the

dissipation of wave energy and cannot exceed 1. Between the indented coastline coefficient and factors

« _»

coastline coefficient (K).

a” and “B” are the following dependencies: a=0.31 indented coastline coefficient (K) - B=0.96 indented

Therefore, it is possible to argue that the length of indented coastline really influences the bank
destruction process (and so the formation of a shallow zone), being an integrated indicator (dissipation
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of wave energy and morphometric features of shoals) of the internal description of the system, while the
external description is represented by the energy of wind roughness.

In our opinion, the indented coastline coefficient of a reservoir can serve as an indicator of bank
stability and can be used as an oriented factor in the long-term forecasting development of a bank zone
(e.g., in the design of reservoirs and ponds).

Thus, in the first stage there is intensive development of geodynamic processes, and zones of destruc-
tion, transit, and accumulation begin to form. In the second stage, geodynamic processes are less inten-
sive but are more defined (the process of self-organization of bank systems finishes) and the equilibrium
condition of bank system is created. The third stage, typical to natural systems (decomposition), is
absent, which is connected with artificial regulation of a drain.

After the achievement of an equilibrium condition, there is opinion that the bank system has reached
a steady condition and it should be considered for its further economic use. But this opinion is mistaken:
the bank system is a live organism and one equilibrium condition will be substituted by another (e.g.,
abrasion—by accumulation or transit, transit—by accumulation and so forth). If this factor is not taken
into account, it can lead to risk (destruction of buildings, roads, the enterprises, etc.).

The nature of bank system development can be estimated with the help of satellite images character-
izing quite considerable periods of observation (more than 20 years). If there is lack of monitoring data,
the stage of bank system development can be characterized by the length indented coastline.

7.5 Summary and Conclusions

Building of reservoirs has led to the risk of chemical and thermal pollution, which are results of slowed
water circulation and the use of a reservoir as a place, which is filled with (chemical and thermal)
sewage. The balance method may be used to calculate the possibility of chemical and thermal risks. The
calculation is based on the solution of the water balance equation for morphometry homogeneous parts
of reservoirs.

Creation of reservoirs poses another type of risk—reservoir bank processing. The coefficient of
indented reservoir coastline characterizes the intensity of reservoir bank processing. The mentioned
coefficient can be used as an approximate one for long-term forecast of a bank zone development.
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PREFACE

All groundwater resources are vulnerable to contamination. This chapter is motivated by the
increasing interest to predict nonpoint source (NPS) contamination in groundwater as a response
to widespread detection of such contaminants and the implications for human and aquatic health
and resource sustainability. Although individual approaches differ, groundwater vulnerability
assessments have the same fundamental goals of estimating the potential for NPS groundwater
contamination, particularly in un-monitored aquifer locations. Readers of this chapter will gain
a better understanding of the theory and application of groundwater vulnerability assessments
and how to develop scientifically defensible models and maps to assist water-resource managers
during decisions regarding groundwater protection, monitoring, remediation, or sustainable
management. Researchers and students alike will also benefit from the chapter’s outline of the
current knowledge gaps and future research directions to improve groundwater vulnerability
assessments. I thank my students and colleagues at SFSU and the USGS, especially Sharon Qi, for
many thought-provoking discussions that have helped to shape this chapter.

145



146 Handbook of Engineering Hydrology: Environmental Hydrology and Water Management

8.1 Introduction

Groundwater resources supply fresh drinking water to more than 1.5 billion people globally and sup-
port streams, lakes, wetlands, aquatic communities, economic development and growth, and agricul-
ture worldwide [3]. For example, groundwater in the United States provides drinking water for more
than half the population and is the sole source of drinking water for many rural communities and some
large cities [3]. However, all groundwater resources are vulnerable to contamination, and the physical
environment may provide only some degree of protection to groundwater from natural and human
impacts [95]. In response, groundwater vulnerability assessments have been developed to estimate the
potential for nonpoint source (NPS) groundwater contamination, particularly in un-monitored aquifer
locations, and provide scientifically defensible models and maps to assist water-resource managers dur-
ing decisions regarding groundwater protection, monitoring, remediation, or sustainable management.
This chapter provides a literature review of the various definitions and conceptualization of groundwa-
ter vulnerability, synthesizes the methods of modeling and mapping groundwater vulnerability to NPS
contamination, discusses some recent advances in quantifying uncertainty and the effects of climate
variability and change on groundwater vulnerability, and proposes future research directions to address
the current knowledge gaps in groundwater vulnerability.

The increasing demand for safe drinking water has mandated policy and management decisions that
protect and improve the availability and sustainability of clean groundwater resources. In the United
States, recognition of the need to protect groundwater quality was established with the Nonpoint Source
Management and Monitoring Programs [58] as part of the 1972 Clean Water Act. More recently in 1986,
the Safe Drinking Water Act created the US Environmental Protection Agency (USEPA) source-water
assessment program that has focused on assessing groundwater systems susceptibility to contamination
[91]. The National Research Council [66] noted that in recognition of the need for effective and effi-
cient methods for protecting groundwater resources from future contamination, scientists must develop
techniques for predicting the relative likelihood that groundwater will become contaminated as a result
of human activity or natural causes at the land surface.

8.1.1 Motivation

The single greatest and globally ubiquitous threat to groundwater quality is NPS contamination [24].
NPS contamination generally refers to spatially diffuse contaminants that are mobilized advectively in
runoff and infiltration over large spatial extents of an aquifer. NPS contamination is often associated
with land use or anthropogenic activities and includes pesticides from agricultural use, nitrogen from
fertilizer and manure, or livestock-borne pathogens; road salts, oil, or grease; increased sediment ero-
sion during land-use conversions; and atmospheric deposition of anthropogenic and natural chemicals
[29]. The cumulative effect of NPS contaminant loading over large spatial extents of an aquifer poten-
tially results in a greater threat to groundwater quality than those contaminants from point sources,
such as from discharge pipes or leaking storage tanks [56].

Groundwater vulnerability has emerged as a subdiscipline of contaminant hydrogeology from the
effort of scientists, water-resource managers, and policy makers to better understand and manage NPS
groundwater contamination. The central objective of groundwater vulnerability assessment is to under-
stand and predict the potential for NPS contamination of a groundwater resource. Federal, state, and
local water-management programs use groundwater vulnerability assessments to identify areas most
likely to have contamination and to make informed decisions regarding allocation of resources for
groundwater protection and remediation. Groundwater vulnerability assessments have been used in
policy analysis, selection of groundwater monitoring sites, prioritization of areas for enhanced protec-
tion or remediation, determining best management practices, and even as general information tools to
improve education and awareness of a particular groundwater resource [92]. To meet these varied needs
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toward the best resource management of groundwater availability and sustainability, accurate and sci-
entifically defendable estimates of groundwater vulnerability are required across different spatial and
temporal scales.

8.1.2 Definitions of Groundwater Vulnerability

The term vulnerability first appeared in the literature during the late 1960s [1] as a term and concept
related to the understanding and protection of natural resources. Since its introduction, the definition
and use of vulnerability as related to contamination of groundwater has widely varied. No universally
accepted definition exists because groundwater vulnerability is not an absolute property but rather a
relative concept and complex indicator of contamination [61]. Groundwater vulnerability assessments
are made at a variety of scales, often incorporating the geology and hydrogeology of the aquifer, as
well as the physiochemical characteristics of the NPS contaminant of interest. Assessments that focus
on specific chemical properties of a contaminant or anthropogenic activity consider only the specific
vulnerability of an aquifer [29]. The intrinsic vulnerability, or aquifer susceptibility, is assessed solely on
the hydrogeologic characteristics of the aquifer without specifically addressing properties of that con-
taminant. Therefore, intrinsic susceptibility conceptualizes the inherent hydrogeologic properties of the
groundwater flow system and the sources of water and stresses on the system, including infiltration and
recharge rates, depth to water, hydraulic conductivity, transmissivity, thickness and characteristics of
the unsaturated zone, confined/unconfined nature of the aquifer, and well discharge [21]. Groundwater
vulnerability includes the concepts of intrinsic susceptibility, as well as the proximity and characteris-
tics of sources of naturally occurring and anthropogenic contamination, factors that affect contaminant
transport from land surface to a specific location within the groundwater flow system, and the in situ
geochemical conditions [30,31].

Multiple definitions have been used for groundwater vulnerability. However, they all address
the same underlying question: “What is the potential for [NPS] groundwater contamination?” [74].
Groundwater vulnerability is defined by the National Research Council [66] as “the likelihood for
contaminants to reach a specified position in the groundwater system after introduction at some loca-
tion above the uppermost aquifer.” This definition implies the relative and uncertain nature that is
unavoidable; all groundwater is vulnerable and uncertainty is inherent in all groundwater vulnerabil-
ity assessments [66]. Although the term groundwater vulnerability has been specifically reserved for
the evaluation of NPS contamination, it can also address spatially extensive but similar point sources.
The comprehensive definition of groundwater vulnerability used in this chapter considers controlling
chemical properties and anthropogenic or natural processes associated with the NPS contaminant of
interest, inherent hydrogeologic properties of an aquifer that control susceptibility, and quantifica-
tion of associated uncertainty in an effort to express vulnerability as a tendency or likelihood of NPS
occurrence.

8.2 Conceptual Framework of Groundwater Vulnerability

Assessments of groundwater vulnerability are often done on the watershed to subregional scale (~1,000
to 100,000 km?) and even regional [94] or national scale (>100,000 km?) [8]. Measured concentrations of
the NPS contaminant in groundwater are sometimes available through various networks or programs
of groundwater quality monitoring. However, the data required to completely characterize the spatial
and temporal variability of factors responsible for NPS contamination, as well as those that characterize
the hydrogeologic heterogeneity within large-scale aquifers, often are not available [29]. The data needs
for such assessments are extensive, and many vulnerability assessments have been limited by only those
data sets already collected and publicly available. A common criticism for such vulnerability assess-
ments has been that it is unreasonable to apply complicated numerical computations across large-scale
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systems, based on somewhat limited spatial data and unknown model uncertainty [98]. Although these
limitations have presented a substantial challenge to quantitative groundwater vulnerability assess-
ments, recent research has increased the use of computationally based methods with spatial data tools,
such as geographic information system (GIS) [29].

Conceptualization of the target aquifer and potential NPS contaminant must incorporate an
appraisal of purpose, intended audience, and willingness for trade-off between cost and gained
understanding of groundwater vulnerability [21]. Selection of a vulnerability assessment method is
resource and problem dependent [43] and must reflect the intended purpose and range of results,
from purely scientific understanding to policy-driven water-resource management and protection.
However, all methods are complicated by incomplete knowledge of contaminant loading and hydro-
geologic factors important to groundwater vulnerability. Corwin and Wagenet [12] noted that “the
greatest single challenge in cost-effective modeling of NPS pollutants is to obtain sufficient trans-
port-parameter data to characterize the spatial distribution of the data with a knowledge of their
uncertainty.” This inherent uncertainty must be reflected in a manner as to eliminate misrepresen-
tation of groundwater vulnerability and to enable best-informed water-resource decisions. From a
scientific standpoint, a properly calibrated and validated groundwater vulnerability assessment may
prove valuable in advancing current hypotheses and contributing to improved understanding of the
groundwater system in question.

Consideration of the groundwater flow system during conceptualization is important and is
directly influenced by the hydrogeologic framework of the aquifer. For example, unconsolidated and
unconfined aquifers are the most common aquifer systems assessed in the literature [31,98] and may
require considerably different conceptualization than a highly heterogeneous and complex system,
such as confined, fracture-flow, or karst systems [15,24]. Important factors for conceptualization of
the groundwater flow system may include hydraulic conductivity, transmissivity, and direction of
flow; water inputs, such as precipitation and irrigation rates; rates and mechanisms of infiltration
and recharge (matric or piston flow versus dual-porosity and preferential recharge); and outputs or
discharge, such as groundwater pumping for consumptive uses or natural springs. A proper charac-
terization of the groundwater flow system also forms the basis for understanding advective transport
of NPS contaminants.

Vulnerability assessments must consider the specific chemical nature of the NPS contaminant of
interest to properly characterize transport from surface loading to subsurface transport. For example,
nitrate (NO;3) is the most ubiquitous NPS contaminant of groundwater worldwide [9]. The predomi-
nance of vulnerability studies that assess the risk of groundwater contamination from NO;- parallels
this serious groundwater quality issue. Nitrogen is available from a large number of natural and anthro-
pogenic sources, particularly agriculture, and contributes to the widespread risk of NO,~ contamina-
tion in groundwater [51]. More importantly, most natural and aqueous environments favor NO;™ as the
more stable, soluble, and conservative form of nitrogen. These characteristics promote relatively rapid
advective transport of NO;. Some processes temporarily remove NO,~ from the groundwater system;
denitrification is the only permanent sink [51].

Whereas NO;- is generally regarded as a more conservative solute (under oxic conditions), com-
mercially available pesticides are considered reactive solutes. Although pesticides have similar agri-
cultural sources as NOj, (reactive) transport of pesticides is often retarded, due to such processes
as adsorption, degradation, and volatilization. Groundwater vulnerability assessments considering
pesticides are abundant in the literature [89,98] and address the reactive nature of pesticides in var-
ious approaches. This contrast of the two most commonly assessed NPS contaminants (NO,~ and
pesticides) illustrates the importance of proper conceptualization of the relevant chemical processes
affecting contaminant transport. Attenuation of a potential NPS contaminant may take the form of
dilution, sorption, ion exchange, solution/precipitation, hydrolysis, complexation, biochemical trans-
formation, and volatilization. The surface and subsurface environments have varying capacities to
promote attenuation processes.
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Due to the immediate contact between potential surface-applied NPS contaminants and soil, the
physical, chemical, and biological characteristics of the soil are important conceptual considerations for
groundwater vulnerability assessments and for understanding NPS contaminant reactivity and attenu-
ation. Soil properties and chemical conditions most relevant for vulnerability assessment are thickness,
texture, permeability, available water capacity, pH, soil organic matter content, soil sorption, soil cation
exchange, clay content, reduction-oxidation (redox) conditions, presence of hydric soils, soil acid neu-
tralizing capacity, bulk density, and biological activity.

Beneath the soil zone, the remaining unsaturated (or vadose) zone is an important pathway for con-
taminant transport to the water table. However, most vulnerability assessments neglect the unsaturated
zone or oversimplify its effect on contaminant transport [6]. Results of this oversimplification are most
pronounced in arid environments and in systems with relatively thick and heterogeneous unsaturated
zones. As technological advancements in subsurface characterizations are made, and more informa-
tion is acquired about the unsaturated zone, vulnerability assessments must incorporate this important
component into the conceptual model.

The final product of a vulnerability assessment is the identification of factors deemed most responsible
for groundwater vulnerability. Spatial variability of these factors is most often displayed, often qualita-
tively, in the form of a vulnerability map [35,74,87]. Because these vulnerability maps often are used for
decision-making concerning groundwater protection or monitoring, care must be taken by scientists to
properly represent the spatial variability of groundwater vulnerability. This concern is relevant for maps
that illustrate vulnerability as discrete values or risk levels, particularly in absolute terms. Uncertainty
is inherent in all vulnerability assessments; models are always imperfect, limited by data and knowledge
of the complexities of the system in question [35]. It is therefore the scientist’s obligation to convey this
knowledge of uncertainty regarding groundwater vulnerability by developing probabilistic methods or
other measures of uncertainty within the final vulnerability model and map [35].

8.3 Groundwater Vulnerability Modeling and Mapping Methods

The first published methodological evaluation and mapping of groundwater vulnerability occurred
during the late 1960s [98]. Since the mid-1990s, approaches have gradually shifted from subjective and
opinion-based methods to more objective and scientifically defensible methods [29]. The previously
described definitions and conceptualization of groundwater vulnerability and local-scale objectives
are important in guiding which approach is most appropriate to scientifically estimate the potential for
groundwater vulnerability [36]. Classification of groundwater vulnerability approaches are delineated
by three general categories [37,41]: (1) overlay and index methods that are often subjective and biased
because of predetermined controlling factors included in the index, (2) process-based methods consisting
of mathematical modeling to approximate contaminant fate and transport, and (3) empirically based sta-
tistical methods that correlate groundwater chemistry and explanatory variables of the study area [99].

8.3.1 Overlay and Index Methods

The overlay and index methods create indices based upon the aggregation, or overlay, of many variables
or factors deemed important to groundwater vulnerability. Such methods are useful as initial screening
or planning tools to measure potential groundwater contamination. An advantage to these methods is
that much of the data needed for their implementation are generally available at the appropriate scale.
However, overlay and index approaches are less rigorous than other approaches as a predictive model
to estimate actual groundwater contamination. For example, the most widely used overlay and index
method, DRASTIC [2], which is described in the succeeding text, uses professional judgment to weigh
factors and create an aggregate point rating that is used to develop vulnerability maps [4,73].

The overlay and index methods are popular because they are widely applicable with GIS
[17,45,48,53,65,72-74,86,87,95,96]. GIS-based groundwater vulnerability methods are commonly used
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because of the following: (1) GIS can demonstrate the spatial variability of georeferenced independent, or
explanatory, variables deemed important for the assessment; (2) GIS has the ability to incorporate georefer-
enced measurements of concentration of NPS contaminants in the groundwater and to calibrate and verify
hydrologic and geochemical vulnerability models; and (3) digital display and data manipulation ability of
GIS provides obvious advantages during vulnerability map making [29]. The more subjective, index half of
the overlay and index approach has gradually been replaced by more objective, process-based, determinis-
tic, and statistical models [29]. The commonly used DRASTIC, GOD, and EPIK overlay and index methods
are described next. Witkowski et al. [95] provide details on additional overlay and index methods.

8.3.1.1 DRASTIC Model

DRASTIC [32] considers seven factors: depth to water, net recharge, aquifer media, soil media, topogra-
phy, impact of unsaturated-zone media, and hydraulic conductivity of the aquifer. Although DRASTIC
is widely used [16,39], the seven factors of DRASTIC are subjectively estimated and based on the profes-
sional opinion of the modeler. Using DRASTIC, scores of 0-10 are assigned to each parameter; 0 means
low risk of groundwater contamination and 10 mean high risk of groundwater contamination. The scores
are multiplied by a parameter-specific weight, and then the weighted scores for the seven DRASTIC factors
are added to produce the final vulnerability score [41]. Results from DRASTIC and other overlay and index
methods are usually not calibrated to measured contaminant concentrations in the groundwater. Rupert
[73] demonstrated that an uncalibrated DRASTIC model correlated poorly with measured NO;~ concen-
trations in groundwater. Despite apparent disadvantages as predictive tools, other overlay and index meth-
ods exist. Gogu and Dassargues [24] provide additional background on the overlay and index method.

8.3.1.2 GOD Model

An alternative overlay and index approach is the GOD model, which considers the groundwa-
ter occurrence including recharge, overall lithology, and depth to groundwater [22]. Similar to
DRASTIC, the GOD model also uses a somewhat subjective scoring system that is multiplied to
yield a final score. Unlike DRASTIC, the GOD model enables consideration of fractures in the soil
or overburden of the aquifer.

8.3.1.3 EPIK Model

The EPIK model [15] is a commonly used overlay and index approach for groundwater vulnerability
assessments in karst aquifers. EPIK is an acronym for epikarst (E), protective cover (P), infiltration (I),
and karst network development (K). EPIK is a multi-attribute weighting-rating method (i.e., overlay
and index) that assesses groundwater sensitivity of karst terrain [19] and has been used successfully in
a number of karst regions [5,25,52].

8.3.2 Process-Based Methods

The process-based methods typically use deterministic models that take advantage of process-based
empirical equations and/or analytical solutions to model the physical and chemical processes of infiltra-
tion, recharge, contaminant attenuation, and flux in both space and time [11,43]. Connell and van den
Daele [11] present analytical and semi-analytical solutions to the advection-dispersion equation and offer
the potential for use in mapping aquifer vulnerability to surface-released contamination. Although the
computer programs such as HYDRUS [79] and MODFLOW [40] are popular for simulating the fate and
transport of contaminants in soil, vadose zone, and groundwater, computer models are not commonly
used for groundwater vulnerability assessments due to their considerable date requirements and the
expertise needed to develop the models at the spatial scales typical of groundwater vulnerability assess-
ments [41]. Harter [41] suggests that computer models can be an economical tool for groundwater vulnera-
bility modeling and mapping if (1) a localized analysis to a particular land use or contaminant is required,
(2) if sufficient data are available or can be collected to properly calibrate the model, and (3) if a “what-if”
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scenario is needed to evaluate complex, interdependent processes for making land-use planning decisions.
Because of the extensive data required to represent subsurface processes, process-based assessments can
be less rigorous at large-scale, regional systems and are best applied to local-scale phenomena [29].

Process-based vulnerability assessments have frequently targeted potential pesticide contamination
at the field scale [54] and often incorporate loading and leaching of pesticides to simulate the trans-
port and fate of pesticides in the near surface or soil. To account for spatial variability, these methods
often use pesticide attenuation to calculate pesticide vulnerability indices [13,47,62,65,71,75,77,81]. One
such pesticide vulnerability index (VI), the attenuation factor (AF) model [71], has correlated well with
more complex unsaturated-zone numerical modeling results [55] and actual pesticide detection in
groundwater [65,76].

Process-based pesticide vulnerability assessments range from complex to simple models. Complex
models often include analytical solutions for 1D transport through the unsaturated zone to coupled,
unsaturated-saturated, 2D or 3D models [66]. The pesticide root zone model (PRZM) [10] is one of
the most commonly used complex models for pesticide vulnerability modeling. PRZM is a 1D,
deterministic-empirical/conceptual model that simulates soil-water movement by using an empiri-
cal drainage algorithm and solute transport with the advection-dispersion equation. PRZM has two
distinct advantages over simple index models for estimating pesticide leaching: (1) concentrations are
estimated with reference to depth and time and (2) heterogeneity in the soil column and variability
in recharge can be accounted for [57]. Other complex process-based models include the type transfer
function (TTF), outlined by [83], the leaching estimation and chemistry model (LEACHM) [46], and the
Monte Carlo simulations of deterministic models [80].

Advantages gained by the use of complex models are minimized by extensive data requirements,
which have limited the use of complex models to local- or field-scale evaluations [37]. If data are unavail-
able, estimates are used that may introduce additional model uncertainty. Therefore, some types of
error and possibly over model uncertainty can be reduced when using a simple method [75]. Simple
index-based process models have been used more routinely for large-scale and regional pesticide vul-
nerability modeling. Process-based index models are first-order approximations of pesticide vulner-
ability and describe the relation between how fast the pesticide leaches and how fast it can be degraded.
The net result of these two processes determines what fraction of soil-applied pesticides potentially
reaches groundwater [70]. Index models are conceptually simplified and are typically valid only under
steady-state flow within a uniform homogeneous ideal medium [37]. The models represent the impor-
tant transport processes for pesticides, are most appropriately used as screening tools, and are intended
for evaluation and comparison of pesticide behavior under constrained and limited conditions with the
advantage of requiring few input data [78]. The following sections describe index process models that
have routinely been used to evaluate groundwater vulnerability to pesticides.

8.3.2.1 Attenuation Factor

The AF [71] is a simple index of residence time and degradation rate of a pesticide that is equivalent to
the fraction of applied pesticide mass that is likely to leach past a reference depth. This index is a simple
solution to the 1D, advection-dominated transport equation and is defined as

AF- e{ —0.693dRFO;c j 51)
qti

where
d is the distance from the land surface to groundwater (L)
RF is the retardation factor, which accounts for pesticide sorption effects
Opc is the volumetric water content at field capacity (L* L)
q is the net groundwater recharge rate (L T™)
t,, is the half-life for pesticide degradation (T)
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RF is defined as

RE = (thfﬂcKﬂchegKHj 8.2)
eFC eFC

where
py is the soil bulk density (M L-3)
f,. is the fraction of soil organic carbon on a mass basis
K, is the organic-carbon sorption coefficient (L M)
0, is the gas constant (unitless)
K, is Henry’s constant for pesticide of interest (unitless)

The AF ranges from zero to one, where zero corresponds to a minimal threat of applied pesticide
leaching, and a value of one corresponds to all the applied pesticide mass reaching the groundwater [71].

8.3.2.2 Leaching Potential Index

Similar to the AF, the leaching potential index (LPI) [62] is derived from the advection-dispersion equa-
tion. The LPI is compound specific and includes information regarding adsorption and degradation
parameters. The LPI is defined as

p = 100062V 8.3)
0.693RFd

where V is the average linear vertical soil-water velocity (L T).

Greater LPI values correspond to a greater vulnerability to pesticide contamination. LPI is simply the
inverse of the exponent of the AF in Equation 8.1 with a factor of 1000 arbitrarily included to increase
the numerical values of the LPI [76]. Schlosser and McCray [76] conducted a sensitivity analysis by using
the LPI to evaluate the relative importance of input-parameter variability on the model-predicted vul-
nerability and found that the calculated vulnerabilities were most sensitive to organic-carbon content,
depth to groundwater, and vertical soil-water velocity.

8.3.2.3 Vulnerability Index
The VI [75] is a modified version of the LPI equation and is defined as

2001(91:(: t2
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where
k is the decay constant (T"!)
%OM is the percentage of organic matter present in the soil
t,,,/ K, is the leachability ratio, which is the measure of the pesticide’s propensity to biodegrade (t,,)
and to sorb to organic matter in the soil (K,.)
Fpew is a factor that accounts for the depth to groundwater

The VI model is a practical approach to assessing many pesticides simultaneously by incorporating the
leaching potential. The VI uses the leachability ratio to account for the leaching potential of multiple
pesticides with similar chemical properties. This method is a significant advantage over other index
methods; by grouping pesticides according to their leachability ratio, vulnerability assessments are
made for each group, rather than for each individual pesticide [75].
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8.3.3 Statistical Methods

Statistically based methods of groundwater vulnerability often use regression analysis to develop rela-
tions between measured concentrations of the target constituent in the groundwater (dependent vari-
able) and explanatory variables (independent variable), such as land-use activities, soil type, depth to
water, precipitation, or hydrogeology. Multivariate and nonparametric statistical techniques, such as the
posterior probability distribution method [97] and particularly logistic regression [36,67,72,82,86], and
artificial neural networks (ANN) [14,18,33] have proven an effective statistical method for vulnerability
at the subregional and regional scales. As with any statistical model, statistically significant relations
do not represent causality [21]. Careful model design and experienced interpretation of results from
statistical models is warranted, as the governing physical, chemical, and biological processes for water
movement and chemical transport may be masked or even misrepresented using a purely statistical
approach [29].

8.3.3.1 Logistic Regression

Multivariate logistic regression has been used extensively in medical and epidemiological studies [59]
and more recently has been widely used in groundwater vulnerability assessments because the binary
response can be established using a threshold meaningful for specific management issues [31,67]. Unlike
ordinary least squares (OLS) linear regression, (multiple) logistic regression is applicable for nonpara-
metric and dichotomous (binary) data, both of which often characterize environmental and groundwa-
ter quality data. The response variable is established using a binary threshold, which is commonly set at
a drinking-water standard, laboratory detection level, or relative background concentration. The odds
ratio (8.5) defines the probability of being in a response category:

Odds ratio= P (8.5)
l1-p

where p is the probability of exceeding the established binary threshold value [44]. The log of the odds
ratio, or logit, transforms a variable constrained between 0 and 1 into a continuous variable that is a
linear function of the explanatory variables. The logit transformation is

h{pj —b, +bx (8.6)
1-p

where
b, is the logistic regression constant
bx is the vector of slope coeflicients and explanatory variables

Predicted values of the response variable are converted back into probability units by using the logistic
transformation, with the logistic regression model taking the form of

e(bo +bx)

P 8.7)

= 1+ e(bo+bx)
where
P is the probability of the binary response event

e is the base of natural logarithm

Logistic regression-based groundwater vulnerability models have been successfully used across a range
of systems, from aquifer scale [31,72] to national scale [67,69], and for a variety of NPS contaminants.
Eckhardt and Stackelberg [17] developed logistic regression models to predict the probability of NPS
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groundwater contamination from volatile organic compounds, pesticides, and inorganic constitu-
ents. Squillace and Moran [82] used logistic regression to estimate the likelihood of methyl tert-butyl
ether (MTBE) occurrence in groundwater of the Northeast and Mid-Atlantic regions of the United
States. Logistic regression has also been used to predict groundwater vulnerability to pesticides [74,86].
Twarakavi and Kaluarachchi [90] used ordinal logistic regression, which differs from (binary) logistic
regression in that multiple thresholds were considered while estimating probabilities of exceedance, to
predict the probability of heavy metal occurrence in groundwater.

Although logistic regression has been widely used for many types of contaminants, NO;" is the most
common NPS contaminant evaluated using logistic regression [36,69,72,74,87]. Gurdak and Qi [31]
developed logistic regression models and corresponding maps that predict the vulnerability of recently
recharged groundwater in 17 principal aquifers (PAs) of the United States to NPS NO,~ contamination.
Gurdak and Qi [31] also identified the most important source, transport, and attenuation (STA) factors
controlling NPS NO,- above relative background concentrations in recently recharged groundwater
within each PA and described how those factors vary across the United States by climatic, environ-
mental, and hydrogeologic settings. Dissolved oxygen in groundwater, crops and irrigated cropland,
fertilizer application, seasonally high water table, and soil properties that affect infiltration and deni-
trification were the most important factors in predicting elevated NO,~ concentrations. Findings from
Gurdak and Qi [31] have important implications for management decisions that are based on more
subjective modeling approaches that use predetermined controlling factors for all aquifers, such as the
widely used DRASTIC model. Many DRASTIC factors were not important at the PA or national scale,
and DRASTIC does not include DO, which is the most important controlling factor from the PA study
[31]. Gurdak and Qi [31] recommend that DO be incorporated in groundwater modeling approaches
whenever possible, especially for groundwater vulnerability assessments to NO;™.

8.3.3.2 GWAVA Model

The ground water vulnerability assessment (GWAVA) model is a nonlinear approach to groundwater
vulnerability assessment that uses an additive linear submodel for NPS NO,~ sources and multiplicative
exponential terms that proportionally increase or decrease the amount of NPS contaminant transferred
to and accumulated in groundwater [68]. The GWAVA model has the following form:

ngi = SlT‘lAl + & (88)
where
N
N sources: S; = ZB“X"’i (8.9)
n=1
J
Transport: T; = exp ZOL,-ZJ-J (8.10)
j=1
K
Attenuation: A; = exp[Z—Ska,i] (8.11)
k=1
Cgui 18 the observed mean ambient NO,~ concentration in groundwater associated with monitoring

network polygon i, mg/L
X, is the average nitrogen (N) load from source n in monitoring network polygon i
Z;; is the average transport factor j in monitoring network polygon i
Z,, is the average AF k in monitoring network polygon i
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B, is the coefficient for N source n

o is the coefficient for transport factor j

§, is the coefficient for AF k

g, is the model error for monitoring network polygon I [68]

8.3.4 Uncertainty

The output from many types of groundwater vulnerability models can be displayed within a GIS
when the explanatory variables within the model are represented in geospatial databases. Thus, the
coupling of groundwater vulnerability models and GIS provides and efficient approaches to create
vulnerability maps that spatially represent the risk of NPS groundwater contamination. However,
uncertainty is inherent in all groundwater vulnerability models and maps. Uncertainty can be con-
sidered any aspect of the data that results in less than perfect knowledge about the phenomenon
being modeled [26]. Loague et al. [57] recommended that GIS-generated groundwater vulnerability
maps would not be useful in the decision management arena until (1) model and data uncertainties
were incorporated into the assessment and (2) nonsubjective criteria were established. Uncertainty
analysis has received some attention and application within the field of groundwater vulnerability
[23,35,43,60]. Uncertainty in vulnerability assessments has most commonly been addressed through
the use of probabilistic methods, where the vulnerability or risk of contamination is expressed as
a probability, as within the logistic regression method [67,74,86]. These methods have incorrectly
ascribed all uncertainty within these calculated probabilities of vulnerability. Most frequently, data
used to calculate these probabilities are imperfectly known because of spatial extrapolation tech-
niques used within GIS to create spatially available explanatory data. Vulnerability probabilities that
are calculated based on interpolated GIS data sets are inherently uncertain. If vulnerability maps
are to be used for decision-making, the quality of the data, particularly from GIS, must be judged
in terms of the reliability of the input data and the confidence limits that can be associated with the
end product [42]. Groundwater vulnerability practitioners need easily accessible tools for quantify-
ing errors and assessing their impact on the resulting groundwater vulnerability models and maps.
Raster error propagation tool (REPTool) [32] is one example of a method to quantify uncertainty in
GIS-based groundwater vulnerability maps and is briefly described next.

8.3.4.1 REPTool

The REPTool [32] is a custom GIS tool to estimate error propagation and predict uncertainty in raster
processing operations and geospatial modeling and has been successfully applied to quantify uncer-
tainty in groundwater vulnerability models and maps [35]. REPTool uses Latin hypercube sampling
[63], which is a stratified Monte Carlo method that is more computationally efficient to track error
propagation in GIS data. REPTool enables users to create uncertainty maps that correspond to their
groundwater vulnerability maps, which can be used to help decision-makers allocate limited resources
for monitoring, protection, and remediation or to target areas to reduce errors and improve the confi-
dence in the groundwater vulnerability models and maps [32].

8.4 Climate Variability and Change

Groundwater vulnerability is affected by human activities and climate change and variability in many
complex ways [31]. Although climate change studies have only begun to quantify the effects on the
quantity of groundwater resources, the quality of groundwater and groundwater vulnerability may be a
limiting factor for some intended uses such as drinking or irrigation water supply and to the long-term
sustainability of many groundwater resources worldwide [31].

Relatively few studies have evaluated the effects of climate variability and change on groundwater
vulnerability [27,28,31,49]. The limited studies have primarily addressed seawater intrusion of coastal
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aquifers, and some studies indicate that groundwater pumping is expected to have more of an effect than
climate change and sea-level rise on groundwater vulnerability to seawater intrusion in some coastal
aquifers [19,88]. The effect of climate change on air temperature may influence groundwater tempera-
tures and dissolved oxygen concentrations [38,50], which have important implication for reaction rates
and redox reactions that directly affect the nitrogen and carbon cycle in soil and groundwater, NPS
and point source contamination, and the fate of many groundwater contaminants. Climate-induced
changes that alter biogeochemical process may potentially make groundwater less suitable for drinking
[20]. Climate change that induces alterations to recharge rates may also increase the mobilization of pes-
ticides and other pollutants and reduce groundwater quality [7,85]. In some semiarid and arid regions,
climate change may mobilize naturally occurring salts, such as NO,~ and chloride (Cl-) pore-water
reserves, or promote enhanced denitrification and removal of NO,~ from the unsaturated zone prior
to recharge [34]. Interannual to interdecadal climate variability, such as from the El Nifio/Southern
Oscillation (ENSO), has affected the downward displacement of subsoil Cl- and NO,~ pore-water res-
ervoirs in the High Plains aquifers that may have a substantial effect on groundwater vulnerability to
NPS NO;~ contamination [34]. Stuart et al. [84] noted that NO,~ leaching to groundwater of the United
Kingdom as a result of climate change is not yet well enough understood to make useful predictions
without additional monitoring data. Studies on natural soil and agricultural processes in the United
Kingdom report a range of NO;~ leaching rates from a slight increase to possibly doubling NO;~ con-
centrations in groundwater by 2100 because of climate change [84]. Additionally, a possible increase
in surface water intrusion and flooding from climate change may pose a risk to groundwater quality
because of contamination from bacteria and organic matter from wetlands [49]. It is critical for future
studies to better understand the coupled effect of human and climate stresses on groundwater quality in
other aquifers to best predict and manage future groundwater sustainability.

8.5 Summary and Conclusions

Continued concern about contamination of groundwater resources makes vulnerability assessments
important tools for water-resource managers and policy makers. These concerns will drive the advance-
ment of future assessments of NPS contamination to include a much broader scope of study and to
include all potential groundwater contaminants that occur in a widespread and spatially variable fashion.
Groundwater vulnerability practitioners should strive to develop the best available conceptual model,
apply quantitative and scientifically defensible methods, and clearly state all limitations and uncertainty
associated with the overall vulnerability estimation and map. The remaining critical questions that
require additional research Questions are adapted from Gurdak [29] and include but are not limited to:

Improvements in the field of groundwater vulnerability will occur by technological advancement,
such as remote-sensing tools to characterize the subsurface and the continued application of quantita-
tive and scientifically defensible groundwater vulnerability assessment methods.

Advanced quantitative methods are no substitute for a well-defined conceptual model that accu-
rately represents the system. Therefore, important future research should strive for the best available
conceptualization of the groundwater and unsaturated-zone systems of interest through the collection
of descriptive data and storage in spatially integrated databases (GIS) that are well suited to make scale-
appropriate evaluations.

Advancement will come from new groundwater vulnerability methods that address dual-porosity
(preferential or fracture flow) or triple-porosity flow (karst systems).

To date, few groundwater vulnerability assessments have included mechanisms or processes that may act
to short-circuit recharge as matrix or piston flow. Short circuiting, in the form of well-bore leakage, has been
proposed to be a dominant mechanism for recharge and chemical transport in the High Plains aquifer [33].

Future groundwater vulnerability research must address temporal variability and the potential for the
unsaturated zone to act as a chemical reservoir for some NPS contaminants. This is particularly worri-
some for the vulnerability assessment of NO,~ contamination. Recent studies have identified substantial
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stores of NO,~ within the unsaturated zone of major aquifers [64,93] that may increase the potential for
groundwater contamination at some future date.

Groundwater vulnerability cannot be adequately addressed as a steady-state function because it
changes over space and time. In particular, future research will benefit from an integration of data to
better understand temporal variation in groundwater vulnerability.

Vulnerability maps, which are the most visible products from groundwater vulnerability assessment,
are subject to inherent uncertainty [35]. Factors influencing NPS contamination are never completely
realized, and thus spatial and the temporal representations (GIS data coverages) of these variables are
subject to uncertainty. This uncertainty can be compounded and propagated through the analysis to the
final mapped product, as Heuvelink et al. [42] and Gurdak et al. [35] have demonstrated. Consideration of
error propagation is particularly relevant and should be addressed while using continuously distributed
random variables within GIS-based vulnerability maps.
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PREFACE

The rapid technological progress in the twentieth century created a disdain for the past achieve-
ments. Past water technologies were regarded to be far behind the present ones; signified major
advances achieved in the twentieth century. There was a great deal of unresolved problems related
to the management principles, such as the decentralization of the processes, the durability of the
water projects, the cost effectiveness, and sustainability issues such as protection from floods and
droughts. In the developing world, such problems were intensified to an unprecedented degree.
Moreover, new problems have arisen such as the contamination of surface and groundwater.
Naturally, intensification of unresolved problems led societies to revisit the past and to reinves-
tigate the successful past achievements. To their surprise, those who attempted this retrospect,
based on archaeological, historical, and technical evidence, were impressed by two things: the
similarity of principles with present ones and the advanced level of water engineering and man-
agement practices in ancient times.

Modern-day water technological principles have a foundation dating back 3000-4000 years
ago. These achievements include technologies such as dams, wells, cisterns, aqueducts, baths,
recreational structures, and even water reuse. These hydraulic works and features also reflect
advanced scientific knowledge, which for instance allowed the construction of tunnels from
two openings and the transportation of water both by open channels and closed conduits under
pressure. Certainly, technological developments were driven by the necessities for efficient use
of natural water resources in order to make civilizations more resistant to destructive natural
elements, and to improve the standards of life. With respect to the latter, certain civilizations
developed an advanced, comfortable, and hygienic lifestyle, as manifested from public and private
bathrooms and flushing toilets, which can only be compared to our modern facilities which were
reestablished in Europe and North America in the beginning of the last century [5].

The principles and practices in water management of ancient civilizations are not well known
as well as other achievements of ancient civilizations, such as poetry, philosophy, science, politics,
and visual arts. A lot is to be learned from ancient technologies and practices. Different rem-
nants are available in various parts of the world allowing us to study the development of water
technologies through centuries. To put in perspective the ancient water management principles
and practices, it is important to examine their relevance to modern times and to harvest some
lessons. Furthermore, the relevance of ancient works has to be examined in terms of the evolution
of technology, technological advances, homeland security, and management principles. Finally,
a comparative assessment of the various technologies among civilizations should be considered.

9.1 Introduction

A large amount of research and literature has focused on the historical development of water supply
systems and the related hydraulic infrastructure in ancient civilizations; however, there is a lack of cor-
responding information on wastewater management in ancient civilizations. This is somewhat surpris-
ing since the lack of sanitation affects human development to the same or even greater extent as the lack
of clean water. The purpose of this chapter is to trace the development of wastewater technologies of
ancient civilizations. In addition, this chapter examines the continuation of the technological applica-
tions through centuries to more recent times.

The first successful effort in wastewater management known was the wastewater drainage of the early
cities in the East. Evidence of the oldest known wastewater drainage was during the Neolithic Age
around 6500 BC in El Kowm (or Al Kawm), located between the Euphrates River and the city of Palmyra
in modern-day Syria. This location was one of the first places where domestic infrastructure for water
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and wastewater was built. The early Mesopotamian cities at the end of the IV millennium BC to the
beginning of the III millennium BC had networks of wastewater and stormwater drainage. Some of
these cities included Habuba Kebira, Mari, Eshnunna, and Ugarit. Wastewater disposal facilities such as
drainage facilities were available in the Late Urak Period (3300-3200 BC) at Habuba Kabira. Mohenjo-
Daro in modern-day Pakistan in the Indus Valley is one example of an early Bronze Age civilization that
had impressive water supply and effluent disposal systems. During the Bronze Age, wastewater manage-
ment was practiced in several Minoan palaces and settlements in modern-day Crete including the four
great palaces of Knossos, Phaistos, Mallia, and Zakros. In Knossos, which was the largest palace, there
were bathing rooms, latrines, and wastewater drains, with one latrine having a flushing channel dug
into the floor, fed by an outside reservoir. The ancient Egyptians followed sanitation practices according
to their social status.

China has a long history of drainage, river management, irrigation, urban water supply, and waste-
water management: the earliest event of water governance dates back around 2000 BC. Around 400 BC,
the Greeks recognized the importance of water for the public health consequently organizing baths,
toilets, and sewerage and drainage systems. The Etruscans were masters of hydraulics: the Romans, fol-
lowing their lessons, became masters in water and wastewater engineering constructing, in particular,
the sewerage system of Rome developed around its main sewer (still preserved): the Cloaca Maxima
(first developed around 600 BC). During the middle ages, epidemics raged through the majority of
European cities, but the medieval world was more conscious of sanitation than the other renaissance
civilizations. During the Byzantine period, the combination of several variables, such as the partial
continuation of the ancient tradition and practices, the barbaric raids and their results, the social ref-
ormation due to the Christianity, etc., had a great influence on the development of lavatory and waste-
water technologies. Sanitary installations such as toilets were incorporated in most Ottoman religious
and secular buildings, such as mosques, medrese, tiirbe, hospitals, hammams, and baths. Lavatories
were situated at a rather remote part of the complex, and squat toilets were placed adjacent to each
other, and separated through partitions for privacy. Passing from the old world to the modern, one
of the most revolutionary inventions in the sanitary field appeared for the first time, the water closet,
and a vision of a new physical urban sanitation system to address concerns about disease transmission
from exposure to waste began.

In the nineteenth century, there were diffuse outbreaks of cholera. Going against the mainstream
view (“miasma theory”), in 1854 the British physician John Snow demonstrated that cholera epidemics
were waterborne rather than airborne. The water closet gained tremendous popularity due to its ability
to immediately remove human waste from the house, thus making cesspools no longer necessary. The
twentieth century saw the development of wastewater treatment processes, with one of the main empha-
sis and advances being the activate sludge process.

Significant developments relevant to the wastewater management are traced, including stormwater
management and hygienic lifestyle in several ancient civilizations around the world. Special references
to sanitary and wastewater structures, such as sewers, drains, bathrooms, and toilets, are made.
Continuation of the technological applications through centuries is examined in an effort to trace a time
line of wastewater management technologies, combined or not, with the social habits of each relevant
era, and the abilities of each culture to adopt properly earlier technologies.

9.2 Early Civilizations: Neolithic and Early Bronze Ages
9.2.1 Neolithic Age

The first wastewater drainage of the early cities began in the East. Evidence of the oldest known
wastewater drainage was in the Neolithic Age (ca. 10,000-3,000 BC) around 6500 BC in El Kowm
(or Al Kawm), located between the Euphrates River and the city of Palmyra in Syria [21,104]. This
location was one of the first places where domestic infrastructure for water and wastewater was built
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[114,115]. E]l Kown has been explored by the French archaeologist Danielle Stordeur, who also pub-
lished a detailed report [105]. El Kown had well-constructed and compartmented houses, many of
which were built with drains for domestic wastewater. The houses also had lateral plaster-lined gut-
ters between rooms, drainage holes through doorsteps or walls, or combined systems that drained
water from room to room before discharging it outside through the wall [105]. In the middle of a
street at El Kown, a 10 cm wide semicircular gutter was discovered that drained water from two adja-
cent houses [105]. According to Cauvin [22], and de Contenson and van Liere [26], similar drainage
pipes have been discovered in Bourqras (Syria).

9.2.2 Mesopotamian Civilizations

The early cities in Mesopotamia at the end of the IV millennium BC or the beginning of the IIT millen-
nium BC had networks of wastewater and stormwater drainage. Cities included Habuba Kebira, Mari,
Eshnunna, and Ugarit. Wastewater disposal facilities such as drainage facilities were available in the
Late Urak Period (3300-3200 BC) at Habuba Kabira, which is in modern Syria [106]. Habuba Kabira
was a planned city built on elevated ground above the Euphrates River. The city had walls on three sides
and the river on the fourth side. Cylindrical pipes (made of pottery) that obviously served as wastewater
drainage pipes have been excavated.

During the Akkadian times in southern Mesopotamia, drainage systems (Figure 9.1) were improved
and elaborated. At the Akkadian palace in Eshnunna, drainage systems (Figure 9.1b) for disposing of
both domestic and human wastes and rainwater during the monsoons were similar to those of Mohenjo-
Daro in the Indus Valley (Figure 9.1c). All bathrooms and closets were arranged along the outer side of
the building so that the drains discharged directly into a vaulted main sewer that was constructed along
the length of the street and beyond. Figure 9.1d illustrates a toilet (closet) in the Akkadian palace at
Eshnunna, Mesopotamia during the III millennium BC. The closets had a pedestal with the occasional
refinement of a shaped bitumen seat [66]. The main sewer was constructed of baked brick, jointed and
lined with bitumen. Also, open inspection chambers were located at the principal joints.

The Mesopotamian Empire states of Assyria and Babylonia marked great advances in civilization
during the II millennium BC. The ruins from Mesopotamian cities contain well-constructed storm
drainage and sanitary sewer systems. For example, the ancient cities of Ur and Babylon, located in
present-day Iraq, had effective drainage systems for stormwater control [54]. The systems contained
vaulted sewers and drains for household waste and gutters and drains specifically for surface runoff [72].
The material of choice was baked brick (clay) with an asphalt sealant. Figure 9.1a shows knee and t-joint
made around 4000 BC that were found in the excavation of the Temple of Bel at Nippur, Babylonia.
Babylonia is often referred to as the birthplace of pipe.

Rainwater was also collected for household and irrigation uses. The Babylonians were partially moti-
vated to construct urban drainage systems by their desire to remain clean. The Babylonians, like other
ancient civilizations, viewed uncleanliness as a taboo, not because of the physical uncleanness, but the
moral evil it suggested [92]. In retrospect, the Mesopotamians viewed urban runoff as a nuisance flood-
ing concern, waste conveyor, and a vital natural resource.

9.2.3 Egyptians

In the ancient Egyptian city of Herakopolis (ca. 2100 BC), the average person treated their wastes much
like those in Ur, they threw the wastes into the streets. However, in the elite and religious quarters, there
was a deliberate effort made to remove all wastes, organic and inorganic, to locations outside the living
and/or communal areas, which usually meant the rivers. The ancient Egyptians practiced sanitation,
but in the widest sense of the word; however, they had what appears to have been a workable, viable
sanitation system. The degree of sanitation available to certain individuals varied according to their
social status.
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FIGURE 9.1 Wastewater management in Mesopotamia and Indus Valley: (a) knee and t-joint made around 4000
BC excavated at Temple of Bel at Nippur, Babylonia [111]; (b) main sewer of the Akkadian palace at Eshnunna,
Mesopotamia, III millennium BC (US National Archives); (c) covered drain at Mohenjo-Daro, Indus Valley, III
millennium BC (after Mackay, E.J.H., Early Indus Civilization, 2nd edition, Luzac, London, 1948 [70] as presented
in [66] by D.E. Woodall); and (d) toilet (closet) at Akkadian palace at Eshnunna, Mesopotamia, III millennium BC
(Frankfort 1934; cited in [66]).

Bathrooms were built right in their homes. There is evidence that in the New Kingdom the gentry had
small bathrooms in their homes. In the larger homes next to the master bedroom, there was a bathroom
that consisted of a shallow stone tub that the person stood in and had water poured over him. There is
no evidence that the common people had bathrooms in their homes.

Actually, a “bathroom” was usually a small recessed room with a square slab of limestone in the cor-
ner. There the master of the house stood while his slaves liberally doused him with water. The wastewater
ran into a large bowl in the floor below or through an earthenware channel in the wall where it emptied
into still another bowl outside. Then that bowl was bailed out by hand. Remains of early earth closets,
with limestone seats, have also been discovered. The disposal was evidently in the sandy soil.

By ca. 2500 BC, the Egyptians were pretty adept with drainage construction, accentuated by the sig-
nificance that water played in their priestly rituals of purification and those affecting the burial of the
kings. According to their religion, to die was simply to pass from one state of life to another. If the living
required food, clothing, and other requirements of daily life, so did the dead. Thus, it is not surprising
that archaeologists have discovered bathrooms in some tombs.
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Excavators of the mortuary temple of King Suhura at Abusir discovered niches in the walls and rem-
nants of stone basins. These were furnished with metal fittings for use as lavatories. The outlet of the
basin closed with a lead stopper attached to a chain and a bronze ring. The basin emptied through a cop-
per pipe to a trough below. The pipe was made of 1/16” beaten copper to a diameter of a little under 2”.
A lap joint seam hammered it tight. Also found within a pyramid temple built by King Tutankhamen’s
father-in-law at Abusir was a brass drain pipe running from the upper temple along the connecting
masonry causeway to the outer temple on the river.

Excavators have discovered a tomb which supposedly contains the body of Osiris before he became
a god. It contains the dividing line between life and death, that is, a deep moat containing water that
surrounds all sides of the figure of the god on his throne. After ca. 5000 years, water still fills the canal
through underground pipes from the River Nile.

9.3 Indus Civilization

Mohenjo-Daro, once a major urban center of the Harappa Culture or Indus Civilization, is an example
of an early Bronze Age civilization that had impressive water supply and effluent disposal systems.
Mohenjo-Daro is located about 400 km north of modern-day Karachi, Pakistan that was built around
2450 BC. According to Jansen [53], there were around 700 wells (with an average frequency of one in
every third house) more than 15 m deep and often located houses that had bathing rooms and often
latrines. Clay pipes drained wastewater from rooms. The pipes were constructed through walls to gut-
ters covered with slabs. Wastewater then flowed into brick-covered channels that were dug under the
walkways and then into larger collectors. Figure 9.1c illustrates the brick-covered drain at Mohenjo-
Daro during the III millennium BC. Settling basins were also used to collect debris to prevent blockage
(as described by Jansen [53] and Violett [115]). According to Jansen [53], the Harappan urban develop-
ment “seems to have been accompanied by fully developed built-in water supply and effluent disposal
systems, and evidence of these installations has turned up in every Mature Harappan settlement
investigated to date.”

Water management, and especially drainage, is considered as a key aspect of urban development in
the history of South Asia [101]. The Harappan civilization (or Indus civilization) is the most ancient
South Asian culture having implemented a complex and centralized wastewater management system.
Indeed, one of the major characteristic of the Harappan culture is to have developed latrines, drainage
and sewage systems [62]. This is during the Mature Harappan Period (or Urban Harappan Phase—ca.
2600-1900 BC) that sanitation appeared [53]. The most representative places of the Harappan culture
of that very period are the sites of Harappa, Mohenjo-Daro, and Lothal. According to the current data,
Mohenjo-Daro, considered as one of the capitals of the Harappan culture, can be considered as the most
sophisticated place about wastewater management. Indeed, almost every habitation of this urban site
(above 200 ha [65]) had its own bathroom [32] and was connected to the sewage system [119]. For each
of the three main aspects of domestic wastewater management, namely bathroom, latrines, and sewage/
drainage system, various techniques were used.

Most of the houses of Mohenjo-Daro were equipped with bathroom. Usually, bathrooms were located
at the upper floor, and always on the street side of the house [36], making simpler the connection with
the street drains. A typical Harappan bathroom consisted in raised platform surrounded by a row of
bricks, in order to create a basin. The floor of the basin was sloped so that the water could flow to a cor-
ner or to the center of the basin, where the outlet pipe was located [53]. This vertical terracotta pipe was
sometimes directly connected to the street drain, or in some other time to a jar. But, most of the time,
the outlet was channeled into a soak-pit, playing the role of a sedimentation tank, which was probably
cleaned from time to time. The soak-pit was connected to the street drain, where the “filtered” wastewa-
ter overflowed, which was not always the case for the jars.

Toilet facilities were quite rare in Mohenjo-Daro [119]. Latrines were adjacent to the bathroom,
thus on the street side of the house. These latrines were of two types. Some were made of earthenware
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bricks with a seat made of bricks or of wood [53]. The other type of toilet was a simple hole in the floor,
as it is still frequently used in contemporary South Asia. Blackwater flowed through terracotta pipes,
which joined most of the time a cesspit. The cesspit could be connected to street drains, where the
overflow of the “purified” water could go into. In other cases, the cesspit consisted of an earthen jar
[119], which could be carried into a specific place and then cleaned out, as it has been hypothesized
about solid waste [53].

Wastewater of every private house of Mohenjo-Daro was managed. Main streets had one or two cov-
ered drains. In small lanes, the channels were open, while the “jar system” was used for the houses situ-
ated far from the drainage network [53]. But, another type of jar system was sometime in use. Indeed,
some jars got holes at their bottom, so that the liquid could flow while the suspended solids were trapped
inside the jar. Thus, because this kind of vessel was permanently fixed in the wall, it had to be cleaned
out on the spot. When the domestic outlet was connected to the street drains, wastewater and rainwater
were not separated. Besides collecting the rainwater from the streets, in some cases, the drains received
the runoff of the roof through gutters [36].

The drains were U-shaped, situated 60 to 80 cm under the ground level, with a slope of an average
of 2% [53]. There were covered up by bricks, stone, or wooden plank that could be easily removed for
cleaning purposes [36]. In order to avoid the clogging of the drainage system, other cesspools were
implemented at the junction of several drains, or where drain was extended on a long distance, and thus
getting an important quantity of water [119].

In few cases, drains were located close to wells, which could cause a possible contamination, but most
of the time drains were located far from wells [36]. It has been mentioned that the street drains flowed
into the nearest river [27]; however, because of the presence of cesspits and “settling vessels,” the sewage
systems can be considered as a sort of wastewater treatment, probably the first of the history [67].

Thus, the urban centers of the Harappan culture used various techniques in order to manage waste-
water. Moreover, we have to keep in mind that there are other types of wastewater which we did not take
into account in the present part. Wastewater from kitchen, laundry, agriculture, and industries was well
managed too. During early South Asian history, wastewater has been managed in many other urban
sites. According to contemporary situation, we can suppose that some rural areas had developed various
ways to manage wastewater, as it is done in current Tamil Nadu villages [35].

9.4 Minoan Civilization: Middle and Late Bronze Age

Cultural advancements can be observed throughout the III and II millennia BC, when great prog-
ress was made in Crete, especially in the Middle Bronze Age (ca. 2100-1600 BC) when the popula-
tion in its central and southern regions increased, towns were developed, the first palaces were built,
and Crete achieved a prosperous and uniform culture. In the early phases of the Late Bronze Age (ca.
1600-1400 BC), Crete appears to have prospered even more, as evidenced by the larger houses and more
luxurious palaces of this period [63]. At this time, the flourishing arts, improvements in metalwork
along with the construction of better-equipped palaces, and an excellent road system, reveal a wealthy,
highly cultured, well-organized society and government in Crete. However, one of the prominent char-
acteristics of the Minoan civilization was the architectural and the hydraulic function of the sanitary
systems and the stormwater drainage systems, including sewers, drains, bathrooms, and toilets [3].

9.4.1 Sewer and Drainage Systems

It is evident that during the Minoan civilization extensive systems and elaborate structures for water
supply, irrigation, and drainage were planned, designed, and built to supply the growing population
centers and agriculture with water [2]. Thus, in several Minoan palaces discovered by archaeologists in
the twentieth century, one of the most important elements was the provision and distribution of water
and the sewerage and drainage systems by means of sophisticated hydraulic systems.
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In several Minoan cities and palaces, there were well-established sewerage systems, which are in good
functional condition even today. Stormwater from the flat roofs of the palace at Knossos was carried off
by vertical pipes; one of these, located in the eastern wing, emptied into a stone sewer head from which
a stone channel carried the flow of stormwater [33].

In the palace of Minos, surface water from a part of the Central Court was handled by a very capa-
cious underground channel built of stone and lined with cement; it ran beneath the passage leading
from the north entrance and received several flows from various quarters. The most fully explored part
of the palace sewerage system is the portion which ran beneath the floors of the Residential Quarter.
This formed a great loop with its high point located under the light well, next to the Grand Staircase,
and emptied via a combined channel down the slope to the east of the palace [33]. In the area of the Hall
of the Double-Axes and the Queen’s Hall with its associated chambers, it received the wastewater of no
less than five light wells; it also served a toilet on the lowest floor, and was connected with three vertical
shafts. The sewer was built of stone blocks lined with cement and measured about 79 cm x 38 cm per sec-
tion. The sewers, then, were large enough to permit men to enter them for cleaning or maintenance; in
fact, manholes were provided for that purpose. Airshafts at intervals also helped to ventilate sewers [43].

Certainly, the plumbing arrangements and especially the sewers in the Minoan cities were carefully
planned. Covered stone, slab-built sewerage systems in many cities to carry away sewage including
stormwaters are evident. The remains at Knossos palace show clearly how rainwater was drained from
the roof by way of light wells and used to flush out sewage from bathrooms and toilets.

Minoan palaces and cities were equipped with elaborate storm drainage and sewer systems. In fact, all
palaces had applied strategies to dispose wastewater [69]. Open terracotta and stone conduits were used
to convey and remove stormwater and limited quantities of wastewater. Pipes, however, were scarcely
used for this purpose. Larger sewers, sometimes large enough for a man to enter and clean them, were
used in Minoan palaces at Knossos and Phaistos (Figure 9.2). These large sewers may have led to the
conception of the idea of the labyrinth, the subterranean structure in the form of a maze that hosted
Minotaur, a hybrid monster [5].

The sewerage system of Zakros was quite dense and of high water-engineering standards [91], such
as those found at Knossos and other Minoan cities. Zakros provides us with well-preserved remains of
sophisticated networks in which descending shafts and well-constructed stone sewers, large enough to

(b)

FIGURE 9.2 Minoan water sewerage and drainage systems: (a) Knossos (Photo courtesy of L.W. Mays),
(b) Phaistos palace (Photo courtesy of L.W. Mays), and (c) Phaistos (Photo courtesy of A.N. Angelakis).
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permit the passage of a man, play a part. Yet, there is evidence that the entire system was not effective in
times of intense or extended storms. However, due to the privileged location of the site in a natural slope,
the final disposal of wastewater and stormwaters at sea was easily attained. Platon [91] finds three basic
types of conduits in the sewerage system of Zakros: a clay conduit in reversed n-shape, another built up
with stones, and a third, narrow type, constructed with stones but open at the top.

One of the most advanced Minoan sanitary and storm sewer systems was discovered in Hagia
Triadha (close to the south coast of Crete, few kilometers west of Phaistos). The Italian writer Angelo
Mosso who visited the villa of Hagia Triadha in the beginning of the twentieth century and inspected
the storm sewer system noticed that all the sewers of the villa functioned perfectly and was amazed
to see stormwater come out of sewers, 4000 years after their construction. Farnsworth Gray [36] who
relates this story and quotes Mosso adds the following statement: “Perhaps we also may be permitted to
doubt whether our modern sewerage systems will still be functioning after even one thousand years.”

9.4.2 Bathrooms and/or Lustral Chambers

It should be noted that at the time, in addition to sewers, bathrooms were not considered necessary,
merely convenient, and most palaces did not have them. Although the function of Minoan rooms is dif-
ficult to define, Evans (1921-1935), the famous archaeologist who discovered the Knossos palace, identi-
fied three rooms as bathrooms. The main type which resembles the bathrooms discovered at Phaistos
and Malia is that found near the Queen’s Hall in Knossos. However, there is a difference of it from
those in Phaistos and Malia palaces. The point of distinction is that it is in the level of the floor and the
consequent absence of steps. Evans [33] reports the last ones as “lustral chambers.” Also, Graham [43]
reported the assumption that a room which started out as a “lustral chamber” later became an ordinary
bathroom. In fact, as a result of investigations by Platon [90] it must be assumed that this also happened
twice in the houses at Tylissos; and a careful investigation might show the same was true for the bath-
room of the Queen’s Hall in the palace of Minos [43]. Thus, it should have to suppose that Minoans in
their latter days began putting cleanliness before godliness.

In Phaistos, a luxurious bathroom is located in southwest corner of King’s megaron decorated with
wall paintings and with usual steps descending into it. Also, its walls and floor are faced with alabaster
slabs, with an attic on the east side. In the west side, an alabaster slab forming a step with a hole has been
interpreted as a toilet.

Similar bathrooms have been reported in other Minoan sites. Platon [90] has provided us with some
preliminary statistical data on Minoan cisterns, bathrooms, and other sanitary and stormwater and
wastewater facilities. She concluded that, in terms of chronology, most of them should be placed in the
Middle Minoan period; in regards to location, 16 are found next to domestic rooms, seven near holy
altars, and two in palace entrances. In only two instances, various facilities for baths were found, seven
were filled up with earth and two had been rebuilt and converted into bathrooms. Also, in 14 of these
sites various holy objects were found, while in cement coats were indicated [90]. Graham [43] and Platon
[91] have reported that water cisterns were used for the cleansing of both body and soul. Note also that
most Minoan baths were connected to independent septic systems in the outside, a practice indicative of
the advanced wastewater management and environmental techniques of that period [5].

In several bathrooms, clay tubs were used. A variety of such tubs have been discovered in Minoan
sites. The clay tubs in the Minoan bathrooms must have been filled and emptied by hand rather than
directly connected to the sewers. However, on the “Caravanserai,” a rest house just south of palace, a
footbath for the weary travelers, was supplied by a direct pipe, and the overflow discharged by another
conduit; a branch of the water channel also served as a drinking trough [3].

At one of the most characteristic bathing facilities of the Myceanean period, like the bathroom at the
Mycenaean palace of Tiryns, there are evidences for attachment of wooden pieces (Figure 9.3). In that
construction, the small holes found are for the fixing of a wooden coverage. However, it is not known if
the research examined the case.
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FIGURE 9.3 Bathroom in the palace of Tiryns. (From Doerpfeld, W., Tiryns, Leipzig, Germany, 1886.)

9.4.3 Toilets

In several of the Minoan houses, the toilet is quite clearly located in the private living rooms, and usually
in as well removed a position as possible. In most cases, the evidence for the identification of a toilet is
little more than the existence of a sewer at the floor level passing through the exterior wall and connect-
ing with the outside central sewerage and drainage system. In some cases, there are traces of some sort
of provision for a stone or wooden seat.

One of the most interesting rooms in the ground floor in the residential quarter of the Knossos
Palace was identified as a toilet. Remains of a clay tube were found just outside the door of the room.
Apparently, water was poured through a hole in the floor immediately outside the lavatory door; an
under-floor channel linked the hole with the vertical clay pipe under the toilet seat [20]. The toilet
could thus be flushed even during a rainless summer, either by an attendant outside the lavatory or by
the user. This flushing toilet, probably the earliest in history, with a wooden seat and a small flushing
conduit is shown in Figure 9.4 [43].

The toilet is similar in function to that of the so-called Queen’s Hall and the toilets found in
the Phaistos and Malia palaces and in some of Minoans cities and houses as well. A similar one
found in the houses near the palace at Malia, known as Da. The house Da is a typical sample of
Neopalatical Minoan architecture: it has a room with multiple doors, a megaron, a purified cistern,
a stone toilet, etc. The toilet seat is in nearly perfect condition, since it was made not of wood, like
the seat of the palace of Minos in Knossos, but of solid stone. This stone seat is 68.50 cm long by
45.50 cm wide front to back and its surface is 34-38 cm above the floor (Figure 9.4). It is built directly
against an outside wall through which a large sewer passes. Like the Knossos find, the structure was
evidently intended to be used as a seat rather than a stand; thus, it resembles the “Egyptian” toilet
more closely than the so-called Turkish type found in the palaces at Mari and Alalakh in Syria
[5]. However, there is a substantial difference of those toilets from the Minoan due to their flush-
ing processes and their connections to the sewers. The toilet illustrated in Figure 9.4 is probably
the earliest flush toilet in history. A similar toilet has been discovered in the west side of the so-
called Queen’s Apartment at Phaistos. It was connected to a closed sewer, part of which still exists.
Another toilet sewer was discovered in House C at Tylissos [3]. In addition, most Minoan toilets were
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FIGURE9.4 Section and plan of ground-floor toilet in the residential quarter of palace of Minos. (From Angelakis,
A.N. et al., Water Res., 39(1), 210, 2005.)

Drain through
house wall

FIGURE 9.5 Toilet in the House Da, Malia: (a) layout of the house (Graham 1984) and (b) a recent photo of it.
(Photo courtesy of A.N. Angelakis.)

located nearby or next to the bathrooms (e.g., that in Queen’s Hall in Knossos, Queen’s Apartment
at Phaistos, and Da house in Malia) (Figure 9.5).

Some palaces had toilets with flushing systems operated by pouring water in a conduit [5]. However,
the best example of such an installation was found in the island of Thera (Santorini) in the Cyclades.
This is the most eloquent and best-preserved example belonging to ca. 1550 BC, in the Bronze Age settle-
ment of Akrotiri, which shares the same cultural context with that of Crete [4].

At certain times of the year, the sewers in the palace of Minos may have been flushed out adequately
by the rain that fell into the light wells; however, it appears that water was poured into the toilets to
flush them. In fact, Evans noted the existence of sufficient space for placing a large pitcher at one end
of the seat at Knossos and so concluded with evident delight [33]: “As an anticipation of scientific

methods of sanitation, the system of which we have here the record has been attained by few nations
even at the present day.”
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9.5 China and Other Southeast Asian Dynasties

Archeological evidence shows that China has an old history of city drainage. According to the archaeo-
logical discovery, 2300 BC, the urban drainage facility had been built in various cities. Earliest drainage
facilities were discovered in the old town Pingliangtai of the Henan province, where drainage pottery
was used. Also earthen pipeline for drainage was found for an underground drainage system under the
streets [48]. From ca. 10-15 BC century, in the Shan dynasty, urban development in center China was
advanced in a golden age. Many large cities were formed near the Yellow River basin and urban drainage
also improved accordingly. Archaeological discovery from Yanshixihaocheng which is today’s Yan Shi
city of the Henan province had a systematical drainage system that has built inside the city. According
to the archaeological works, the city was around 1.9 million m?. There was an underground 800 m main
urban drainage raceway from the East Gate to the palace and inside the palace there were branch down
comers for drainage of rainwater and wastewater, which formed a well-designed drainage system. The
underground raceway was 1.3 m in width and 1.4 m high, draining water from the palace and town into
the City River [47].

From ca. 1100 to 221 BC, there were many kingdoms built in central China in the Yellow River
basin and the Yangtse River lower basin. During this time along with the city development, drainage
techniques in the cities also developed. Archaeological discovery shows that the urban drainage has
developed on a high level in Ling Zi city, the capital city of Qi kingdom in today’s Zi Bo city of Shandong
Province. At that time, Ling Zi city had a population of 300,000 and an area of 15 km? in size. A complex
water supply and drainage system was built combined with river, drainage raceway and pipeline, and
the round-city river. The city built near the river and was linked with a canal around the city; there three
raceway networks of drainage were built in the city, leading water from the rivers to supplying water to
the city and gathering wastewater and stormwater by the drainage network into the round-city canal
and again flowed into the lower reach of the river [80]. According to the archaeological digging, a large
drainage station was found under the west wall around the city; the structure was constructed of stone,
43 m in length and 7 m in width. Water flowed from the city and cross the wall into the river. The aque-
duct of the station had 15 outfalls that distributed in three floors and 5 outfalls per floor. The drainage
system of Ling Zi city was the oldest and largest one in ancient China [34].

The Great Wall started during the Qin dynasty (ca. 220 BC), continued during the Han dynasty (ca.
206 BC-220 AD), and was completed during the Ming Dynasty (1368-1644). In order to drain precipi-
tation on the wall in a timely fashion, workers built barrel drains at certain intervals. Rainwater could
be drained to the outside of the wall through the mouth of the barrel drains which extended out from
the wall about 1 yard. In addition, the drainage system has protected the Great Wall from the erosion of
rainwater over a long period of time (Figure 9.6a).

The Han dynasty was a flourishing dynasty in Chinese history (founded in 206 BC), in the capital city
near today’s Xi An city in the Shan Xi province, called Chang An city. According to the archaeological
discovery, a complex water system and drainage system was built in the city that combined functions
with water supply, drainage, storage of water and ship transportation, round-city canal (length of 26
km) and a cross-city canal (9 km in length), and pools combined the main water system. Rainwater and
wastewater gathering was by underground raceways, sluiceways, and channels from resident places of
the city leading into the main system that combined a perfectly city drainage system. What is important
is that this water system created a model of city drainage system to remain for many years in central
China, especially for large cities. The model was for a city to be built with a canal around the city outside
the town wall, with one or more canals cross inside the city and some pools that constructed a main
structure of the water system, and then to building of subsystem of drainage with underground race-
ways, pipeline, channels, etc. to connect the main system with the resident places of the city. When the
rainwater or wastewater was gathered, it was directed into the main system via the subsystem, and stored
water in the pools or in the round-city canal. Outside the city, normally a canal was built from a river to
direct water into the city for water supply, and built another channel to connecting the round-city canal
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FIGURE 9.6 Drainage systems of the Great Wall and the Forbidden City: (a) brick wall with drain and (b) inner
Golden Water River forms the drainage system.

and river in the lower reach of the river for drainage. With this function, wastewater was usually to be
cleansed in the pools and in the round-city canal, when the stormwater comes, it could also be leaded
into the pools and the round-city river, later into the river, flooding usually could be effectively saved by
this system and it is also with function of storing water in the dry season.

After Han dynasty, series of dynasties had been existed on Chinese history and built capital city
in today’s Xi An (Chang An, Tang dynasty), Kai Feng (Song dynasty), and Beijing (Yuan, Ming, Qing
dynasties). The size of the cities was enlarged and drainage also developed in the cities to taking the
functions of drainage of rainwater and wastewater, more and bigger drainage facilities were built to
making accordance with city’s population growth and construction, but the model of city water sys-
tem designing almost follows the structure from Han dynasty, typically according to Chang An City.
Drainage techniques also advanced to a highly level, a paradigm that is well known as Forbidden City,
the palace where the emperors of Ming and Qing dynasties carried out their administration and lived.
The inner Golden Water River was brought in from the moat outside the northeast corner of the impe-
rial city and flowed from the palace through the southeast corner. Drainage was one of the reasons to dig
out the river (Figure 9.6b). The construction of each palace considered the method of drainage, higher in
the middle and north side of the courtyard. Rainwater flew through stone grooves, surface and under-
ground water drains into the river.

Water and wastewater technologies in neighboring countries of China (e.g., Vietnam and Cambodia)
were affected by the Chinese. A good paradigm is the drainage systems of the Ancient Angkor Temples
in Cambodia. The major Temples were constructed from ca. 790 to 1307 AD. Khmer had strong char-
acteristics of integrated architecture and hydraulic. Temples are still maintained under very wet con-
ditions (of about 1300 mm atmospheric precipitation on an annual average basis). One of the earliest
constructed Temples was that of Lolei. Lolei was an island temple in the middle of the Indratataka barry.
In the center of the four brick towers, there are four stone drains. They face to all cardinal directions.
Originally, the Brahmins used these drains to flow holy water for pilgrims to clean sin (Figure 9.7a).
Also, outlet of drain in the lake is shown in Figure 9.7b.

Another paradigm is the Bayon Temple, which was built in the late twelfth and early thirteenth cen-
turies during the reign of King Jayavarman VII. It is one of the most conspicuous buildings in the center
of Angkor Thom of the ancient Khmer empire. Sokuntheary [102] concluded that the drainage system
in the Bayon temple could be categorized into two types by their purpose. One would be the drains that
function to evacuate rainwater from its center outward, and the other drains are found that made with
special purpose to discharged sacred water used for rituals and religion ceremonies. Parts of the inner
and outlet of drainage system of Bayon Temple are shown in Figure 9.8.
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(@) (b)

FIGURE 9.7 Lolei temple drainage system: (a) inside drains and (b) outlet of a drain. (Photo courtesy of A.N.
Angelakis.)

(b)

FIGURE 9.8 Parts of the inner and outlet of drainage system of Bayon temple: (a) inside drain and (b) outlet of a
drain. (Photo courtesy of A.N. Angelakis.)

9.6 Historical Times
9.6.1 Etruscan Civilization (ca. 800-100 BC)

The Etruscans (ca. 800-100 BC) settled in the area comprised among the Italian regions of Tuscany,
Umbria, and Latium, up to the Adriatic coast, with branches reaching the Campania region, in Southern
Italy. The Etruscan civilization is mainly remembered for their estimable building techniques as well
as artworks production, as attested by the numerous and colorful grave frescos. They achieved their
maximum splendor around the seventh century BC and had active relationships with Rome during the
monarchy period [71,75]. Etruscan towns never did merge in a unitary state, but remained independent
“city-states.” Many of the Etruscan cities on the Tyrrhenian coast based their power and wealth on min-
ing and metallurgy, as part of their territory was rich in copper, iron, tin, lead, silver [9]. Each city had its
own territory, providing the essential agriculture resources; the Etruscan territory, in antiquity famous
for its fertility, was made rich by means of drainage, reclamation, and hydraulic works, in which the
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FIGURE 9.9 Etruscan tunnel of “Ponte Coperto” dug in the territory of Caere, Central Italy. (Photo courtesy of
W. Dragoni.)

Etruscans were masters. As an example, Figure 9.9 (“Ponte Coperto”) shows an Etruscan tunnel, dug in
the territory of Caere, in order to reclaim a swampy area of about 8 km? [12].

Typically the Etruscan cities were all defended by powerful walls, were located on top of flat hills, and
were bounded by vertical or very steep slopes (Figure 9.10). Etruscans cities had runoff channels on the
sides of streets. The ancient city of Marzabotto, located in Northern Italy, in the Po Valley, is usually
reported as a typical example [95]. The system was based both on the natural slope of the plateau and on
an artificial modification aimed at taking into account the special needs associated with water runoff,
such as the need to avoid one of the two necropolis located between the urban area and the river Reno,
where wastewater was usually discharged.

Another paradigmatic case study is the ancient city of Forcello, in the province of Mantova, in the
Lombardy region. The drainage and discharge systems were based on two drains with the main function
of the town sewer and certainly assuring the drainage of the entire area occupied by the houses [31]. It
has to be emphasized that in the more ancient Etruscan towns the drainage network, always present,
is not as ordered and regular as in the cases just mentioned. Such an ordered urban drainage network
is present only in the late settlements outside of Etruria strictu sensu, in areas which can be considered
Etruscan colonies, built ex novo following a rational plan, as in the case of Marzabotto and Forcello.

Drinking water was provided sometimes by means of aqueducts; however, more often water was sup-
plied by numerous wells and cisterns, fed both by rainwater and drainage tunnels. In many cases, the
water wells are works of rare beauty and ingenuity: one good example of this is the “Etruscan well” or
“Sorbello well” in Perugia. It has a total depth of 35.5 m, a diameter of 5.6 m, and it is covered by a stone
roof, standing on a truss made up by large stones (Figure 9.11a). It is noteworthy to say that this well, of
a type which in Etruria is not unique, is located in a square of the modern city, and supports without
problems the modern car traffic (Figure 9.11b), and this alone tells much about the engineering capabili-
ties of Etruscans.
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(@)

FIGURE 9.10 Perugia, Central Italy: (a) Etruscan walls. The Etruscan walls are those made up with great gray
travertine blocks. Medieval walls and houses are on the top of them; the palace in the background was made in
the nineteenth century. On the left of the modern road, there are other medieval and modern buildings hiding the
Etruscan City. (b) A little drain/sewer out of the Etruscan walls. (Photo courtesy of W. Dragoni.)

(b)

FIGURE 9.11 “Etruscan well” or “Sorbello well” in Perugia, Central Italy: (a) inside view and (b) outside view.
(Photo courtesy of W. Dragoni.)

The drainage tunnels (the so-called cuniculi, plural, or cuniculus, singular) are a peculiarity of the
Etruscan construction technique. For instance, the city of Perugia is rich with cuniculus, which are
mostly dug into the natural conglomerate, only a few have been excavated in the fill soil. The cross sec-
tion is rather elongated and with an ogival vault; they are 1.7-1.8 m high and 0.7-0.8 m wide. They are
similar to those in Orvieto and Todi [23]. According to Piro [89], most of the tunnels of Perugia had a
drainage function. The tunnels were always placed in correspondence of contact between conglomeratic
and silt-sandy soils or within the thickness of the filling soil. This condition allowed for a good efficacy
of the drainage. Moreover, draining water allowed an improvement in the geomechanical characteris-
tics of the soil and better conditions of stability of the soil embankments.

Orvieto, in the Umbria region, is another Etruscan laboratory. The peculiarity of Orvieto is that the
cliff upon which it stands is composed by a thick layer of volcanic tufa, deposited on top of a clay-sandy
formation, prone to sliding (Figure 9.12). The erosive action of the atmospheric factors and secondarily
the anthropic activity shaped the cliffs, made it an impregnable fortress, site of an important Etruscan
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FIGURE 9.12 Panoramic view the cliff upon which stands Orvieto. (Photo courtesy of W. Dragoni.)

community. In the plateau, isolated on all sides, there are more than 600 artificial cavities, many mate-
rials attributable to the Etruscan Era, have been found [14,24]. Among these cavities, many cuniculi
helped to drain the groundwater from the cliff, improving the stability of the hill.

The city of Todi, in Umbria, is located on an isolated hill near the confluence of the stream Rio
with the Tiber River. The total number of wells, dug in the time span of more than 2000 years, is
about 500, and the network of tunnels, dug at different altitudes, covers almost the entire urban area
[73]. Bruschetti [17] describes the tunnels of the great bastion system, the so-called Etruscan bastion
(Figure 9.13).

Behind the ramparts, there are several drainage channels. The main tunnel, located on the lower level,
was first constructed to drain water into the ditch. Other tunnels, at higher altitudes, but all converg-
ing to the first through a well, drain and convey spring waters and rainwater that otherwise would be
dispersed throughout the fill causing excessive pressure on the retaining wall structure. The tunnels
have different sections: in all cases the walls are lined by blocks of limestone arranged in very regular

FIGURE 9.13 Todi (Umbria region, Central Italy): the “Etruscan Bastion.” (Photo courtesy of W. Dragoni.)
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FIGURE 9.14 Sections of the “fontana della Rua” tunnel in Todi, Umbria region. (Bergamini, M., Todi: the
tunnel “fountain of Rua” in the old hydraulic system, in The Etruscans-hydraulic masters, ed. M. Bergamini, Electa
Publishers, Perugia, Italy, pp. 143-162, 1991.)

horizontal rows, the bottom is constituted of travertine slabs or tiles, not directly using the natural
background because it is unreliable as a result of it being filled with soil. The coverage was obtained
with slabs of travertine or with tiles placed to form a gabled roof. Bergamini [11] describes the tunnel
known as “Fontana della Rua” (Rua’s fountain). This is a complex of tunnels, for various reasons being
considered the most important of the entire water network in the city: it is the longest (about 350m), has
a significant water regime, is in excellent condition, and has a variety of building types that denote its
continued use over time (Figure 9.14).

The Etruscan technical knowledge was adsorbed by the Romans, leading to the impressive works car-
ried out during the flourishing of the Roman Empire [19,50].

9.6.2 Classical and Hellenistic Periods (ca. 480-67 BC)

As far as it concerns the Geometric and Archaic periods, only few ruins can be attributed to sanitary
structures. On the other hand, even though latrines were mentioned in many literal references any public
or private well-formed lavatories dated in the Classical period (fifth—fourth centuries BC) have not been
found, in agreement with researchers who have dealt systematically with that subject [85,112]. Despite
the absence of flushing toilets in excavations from this time period, cesspits (konrpov—kopron) have
been found during the excavations by the American School of Classical Studies in houses of this period
in Athens (specifically north of Areios Pagos). Similarly, on Rhodes small rectangular constructions
under the streets just outside the houses are believed to be koprons [121]. The comedies of Aristophanes
are the main ancient sources about the terminology of the sanitary structures in ancient Greece [127].

Except the well known after written sources containers of clay for defecation as the konpoddyor—
koprodochoi—(amides or skoramides from Athens), the archaeological finds of small cesspits and
sewage ducts dated in the fifth century BC could be related with many traces of sanitary and purgatory
structures found in Olynthus [93], a city destroyed by King Philipp II in 348 BC. There have been found
not only small sewage ducts made of clay or led, but also well-formed sanitary clay vessels. All these clay
utensils can be easily dated in the fifth century BC and are characterized by the efforts for achievement
of anatomical shapes. In these seats, the absence of a base combined with the form of the lower edge (see
Figure 9.15) suggests that they were either used over cesspits or along with some other mechanism for
the collection and drainage of excrement.

It is evident that by that time the lavatory had still a private use, a fact that has survived in a way in
the words used to call it (apochorisis, apopatos, afedron). The ancient terms mostly refer to a private
type of use and the main term derives from the apochorisis (withdrawal) [6]. The typical ancient Greek
lavatory on the other hand is being characterized by the use of more than one person at the same time
(see Figure 9.16). The design of a typical lavatory in ancient Greece had been completed by the fourth
century BC, and had incorporated all the preexisting design features of that type. Some documenta-
tion for similar installations in the Minoan and the Mycenaean period has already being discussed
previously in this chapter.
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FIGURE 9.15 Earthen toilet seat and defecation vessel, Olynthos. (After Robinson, D., Olynthos VIII, Johns
Hopkins Press, Baltimore, MD, 1938.)

FIGURE 9.16 Restored view of the lavatory at the “Gymnasium” on Amorgos. (Courtesy of G. Antoniou.)

The well-formed type of the ancient Greek lavatory was characterized by some typical features which
remained more or less the same for all the lifetime of the structure. These features were (see Figure 9.16):

o Input water conduit

o Flushing duct below the floor level

o Bench-type seats with the keyhole-shaped defecation openings
o Front covers of the bench-type seats

o Sewage duct

Beside these, there were also other secondary constructions as the central shallow tank for cleaning the
sponghia (out of sponge) the toilet paper of that period, the urine sewage conduit, small sedimentation
tanks, etc. The seats’ supporting presents interesting differentiation and typology. Four types can be
distinguished. All of them are cantilevered, mostly covered except the type in Philippoi [30] and Efessos
(see Figure 9.17). More specifically, these are as the following:
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Athens
Minoa on Pefgamos
Amorgos Epidauros
S~ “
Philippoi Miletos
(gymnasium) Kos
Efessos (Asklepeion)

FIGURE9.17 Formation and types of lavatory’s seats. (From Antoniou, G.P, Ancient Greek lavatories: Operation
with reused water. In Ancient Water Technologies, ed. L.W. Mays, pp. 67-87, New York: Springer, 2010.)

1. Cantilevered stone slab protruding out of the wall

2. Freely supported slab over stone beams, cantilevered or not

3. Similar to the previous type where the stone joists protrude out the vertical plates and have been
formed as neck moldings of benches and exedras

4. Type where the freely supported seat slab is also supported by stone cantilever beams which are
shorter and less wide than the seat

The element of the keyhole-shaped opening became a feature of the lavatory with some ornamental
forms. Despite that it is obvious that the functionality was always very important. There is also some
evidence that the covers for the openings were made out of clay. The seats in small domestic lavatories
were just wooden benches, probably with similarly shaped openings.

The main difference between private and public toilets was their size and the number of users. On the
other hand the method for the water supply defers sometimes, since the domestic lavatories require less
water for the flushing. The public ones had usually supply with running water, reused [7] or not. The sew-
age used the ducts of the city running usually along the streets or beside the buildings. Sometimes in small
residencies, there was no any sewage and the waste was running outside the house (i.e., in Dystos [51]).

Many latrines dated to the second century BC have been preserved in residences (Delos, Thira,
Amorgos, Dystos, Kassopi, and Erythrai) and in public buildings (especially Gymnasiums and Palestrae).
The significance of Delos (see Figure 9.18) for the evolution of the typical layout of the ancient Greek
lavatory is important [6], and the need for a more detailed historical investigation and presentation was
recently fulfilled [109].

Lavatory capacity can be classified according to the number of the toilet seats, which correspond to
the maximal number of users at any one time:

1. The very small domestic lavatories used by two or three people of the house (e.g., Figure 9.19) [51]

2. Moderate-sized domestic lavatories with more than four defecation seats

3. Small public lavatories with evidence for at least four users at a time (e.g., “Gymnasium” of Minoa
in Figure 9.16 and in Palestrae on Delos) [25]

4. Large public lavatories used by more than 10 or 20 people. These were generally constructed dur-
ing the Roman period
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Maison House of Diadumens

FIGURE 9.18 Delos, houses’ lavatories: (a) with flushing hole and (b) L shape. (From Chamonard, J., Le Quartier
du Theatre, Collection Exploration archéologique de Délos, Paris, France, 1924.)
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FIGURE 9.19 The lavatory outside Roman Agora, Athens: restored longitudinal section. (From Orlandos, A.,
The Role of the Roman Building Located Northern of Horologe of Andronikos Kiristos, Paper presented at the Athens
Academy, Athens, Greece, in Greek, 1940.)

Most of the ancient names for toilet mentioned at the beginning of this section refer to a private place
(the part—amo—apo). Despite this, the excavation of many private lavatories clearly demonstrates evi-
dence for their simultaneous use by more than one person. Even in residences where the inhabitants
numbered 5-10 people, there were lavatories with two up to four defecation openings. In these cases, it
is unclear whether there was a simultaneous usage by residents of different sexes. Public latrines were
used by dozens of people simultaneously, and often more than 50 (Figure 9.19) [87]. This was a practice
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which expanded during the Roman era and survived in many Byzantine and medieval lavatories of the
Eastern Mediterranean area, including monasteries [82], baths [15] and castles such as Mytilene (at the
sixteenth-century semisubterranean refuge).

9.6.3 Roman Period (ca. 750-330 AD)

The Romans are usually cited for the magnificence of their aqueducts, but probably the most important
hydraulic infrastructure that they realized is the sewerage system of Rome and its main collector: the
Cloaca Maxima. Tradition ascribes its construction to Tarquinius Priscus, king of Rome 616-578 BC.
The Cloaca Maxima combined the three functions of wastewater and rainwater removal and swamp
drainage [28,29,50].

The Cloaca Maxima presumably follows the course of an old ditch, but soon it was insufficient to
handle the flow of wastewater. Thus, it was enlarged in the next centuries, extended, and roofed over.
Its line starts from near the Forum Augustum and flows into the Tiber near the Ponte Palatino. During
the time of the emperors (31 BC to 193 AD), the canal could be traveled by boat and could be entered
via manholes. The canal has a breadth up to 3.2 m and a height up to 4.2 m [64,117]. Figure 9.20 shows
some sections of the wastewater collector of the Cloaca Maxima near the Forum Augustum and near the
Via del Velabro.

Hopkins [52] emphasizes the fact that the Cloaca Maxima was built on 700 years of evolving hydrau-
lic engineering and architecture. Moreover, Hopkins [52] underlines as it began as a monumental, open-
air, freshwater canal, guiding streams through the newly leveled, paved, open space that would become
the Forum Romanum.

The Cloaca Maxima was part of a sewerage system developed year by year with the addition of new
stretches (Cloaca Schiavonia, Cloaca Giuditta, Cloaca Circi, Naumachia Augusti, etc.). Using gutters,
located along the sides of the city streets, these drains collected rainwater, excess spillage from basins,
and domestic rubbish and carried it out into the Tiber River [108]. Bianco [13], citing Livio, reports that
the censors in 184 BC spent the sum of 24 million sesterces for the cleaning of the Cloaca Maxima and
the creation of two new branches.

Different solutions were adopted in other known Roman cities such as Pompeii and Herculaneum,
in nowadays Campania region, and Ostia, in nowadays Lazio region. As a matter of fact, cesspools
were the most frequent solution attempted to manage wastewater in Pompeii, which extended

4.10 m
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FIGURE9.20 Sections of the wastewater collector of the Cloaca Maxima in Rome: (a) near Forum Augustum and
(b) near Via del Velabro.



Historical Development of Wastewater Management 187

over porous lava layers, able to easily absorb rain, urine, and feces. Cesspools were also used in
Herculaneum, although much less frequently and were located on sites with steeper slopes and a
compact subsoil of volcanic tuff. At Ostia the wastewater disposal system was mainly based on
sewers rather than cesspools, because the aquifer ran just 2 m under the surface [67,103]. On the
whole, the 11 Imperial Age Roman aqueducts had a total flow rate of 1.13 x 10° m3/day and a total
length of more than 500 km. Assuming a population of Rome of about 1 million of inhabitants, a
mean specific discharge of around 1100 L/inhabitant/day was produced. This value is extraordinary
if compared with the current specific water use of 200-300 L/inhabitant/day. The major part of this
enormous quantity of water, together with waste in the street, went in the sewerage system and,
finally, in the Tiber. Here we find not only the modernity of ancient Rome, but also why the other cit-
ies were pestilential. Building sewers was not sufficient to solve the waste problem, because without
an enormous amount of water to throw inside, those channels would be turned into cesspits with
stagnant and miasmatic sewage [88].

The Romans carefully planned road systems with properly drained surfaces. Along some road-
ways, they implemented curb and gutters to direct surface runoff to rock-lined open drainage chan-
nels. Many of the roadbeds were graded to direct the surface runoff from the streets toward the
drainage channels [18].

Residents in populace areas of the Roman Empire took advantage of the constant flow in the open
channels and underground sewers to transport their wastes away from their living areas. Although not
by design, the Romans produced a linkage of urban water supply and urban drainage by way of the
aqueduct overflow into the sewers. The Roman linkage of the urban water supply and drainage systems
marks one of the earliest examples of establishing an urban water cycle [18].

Toilets had an important role in the Roman sanitation system. In particular, they can be divided
into two groups: public (foricae), typically (but not necessarily) multiseat, and private (latrinae),
typically (but not necessarily) single seat [49]. A public toilet was frequently built near to or inside a
bath so that it was easily entered from both inside and outside of the bath. The abundance of water
that was conducted to the bath could also be used to flush the toilet. Piped water for flushing private
toilets seems to have been a rarity. Figure 9.21 is a photo of the public toilet near the Forum Baths
at Ostia (Italy).

The Romans, however, lacked something similar to our toilet paper. They probably commonly used
sponges or moss or something similar. In public toilets, the facilities were common to all. They were

FIGURE 9.21 Public latrine near the Forum Baths at Ostia. (Courtesy of L.W. Mays.)



188 Handbook of Engineering Hydrology: Environmental Hydrology and Water Management

cramped, without any privacy, and had no decent way to wash one’s hands. The private toilets most
likely lacked running water and they were commonly located near the kitchens. All this created an
excellent opportunity for the spreading of intestinal pathogens. In many cases, the private toilet was
located near the kitchen. Hygienic conditions in both types of toilets must have been very poor, and con-
sequently intestinal diseases were diffused. Dysentery, typhoid fever, and different kinds of diarrheas
are likely candidates for diagnoses. Descriptions of the intestinal diseases in the ancient texts are unfor-
tunately so unspecific that the identification of the causative agent is a very problematic venture. Studies
of ancient microbial DNA might offer some new evidence for the identification of microbes spread by
contaminated water [28,29,116].

Romans usually used chamber pots to collect the urine. These domestic facilities were then emptied
in a vat placed under the well of the staircase. If tenement owners did not allow these vats to be placed in
their building the tenant could empty their human waste into the nearest dung heap located in an alley,
into the public latrines, or into the gutters that ran down the sides of the street. The obvious problem
associated with these methods would have been a strong odor, attracting all kinds of insects and other
creatures. Another alternative was to load human excrement into wagons, which passed through the
streets during the day while other wheeled traffic was not allowed to be in the city. Those responsible
for this duty were called stercorarii and they would take these cartloads of human waste and sell it to
fanners as fertilizer [108].

Sewers would need to be regularly maintained as the buildup of rubbish and human waste would
eventually clog the drains and create a fetid atmosphere. Floods caused by storms could also scour
the sides of the drain creating the danger of collapse, both of the sewer walls and the buildings above.
Cleaning the sewers did not necessarily include the removal of human waste from the public latrines,
behind bushes, in alleys, and from the gutters. Perhaps, these duties fell upon the stercorarii as they
passed through the city collecting human waste in their wagons. Rubbish thrown or dropped onto the
Streets may have been the responsibility of building owners if it was in front of their property. Animals,
insects, and birds would doubtless have removed some of this rubbish and human waste as well. The
stercorarii could have also been employed for cleaning private facilities [108].

The Romans were well aware of the cleaning power of urine and also used it for washing clothing,
developing in some towns and cities the logistics to collect larger volumes of urine. Fullers, who
worked in laundries, would install amphoras in streets and alleys of towns to serve as public urinals,
and would pass regularly to collect the urine, transporting it back to the laundry for washing [16,108].
Flohr and Wilson [37] stated that in the last century, the use of urine for fullers was overstated, because
there is no reliable information about the quantities that were needed or about its dominance in the
production process. In particular, they argued that in order to work with a more concentrated solution,
the usual amount of liquid under the feet of the fuller was rather limited, thus contradicting the image
of a fuller standing all day long in a fuller tub filled with water and urine. Moreover, Flohr and Wilson
[37] stated that there is no evidence about the fact that fullers collected their urine by means of vessels
in front of their workshops, as usually reported. Thus, it is not clear how Roman fullers collected and
transported the urine they used.

Cooper [27] stated that the Romans knew of the need for clean water and the need to dispose off
wastewater away from the source of drinking water. In the United Kingdom, they built their villas on
the sides of hills where springs emerged from the hillside, and disposed off their wastewater to streams
away from their villas. It has long been known that the Romans built brick-lined sewers in London
(which they called Londinium). However, it has recently been discovered that these were preceded by
wood-lined sewers which drained the water from the city to the River Thames. Pieces of the brick-lined
sewers still exist [27].

Stormwater drainage systems were also used widely during the Roman times. These underground
systems were used widely along streets and in areas where there was a large amount of impervious cover
in the urban areas. Figure 9.22 shows a drainage inlet in Ostia near Forum Baths. Inlet designs varied
throughout the Roman urban locations.
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FIGURE 9.22 Drainage inlet in Ostia near Forum Baths. (Courtesy of L.W. Mays.)

9.7 Medieval Times
9.7.1 Byzantine World

The lavatory and wastewater technologies during the Byzantine period present interesting character-
istics related mostly to a combination of various historical aspects, as the partial continuation of the

ancient tradition and practices, the barbaric raids and their results, the social reformation due also to
the Christianity, etc.

It is known that the Byzantine state—as it was named later on—after the ancient Byzantium had
been situated at the Constantinople, was a continuation of the Roman Empire, adapting from its begin-
ning not only administrative institutions but also the constructional and technical achievements of that
preexisting empire. From the fifth century AD, due to the barbaric invasions the west part was lost and
the Greco-Roman civilization which was inherited by the new state survived mostly in the eastern part.
Therefore, the medieval characteristics of the east remained for quite long time!

Therefore, the lavatories and the wastewater technologies were typical of the ancient Greek and
Roman facilities and can be traced to the eighth century. Typical toilets (Figure 9.23) can be found in
baths of the first Byzantine centuries as in Marea (sixth to eighth century AD) [107] and the double
bath at the pilgrimage complex of Abou Mina (end of sixth century AD) in Egypt [81]. In both cases
the toilet is adjacent to the bath, but closer to the entrance or the disrobing hall or the entrance patio.
This position complies with the written sources regarding life in the Byzantine era, which states that
the users in the baths were visiting the toilet after undressing and before entering the bath. Moreover, it
can most certainly be concluded out of the surviving remains that lavatories were used by many people
simultaneously, despite their use three to four centuries after the official end of the ancient religion and
the prevalence of Christianity which promoted privacy. Construction wise these toilets were supplied
by water through pipes or the ditch system of the bath, possibly reusing water out of the main use of the
bath as well. In Marea, an entry chamber (Figure 9.23) resembles similar plans found during the end
of the Hellenistic period, that is, in Athens (see Section 9.6.2). Their placement at the outer zone of the
building served as well for the sewage, like the way it was usually applied at the ancient lavatories, that
is, in Delos, Dystos, Kos, etc. (see Section 9.6.2) [6].

It seems that the collective use, the connection or attachment to bathing facilities, and the semiperi-
metrical ditch, supplied by the bath water or separate stream water (as in Aksaray Sultan Han, and Incir
Han), are characteristics that survived up to the twelfth to thirteenth century and are found at Selcuk—
or Rum Selcuk according to Prof. Kiel—Hans-Caravansarais in Anatolia [120].
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FIGURE 9.23 Lavatory at Marea baths Egypt. Water ditches in gray. (Antoniou after Szymanska, H. and
Babraj, K., Le bain collectif en Egypte, ed. M. Boussac et al., IFAO, Caire, 2009.)

Monastic lavatories with a collective character are not rare in the grater region of the eastern
Mediterranean during the first Byzantine centuries. The row of the collective latrines at St. Symeon
monastery in Assuan, Egypt [79] (see Figure 9.24, number 44) and their placement leads to the existence
of a kind of sewage. On the other hand, a similar row at the great eastern tower (ca. sixth to seventh
century AD) of St. Catherine’s monastery at Sinai [82] had undoubtedly a collective use, but the waste
was drained exactly outside the walls, via pipes through the thickness of the towers’ wall.

Similarly the lavatories of the Zygos monastery in Mt. Athos, in Greece—dated ca. tenth century
AD—have a similar layout, but placed outside the walls, attached to them [128]. On the other hand, it
is not certain if it was operating as a collective toilet or not, forming just a row of toilets. The waste was
also drained directly outside via inclined pipes (see Figure 9.25).

Despite the numerous examples of collective use lavatories, there are surviving structures of private
or semiprivate toilets in monastic buildings. A characteristic case is the combination of private and
semiprivate toilets in the QR 195 hermitage dated early seventh century [39,46]. There, a chair-type toilet
was applied in single or twin layout.

The private toilet became part of the typical layout of the Byzantine Monastery and was constructed
not only at the wings of the cells, but also in other buildings of the complexes, as the Estiae (Figure 9.26),
the Hospitals, and the Guest Houses. In some cases—as in the Hospital of Mega Meteoron monastery—
where a separating wall is absent, there was probably a wooden partition [126]. Doors resembled a kind
of curtain, the so-called velothyron [126]. In many cases, there are pipes draining out the waste, inclined
as in Vrontiani monastery in Samos (Figure 9.25), or vertical as at the lavatory of the Mega Meteoron
Hospital (Figure 9.27). On the other hand, there are monastic literal references about cleaning or remov-
ing the waste “capwoato ta Apata ...” [126]. This leads to the conclusion that there was not a sewage
system in every case.
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FIGURE 9.24 Collective lavatories # 44 St. Symeon Monastery, Egypt. (From Monneret de Villard, U., Annales
du Service de Antiques de ’Egypte, Paris, France, in French, 1926.)
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FIGURE9.25 Toilets among monks’ cells. Samos Vrontiani. (Antoniou after Orlandos, A., The Role of the Roman
Building Located Northern of Horologe of Andronikos Kiristos, Paper presented at the Athens Academy, Athens,
Greece, in Greek, 1940.)
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FIGURE 9.26 Estia—fireplace of Helandariou monastery. (From OpLavdog, A., Movactnpiakn Apy1tektovike,
(Monasteries’ Architecture), 1st edn., AOnva, Eotia, in Greek, 1927.)
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FIGURE 9.27 Hospital of the Mega Meteoron. (From OpAdvdoc, A., MovaoTtnplakn ApyITEKTOVIKT,
(Monasteries’ Architecture), 1st edn., AOnva, Ectia, in Greek, 1927.)

In contradiction to the fact that there are some references of using water out of the monastery’s cistern
like in Nea Moni in Chios [126], not much information exists about the way the toilets were supplied with
flushing water. In most cases, a bucket would have been used.

Most probably the residential toilets were flushed in a similar way. On the other hand many surviving
structures, like the residences of Mystras in Greece, testify that a waste pipe network existed. It consisted
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FIGURE 9.28 Mystras. Chamber of mansion house with toilet. (From OpAdvdog, A., Ta TaA&TI00 KO TO GTITIO
T00 Mootpd, (Palaces and Houses of Mystras), in Apyeio twv Bolavtwav Muvnpeiov tng EAMAGSog, v I7” ©. 1
(Archive of Byzantine Monuments in Greece), AOnva, E.A.E., Ectia, in Greek, 1937.)

not only of vertical pipes, but also of clay pipes under the streets [125]. These pipes coming from each
house were centralized in a junction point, and were led to the town’s sewage network. Moreover, the
owners were responsible for the maintenance of the pipes up to the junction point [125] (Figure 9.28).

The residential byzantine toilet was protruding (Figures 9.29 and 9.30) and situated at the corner or
side of the main chamber of triclinion, found often in each floor. Their usual semicircular edge, rather
than their vaulted ceiling, was the reason of the term exedra, one of the names that had been given to
the toilets by that time [125]. Traces testifying domestic twin or triple toilets are very limited, and in
Salonika coexist with typical single toilet [122].

FIGURE 9.29 Mystras. Chamber with toilet. (From OpAdvdog, A., Ta Taldtia kot T onitiol ToL MooTpd,
[Palaces and Houses of Mystras], in Apyeio tov Bolavtwwv Muvnpeiov tng EALadog, vI” 7. 1 [Archive of Byzantine
Monuments in Greece], AGnva, E.A.E., Eotia, in Greek, 1937.)
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FIGURE9.30 Mystras. Chambers with toilets. Regular and mansion house. (From OpAavdog, A., Ta malatio ko
Ta onitio Too Mootpd, (Palaces and Houses of Mystras), in Apyeio tov Bolavtiwwy Mvnpeiov tng EAA&4Soc, vI”
7. 1 (Archive of Byzantine Monuments in Greece), AOrjva, E.AE., Ectia, in Greek, 1937.)

Similar protruding residential-type toilets—with or without a sewage pipe—dated in the mid- and
late-Byzantine period survive in some monasteries of Mt. Athos [123]. Illumination was provided by oil
lamps inside small niches on the walls. Written sources about 24 h burning oil lamps in monasteries’
Typikon refer also to the toilet oil lamps [126].

9.7.2 European Region

During the middle age, epidemics raged through the majority of European cities. By most accounts, the
medieval world was more conscious of sanitation than the other renaissance civilization, but it did not
prevent Europe succumbing to bubonic plague [74].

An official investigation into the state of the Fleet River in London in 1307 concluded that the main
cause of pollution was tanning waste and butchers’ offal from Smithfield market [74]. In the same year,
the Palace of Westminster installed a pipe connecting the King’s lavatory with another sewage pipe that
had been constructed earlier to remove waste from the palace kitchen [74].

Rivers in London and Paris were open sewers. Waste leached into the groundwater and wells. Waste
provided food for rats and although the Black Plague in 1347 was not directly caused by poor sanita-
tion, it had to be an indirect cause. As a matter of fact, where there was good sanitation such as at the
Christchurch Monastery in Canterbury, England, no one contracted the Black Plague. Around 1200,
Phillipe Auguste had Parisian streets paved, incorporating a drain for wastewater in the middle. The
first underground sewers were built in Paris in 1370 beneath Rue Montmartre and drained to a tributary
of the Seine River [67].

In 1357, in London, a proclamation was issued forbidding the throwing of any sort of waste into
the Thames or any other waterway. One of the responses by private citizens was the construction of
cesspools. On private property, each cesspit had building regulations, which depended on the type of
construction material used. If the cesspit was lined with stone, its mouth should be 2% ft (75 cm) from
the neighbor land; otherwise, it should be 3% ft (105 cm) [27,108,118]. Other options for private houses
in London were latrines. They were mainly present in larger houses and they had to be connected to
large open sewers or ditches. On the contrary, some of the poorer citizens constructed latrines in their
tenement building, connecting them to the gutters designed to carry excess rainwater from roofs and
streets. Finally, people without cesspits and latrines often dumped wastewater which had been collected
in chamber pots directly out of windows [108].

During the fifteenth century, Henry VI established a Commission of Sewers. The word “sewer” comes
from old English and means seaward from the fact that the drains in London were open ditches which
pitched toward the Thames River and then to the sea [68].

Pinna [88] tries to describe an Italian medieval toilet inspired by a tale, set in Naples, in the fifth story
of the second day of the Decameron by Giovanni Boccaccio (1313-1375), written between 1350 and 1353:
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a small room projecting from the walls of the building with a hole in the floor, where, without plumbing
or water, feces and urine were dropped directly into an alley.

The wastewater, mingled with the liquid thrown from the windows contained in the pots, infiltrated
into the not paved soil as well as polluted aquifers and artesian wells: the streets were washed only by
occasional thunderstorms. Cesspits were sometimes connected to short sections of sewer. However, the
cesspits were not always well sealed and then wastewater was often dispersed into soil. Moreover, the
periodic emptying caused tipping and spreading of sewage, which could be sold as agricultural fertil-
izer, but only the solid part was traded. The liquid portion was considered a waste to discard. For exam-
ple, in Tuscany in the seventeenth century, workers spilled sewage into the river Arno and other rivers,
dirtying everything during the maneuvers. This activity was even ruled by judges of the Grand Duke,
who provided detailed information on how and where to dispose off the sludge (in the river, where the
current is stronger), from bridges and at what hours of the night [88].

From the thirteenth century, almost all municipalities in Central-Northern Italy promulgated sani-
tary laws and regulations with which even the launch from the window of the slurry was ruled: it could
only happen at certain times of the night and after shouting “look, look, look.” Instead, the launch was
free and without warning when it was raining [88].

9.8 From the Old World to Modernity (ca. Fifteenth
Century to Eighteenth Century)

9.8.1 European Technologies and Practices

In this period one of the most revolutionary inventions in the sanitary field, still in use (in a modi-
fied version), appeared for the first time: the water closet. It might seem strange, but the first WC was
invented by an English poet (any invention requires great creativity), in 1589: Sir John Harrington [74].

The Harrington’s invention was principally aimed at solving the problem of unpleasant odors pro-
duced by cesspools and latrines in use until then. It was mainly based on a temporary bowl-like vessel
into which was run from a reservoir, or cistern (provided with an overflow pipe) water to a depth of 2 ft
so as to cover all human excrement falling into it. If the supply of water was plentiful, this vessel was to
be opened frequently from the bottom, so as to let all the filth flow down into the permanent cesspool,
which was thus cut off from all but momentary contamination of the air of the privy. If, on the other
hand, water was not plentiful, the vessel was to be opened and refilled at least once a day [94].

Harington, a man fluent in Greek, Latin, and Italian, was quite familiar with contemporary medi-
cal theory on the role of air and smells on health. In fact, he published an English version of the medi-
eval medical text Regimen Sanitatis Salernitanum in 1608 [55]. The Regimen Sanitatis Salernitanum
is a medieval didactic poem in hexameter verse of the Schola Medica Salernitana (Salerno School of
Medicine), dealing with domestic medical practice such as daily hygienic procedures and diet. The
Salerno School of Medicine was founded in the eighth century and was the principal institution in
Europe for the study of medicine, reaching its utmost splendor during the Middle Ages. The School
marked an enormous step forward in the evolution of medical science and easily fitted into the city of
Salerno, in Southern Italy, which had been thriving economically and culturally since it had been part
of Magna Graecia. According to Schladweiler and McDonald [97], the Regimen Sanitatis Salernitanum
was one of the driving forces of John Harington’s invention (as documented in Harington’s treatise
A New Discourse of a Stale Subject, called The Metamorphosis of Ajax). However, the Latin version
of Regimen Sanitatis Salernitanum actually only has two lines about air, which corresponds to “Let
the air be pure, habitable, and bright, and let it be neither contaminated nor odorous with the stink
of the sewer” [55].

Moreover, Jorgensen [55] suggests that although Harington may have used the work for the politi-
cal and social commentary discussed by other scholars, he also puts forward a vision of a new physical
urban sanitation system to address concerns about disease transmission from exposure to waste. In fact,
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his proposal includes both individually owned improved flushed privies and government-sponsored
sewage systems, a hitherto overlooked element of his program.

The first WC was not immediately used principally due to the absence of sewerages. After, Alexander
Cummings patented a WC in 1775 subsequently improved by other inventors [88]. For instance, in 1778,
Joseph Bramah began marketing his own patented WC [74].

Writers in their works described how the unsupportable stench of city pollution was a common place
throughout Europe during the Middle Ages. For instance, in 1711, Jonathan Swift published a lament
on the distinguishing mix of detritus that oozed from London’s drains during rainstorms. While, in
1772, Pierre Patte described how in cities such as Bordeaux, Lyon, and Toulouse, all manner of filth ran
through the gutters before it reached the sewers [74].

Nevertheless, several advances were made in this period. In major European cities, in addition to
stories of dirt and filth in the streets, sanitary technologies and practices can be found.

For instance, in the mediaeval London at least 13 public latrines were cited [94]. In particular, the
latrines (also called “garderobes” or “privies”) were built as follows [94]: (1) within the thickness of
castle walls, as in London Tower; (2) within towers; (3) within turrets; (4) within chimneys; (5) within
chambers corbelled out over the water of the moats; (6) within chambers on arches over the water; (7)
with pipe drains to the moats; and (8) with cesspools to receive their filth.

The great fire of London in 1666, in itself a calamity of the first magnitude, did great good, indirectly,
in many ways. After the fire, some attention was given to the construction of drains for removing the
surplus waters of the city, which had hitherto been allowed to flow over the surface. These drains were
very rude construction, and when covered were invariably of such a size that men could enter them and
remove the deposits that were constantly collecting [36].

In 1579, in England, the Norwich assembly ordered the cleanup of leaky latrines as well as outlawed
the practice of washing fabrics in the river because they caused great infection of the river [56].

In this period, we had the first occurrences of a primordial industrial pollution. As a matter of fact,
the tanning process required significant amounts of water and generated highly noxious effluent. For
this reason, most tanneries were located on a river or stream. For instance, York’s tanners, in England,
located their shops upstream of the town center on the Ouse River near its entrance into the town.
Washing skins directly in the river from these locations was convenient for tanners, and wastewater vats
contaminated with blood, flesh pieces, lime, and tannins could easily be emptied into the river. The York
council was concerned about tanning liquids contaminating river water which was used for food prepa-
ration. Thus, tannery regulations were introduced to keep the water clean for use by butchers preparing
puddings, but the same butchery was a source of river pollution [56].

In Berlin, the refuse heaps piled up in front of St. Peter’s Church until in 1671 a law required every
peasant who came to town to remove a load of filth when he returned home [36].

Paris in the Middle Ages was the metropolis of Europe and at least superficially the focus of refine-
ment in living. But the streets were foul with filth. Parisians freely emptied chamber pots from their win-
dows. The poorer classes defecated indiscriminately wherever most convenient. In 1531 a law required
landlords to provide a latrine for every house, but it does not appear to have been well enforced [36]. In
1539, when plagues swept Europe, King Francois I ordered the homeowners of Paris to build cesspools
for sewage collection in new houses. These continued to be used until the late 1700s [27]. On August 8,
1606, an order was given prohibiting any resident of the palace of Saint Germain from committing a
nuisance therein. That same day, the King’s son urinated against the wall of his room [36].

9.8.2 Ottoman Practices (ca. 1453-1910 AD)

The practices applied by the Ottomans on latrine technology, wastewater and sewage networks were
evidenced in the numerous buildings constructed by the Turkmen tribes, soon after they started con-
quering lands in western Turkey and in the Balkan peninsula, most possibly influenced by several
preexisting examples. The urban infrastructure of the cities was enriched with various constructions
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necessary for their society’s basic needs [60] financed mostly by the institution of the Vakif [61], such
as (a) religious buildings; (b) secular ones (of social-public character and for domestic use, including
commercial buildings); and (c) works of military architecture [58]. As Islam prescribes ablution before
prayer [10] (the duty of washing is mentioned in the Kur’an: in Surah V, “... when you get ready for the
worship, wash your face and hands up to the elbows ...”) and the use of flowing water is indicated for
ablution before prayers, as well as for total cleansing of the body; this encouraged them to the construc-
tion of fountains, public steam baths (hammam” or “hamam”), as well as baths over thermal springs
(kaplica) and water supplies, due to the lack of hygiene conditions during these times [59]. In addition
lavatories (toilets), despite being secondary in terms of size, were necessary installations for the everyday
life. Usually, they were situated somewhere outside the buildings and as they were often shedlike and
weak constructions, most of them were ruined quickly. Nevertheless, numerous secular buildings and
private residences preserve distinctive examples of well-survived toilets.

Sanitary installations (toilets) were incorporated in most Ottoman architectural types of religious
and secular buildings, such as mosques (cami), medrese, tiirbe, hospitals (dariissifas), hammams [57],
thermal baths (kaplica), as well as grouped complexes of them (kiilliyes). Lavatories were situated at a
rather remote part of the complex, and squat toilets were placed adjacent to each other (Figures 9.31
through 9.35), separated through partitions for privacy, in contradiction not only to the ancient Greek
[6] and Roman lavatories’ layout, but also to the Seljuk Hans (see also 9.7.1). An exception can be noticed
in the case of the hammams, as a toilet (Figure 9.36) was incorporated in the disrobing hall of the build-
ing close to the depilation room, instead of being located outside of the building.

The paving of the latrines was usually layered with marble slabs which were also easier to clean, while
a special keyhole-shaped monolithic marble structure was located in each compartment. That specially
curved slab was adequately detached from the wall, in order that the user’s body would not come in con-
tact with the wall, while at the same time its vertical surface showed a convex profile, in order to avoid
splashing by human waste (Figure 9.37). No flushing system has been traced, and the waste was removed
from the toilet through ceramic pipes, placed under the keyhole-shaped slab. Usually openings set on
the roof provided the necessary ventilation of the latrine.

Lavatories for public communal use were also evidenced earlier, in the Seljuk caravanserais [86] that
are found along the Silk Road routes in Anatolia [120], dating from the beginning of the thirteenth cen-
tury. They sometimes were attached to the bath and at the exception case of the Aksaray Sultan Han on
the Konya-Aksaray Road, where the water installations run along the west exterior wall of the courtyard

0510 20m

FIGURE 9.31 Muradiye Kiilliyesi, 1583-6, Manisa. (From Negipoglu, G., The Age of Sinan: Architectural Culture
in the Ottoman Empire, Reaktion Books, London, U.K., 2005.)
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FIGURE 9.32 Mehmet Aga cami, 1584, Fatih-Istanbul. (From Negipoglu, G., The Age of Sinan: Architectural
Culture in the Ottoman Empire, Reaktion Books, London, U.K., 2005.)

(Figures 9.38 and 9.39) and the collective lavatories are situated at the southwest corner. The channel
that facilitates the sewage is still evident (Figure 9.40). Single toilets are also traced as private small cells
in the baths (hammams) of the caravanserais.

According to the Muslim religion, ablution should be performed five times a day; therefore, resi-
dential buildings were equipped with a special area and facilities to perform total ablution (Giisiilhane,
ablution closet) [45]. As studied in the stone-built mansions with timber stories of Safranbolu and the
nearby village of Yiirtikkéy in Anatolia (Figure 9.40), washrooms (Abdestlik) and lavatories (Hela in
turkish, toilet) were located usually on the middle and upper floors, enclosed in one unity, and separated
by a door, which assured a kind of privacy. Toilets are placed away from the rooms and there are small
windows at the “blind” sides of the toilets for ventilation. The floor is of wood, while a triangular hole
with raised edges is formed, connected to the sewage pit by means of a vertical drain or the space beneath
the hole is empty and the waste matter falls into a pit, lower into the ground (this is why lavatories of
the middle and upper floors are not situated one over the other) [45]. Occasionally, floors are paved by
marble slabs and the defecation opening is keyhole-shaped, often flanked by footrests. A ewer of water
in the hela is used for cleaning purposes. The variety of squat toilet types derived from the shape and
the possible existence of three major components: the foot rest, the defecation hole, and the front part.

9.9 Pre-Columbian American Societies

A great deal has been published about water supply management in the pre-Columbian American Societies
[76-78]; however, very little has been published concerning the wastewater management in these societies.
Drainage systems have been discussed concerning societies in Mesoamerica. Mesoamerica includes Mexico



Historical Development of Wastewater Management 199

1.0‘ o 1|o 20 30 4|0 50 m |';- 1
o |

- . 4 . A

::‘ O < hf !

|

3 -,--‘-E

ITITII |

R T TR I A ]

2 i

I"T'f: o §
?

o S—

v nae X 1

9 11
_1 l} = 4 N I
| L
I - d 13
jas e

FIGURE 9.33 Beyazid complex (darussifa, cami, imaret, etc.), 1484-1488, Edirne. (From Goodwin, G., A History
of Ottoman Architecture, Thames & Hudson Ltd., London, UK., 1971.)

and the northern Central America. The earliest Mesoamerican civilization, the Olmecs, evolved sometime
before 1000 BC along the Gulf of Mexico. After about 800 BC, the Mesoamerican civilization exerted social
and religious influence in an area extending from the Valley of Mexico to modern El Salvador.

Xochicalco (in the place of the house of flowers) was located on hill top ~38 km from modern-
day Cuernavaca, Mexico, and became one of the great Mesoamerican cities in the late classic period
(650-900 AD). Rainwater was collected in the large plaza area and conveyed using drainage structures (see
Figure 9.41a) and drainage ditches (Figure 9.41b) into cisterns and the excess was discharged elsewhere.

The ancient Maya lived in a vast area covering parts of present-day Guatemala, Mexico, Belize, and
the western areas of Honduras and El Salvador. The Maya settled in the last millennium BC and their
civilization flourished until around 870 AD. One excellent example of a large drainage system was at
Cerrros (Cerros Mayo or Maya Hill) which was a late preclassic (400 BC to 250 AD) Maya community in
northern Belize located on the shores of Bay of Chetumal (Corozal Bay), on a peninsula across from the
modern-day town of Corozal. The drainage system consisted of a large canal perimeter (extending from
one side of the peninsula to the other side) defining the core zone having a concentration of residential
and civic architecture, with the area outside the perimeter as the periphery zone with primarily residen-
tial concentration [96]. This canal was constructed (between 250 and 50 BC) with a U-shaped cross sec-
tion varying between 3.2 and 6.0 m in width and 1.6 m deep in the west to 2.10 m deep in the northeast

[96]. This canal is referred to as the main canal with approximately seven lateral canals (basin canals)
branching with the main canal. The major structures are shown on the northern part of the core zone
located to the north of the canal. The area within the core zone is the plaza area and large structures and
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FIGURE 9.34 Sokollu Mehmed Pasa Medresesi and Tiirbe, 1568-1569, Eyiip—Istanbul. (From Negipoglu, G.,
The Age of Sinan: Architectural Culture in the Ottoman Empire, Reaktion Books, London, U.K., 2005.)

FIGURE9.35 EskiKaplica, 1389, Bursa. (From Gliick, H., Probleme des WolbungsbauesI: Die Bider Konstantinopels,
Arbeiten des Kunsthistorischen Instituts der Universitit Wien, Band XII, Wien, Germany, in German, 1921.)
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FIGURE9.36 Zampeliou and Douka str. hammam, Chania. (From Kanetaki, E., Othomanika loutra ston elladiko
xwro (Ottoman baths in the Greek territory), Technical Chamber of Greece, Athens, Greece, 2004.)

FIGURE 9.37 Karavangeli str. Hommam, Mytilene. (Courtesy of E. Kanetaki.)
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FIGURE 9.38 Plan of the Aksaray Sultan Han, 1229, Aksaray. (From Yavuz, A., The Baths of Anatolian Seljuk
Caravansarais, in Bathing Culture of Anatolian Civilizations, ed. N. Ergin, Ancient Near Eastern Studies Supplement
37, Peeters, Leuven, Belgium, pp. 77-141, 2011.)

FIGURE 9.39 Latrines placed one next to the other and the sewage hole in the Aksaray Sultan Han. (Courtesy of
G. Antoniou.)
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FIGURE 9.40 Squat toilet in mansion at Yiriikkoy, Anatolia. (Courtesy of E. Kanetaki.)

FIGURE 9.41 Components of drainage and rainwater harvesting system at Xochicalco: (a) drainage structure
and (b) drainage ditch. (Courtesy of L.W. Mays.)
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is well drained. The basin canals at Cerros were carved into limestone and are believed to be unique in
the Maya lowlands. In the lower reaches of the basin canals, water was collected and not allowed to drain
except during heavy rainfall the overflow was directed to the main canal and into smaller channels that
connected to catchment areas.

9.10 Modern Times

9.10.1 Practices at the Industrial Revolution

9.10.1.1 Sewage Collection Systems

A process of progressive technological and scientific innovation started in the beginning of the eigh-
teenth century. The process began becoming mature around 1760, when it is usually considered the
starting of the so-called industrial revolution. The period from 1760 to 1830 is cited as the first industrial
revolution, involving particularly textile and metallurgical sectors. During the second industrial revolu-
tion (1870 to 1880), with the introduction of electricity, chemicals, and petroleum, a significant increase
in population as well as a progressive urbanization occurred. For instance, the population of London
increased from just under 1 million in 1801 to 2.8 million in 1861 [27]. Moreover, in 1851, in London
more than 50% of the population lived in cities: this was extraordinary considering that, only in 2007,
the United Nations has estimated that more than 50% of the world’s population lived in cities rather
than in the villages and countryside.

In the nineteenth century, there were diffuse outbreaks of cholera, and in the mid-1800s there was
much debate about the origin. Despite much confusion surrounding the disease, the so-called miasma
theory emerged as the prevalent account about cholera’s cause. Going against this mainstream view, the
British physician John Snow inferred several things about cholera’s origin and pathology that no one else
inferred [110]. In 1854, Snow demonstrated that cholera epidemics were waterborne rather than airborne.
By mapping the disease outbreak, he identified a specific London water source, the Broad Street pump, as
its proximate cause. Removal of the pump handle was temporally related to the end of the epidemic [41].

The water closet gained tremendous popularity in the 1800s because of its ability, once connected to
the sewerage, to immediately remove human waste from the house, thus making cesspools no longer
necessary. This improved the living conditions in homes but increased the pollution load into the River
Thames. The water volume in the London drainage system almost doubled in the 6 years from 1850 to
1856 as a result of increased use of water closets (Halliday 1999) [27].

The presence of an efficient sewerage system is essential for the public health of all cities, especially
for the biggest. The cases of London and Paris during the Industrial Revolution can be considered as
paradigmatic case studies. Nowadays, separate sewerages are considered the standard with the separate
collection of municipal wastewater and surface runoft. The principle advantage of such a system is pre-
venting the overflow of sewer systems and treatment stations during rainy periods and the mixing of
the relatively little polluted surface runoff with chemical and microbial pollutants from the municipal
wastewater. The conveyance of sewage in a distinct system of sewers is believed to have been first sug-
gested as early as 1842 by Mr. Edwin Chadwick [44].

Liernur’s pneumatic sewerage system (ca. 1884) was invented by Captain Charles T. Liernur. This system
was primarily used in Holland. It was designed as a separate system, with sewage and rainwater disposed
off by separated systems. Pneumatic pressure delivered sewage through pipes to a collection station (see
[44] for more details). Figure 9.42 shows the street reservoir design used in Amsterdam. Figure 9.43
shows the arrangement of Liernur’s sewerage system in private houses (ca. 1884) that was developed for
the proposed plan for a sewerage system for the city of Providence, Rhode Island in the United States.

Sir Edwin Chadwick (1800-1890) was appointed to the commission enquiring into the state of the
Poor Law, which resulted in 1834 Poor Law report. According to Cooper [27], the principal recommen-
dations of the Report on the Sanitary Conditions of the Labouring Population of Great Britain, in 1842,
are the following:



Historical Development of Wastewater Management 205

Details of parts of
Liernur’s sewerage system

® Reservoirs Pipes

Fig. 1
Street reservoir %
(@) Fig. 2 P
Fig. 1
-
i C
| a
Sectional elevation Bcule %0 -
Street reservoir of Liernur’s sewerage system Plan %
(b) in use at Amsterdam, Holland <

FIGURE 9.42 Street reservoir for Liernur’s sewerage system, ca. 1884: (a) street reservoir and (b) street reservoir
used in Amsterdam, Holland. (From Gray, S.M., Proposed Plan for a Sewerage System, and for the Disposal of the
Sewage of the City of Providence, Providence Press Company, Providence, RI, 1884.)

o Provision of water supply to every house

o Use of water closets over older systems (earth closets and privies)

o Discharge of domestic wastewater direct to sewer rather than to cesspools

o Sewers to also take solid refuse from streets

o Sewers, instead of discharging to watercourse, to convey sewage to an agricultural area away from
town where its manorial value could be utilized

In 1856, Joseph Bazalgette was appointed chief engineer of the Metropolitan Board of Works in London.
Bazalgette developed a massive project (from 1859 to 1867) aimed at collecting all the sewage of London
in a hypogeum network of sewers: the first sewerage of London. His work is considered one of the great
wonders of the nineteenth century. The key structure of the entire project was the 139 km of collectors
passing on either side of the Thames. These were then linked to the 2100 km of sewers, built ex novo
or renewed, passing beneath the streets of central London. Bazalgette constructed large underground
sewers as well as the first underground railway along the banks of the Thames River in London [88]. The
construction of the London sewerage system was usually cited because with it there was the first exten-
sive use of Portland cement, which was patented in 1824 by Joseph Aspdin [38].
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FIGURE 9.43 Arrangement of Liernur’s sewerage system in private houses, ca. 1884. (From Gray, S.M., Proposed
Plan for a Sewerage System, and for the Disposal of the Sewage of the City of Providence, Providence Press Company,
Providence, RI, 1884.)

Compared to London, the industrial revolution in Paris was more gradual. From just under 600,000
inhabitants, the population of Paris was nearly 900,000 around 1850. The urban infrastructures were
still those of the medieval city. The sewages were usually disposed off in cesspools. The sewerage system,
although recently restored and enlarged after 1830 by the prefect of the Seine, Charles de Rambuteau,
was insufficient and the scarcity of water available to the inhabitants (which was taken from the Seine in
the middle of the city) was not able to assure a good operation. In 1853, Napoleon III appointed Georges
Eugene Haussmann prefect of the Seine, who entrusted the hydraulic works to the engineer Eugene
Belgrand. Construction included 600 km of new pipes and ducts, leaving only 15 km of the old sewerage
built less than 20 years before. The sewers were 2.30 m high and 1.30 m wide, in order to collect both rain
water, as well as domestic and industrial wastewater. In the main collectors, even larger (up to 4.40 and
5.60 m wide), rails for wagons for the cleaning of the channels were installed [88].

9.10.1.2 Wastewater Treatment Processes

The first wastewater treatment processes were developed in the nineteenth century.

Anderson [1], in a treatise about the “Elements of Agricultural Chemistry,” describes the use of the
sewage of towns as manure in the neighborhood of Edinburgh, in 1829. Anderson [1] complains that
several attempts failed in converting the sewage manure into a solid form. In its liquid form, Anderson
[1] stated that sewage manure was employed with the best possible effect in the cultivation of meadows.

A predecessor of the modern septic tank was developed by M. Mouras of France. As a matter of
fact, in 1881 he patented a device he named the “Mouras Automatic Scavenger” it was a kind of a storage
receptacle which was emptied periodically into a local sewer [98]. The term “septic tank” appeared for
the first time in Great Britain, in 1895, used by Donald Cameron in order to describe the septic actions
and processes within his patented device (Crites and Tchobanoglous 1997) [98].

Slater [100] emphasized the importance of sewage by the number and “varied and contradictory
character” of the patents relating to their treatment: “Freezing and heating, concentration and dilution,
electrization and magnetizing, the addition of oxidizers and deoxidisers, of ferments and preventives of
fermentation recommended, if not actually tried, show the want of any distinct and generally recognized
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principle.” The first of 454 patents listed by Slater [100] for their chemical treatment of sewage, from 1846
to 1886 (around 1 patent per month), was by William Higgs and related to the “Precipitates with slaked
lime, and brings the sewage gases evolved in contact with chlorine or hydrochloric acid gas.” Finally, in
order to have an idea of the types of wastewater treatment in use at that time as well as the state of the
art, the following are the titles of the chapters of the Slater’s book:

. Nature and Composition of Sewage

How, When and Where is Sewage Injurious
. Disposal and Treatment of Sewage
Water-Carriage in General

. The Bazalgette System a Failure in London

. Irrigation, its Principle and Conditions

. Modifications of Irrigation

. Filtration

. Precipitation

. Deodorising

. Destruction

. Promiscuous Methods

. Self-Purification

. Detection of Sewage Pollution in Rivers

. Recognition of Purification in Sewage Tanks
. Precipitation Mud, Methods of Drying

. Sewage Manures

. Sewage Legislation

. Sewage Patents

20. Discussion on Dr. Tidy’s Paper, read before the Society of Arts May 5, 1886
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Slater [100] also emphasized the importance of sludge (he used the term “mud”) management and, in
particular, its dewatering since “the mud is a thin paste, containing, on an average, 90 percent, of water.”
According to Slater [100], the best method of dealing with the mud was to run it into a filter press,
similar to those shown in Figure 9.44, where the moisture present was reduced down from 50% to 40%,
according to the pressure put on and the time allowed. The shape and the functioning of them are very
similar to the modern filter presses: “the mud comes out on opening the presses in flat cakes, circular
or rectangular, according to the make of the press, sufficiently coherent for handling” [100]. Moreover,
as reported in Slater [100], at many sewage works some chemicals were added to the sludge in order to
improve its ability to dewater. Thus the sludge conditioning was yet in use at that time.

Slater [100] highlighted the principal problem in the use of the filter press, and in general of the
dewatering process: the management of the removed water. According to Slater [100], 100 tons of sludge
contained around 91 m? of water, of which about 41 m?® were squeezed out by the press. This liquid was

FIGURE 9.44 Examples of filter presses (a, b) for the dewatering of sludge in use at the end of the nineteenth
century. (From Slater, JW., Sewage Treatment, Purification, and Utilization, Whittaker & Co., London, UK., 1888.)
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disposed passing back into the sewage or into the tanks, and was treated over again. This practice was
judged “by no means judicious,” since “the press liquor is far harder to treat than fresh sewage, requiring
an extra dose of chemicals, and even then, giving but a doubtful result. Press liquor, in fact, behaves very
much like stale, putrid sewage.”

In 1869, Sir Edward Frankland began his groundbreaking study of filtration performance on raw
London sewage by packing laboratory columns with various combinations of coarse gravel and peaty
soil. This experiment was the first scientific proof that intermittent sand filtration is an effective treat-
ment for wastewater. The concept of flowing wastewater across some natural material for treatment is
the basis of attached growth processes, also referred to as fixed film [83].

In 1882, the English chemist, Robert Warrington, introduced the idea that the microorganisms con-
tained in the sewage could be conveniently used for the treatment [27]. William Dibdin, an engineer for
the municipal district of London (in 1885), clearly recognized the significance of using microorganisms
to treat municipal wastewater [113].

In 1886, the development of standards for wastewater treatment began with the establishment of the
Lawrence experimental station of the Massachusetts State Board of Health in United States [27,113]. In
1887, the first formal biological waste treatment unit, an intermittent sand filter, was tried at Medford,
Massachusetts [113]. In 1890, the first trickling filter was commissioned (Stanbridge 1976) [27]. One of
the earliest biological filters was used at Salford near Manchester in the United Kingdom [27].

9.10.2 Present Times (1900 to Present)

The wastewater treatment processes were tremendously developed during the twentieth century.
A detailed description of such a development is not the aim of this chapter, even because for the reader
it is easier finding useful bibliographic references, in printed version and, especially, on the Internet. At
the beginning of the century the first wastewater treatment plant appeared in the scene, and during the
following decades becoming much larger and more articulated during the following decades.

The Imhoff Tank, consisting of a cylindrical settling tank and a digestion tank directly underneath
(the first two-storied facility), was patented in Germany, in 1906. In the process of sludge treatment,
digestion was typically followed by dewatering on drying beds and transportation for agricultural
purposes [99].

In the Unites States, the first trickling filter was placed in operation in 1901 (in Madison, Wisconsin);
the first Imhoft tank was installed in 1909; liquid chlorine was first applied for plant-scale disinfec-
tion in 1914 [113]. Around 1913, the idea developed to increase the concentration of aerobic bacteria by
sludge sedimentation after aerating the sewage in a bottle (protected from light) for several hours, to
remove the solid-free water carefully and then add sewage again. Edward Arden and William T. Lockett
from the River Committee of the Manchester Corporation in 1914 were the first persons to observe an
increase in sludge by repeating this process several times. Over the following years, the first activated
sludge batch process was converted to a continuous process using an aeration tank, a sedimentation
tank, and sludge recycle system [117].

In terms of wastewater treatment, the twentieth century has surely to be considered the century of
the activated sludge process, because its invention happened at the beginning of it as well as during the
following decades this process reached full maturity. In fact, according to Cooper [27], we believe that
the activated sludge process had the biggest impact of all processes upon environmental improvement
in the past century.

The first activated sludge plant began operation in United States, in San Marco, Texas, in 1916 [113].
The first British city to fully apply the activated sludge process was Sheffield in 1920 [27]. The first use
of the activated sludge process in Germany was at Essen-Recklinghausen in 1925 [99]. Figure 9.45
shows the flowchart of an activated sludge treatment plant as it appeared around 1930.

Two important steps toward the current state of wastewater treatment were the introduction of arti-
ficial sludge dewatering during the 1960s, and the addition of nitrogen and phosphorus removal to all



Historical Development of Wastewater Management 209

Sedimentation
Clarification
— /\
—>{ Screen r Activated sludge
chamber \r/
|
I I
K-__________________________|
v
Sludge digestion

FIGURE 9.45 Flowchart of an activated sludge (AS) plant around 1930. (Modified from Seeger, H., Eur. Water
Manage. 2, 51, 1999.)

municipal sewage plants after the issuance of new target values for wastewater during the 1980s [99]. It
can be observed that artificial sludge dewatering systems were already existing and operating at the end
of the nineteenth century, as shown in Figure 9.45.

In the United States, primary treatment was the most common form of wastewater treatment until
1972 when the passage of the Clean Water Act mandated secondary treatment. As secondary treatment
became common, public health and the environment improved significantly. By the mid-1980s, almost
every treatment plant in the United States used some form of biological treatment [68].

9.11 Summary and Conclusions

Nowadays, when water is missing at our home (due to unforeseen breakage or planned maintenance
to the aqueduct), we immediately complain. Whilst, usually we are not so interested if the wastewater
treatment plant is out of service or even nonexistent unless we have a major backup of our bathrooms
or toilets. The reasons behind this behavior are many, but the most important could be our “natural”
aversion to human waste. As a matter of fact, when we do not want a baby to touch something, we usu-
ally say: “Don’t touch, it is shit!” So we need not wonder if there is a great lack of information about
wastewater management throughout history. This is surprising if we consider that lack of sanitation
and the consequential bacterial infections have killed more victims than armed conflicts. The limited
written sources referring to relevant matters have a totally different main subject and the incorporation
of lavatory’s, wastewater of sewage information is related with sarcastic comments as in Aristophanes
comedies or directives as in Byzantine monastic Typika.

Studying the history of wastewater offers the possibility to study the history of mankind from a very
unique perspective: it is as if you rummage in the waste bin trying to understand the habits of a family.
In addition, the lavatory and sanitary constructions become quite often a field where the wealth and
prosperity of a society is being presented and demonstrated, a fact that can be testified also during the
older historic times.

It is obvious that technological improvements on wastewater management techniques have occurred
during several historical periods. The presence of financial prosperity and cultural growth contributed
without any doubt on these improvements and, on the contrary, improvements in wastewater manage-
ment tremendously influenced human development. It is evident that the technological solutions have
survived to political, cultural, and religious reformations. On the other hand, it seems that the barbaric
raids and invasions diminished the continuation of the relevant technical practices.

Finally, in order to summarize the historical development of wastewater management, with Table 9.1
we have traced a timeline about historical development of sanitation and wastewater management, in
some cases reaffirming the fundamental concepts presented in the paragraphs of this chapter, and in
other cases providing additional details and points of view.
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