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Preface

Modeling and optimization of computer and communication networks has always
been a significant topic to both researchers and practitioners. The interest in
developing efficient optimization models and methods is motivated by the
deployment of new network services and the growing numbers of users. Armed
with a good set of algorithms, it is possible to design the network across various
protocols, technologies, topologies, and traffic patterns in an efficient way to pro-
vide solutions that meet the expected cost and performance limits.

In the past few decades, a great deal of research has been accomplished on
modeling and optimization of computer and communication networks. However, in
the last few years, networks have undergone an important change driven by the
emergence and rapid expansion of new services. The concepts of cloud computing
and content-oriented networking are some of the most significant and disruptive
technologies that have recently gained wide interest. Cloud computing together
with content-oriented networking have revolutionized the way various network
services are delivered to end users, bringing new research challenges. More
specifically, the key issue is to model and optimize networks with new traffic
patterns to allow cost-effective implementation of recent networking services with
Quality of Service guarantees and high scalability. The need to develop appropriate
and powerful optimization methods for these new services is enhanced by intense
competition among telecoms and network service providers observed in the global
market.

The fact that cloud computing and content-oriented services have proliferated
has triggered a change in the network traffic patterns. In particular, in place of
traditional unicast flows, anycast and multicast transmissions have been gaining
wide acceptance. This trend mostly follows from the nature of cloud computing and
content-oriented services; that is, highly specialized data centers distributed
throughout the network are used as repository for computing and storage. In
addition, the most popular and voluminous content offered in contemporary net-
works is video that can be efficiently delivered to end customers via multicast
streaming. As a consequence, the main aim of this book is to cover various aspects
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of modeling and optimization that are relevant in the context of cloud computing
and content-oriented services, including issues related to anycast and multicast
flows. The emphasis is on formulating the considered problems as mathematical
optimization models in the form of mixed-integer programming (MIP) or integer
programming (IP), and on different optimization methods including branch-and-cut
algorithms, Lagrangian relaxation, and various heuristic and metaheuristic algo-
rithms. Moreover, several numerical experiments are described in order to show the
performance of the optimization methods proposed and to present the know-how on
experimental evaluation of networking problems.

Contemporary networks offer much flexibility in terms of new service deploy-
ment. In fact, different network layers can be utilized to implement services based
on many factors including technical and economic aspects, starting from the
physical layer typically implementing optical technologies, through the network
layer employing connection-oriented protocols like MPLS, and ending with the
application layer solutions realized by overlay networks. To this end, this book
focuses on modeling and optimization of cloud-ready and content-oriented net-
works in the context of different layers and accounts for specific constraints
following from protocols and technologies used in a particular layer. A wide range
of additional constraints important in contemporary networks is addressed in this
book, including various types of network flows, survivability issues, multi-layer
networking, and resource location.

The contents of this book are organized as follows. Chapter 1 briefly presents
information on cloud computing and content-oriented services, and introduces basic
notions and concepts of network modeling and optimization. Chapter 2 covers
various optimization problems that arise in the context of connection-oriented
networks. Chapter 3 focuses on modeling and optimization of Elastic Optical
Networks. Chapter 4 is devoted to overlay networks. The book concludes with
Chap. 5, summarizing the book and presenting recent research trends in the field of
network optimization. The material of each chapter is mostly self-contained.

The book presents the author’s research results gained during the past eight
years. Some of these results have been published in prestigious international
journals and conference proceedings. As well as including additional new results,
the existing results are finalized, extended, and presented in a comprehensive and
cohesive way.

I would like to thank Prof. Janusz Kacprzyk for including my book in the
prestigious Springer series “Studies in Systems, Decision and Control,” and
Springer’s staff members for their kind cooperation and support during the pub-
lishing process.

The book would not have been written without the continuing support and help
from a number of colleagues and students from the Department of Systems and
Computer Networks, Faculty of Electronics, Wrocław University of Technology.
I am especially grateful to Prof. Michał Woźniak, my former and current Ph.D.
students: Michał Aibin, Damian Bulira, Grzegorz Chmaj, Jakub Gładysz, Róża
Goścień, Wojciech Kmiecik, Michał Kucharzak, Adam Smutnicki, Maciej Szostak,
and my M.Sc. students: Wojciech Charewicz, Maciej Donajski, Tomasz Kacprzak,
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Chapter 1
Introduction

This chapter introduces basic ideas related to cloud-ready and content-oriented net-
works. First of all, the concepts of cloud computing and content-oriented networking
are described and examined in the context of the evolution of computer and commu-
nication networks. Next, we present how to model network flows including different
approaches related to unicast, anycast andmulticast flows.Moreover, a brief descrip-
tion of various optimization methods that can be applied to solving optimization
problems related to cloud-ready and content-oriented networks is reported. Finally,
the chapter is concluded with a short discussion about conventions used in the book
concerning naming and numbering.

1.1 Cloud-Ready and Content-Oriented Networks

The presentation starts with an introduction to cloud computing and content-oriented
networking. Aswell as providing a general description of the key aspects of these two
concepts, we want to show how the shift in information technology towards cloud
computing and content-oriented solutions impacts computer and communication
networks and in consequence, what new research challenges appear in the field of
network modeling and optimization.

1.1.1 Cloud Computing

Recently, the cloud computing paradigm has evolved from an emerging approach to a
recognized solution for delivering IT services. The concept of cloud computingmerg-
ingflexible networking capabilities and scalable distributed computing is an excellent
response to many contemporary challenges both in business and research domains.
Cloud computing—as a general idea—is not new. However, the growth and maturity
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2 1 Introduction

of cloud computing methods observed in recent years have demonstrated that cloud
computing overwhelmed previous approaches related to distributed processing such
as utility computing and grid computing. In fact, cloud computing is the result of
a long evolution of different technology-centric developments and business-centric
trends mostly focused on the concept of outsourcing. In addition, the advent of cloud
computing has convinced many business and technology leaders, that a new concept
of combining and sharing IT resources can provide a big advantage over the classic
approach of building and maintaining them. Consequently, the cloud computing con-
cept is now a flexible, cost-effective and settled solution for a wide range of business
and customer services [1].

Numerous definitions of cloud computing have been proposed, the following
definition proposed by the National Institute of Standards and Technology [2] has
received the highest industry-wide acceptance:

Cloud computing is a model for enabling ubiquitous, convenient, on-demand network
access to a shared pool of configurable computing resources (e.g., networks, servers, stor-
age, applications, and services) that can be rapidly provisioned and released with minimal
management effort or service provider interaction.

The current popularity of the cloud computing paradigm arises mostly from sev-
eral IT trends observed in the last two decades including: the dot-com boom which
started a seismic explosion of interest in outsourcing IT services; popularity, matu-
rity and scalability of the contemporary Internet; deployment of data centers by
companies such as Google, Amazon and Microsoft; and virtualization technologies.
In addition, we must point out another significant trend, namely, the growing need
to process huge volumes of data known as the Big Data concept. Big Data is a gen-
eral concept that is related to the tremendous growth, availability and use of various
types of information coming from numerous different sources, e.g., climate informa-
tion, medical records, stock ticker data, financial transactions, purchase transaction
records, sensor data, social media, and digital photos and videos [1, 3–5].

In order to illustrate the influence of cloud computing services on the develop-
ment of computer and communication networks, several statistics and forecasts will
be reported. We use the data provided by Cisco in the Cisco Global Cloud Index
report [6] and the Cisco Visual Networking Index report [7]. In these reports, Cisco
categorizes the network traffic and presents various statistics including volume of
the traffic per year in exabytes (EB) (where 1E B = 1018 B) and the predicted value
of the CAGR (Compounded Annual Growth Rate) parameter.

First of all, the growing acceptance of cloud computing services and the former
popularity of grid computing services have initiated major changes in the Internet
traffic. Mostly, these trends follow from the fact that an increasing number of various
workloads are served by a data centers accessed through the Internet. Therefore, the
majority of the traffic can be categorized as a data center traffic. According to [6],
the network traffic can be divided into the following categories:

• Data center to user—defined as traffic that flows from the data center to end users
through the Internet; for instance, streaming video to a mobile device or PC.
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• Data center to data center—defined as traffic that flows between data centers; for
instance, moving data between clouds, or copying content to multiple data centers
as a part of a content distribution network.

• Within data center—defined as traffic that remains within the data center; for
instance, moving data from a development environment to a production environ-
ment within a data center, or writing data to a storage array.

• Non-data center traffic—defined as all traffic not related to data centers; for
instance, P2P (Peer-to-Peer) traffic, direct moving data between two individual
machines.

Figure1.1 presents a forecast of various types of traffic for years 2013–2018. The
largest part of the overall traffic refers to the traffic inside the data centers that will
reach 6389 EB in year 2018. Data center to data center traffic is predicted to increase
in the most rapidly with a CAGR of 29%, while the traffic not related to data centers
will remain relatively stable in the near future (only 4% of CAGR) [6].

Figure1.2 shows a prediction of data center traffic divided into two categories:
cloud data center traffic and traditional data center traffic. More specifically, the
former one is defined as the traffic associated with cloud consumer and business
applications, while the latter is defined as traffic associated with non-cloud consumer
andbusiness applications.Global cloud trafficwill increase nearly 3.9-fold from2013
to 2018 with CAGR of 32%. In turn, the traditional data center traffic will grow at
a much slower rate. In addition, it is worth mentioning that by 2018, 78% of all
workloads processed in the data centers will be executed in the cloud. Moreover,
the workload density defined as the number of workloads per physical server for
cloud data centers will increase from 5.2 in 2013 to 7.5 by 2018. The corresponding
numbers concerning traditional data centers are 2.2 in 2013 and 2.5 in 2018, which
clearly shows that cloud data centers are expected to better facilitate the concepts of
virtualization. These trends also follow from the fact that cloud computing solutions
are promoting migration of workloads across servers, both inside data centers and
among data centers located in different geographic areas. Besides that, end-user
cloud computing applications are supported by several workloads distributed across
servers, which creates multiple streams of traffic within and between data centers [6].

Fig. 1.1 Various types of traffic—prediction for years 2013–2018



4 1 Introduction

Fig. 1.2 Cloud data center traffic versus traditional data center traffic in years 2013–2018

Fig. 1.3 Business data center traffic versus consumer data center traffic in years 2013–2018

Finally, Fig. 1.3 reports a forecast with regard to two segments of data center
traffic, i.e., business and consumer. Business data centers are usually focused on
organizational needs and handle traffic for business needs that may have higher
security requirements. Consumer data centers typically serve a wider audience and
handle traffic for themass consumer base. The key observation is that consumer traffic
will grow at a faster rate than business traffic (26 vs. 17%) and in 2018 consumer
traffic will account for approx. 67% of the overall data center traffic. It should be
pointed out that real-time and time-sensitive applications are important for both
the business and consumer segments. However, for the business segment, another
important service is related to fast and flexible access to large data archives, that are
used—according to the Big Data concept—to enable advanced analytics of largely
unstructured data archives which can build a competitive business advantage. In turn,
for the consumer segment of the data center traffic, the killer application seems to
be video and audio streaming. Moreover, newer consumer-oriented services such as
personal content lockers are also gaining inmuch attention.Note that personal content
lockers is a cloud computing service that allows users to store and share various
electronic content (e.g., music, photos, and videos) through an easy-to-use interface
at a relatively low or no cost. The key driver behind the concept of personal content
lockers is the popularity of mobile devices such as tablets and smartphones [6].
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A cloud delivery model denotes a specific combination of IT resources used to
provide services in cloud computing systems. There are three major cloud delivery
models [1, 2, 8, 9]:

• Infrastructure-as-a-Service (IaaS). The IaaS delivery model assumes that the
provider outsources to customers a self-contained IT environment with infrastruc-
ture including hardware, storage, servers, virtual machines, networking compo-
nents and other bare IT resources. The provider is the owner of the equipment and is
responsible for housing, operation, and maintenance. The key difference from tra-
ditional hosting or outsourcing services is that the IaaS model provides resources
that are usually virtualized and packaged into bundles. The main goal of using the
IaaS model is to offer customers a high level of control over its configuration and
utilization.

• Platform-as-a-Service (PaaS). In this model, customers are provided with a pre-
defined and ready to use IT environment comprised of virtualized servers and asso-
ciated services (e.g., operating system, programming language execution environ-
ment, database, web server) for developing, testing and running applications. The
key benefit of the PaaS model is that customers are not involved in the administra-
tion duties such as setting up and maintaining of the bare infrastructure resources.
However, a potential drawback of the PaaS concept is a lower level of control over
the underlying IT resources compared to the IaaS model.

• Software-as-a-Service (SaaS). The SaaS delivery model represents a case where
applications are hosted by the provider andmade available to customers over a net-
work, typically the Internet. Customers do not have tomanage the cloud infrastruc-
ture and platform used to run the software. Consequently, the maintenance of IT
resources is significantly simplified. However, at the same time, customers have a
very limited administrative control over the SaaS implementation.

The SaaS approach seems to be a dominant model, mainly due to its fast deploy-
ment of various IT technologies that support web services and service-oriented archi-
tecture (SOA). Additionally, the SaaS model provides the highest level of simplicity
and elasticity from the business point of view. More specialized cloud delivery mod-
els include concepts such as Storage-as-a-Service, Database-as-a-Service, Security-
as-a-Service, Communication-as-a-Service, Integration-as-a-Service, Testing-as-a-
Service, and Process-as-a-Service [1].

Most of the IT services offered in the cloud computing model are provisioned by
specialized data centers frequently located far away from customers; the communi-
cation networkmakes it possibile to exchange information between customers and IT
resources providing the requested services. Therefore, the communication network
is a crucial element of the cloud computing idea. The key requirements for cloud-
ready networks are flexibility defined as the ability to guarantee the required capacity
on demand, multilayer oriented network management, and cross-strata capabilities
offering a joint optimization of the resources of the cloud-based application and the
underlying network providing connectivity [10]. Furthermore, it should be empha-
sized that existing networks mostly account for unicast (one-to-one) transmission,
whilst the variety of applications offered in the cloud computing model leads to new
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traffic patterns including anycast (one-to-one-of-many) and multicast (one-to-many)
flows. Finally, aggregation of cloud computing processing in a relatively small num-
ber of places (data centers) makes the network traffic on links adjacent to data centers
becomes voluminous, and the network must be designed properly, in order to cope
with this problem [3].

As mentioned above, one of the key technology drivers for cloud computing is
virtualization. The concept of virtualization can be defined as a process of converting
a physical IT resource into a virtual resource. More precisely, virtualization makes it
possible to abstract the details of physical resources (e.g., server, storage, network,
power) and provides virtualized IT resources. An illustrative example of the virtu-
alization concept is a virtual machine defined as a computing environment with an
operating system and installed applications. User software being run on a virtual
machine is separated from the underlying hardware resources. Therefore, the con-
cept of virtual machines provides hardware independence. As a result, virtualization
makes cloning and manipulating of virtual resources significantly easier than dupli-
cating physical resources. For instance, virtual machines can be copied easily and
moved between hosting machines. The migration of virtual machines can be made
within the data center or outside the data center. In the second case, the migration has
a twofold influence on the network traffic. Firstly, virtual machines and all associ-
ated data must be transmitted (migrated) between data centers. Secondly, all network
traffic related to the migrated systems is transferred to/from a new data center. In
consequence, themigrationmechanism offered in the context of virtualizationmakes
it possible to use anycast transmission [1, 3, 4, 8, 9, 11]. For a detailed description
of cloud computing concepts as well as other information on networking aspects of
cloud computing services refer to [1, 3, 4, 8–15].

1.1.2 Content-Oriented Networking

The concept of content-oriented networking has been gaining much attention in
recent years. The main reason is the fact that a growing volume of the Internet traffic
is generated by diverse content-oriented applications and services including various
types of electronic content such as video streaming, music streaming, web objects
(text, graphics, music), software distribution, on-demand media streaming, and file
sharing. In consequence, efficient content delivery over the network has become a
significant requirement for enhancing the web performance for both fixed andmobile
users. Figure1.4 presents the Cisco predictions of global consumer Internet traffic
by sub segments between 2014 and 2019 [7]. One can observe that the video traffic
will grow with a CAGR of 33% and will account for 80% of all consumer Internet
traffic in 2019. Moreover, Cisco forecasts that video on demand traffic will increase
100% from 2014 to 2019. These figures do not embrace video exchanged through
P2P file sharing. Overall video traffic including TV, video on demand, Internet, and
P2P will be in the range of 80 to 90% percent of global consumer traffic by 2019.
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Fig. 1.4 Global consumer Internet traffic by sub segments—prediction for years 2014–2019

In addition, Netflix—the most popular video streaming service in the US—currently
generates approx. 37% of all consumer traffic in North America.

Since existing Internet architecture designed in the 1960s and 1970s is based on
the host-to-host communicationmodel, most of the currently used solutions are inad-
equate when a growing number of users focus on content rather than specific hosts.
Content-oriented networking is a relatively new communication approach which
focuses on what is transmitted rather than where the information is transmitted (i.e.,
which network elements are exchanging the information). In consequence, networks
are largely perceived mostly from the perspective of the content exchanged in them
rather than network elements such as hosts, devices and links.Moreover, information
is decoupled from its sources by means of a clear location-identity split, i.e., infor-
mation is named, addressed, andmatched independently of its location. Accordingly,
information may be located anywhere in the network. Key mechanisms required to
realize the idea of the content-oriented networking approach are in-network caching,
multiparty communication through replication, and interaction models decoupling
senders and receivers. The key goal of developing content-oriented networking solu-
tions is to provide a network infrastructure that is better suited to content distribution
and more resilient to disruptions and failures. Architectures based on the content-
oriented networking have many advantages over classic IP networking, e.g., scal-
able and cost-effective content distribution, persistent and unique naming, enhanced
integrity and security, mobility, multihoming, reliability improvement, and better
scalability [16–18]. Note that in the literature many various terms are used instead
of content-oriented networking to denote related concepts, i.e., information-centric
networking, content-centric networking, and content-aware networking [16, 18].

It is worth mentioning that the concept of content-oriented networking is yet to
be settled in detail. Discussion are ongoing on many technical aspects including the
general service model, architecture, and protocols that will be standardized, although
there is consensus on some of the features that content-oriented networking will
provide. A more thorough review and analysis of content-oriented networking can
be found in [16–27].
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The deployment and implementation of the content-oriented networking idea
requires many new technology solutions and radical changes in existing networks.
Since the networking world favors evolution-based progress over revolutions, the
concept of Content Delivery Networks (CDNs) offers a compromise and is a popular
solution used online as a step towards the full implementation of content-oriented
networking. According to [28], CDN is defined as follows:

A content delivery network represents a group of geographically dispersed servers
deployed to facilitate the distribution of information generated by web publishers in a timely
and efficient manner.

In CDNs, the requested content is delivered to end users on behalf of origin web
servers. The original information is offloaded from source sites to other content
servers located in different locations in the network, usually in data centers. Usually,
CDNs attempt to find the closest site offering the requested content. The set of
content stored in particular CDN servers is selected carefully to approach the hit
ratio of 100%, which means that almost all requests to replicated servers are fulfilled
[28–33].

Figure1.5 reports the Cisco predictions of network traffic for years 2014–2019
divided into two categories: CDN traffic and non-CDN traffic [7]. By 2019, CDNs
will carry over half of Internet traffic and 62% of all Internet traffic will cross CDNs
by 2019, up from 39% in 2014. Furthermore, in this period of time CDN traffic will
grow much faster (CAGR of 38%) compared to non-CDN traffic (CAGR of 15%).
It should be noted that 72% of all Internet video traffic will be delivered by CDNs by
2019, up from 57% in 2014. Additionaly, Akamai—one of the most popular global
CDN providers—claims to deliver between 15% and 30% of all web traffic reaching
more than 25 Tb/s.

CDNswere proposed to overcome the limitations ofWeb caching solutions which
were the first widely implemented network storage solution. The main drawbacks of
Web caching are limited scalability, problems with content consistency and lack of
transparency for end users. In addition, these drawbacks have been brought to light
by the growing popularity of services such as dynamic content, video on demand
and live streaming. The key benefit of CDNs is that content servers spread over

Fig. 1.5 CDN traffic versus non-CDN traffic—prediction for years 2014–2019
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the Internet cooperate for content delivery to ensure the highest possible level of
diverse QoS parameters embracing delay, throughput and availability. In turn, the
main advantage of CDNs from the end user perspective is that content servers are
completely transparent to users, and they proactively replicate the content at various
network locations with a large number of direct interconnections to many operator
networks and ISPs [19, 28, 29, 31, 33].

From the business point of view, the CDN operational model embraces three
main parties, i.e., the content provider, the CDN provider and the network operator.
Since there are no standard mechanisms for content publication and delivery to end
users, the whole process is usually based on manual configuration according to the
specific content and CDN technology being used. Another interesting issue in the
cooperation between the main three parties involved in CDNs is the business model.
In themost popular approach known as content-centric, the content provider pays the
CDN (who usually owns no transport networks) to provide the content to end users
by replicating it in various data centers located close to end users. The CDN ensures
that their data centers have good connections to backbone networks of telecoms and
ISPs to offer access to the content with low delay and high availability. Another
possible scenario of the CDN business model is the access-centric approach, when
the telecoms and ISPs pay the CDN to serve popular content from caches close to
their subscribers. However, the access-centric model of CDN evolves into a scenario
where the telecoms and ISPs deploy their ownCDN services. Finally, a recent trend is
that the largest web content providers such as Facebook, Google, Alibaba, Microsoft
and Netflix build their own CDNs to offer their customers high-quality access to
content [19, 28, 34].

There are two main types of CDNs: push-based and pull-based [28, 30]. In the
former case, the content provider is responsible for uploading the content directly to
the CDN. The main benefit of this approach is flexibility, since the content provider
decides which files are uploaded to the CDN. In the latter case, the content provider
just rewrites the content URLs to the CDN, and the CDN then takes responsibility for
uploading the content to the network and caching it until it expires. However, it should
be stressed that regardless of the delivery model (push vs. pull), the traffic pattern of
the CDN is the same. In essence, each required piece of information is sent once to
each network node hosting a CDN server (data center). Next, requesting users fetch
the content from one of the CDN servers. The first phase usually does not contribute
much to the overall network traffic, while the second phase—depending on content
popularity—may generate very large volumes of traffic. For further information on
CDNs, the reader is referred to [19, 23, 26, 28–33].

The key assumption behind both content-oriented networking and CDNs is that
the same content requested by end users is replicated in various locations (mostly data
centers) geographically dispersed in the network. This fact naturally offers the oppor-
tunity for using the anycast transmissions as the best way to ensure cost-effective and
highly resilient delivery of the content. Moreover, when content is to be delivered to
multiple users at the same time (e.g., live video/music streaming, software distribu-
tion), the most advantageous transmission approach is multicast, since it minimizes
the consumption of network bandwidth and provides high scalability.



10 1 Introduction

1.1.3 Network Architecture Model

In this book, we focus on three network layers that can be used to implement and
deliver cloud computing and content-oriented services. In particular, Fig. 1.6 shows
a generic network architecture addressed in the book. At the top of this architecture
is the application layer, which provides the cloud computing and content services
using the concept of overlay networks. The middle layer includes basic network
transport technologies and protocols, e.g., MPLS (MultiProtocol Label Switching),
ATM (Asynchronous Transfer Mode) and Connection-Oriented Ethernet. The com-
mon attribute of technologies and protocols considered in the intermediate layer
is connection-oriented networking, i.e., information belonging to the same traffic
demand is transmitted along a predefined connection from the source to the desti-
nation along one routing path. Finally, the lower layer refers to an optical backbone
network based on transparent or translucent solutions, where traffic remains in the
optical domain as it transits the network nodes. It is assumed that the Elastic Opti-
cal Network (EON) is implemented in the optical layer. The concept of EON is a
natural successor to the most popular optical backbone technology at the moment:
Wavelength Switched Optical Networks (WSONs) based on the WDM technology.

Following the presented network architecture, the book is divided into three main
chapters. In Chap.2, we start with a discussion on connection-oriented networks,
since the optimization models and algorithms developed in the context of this type
of networks are the most straightforward. Chapter3 covers topics related to the opti-
mization of EONs. Finally, Chap.4 focuses on the optimization of overlay networks.

Theproposed architecture accounts for themost popular scenarios commonlyused
to realize cloud computing and content-oriented services. In essence, the default
layer applied by the majority of users to provide cloud computing and content-

Fig. 1.6 Three-layered
network architecture model

http://dx.doi.org/10.1007/978-3-319-30309-3_2
http://dx.doi.org/10.1007/978-3-319-30309-3_3
http://dx.doi.org/10.1007/978-3-319-30309-3_4
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oriented services is the network layer. The reason is that the majority of business
and consumer users access the Internet using technologies and protocols included
in the network layer only, since most networking services offered by telecoms and
ISPs (Internet Service Providers) are implemented in this layer. However, in some
cases provisioning of cloud computing or content-oriented services must account for
additional requirements and constraints.

As some cloud computing and content-oriented services may require very high
volumes of network traffic related to data centers, network transfers with bit-above
beyond 100 Gb/s are expected. The most effective way to provide such high- band-
width services is to use the optical layer directly, since higher layers are either not
able to ensure such transfers or cannot provide them in a cost-effective manner.
Data centers that provide almost all cloud computing and content-oriented services
are connected to the Internet by optical connections, and optimization of network
resources in the optical layer directly should provide substantial benefits including
a reduction of administration overheads that occur when many network layers are
involved in provisioning network services.

On the other hand, some cloud computing and content-oriented services require
extra features and functions that are not available in the network or optical layers,
e.g., extra security requirements, new routing protocols and specific QoS parame-
ters. Moreover, when implementing cloud computing and content-oriented services
in the network or optical layer, the user is highly limited to the existing offering of
telecoms and ISPs, since it is difficult to convince institutional network operators
to implement new solutions in their networks or the cost of these new solutions is
not affordable for the users. In consequence, network services accessible in the net-
work and optical layers may lack the expected flexibility and scalability. In addition,
enhancing interworking among different layers in order to improve network func-
tionality may involve the adoption of complex and inflexible interfaces between the
layers, and thus this solution is not efficient enough to provide the required QoS
and to meet the limited budget. An ideal answer to these problems is the concept of
overlay networks implemented in the application layer. Overlay networks overcome
various limitations of the lower layers in a relatively simple and cost-effective way.
Moreover, as overlay services are developed using only the default, point-to-point
connectivity provided by underlying layers, it is not necessary to cooperate with
parties operating the underlying networks when a new overlay service is started or
an existing overlay service is modernized.

Each of the three analyzed layers is characterized with various technological and
operational attributes and constraints.More details regarding each layer are presented
in the following chapters.

1.2 Flow Modeling

In terms of topology, computer and communication networks can be modeled as
graphs with possible additional constraints (e.g., link capacity constraint). However,
the main goal of networks is to send information. Therefore, network modeling must
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account for the flow of data (information) between network nodes. Consequently, a
pure graph-oriented approach is not sufficient for detailedmodeling and optimization
of computer and communication networks. Therefore this section introduces and
analyzes a range of concepts of flow modeling. The majority of the presented basic
models are based on a general concept of multicommodity flows that is broadly used
to model various kinds of network flows. Three types of network flows, namely
unicast, anycast and multicast, will be addressed. Unicast flow is the basic approach
to sending data in computer and communication networks widely applied in many
services and applications. In contrast, anycast and multicast flows are relatively new
approaches that have been gaining momentum recently due to the proliferation of
cloud computing and content-oriented services.

The theory of multicommodity flows was originally developed in the mid-20th
century in the context of transport networks. A commodity is simply defined by
a source node, destination node and volume (bit-rate) [35, 36]. The main idea
behind multicommodity flows is the assumption that the bit-rate of each commodity
(demand) expressed in b/s (bits per second) is constant.More specifically, all demands
to be provisioned in the network are defined with a constant intensity of information
arrival. In the context of a transport (backbone) network carrying aggregated traffic
consisting of numerous single sessions, the assumption that demands have a constant
rate is quite reasonable. Another example of network flows with a fixed bit-rate are
streaming services such as video streaming, IPTV, radio, etc. However, it should be
noted that single transmission between individual users is usually characterized with
the bit-rate changing over the time. Modeling and optimization of such traffic is a
major challenge [37, 38]. For a comprehensive surveyon the topic ofmulticommodity
flows, the reader is referred to [35–45].

1.2.1 Unicast Flows

This section focuses on unicast flows defined as one-to-one transmissions, i.e., every
commodity has exactly one source node and one destination node [37, 44, 46, 47].

One Commodity Flow

First, a basic concept of one commodity flows is introduced. The network is modeled
as a graph G = (V, E), where V is a set of nodes (vertices) and E is a set of edges
(directed links). Let δ+(v) = {(v, w) : (v, w) ∈ E} be a set of links that originate
at node v. Similarly, let δ−(v) = {(w, v) : (w, v) ∈ E} denote a set of all links that
terminate in node v. A single commodity (demand) is defined by a source node s,
destination node t and volume h. The flow of one commodity is defined as a function
x : E → R1:
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∑

e∈δ+(v)

x(e) −
∑

e∈δ−(v)

x(e) =
⎧
⎨

⎩

+h if v = s
−h if v = t,
0 otherwise

v ∈ V (1.2.1a)

x(e) ≥ 0, e ∈ E . (1.2.1b)

Function x(e) denotes the flow of the commodity sent on link e. Notice that the
left-hand side of (1.2.1a) is the difference between the flow leaving and entering a
particular node v. If v is the source node (v = s), this value must be h (volume of the
commodity), since the flow of value h must leave node s considering all links leaving
and entering node s. In case of the destination node (v = t), the same value must
equal −h, since the flow of volume h must enter the considered node v again taking
into account all links leaving and entering node v. Finally, if the node v is neither
the source nor the destination node of the commodity (v �= s, t), the flow balance
at node v (left-hand side of (1.2.1a)) must be 0 and such nodes are called transit
nodes. Note that the constraint (1.2.1a) is known as a flow conservation law [37,
41]. Constraint (1.2.1b) ensures that the flows cannot be negative.

It should be noted due to technological constraints, links of communication net-
works have a limited. Let ce denote the capacity of link e expressed in the same
quantity (e.g., b/s, Kb/s, Mb/s, Gb/s, etc.) as a commodity volume. Typically, the
definition of one commodity flow must incorporate a following link capacity con-
straint (i.e., flow on a particular link cannot exceed the link capacity):

x(e) ≤ ce, e ∈ E . (1.2.1.c)

Note that for the sake of simplicity the symbol xe will be used from now on instead
of x(e).

Node-Link Formulation

The presentation proceeds with a node-link formulation of multicommodity flows.
Multicommodity means that multiple commodities are transmitted in the network
simultaneously. A single commodity (also referred to as demand) is defined as a set
of information having the same source node and destination node. Let hi j denote the
demand volume of traffic from node i do node j . It is assumed that all commodities
(demands) are included in set D. Let sd and td denote the source and destination of
demand d ∈ D, respectively. Let hd be the volume (bit-rate) of demand d, i.e., hd =
hi j for i = sd and j = td . There are two ways of formulating multicommodity flows:
node-link notation and link-path notation. The multicommodity flow formulated
using the node-link notation is defined by the following model.

Unicast/Bifurcated/Node-Link
sets

V nodes
E links
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δ+(v) links leaving node v
δ−(v) links entering node v
D demands

constants

hd volume (requested bit-rate) of demand d
sd source node of demand d
td destination node of demand d
ce capacity of link e

variables

xed flow realizing demand d allocated to link e; 0, otherwise (continuous, non-
negative)

constraints

∑

e∈δ+(v)

xed −
∑

e∈δ−(v)

xed =
⎧
⎨

⎩

+hd if v = sd

−hd if v = td ,
0 otherwise

v ∈ V, d ∈ D (1.2.2a)

∑

d∈D

xed ≤ ce, e ∈ E . (1.2.2b)

Note that the flow conservation law of the above model given by (1.2.2a) is very
similar to (1.2.1a). The only difference between these two equations is an additional
lower index d related to demands. More specifically, xed denotes the flow of com-
modity d in link e. In (1.2.2a), for every demand d the balance of flow in each node v
is checked (left-hand side of (1.2.2a)). As above, in the case of the source node of
a particular demand d (v = sd ), the value must be equal to the demand volume hd .
In the case of the destination node of demand d (v = td ), the right-hand side of
(1.2.2a) must be −hd . Finally, for all transit nodes (v �= sd , td) the flow balance is
0. Moreover, it is clear that

∑
d∈D

xed denotes the overall flow in link e calculated as

a of all demands included in set D. Using this definition of a link flow, the capacity
constraint is formulated as (1.2.2b).

There are two types of multicommodity flows [37, 38]:

• Bifurcated flows. The commodity (demand) can be split and sent using many
different paths (routes) in the network.

• Non-bifurcated (unsplittable, single-path) flows. The whole commodity (demand)
is sent along a single path (route).

Notice that model (1.2.2) is formulated for bifurcated multicommodity flows,
since the flow variables xed are defined as continuous and non-negative. As a conse-
quence, the flow of each demand can be realized by different paths. More precisely,
according to constraint (1.2.2a) for all links leaving the source node of demand d
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(included in set δ+(sd)), the sum of xed must be equal to hd . However, since vari-
ables xed are continuous and non-negative, the flow of volume hd can be allocated to
different links from set δ+(sd) in any configuration and the only requirement is that
the whole flow leaving node sd must be exactly hd .

The next model assumes non-bifurcated flows, i.e., the whole demand must be
realized on a single path. The key difference from the previous model (1.2.2) is that
variables xed are defined as binary and denote simply whether demand d uses link e
or not.

Unicast/Non-Bifurcated/Node-Link
sets

V nodes
E links
δ+(v) links leaving node v
δ−(v) links entering node v
D demands

constants

hd volume (requested bit-rate) of demand d
sd source node of demand d
td destination node of demand d
ce capacity of link e

variables

xed = 1, if demand d uses link e; 0, otherwise (binary)

constraints

∑

e∈δ+(v)

xed −
∑

e∈δ−(v)

xed =
⎧
⎨

⎩

+1 if v = sd

−1 if v = td ,
0 otherwise

v ∈ V, d ∈ D (1.2.3a)

∑

d∈D

xed hd ≤ ce, e ∈ E . (1.2.3b)

As well as the fact that variables xed are defined as binary, another difference
between the non-bifurcated model (1.2.3) and the bifurcated model (1.2.2) can be
observed in constraints. In particular, the right-hand side of (1.2.3a) is equal to 1,−1
or 0, depending on the type of node being considered. Moreover, the left-hand side
of the link capacity constraint (1.2.3b) is modified, since the demand volume hd is
included.
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Link-Path Formulation

Multicommodity flows can also be defined using a link-path formulation. First, a
notation of a path must be defined. Let v1, v2, . . . , va , (a > 1) be a sequence of
various nodes where (vi , vi+1) is an oriented link for each i = 1, . . . , (a − 1). A
sequence of nodes and links v1, (v1, v2), v2, . . . , va−1, (va−1, va), va is called a path.
For each commodity (demand) d ∈ D, there is a set of candidate paths connecting
nodes sd and td (end nodes of the demand). Let P(d) be a set of candidate paths for
demand d. Note that the set of candidate paths can contain either all possible paths
that can be constructed in the graph or only selected subset of paths. To limit the
number of candidate paths various approaches can be used including the k-shortest
path algorithm and the hop-limit approach [48]. To define each path, the constant δedp

is used. To bemore specific, δedp is set to 1 if path p of demand d includes link e and 0
otherwise. The flow variable is xdp (0 ≤ xdp ≤ hd ) and denotes the flow of demand d
allocated to path p. The link-path formulation of bifurcated multicommodity flows
is as follows.

Unicast/Bifurcated/Link-Path
sets

E links
D demands
P(d) candidate paths for flows realizing demand d

constants

δedp = 1, if link e belongs to path p realizing demand d; 0, otherwise
hd volume (requested bit-rate) of demand d
ce capacity of link e

variables

xdp flow realizing demand d allocated to path p; 0, otherwise (continuous, non-
negative)

constraints

∑

p∈P(d)

xdp = hd , d ∈ D (1.2.4a)

∑

d∈D

∑

p∈P(d)

δedpxdp ≤ ce, e ∈ E . (1.2.4b)

Equation (1.2.4a) is in the model to ensure that the whole volume of demand d is
realized in the network using candidate paths included in set P(d). Since bifurcated
flows are assumed, the demand can be provisioned using more than one path. The
second condition (1.2.4b) is a link capacity constraint. Note that the left hand side
of (1.2.4b) calculated the overall flow on link e.
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The corresponding link-path formulation for non-bifurcated flows is obtained by
changing the flow variable xdp to a binary one.

Unicast/Non-Bifurcated/Link-Path
sets

E links
D demands
P(d) candidate paths for demand d

constants

δedp = 1, if link e belongs to path p realizing demand d; 0, otherwise
hd volume (requested bit-rate) of demand d
ce capacity of link e

variables

xdp = 1, if path p is used to realize demand d; 0, otherwise (binary)

constraints

∑

p∈P(d)

xdp = 1, d ∈ D (1.2.5a)

∑

d∈D

∑

p∈P(d)

δedpxdphd ≤ ce, e ∈ E . (1.2.5b)

In the above model (1.2.5)—as in the case of node-link formulations—both con-
straints have to be adjusted slightly in comparison with the bifurcated formula-
tion (1.2.4). Firstly, the right-hand side of (1.2.5a) is now 1, what ensures that exactly
one candidate path is selected to realize a particular demand. Secondly, the demand
volume hd is added to the left-hand side of (1.2.5b).

Comparison of Formulations

We now present a short comparison and discussion of the presented modeling
approaches, namely, node-link and link-path. The numbers of variables and con-
straints for both formulations are shown in Table1.1.

The key difference between the formulations lies in the fact that using the link-
path formulation, the model can be tuned to find a tradeoff between accuracy and
complexity. More specifically, the node-link formulation by default includes all pos-
sible routing paths for each considered demand (commodity), which follows directly
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Table 1.1 Comparison of unicast flow formulations

Model Number of variables Number of constraints

Node-link formulation |D||E | |D||V | + |E |
Link-path formulation |D||P| |D| + |E |

from the flow conservation constraints. On the other hand, the link-path formula-
tion can use only a limited set of routing paths. In consequence, the solution of the
optimization problem calculated using the link-path modeling with a limited set of
candidate paths is not guaranteed to be optimal in a global sense, which is guaran-
teed if the node-link modeling is applied. However, the link-path modeling requires
|D||P| decision variables, while the node-link modeling needs |D||E | decision vari-
ables, where |D| is the number of demands, |E | is the number of links, and |P| is the
number of candidate paths for one demand. Additionally, in terms of the number of
constraints, there is a clear difference in terms of the complexity. In fact, the link-path
formulation uses |D| constraints to ensure the routing, while the node-link formula-
tion in the flow conservation law constraints requires |D||V | constraints. In addition,
both formulations need |E | constraints for the link capacity control. Note that for a
larger network, we can set the number of candidate paths |P| to a much lower value
compared to the number of links |E | or number of nodes |V |, which can significantly
reduce themodel size. In consequence, the link-pathmodel can be solvedmuch faster
than the node-link model by using either exact methods such as branch-and-bound
or branch-and-cut algorithms or heuristic algorithms. Moreover, in some cases the
node-link model—according to a very large size—cannot be solved at all due to a
lack of computer memory required to create and next to solve this model.

1.2.2 Anycast Flows

This section introduces two formulations of anycast flows: node-link and link-path.
Since most network technologies and protocols currently utilized as services using
the anycast paradigm are connection-oriented, only non-bifurcated flows will be
considered in the models. However, the following models can be easily adapted to
bifurcated flows in the same way as the unicast formulations presented in Sect. 1.2.1.

Anycast is an one-to-one-of-many transmission technique of delivering informa-
tion to or from one of many hosts providing the same information. Anycasting was
proposed in [49] in the context of the IP protocol to address a situation where a
service requested by a host, application or user is supported by several servers, and
the requesting party does not care, which server is used. Since then, anycasting
has been applied in the context of various network protocols and technologies as a
typical approach in situations when the same content/service is replicated in many
different locations in the network [3, 50–73]. For instance, a CDN system using
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many data centers (DCs) providing the same content (e.g., Akamai, YouTube) can
be considered to be a good example of applying anycasting to content delivery. In
turn, cloud computing services provisioned by various data centers illustrate the case
when anycasting can be applied to providing a range of services.

It should be stressed that anycasting—as a whole—is a complex approach and
its implementation in communication networks triggers the need to cope with many
problems such as replica location, replica ranking, replica consistency, redirection
of requests, accounting, security, and routing [28, 29, 33].

Firstly, some basic assumptions on the network model in the context of anycast
transmission are introduced.More specifically, anycasting is used to provide to clients
(end users) some content or services. To enable anycasting, the content/service is
available in many locations in the network and it is provisioned by data centers of
replica servers. For the sake of simplicity, the local connection between the data
center and the backbone network node is not taken into account, i.e., a network node
is equivalent with the connected data center. This is because usually local access links
used to connect data centers are of a very large bandwidth and therefore capacity
of these links is not included as a constraint in the model. Similarly, aggregation of
client requests is assumed and the model includes only the network node to which
the client is connected, not individual clients [70].

An anycast request is defined by one network node known as client node. The
second node required to provision the transmission is selected from candidate nodes
hosting data centers that provide the required content/service. In general, the anycast
request is bidirectional since two transmissions in opposite directions are required
to establish an anycast request. One transmission is from the client node to the
data center node (upstream) and the second is from the data center node to the
client (downstream). For instance, in the context of CDN systems, the upstream
transmission is applied to send a client request to obtain some content, while the
downstream transmission is used to send the requested content to the client [70].

According to [70], anycast demands (requests) in connection-oriented networks
can be modeled in two ways: reduced and standard. In the former case, it is assumed
that the anycast transmission is only in one direction, i.e., from or to the data center
(replica server). This assumption follows directly from an important feature of many
anycast systems, i.e., asymmetry of flow. Let’s recall that one of the key applications
of anycasting is caching and replicating of the content in the network. In most cases,
the access to this content is asymmetric since the users usually fetch much more
data from the content server than they send in the opposite direction. Moreover, the
traffic asymmetry is observed in everyday use of the Internet—most of ISPs offer
asymmetric access lines (e.g., ADSL). In the reduced model, the anycast request is
established as a single demand in the network (usually downstream), while transmis-
sion in the opposite direction (usually upstream) is ignored due to the fact that the
volume of the upstream transmission is much lower than the downstream. Therefore,
in the reduced model, an anycast demand is defined by the following triple: client
node, set of admissible data center nodes and downstream bit-rate. In contrast, the
unicast demand is defined by the following triple: origin node, destination node and
bit-rate.
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In the standard model, the anycast request is realized by two demands: upstream
(from the client to the data center) and downstream (in the opposite direction). Both
downstream and upstream demands of the same anycast request described as associ-
ated. Let τ(d) be the index of the demand associated with demand d. Both associated
demands d and τ(d) have to be connected to the same data center node. This is
because the upstream demand sends data related to client requests of the con-
tent/service provided by the data center. In order to reduce the latency and com-
plexity of the system, the requested data center is responsible for answering the
received requests by using the downstream demand. However, we assume that both
associated anycast demands do not have to use the same routing path.

Provisioning of anycast demands can be divided into two phases. The first step
is the data center (server) selection process—the client must choose one node from
admissible data centers that provide the requested content/service. When the data
center node is selected, both end nodes of the anycast demand are determined, which
means that the anycast demands can be processed in a similar way to classical uni-
cast demands. Therefore, the second step is the selection of routing paths for both
associated demands.

As in the case of unicast flows, anycast flows can be formulated in two ways:
node-link and link path. In the following, we define both formulations in the context
of the standard model of anycasting. The reduced model can be simply obtained by
eliminating all demands related to a particular direction (upstream or downstream)
from the formulation. The models presented below assume that all data centers
located in the network can serve each request, i.e., they can provide the requested
content/service for each anycast client. However, the models can easily be modified
to address a scenario where there are several types of data centers provisioning and
each type is assigned to a particular subset of content/service requests.

Formulations of anycast flows have been presented in numerous papers, e.g.,
[53–57, 61, 65, 74–76]. However, all these papers consider a significant simplifica-
tion assuming that anycast flows are unidirectional. In turn, papers [58, 59, 63, 64,
67, 69–73, 77, 78] account for bidirectional anycast flows.

Node-Link Formulation

In general, in the node-link formulation anycast flows are modeled in the same way
as in the context of unicast flows, i.e., the binary variable xed denotes whether or
not demand d uses link e. However, due to the fact that for anycasting only one of
the end nodes is given, while the second end node must be selected from candidate
servers, a new variable is required. To this end, the variable zvd denotes whether the
data center located at node v is selected for demand d.

Anycast/Non-Bifurcated/Node-Link
sets

V nodes
R data center nodes
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E links
δ+(v) links leaving node v
δ−(v) links entering node v
D demands
DDS anycast downstream demands
DU S anycast upstream demands

constants

hd volume (requested bit-rate) of demand d
sd source node of demand d (client node for upstream demand)
td destination node of demand d (client node for downstream demand)
ce capacity of link e
τ(d) index of a demand associated with demand d. If d is a downstream demand,

then τ(d) must be an upstream demand and vice versa

variables

xed = 1, if demand d uses link e; 0, otherwise (binary)
zvd = 1, if data center located at node v is selected for demand d; 0, otherwise

(binary)

constraints

∑

e∈δ+(v)

xed −
∑

e∈δ−(v)

xed =
⎧
⎨

⎩

+zvd if v ∈ R
−1 if v = td
0 otherwise

v ∈ V, d ∈ DDS (1.2.6a)

∑

e∈δ+(v)

xed −
∑

e∈δ−(v)

xed =
⎧
⎨

⎩

+1 if v = sd

−zvd if v ∈ R
0 otherwise

v ∈ V, d ∈ DU S (1.2.6b)

∑

d∈D

xed hd ≤ ce, e ∈ E (1.2.6c)

zvd = zvτ(d), d ∈ DDS, v ∈ R (1.2.6d)
∑

v∈R

zvd = 1, d ∈ D. (1.2.6e)

The first two constraints (1.2.6a) and (1.2.6b) are flowconservation conditions for-
mulated for downstreamandupstreamanycast demands, respectively. Let’s recall that
two such constraints are required, since each type of anycast demand (downstream
and upstream) is defined by a different fixed end node, i.e., for downstream demands
the destination node is defined by the client node, while for upstream demands the
origin node is fixed at the client node. Accordingly, in the case of constraint (1.2.6a),
for all nodes v ∈ R the value of the flow balance (left-hand side of 1.2.6a) must be
equal to zvd . As only one node can be selected as the server node for demand d, only
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in the case of this one node v ∈ R the left-hand side is 1 (equivalent to the demand
source node) and for all other server nodes not selected in variable zvd , the left-hand
side is simply 0, which denotes that these nodes are transit nodes for demand d.
For the destination node v = td the left-hand side of (1.2.6a) is −1, since this is
the destination node of demand d. Finally, for all remaining cases denoting transit
nodes, the flow balance must be 0. The second constraint (1.2.6b) formulated for
upstream demands is generally analogous to the previous one. The difference can be
observed on the left-hand side where—according to upstream transmission—for the
source node the value is fixed to 1, while in the case of the destination node the flow
balance is 1 only for the selected server node v, given by zvd = 1. The condition
(1.2.6c) includes the link capacity constraint. Equality (1.2.6d)—known as anycast
constraint—ensures that two associated demands d and τ(d) defined by the same
client must connect the same pair of nodes: the client node and the selected server
node. Thus, it is guaranteed that both associated demands are assigned to the same
server node. The last constraint (1.2.6e) is in the model to ensure that each demand
is assigned to exactly one server node.

Link-Path Formulation

Link-path formulation of anycast flows uses pre-calculated routing paths as in the
case of unicast flows. However, in the context of anycast flows the set of candidate
paths includes routing paths connecting the client node to all feasible server nodes.
Consequently, selection of one of the candidate paths determines the selection of the
data center (server node). More specifically, if d is an upstream demand, set P(d)

includes candidate paths that originate at one of the server nodes and terminate at
the client node. If d is a downstream demand, candidate paths in set P(d) connect
the client node and one of the server nodes. Note that in the context of unicast flows,
candidate paths always connect the same pair of nodes.

Anycast/Non-Bifurcated/Link-Path
sets

E links
D demands
DDS anycast downstream demands
P(d) candidate paths for demand d. If d is an upstream demand, path p connects

client node and server node. If d is a downstream demand, path p connects
server node and client node

constants

δedp = 1, if link e belongs to path p realizing demand d; 0, otherwise
hd volume (requested bit-rate) of demand d
ce capacity of link e
s(p) source node of path p
t (p) destination node of path p
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τ(d) index of a demand associated with demand d. If d is a downstream demand,
then τ(d) must be an upstream demand and vice versa

variables

xdp = 1, if path p is used to realize demand d; 0, otherwise (binary)

constraints

∑

p∈P(d)

xdp = 1, d ∈ D (1.2.7a)

∑

d∈D

∑

p∈P(d)

δedpxdphd ≤ ce, e ∈ E (1.2.7b)

∑

p∈P

xdps(p) =
∑

p∈P(τ (d))

xτ(d)pt (p), d ∈ DDS. (1.2.7c)

The above formulation is very similar to the unicast link-path formulation (1.2.5).
The first two constraints (1.2.7a) and (1.2.7b) are identical as above. The former one
defines the non-bifurcatedmulticommodity flows and ensures that exactly one path is
selected for each demand, while the latter one is capacity constraint. We must stress
that set P(d) with candidate paths for demand d is constructed in a different way
compared to the unicast formulation and constraint (1.2.7a) ensures the selection of
a routing path and a server node. The last equality (1.2.7c) is the anycast constraint
analogous to (1.2.6d). Note that the left-hand side of (1.2.7c) is equal to the index
of the source node selected for demand d. In the same way, the right-hand side of
(1.2.7c) is equal to the index of the destination node chosen for demand τ(d).

Comparison of Formulations

Table1.2 reports the size of both anycast formulations in terms of the number of
variables and constraints. It is notable that—compared to unicast formulations—the
size of the node-link model increases to a greater extent compared to the link-path
formulation. This is mainly a consequence of the fact that the node-link formula-
tion requires additional variable zvd to control the data center selection. In addition,
similarly to unicast formulations, the anycast link-path formulation provides more
flexibility, since this model can be tuned according to find the best tradeoff between
accuracy and complexity by using a set of selected routing paths.

Table 1.2 Comparison of anycast flow formulations

Model Number of variables Number of constraints

Node-link formulation |D||E | + |D||V | |D||V |+|E |+0.5|D||R|+|D|
Link-path formulation |D||P| 1.5|D| + |E |
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1.2.3 Multicast Flows

This section focuses on modeling multicast flows. In computer and communication
networks, the most commonly used basic techniques for routing of data are unicast
(one-to-one) and broadcast (one-to-all). However, these methods are not efficient
in scenarios where the same data is to be delivered to a relatively large group of
users, geographically separated and with similar interest levels in the delivered con-
tent. The multicast transmission—defined as a one-to-many transmission from one
source node (usually known as the root) to a group of receiving nodes (terminals)—is
intended to be an efficient approach to realizing group transmission in communica-
tion networks. Group transmission can be provisioned by the unicast approach. More
specifically, content provided by the root node can be delivered to all receivers using
a set of separate unicast demands for each node pair including the root and receiver.
However, this approach can lead to a situation where the same data is transmitted
on a particular link many times, which increases network traffic and in consequence
increases network costs in terms of both CAPEX and OPEX expenditures. In con-
trast, multicasting consumes network resources in a more economical way, since a
special tree topology is constructed to ensure that the same volume of information is
transmitted on a particular link, even if multiple receivers use this link to connect to
the root. This is achieved by a special function implemented in network nodes that
copies incoming data to many outgoing interfaces. Recently, we have seen a grow-
ing popularity of multicasting due to the development of many new services focused
on streaming services such as IPTV, Video on Demand (VoD), radio streaming,
CDNs, distance learning, software distribution, monitoring, and result distribution
in computing systems [29, 33, 38, 79–82].

It should be noted that multicast modeling can refer to two classical network
problems [38]:

• Minimum Steiner tree problem. Given a subset of nodes (vertices) W included in
the original graph G = (V, E) that consist of V nodes and E links, interconnect
nodes in W by a subgraph T of the shortest length (defined as a sum of the lengths
of all links included in the subgraph). This subgraph T is a tree (no loops) that
can also contain nodes not included in set W . These new nodes introduced to the
subgraph to decrease the total length of the tree are known as Steiner points or
Steiner vertices.

• Minimum Spanning Tree (MST) problem. The minimum spanning tree is defined
as a subgraph T of the original graph G = (V, E)with the shortest length (defined
as a sum of the lengths of all links included in the subgraph). Moreover, T is a tree
(no loops) that includes all nodes in V .

The key difference between these problems is that in the Steiner tree problem
extra intermediate nodes (Steiner vertices) may be added to the created subgraph to
reduce the length of the spanning tree.

Multicast flows can be modeled in several ways. In this section, four formulations
of multicast flows are presented: canonical formulation, flow formulation, level for-
mulation and candidate tree formulation. Each formulation models a single multicast
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session; however, the models can be easily modified to incorporate a case with mul-
tiple multicast sessions in a similar way as in the context of unicast or anycast flows.
The considered graph is modeled as G = (V, E). The multicast session is defined
by root node s ∈ V and a set of receivers included in set R ⊆ V .

Canonical Formulation

Thefirst approachproposed formodelingmulticast flows in communication networks
is the canonical formulation [83, 84]. The multicast transmission is modeled using
the Steiner tree problem. In particular, for each network link (edge) e ∈ E , there is a
variable xe indicating whether link e is in the Steiner tree (xe = 1) or not (xe = 0).
The formulation uses cuts of the original network graph G = (V, E). Let η(W )

define a graph cut induced by W ⊆ V , i.e., η(W ) includes a set of links with the
source node in set W and the destination node in its complement set (V \ W ). In
the context of multicast transmission, a subset of all possible cuts η(W ) must fulfil
the following condition: set W contains root node s and set (V \ W ) embraces at
least one receiving node from set R. Each such a cut must contain at least one link
included in the tree defined by variables xe to provide a routing path from root node
to each receiver.

Multicast/Canonical
sets

E links
V nodes
R receivers
η(W ) set of links defined by a graph cut induced by W ⊆ V , i.e., η(W ) includes

links with the source node in set W and the destination node in its comple-
ment set (V \ W )

constants

s source (root) node of multicast session
h volume (requested bit-rate) of multicast session
ce capacity of link e

variables

xe = 1, if multicast tree uses link e; 0, otherwise (binary)

constraints

x(η(W )) ≥ 1, W ⊂ V : s ∈ W, (V \ W ) ∩ R �= ∅ (1.2.8a)

x(η(W )) =
∑

e∈η(W )

xe, (1.2.8b)

xeh ≤ ce, e ∈ E . (1.2.8c)
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The key elements of themodel are included in constraints (1.2.8a) and (1.2.8b). To
be more specific, these constraints ensure that for every cut η(W ) that embraces all
links connecting two sets of nodes, namely nodes in W and nodes in the complement
set (V \W ) at least one link is included in the constructed tree (xe = 1).Moreover, the
set of considered cuts η(W ) must satisfy the following conditions: set W includes
the root node s and set (V \ W ) includes at least one receiving node. Note that
constraint (1.2.8a) ensures that each receiver included in set R is connected to the
root node by a routing path. This is because if constraint (1.2.8a) is not satisfied (i.e.,
x(η(W )) = 0) for at least one of the considered cuts, there is no connection between
the root node and at least one of the receiving nodes. In consequence, the principal
condition of multicasting that each receiver must be connected by a routing path to
the root node is not satisfied. Inequality (1.2.8c) is the link capacity constraint that
ensures that the link flow (given by xeh) cannot exceed the link capacity. It should be
underlined that the number of possible cuts in a graph that must be considered in the
above formulation grows exponentially with the network size given by the number of
nodes. This is undoubtedly the main drawback of the canonical formulation, which
significantly limits the scalability of this model and reduces the applicability of this
formulation in network optimization problems.

Flow Formulation

The next formulation—known as flow formulation—is based on themulticommodity
node-link formulation used in the context of unicast flows. The unicast node-link
formulation can be adapted to model multicast transmission as follows. The general
idea behind flow formulation is to define a unicast path connecting the root node s
and each receiving node r ∈ R. For this purpose, binary variable xer is introduced
to denote whether multicast flow from the root node to receiver r uses link e. This
modeling can lead to a situation, in which a particular link is used by more than
one unicast path connecting the source node and the receivers, which means that
the same data is sent several times on this link. Consequently, an additional binary
variable xe denotes whether link e is included in the multicast tree, which ensures
that the multicast flow goes through a link at most once [84–93].

Multicast/Flow
sets

V nodes
E links
R receivers
δ+(v) links leaving node v
δ−(v) links entering node v

constants

s source (root) node of multicast session
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h volume (requested bit-rate) of multicast session
ce capacity of link e

variables

xer =1, if multicast flow to receiver r uses link e; 0, otherwise (binary)
xe = 1, if multicast tree uses link e; 0, otherwise (binary)

constraints

∑

e∈δ+(v)

xer −
∑

e∈δ−(v)

xer =
⎧
⎨

⎩

+1 if v = s
−1 if v = r,
0 otherwise

v ∈ V, r ∈ R (1.2.9a)

xer ≤ xe, e ∈ E, r ∈ R (1.2.9b)

xeh ≤ ce, e ∈ E . (1.2.9c)

Constraint (1.2.9a) defines—using the node-link formulation—unicast paths con-
necting root node s and each receiver r ∈ R. Recall from model (1.2.3) that the
left-hand side of (1.2.9a) is the total number of outgoing links minus the total num-
ber of incoming links of the non-bifurcated unicast path defined for each network
node v and each receiver r . Therefore, if the considered node v is the root node s,
then the right-hand side of (1.2.9a) must be 1. If node v is a receiving node, it must
be −1. All other nodes are transit nodes and the flow balance must be 0. Inequality
(1.2.9b) ensures that each link is used in the multicast tree at most one time. Notice
that variable xe is set to 1, only if the particular link e is included in a unicast path
to at least one receiver r ∈ R. The final condition (1.2.9c) denotes the link capacity
constraint.

Level Formulation

The next model—referred to as the level formulation—is based on the fact that
multicast trees can be divided into subsequent levels [38, 94, 95]. More specifically,
the root node of the tree is assumed to be located on level 1. All direct children of
the root (nodes that have a direct link from the root) are located on level 2, etc. More
generally, it is assumed that if a parent node of v is on level l, then node v is located
on level l + 1. Set L = {1, 2, . . . , |L|} includes all possible levels defined for a
particular optimization problem. Comparing the level formulation against the flow
formulation, network links are represented differently, i.e., a pair of nodes (v, w)

defines a network link from node v to node w. To model the multicast tree, a binary
variable xvwl denotes whether link (v, w) is used in the multicast tree and v is located
on level l of the tree. As in the flow formulation, an additional variable xvw indicates,
if link (v, w) is included in the multicast tree. Note that the level formulation is also
referred to as layered graphs [94].
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Multicast/Level
sets

V nodes
E links
R receivers
L levels, root node is located on level 1, children of the root node are located

on level 2, etc.
δ+(v) links leaving node v
δ−(v) links entering node v

constants

s source (root) node of multicast session
h volume (requested bit-rate) of multicast session
cvw capacity of link (v, w)

variables

xvwl = 1, if the link (v, w) is used in multicast tree and node v is located on level l
of the tree; 0, otherwise (binary)

xvw = 1, if multicast tree uses link (v, w); 0, otherwise (binary)

constraints

∑

v:(v,s)∈E

∑

l∈L

xvsl = 0, (1.2.10a)

∑

v:(v,r)∈E

∑

l∈L

xvrl = 1, r ∈ R (1.2.10b)

∑

w:(v,w)∈E

xvw1 = 0, v ∈ W \ {s} (1.2.10c)

xvwl ≤
∑

u:(u,v)∈E

xuv(l−1), (v, w) ∈ E, l ∈ L \ {1} (1.2.10d)

∑

l∈L

xvwl ≤ xvw, (v, w) ∈ E (1.2.10e)

xvw ≤
∑

l∈L

xvwl, (v, w) ∈ E (1.2.10f)

xvwh ≤ cvw, (v, w) ∈ E . (1.2.10g)

The first constraint (1.2.10a) imposes that root node s cannot download multicast
flows, i.e., the total flow on all links (v, s) entering node s must be zero taking
into account all possible levels. Equation (1.2.10b) ensures that every receiving node
r ∈ R must be connected to the multicast tree. More precisely, the number of links
entering each node r ∈ R must be exactly 1 considering all possible levels and all
possible parent nodes v such as (v, r) ∈ E . The next condition (1.2.10c) is in the
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model to express the requirement that only root node s can be a parent node on
level 1. In other words, nodes v except node s cannot be the parent of the first level
link. Constraint (1.2.10d) ensures that node v cannot upload multicast flows to any
other node w on level l such as (v, w) ∈ E if node v is not located on level l − 1
of the multicast tree. More specifically, the right-hand side of (1.2.10d) denotes the
number of multicast links entering node v on level l − 1 considering all possible
parent nodes u such as (u, v) ∈ E . If there is no such a link, the right-hand side
of (1.2.10d) is 0, which in consequence imposes that xvwl is set to 0 for all links
(v, w) ∈ E . It should be pointed out that inequality (1.2.10d) plays a very important
role in the level model, since it ensures—together with constraints (1.2.10a) and
(1.2.10b)—that a path from the root node to each receiver must be constructed to
form a multicast transmission. Constraints (1.2.10e) and (1.2.10f) are used to bind
variables xvwl and xvw. In particular, condition (1.2.10e) ensures that if for any level l
there is a link (v, w) included in the multicast tree (

∑
l∈L

xvwl = 1), then xvw must be 1.

In turn, condition (1.2.10f) guarantees that if there is no link between nodes v and w
on any level l (

∑
l∈L

xvwl = 0), consequently xvw is 0. Condition (1.2.10g) denotes the

link capacity constraint.
The level formulation enables a simple modeling of hop-constrained multicasting

assuming that there is an upper limit on the number of hops between the root node
and any receiving node [86]. The main reason for this additional hop-limit constraint
is to improve QoS (Quality of Service) parameters of the multicasting including
network reliability and transmission delay.

Candidate Tree Formulation

The last multicast formulation known as candidate tree, takes inspiration from the
link-path modeling used in the context of unicast or anycast flows. More precisely,
there is a set of candidate trees—defined as subgraphs of the considered network
graph—that includes the root node and all receiving nodes of the considered multi-
cast session. In other words, in each candidate tree for every node pair root-receiver
there is exactly one path connecting these two nodes. Let P denote a set that includes
candidate trees calculated for the considered multicast session. Binary decision vari-
able x p denotes which candidate tree is selected to provision the multicast session
[38, 96].

Multicast/Candidate Tree
sets

E links
P candidate trees for multicast session

constants

δep = 1, if link e belongs to tree p; 0, otherwise
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h volume (requested bit-rate) of multicast session
ce capacity of link e

variables

x p = 1, if tree p is used to realize multicast session; 0, otherwise (binary)

constraints

∑

p∈P

x p = 1, (1.2.11a)

∑

p∈P

δepx ph ≤ ce, e ∈ E . (1.2.11b)

Compared to themulticast formulations discussed above, the candidate treemodel
is quite simple and contains only two constraints. The first (1.2.11a) states that exactly
one candidate tree must be selected to provision the multicast session, while the
second (1.2.11b) is the link capacity constraint. The candidate tree formulation has
the same weaknesses as the analogous link-path formulation. More precisely, if the
set of candidate trees includes a limited set of all possible trees, the solution is not
guaranteed to be optimal in a global sense, which is guaranteed when the canonical,
flow or level formulations are applied.

Comparison of Formulations

As in the case of unicast and anycast flow formulations, we also present a compari-
son of multicast models. In particular, Table1.3 shows the number of variables and
constraints in three basic models applied to modeling of multicast flows in computer
and communication network optimization problems: flow formulation, level formu-
lation and candidate tree formulation. The canonical formulation is excluded from
the comparison due to the exponential number of constraints required to list all cuts
of a graph.

The key advantage of the level formulation when compared to the flow formu-
lation, is the lower complexity of the model expressed by the number of variables.
Let’s recall that the level formulation uses (|E ||L| + |E |) variables while the flow
formulation includes (|E ||R| + |E |) variables, where |E | is the number of links, |R|
is the number of receivers, and |L| is the number of levels. Note that in most cases

Table 1.3 Comparison of multicast flow formulations

Model Number of variables Number of constraints

Flow formulation |E ||R| + |E | |V ||R| + |E ||R| + |E |
Level formulation |E ||L| + |E | |R| + |V | + |E ||L| + 4|E | + 1

Candidate tree formulation |P| |E | + 1
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the number of possible levels |L| is set to a value lower than the number of receivers
|R| in the session. However, the lowest complexity is offered by the candidate tree
formulation, which is especially important if larger networks are analyzed. More-
over, the candidate tree formulation—similar to the link-path formulations of unicast
and anycast flows—makes it possible to tune the size of the model by using various
candidate trees.

1.3 Optimization Methods

Since optimization methods applied to network optimization have been comprehen-
sively addressed in numerous textbooks, monographs and other publications, in this
section we present a brief overview of optimization methods that are commonly
applied to computer and communication network optimization.

A common approach to optimization of computer and communication networks
is mathematical programming. Most of mathematical programs formulated in the
context of networking problems are either mixed-integer programming (MIP) for-
mulations or integer programming (IP) formulations, i.e., either some or all variables
used in the formulation are integers (binary). Frequently, the term integer linear
programming (ILP) is used to refer to integer programming formulations. In fact,
the only general exact optimization method of solving MIP and IP problems is the
branch-and-bound algorithm accompanied by an efficient enhancement known as
the branch-and-cut algorithm. For more details on mathematical programming, there
are numerous textbooks providing exhaustive surveys of mathematical programming
and combinatorial optimization, e.g., [37, 97–100].

Having formulated a network optimization problem as a mathematical program,
the problem can be solved relatively easily using dedicated optimization software
that provides very an efficient implementation of state-of-the-art mathematical pro-
gramming algorithms including Simplex and branch-and-cut. Therefore, researchers
do not have to allocate a great deal of time to implementing these methods, and the
only effort required is preparing the optimization model in a form suitable for the
optimization solver. Perhaps the most popular packages applied in this context are
the IBM ILOG CPLEX Optimizer [101] and the Gurobi Optimizer [102]. Another
benefit of mathematical programming methods is that they yield optimal results.
However, one of the outcomes of the development of computer and communication
networks, including the introduction of new technologies and the general increase of
network complexity, is that network design has become more complicated in recent
years. Therefore, the major drawback of mathematical programming methods in
the context network optimization problem is a lack of scalability; this means that
for greater numbers of problem, the exact methods cannot provide optimal or even
feasible results. In consequence, other optimization methods are required for tack-
ling complicated problems and large instances, namely heuristic and metaheuristic
algorithms.
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Heuristic and metaheuristic methods represent a family of approximate optimiza-
tion techniques that can solve various problems in a reasonable time; however, the
solution does not have the optimality guarantee that is only ensured in exact algo-
rithms. The word heuristic comes from the ancient Greek word heuriskein, which
means ‘the art of discovering new strategies (rules) to solve the problems’. In turn,
the prefix meta also is a Greek word and denotes an upper level methodology. The
key difference between heuristic and metaheuristic approaches is the complexity of
the method. In essence, heuristic algorithms are relatively simple methods based
on trial and error or other constructive approaches which produce acceptable solu-
tions to complex problems in a reasonably practical time. For instance, a heuristic
method can use a greedy approach, in which decision variables are selected in a
single run of the algorithm and a single decision variable is assigned at each step.
In contrast, metaheuristic methods use more complex strategies including random-
ization, local search, memory structures that keep information extracted during the
search, and population-based search. Examples of metaheuristic methods popular in
the context of network optimization problems are simulated annealing, tabu search,
evolutionary and genetic algorithms, GRASP, ant colony optimization, and particle
swarm optimization. It should be emphasized that there are no agreed definitions of
heuristics and metaheuristics in literature. Some authors apply the terms heuristics
and metaheuristics interchangeably. However, since most researchers tend to name
all stochastic algorithms with randomization and local search as metaheuristic, this
book follows this convention. Once again, for more thorough information on various
types of algorithms including heuristic and metaheuristic methods, we refer to [37,
103–109].

Note thatmany interesting topics related to the application of various optimization
methods in the context of computer and communication networks are addressed
in [105, 106, 110, 111]. Moreover, aspects related to network optimization in the
context of survivability and reliability requirements can be found in [37, 112–114].

1.4 Naming and Numbering Conventions

This section introduces and discusses conventions used in the book with regard to
naming and numbering. In general, we tried to follow the standards used in [37],
which is one of the most popular books on the optimization of computer and com-
munication networks. In particular, the equation numbering convention contains
three elements: chapter number, section number and equation number. For instance,
Eq. (2.4.1) refers to the first equation in Chap.2, Sect. 2.4.

We name each optimization problem formulation when it is first stated. The goal
of the naming scheme is to denote the most important details about the specific
problem. In a nutshell, the naming convention is N/F/P/T/F/I, where:

http://dx.doi.org/10.1007/978-3-319-30309-3_2
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• N denotes the considered network context in terms of technology or protocol, i.e.,
CON—Connection-Oriented Network, EON—Elastic Optical Network, OVR—
Overlay Network, MLN—Multi Layer Network.

• F represents the type of the network flow:A—anycast,M—multicast,U—unicast.
Note that different types of network flows can occur in one problem, e.g., AU
indicates joint optimization of anycast and unicast flows.

• P denotes the type of optimization problem, namely, FA—flow allocation, ND—
networkdesign,NDL—networkdesign and location,LD—locationdesign,FAL—
flow allocation and location, RSA—Routing and Spectrum Allocation, RMSA—
Routing, Modulation and Spectrum Allocation.

• T (not obligatory) provides some additional information on the problem type,
i.e., DPP—Dedicated Path Protection, SBPP—Shared Backup Path Protection,
PCycle—p-Cycles, DTP—Dedicated Tree Protection, DHP—Dual Homing Pro-
tection, DNP—Dedicated Node Protection.

• F denotes the objective function of the optimization, e.g., Cost, Spectrum, Aver-
age Spectrum, Time, Throughput.

• I (optional) provides some additional information on the problem, e.g., type of the
flow modeling approach.

For instance, the model EON/AU/RSA/Cost/Link-path/Channel-based refers
to a RSA problem in EONs with joint anycast and unicast flows, objective function
of cost, using link-path modeling of flows and channel-based modeling of spectrum.
Similar naming convention is applied in the context of algorithms presented.

Note that due the high diversity of optimization problems presented in this book,
the notationmaybemisleading in some cases.More specifically, the same symbol can
have different meanings in separate optimization models. Therefore, in most cases,
an optimization model is self-contained and includes a description of all notation
and symbols used to formulate the model. When a successive model includes many
elements commonwith previousmodels presented in the same section, it is presented
in a compressed way.
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Chapter 2
Connection-Oriented Networks

This chapter focuses on the optimization of connection-oriented networks (CONs).
Following a brief introduction to the basics of technologies and protocols used
in CONs, we formulate several optimization problems that arise in the context of
connection-oriented networking applied to cloud computing and content-oriented
services. To address specific attributes of cloud computing and content-oriented
services, the optimization problems presented—besides including classical unicast
flows—also embrace anycast and multicast network flows. All presented optimiza-
tion problems are formulated as ILP models. Moreover, for selected optimization
problems, we propose and analyze solution algorithms and report results of numeri-
cal experiments.

2.1 Introduction

In a connection-oriented network, information (packets, frames, bits) is forwarded
along a predefined connection from the source to the destination. More precisely, all
data belonging to a particular demand is transmitted along one routing path deter-
mined and established before the transmission begins. The telephone network is
notable as probably the first CON developed for communication. Following the
deployment of telephone networks, the concept of connection has been extended
and employed in many network technologies, includingMPLS (MultiProtocol Label
Switching),ATM(AsynchronousTransferMode),WDM(WavelengthDivisionMul-
tiplexing), and Connection-Oriented Ethernet [1]. We outline these technologies
below.

The MPLS architecture was proposed by the Internet Engineering Task Force
(IETF) in the standard RFC3013 [2]. MPLS is designed to carry IP packets, but with
more efficient traffic engineering and QoS guarantees than classical IP networks.
MPLS networks consist of two types of devices: LER (Label Edge Router) located
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at the entry and exit points of the MPLS network, and LSR (Label Switch Router)
located inside the MPLS network. In the MPLS network, packets are transmitted
along a LSP (Label Switch Path) between LERs and LSRs. Each packet header
includes a piece of information known as the label which indicates a particular LSP.
When an MPLS packet enters the LSR, the label is used to find the outgoing port
of the LSR where the packet should be forwarded according to the packet’s FEC
(Forwarding Equivalence Class). It should be noted that in MPLS the labels are
local, i.e., each LSR can change the label of a particular LSP for each subsequent
link along the path, which is explicitly included in the switching tables of each
LSR. This procedure ensures that MPLS is a connection-oriented technology, i.e.,
all packets assigned to the same FEC follow exactly the same routing path. However,
it should be noted that MPLS can also be used in a connectionless mode, if LDP
(Label Distribution Protocol) is used for signaling. To classify a packet to a particular
FEC class, an IP address or other element of the IP packet header can be used. FEC
classes are characterized with various QoS parameters, therefore it is possible to
provision different types of traffic in a different ways. Thus, packets included in
different FEC classes but with the same source and destination nodes can be assigned
to different routing paths. This is the key attribute of MPLS that enables efficient
traffic engineering provisioning. For more information on MPLS refer to [1–5].

The ATM architecture was standardized by the ITU-T (International Telecom-
munication Union—Telecommunication Standardization Sector) in 1987 as the pre-
ferred solution for implementing theB-ISDN (Broadband Integrated ServicesDigital
Network) concept. In the late 1980s, ATM was one of the most promising proposals
for high-speed networking in backbone networks supported by demand-switched,
semipermanent, and permanent broadband connections for both point-to-point and
point-to-multipoint applications. The general idea of ATM is very similar to MPLS,
which in fact can be regarded as a successor of ATM. More specifically, ATM—
like MPLS—is based on the concept of label-switching. In ATM, fixed-size packets
known as cells arrive in one port of the ATM switch and the label included in the
cell header is used to indicate the outgoing port of the switch, while a new label
number is assigned to the cell. However, in spite of the fact that ATM offered many
sophisticated, mature and robust solutions for high speed networking, its popularity
has been declining. According to experts, the main reasons for this trend are ATM’s
relatively high complexity, costly equipment and poor compatibility with legacy IP
networks. For further information on ATM, see [1, 3, 4, 6]

WDM is an optical technology which enables the multiplexing of multiple opti-
cal signals on a single optical fiber by using different wavelengths (colors) of laser
light to carry different signals. The concept of WDM was first published in the late
1970s. Since late 1990s, WDM has been the most popular technology implemented
in backbone transport networks. AWDMnetwork is formed byOXCs (Optical Cross
Connects) interconnected by fibers. Note that WDM is a connection-oriented tech-
nique, since the entire signal is transmitted along a single connection (routing path)
known as a lightpath. The frequency grid of WDM is divided with 50GHz chan-
nel spacing. Optical devices generally cannot convert the wavelength, therefore the
whole WDM connection must use the same color on every link along the path. This
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additional requirement, known as the wavelength continuity constraint, complicates
the demand provisioning in WDM networks compared to aforementioned technolo-
gies such as MPLS or ATM. More precisely, an optimization problem known as
the Routing and Wavelength Assignment (RWA) appears in WDM networks, where
both the routing path and wavelength must be selected for each demand. In contrast,
optimization of flows in MPLS and ATM networks involves selecting the routing
paths only, since there are no additional constraints on the link capacity resources.
However, it is possible to use opaque OXC in WDM networks. In particular, the
OXC is equipped with converters that transform the optical signal transmitted over a
wavelength to another wavelength. This is achieved by first demultiplexing the opti-
cal signals and then converting them into electronic signals. Next, electronic signals
are switched using electronic switching and then converted back into optical signals.
Finally, these signals are multiplexed again into the output optical fiber. With this
capability, optimization of connections in WDM networks is exactly the same as in
MPLS and ATM networks. Note that the optimization problems presented in this
chapter can be applied in the context of WDM networks with full wavelength con-
version capabilities. For problems assuming the wavelength continuity constraint,
when the wavelength conversion is not available, the reader is referred to Chap. 3.
For a good survey on the topic of the WDM networks see [1, 5–9]

The supremacy of Ethernet in enterprise networking and in local area networks is
a direct consequence ofwell understood operational practices, low-cost solutions and
plug-and-play features. As a result, applications of Ethernet appear in larger environ-
ments, including backbone transport networks. However, the reduced use of Ethernet
networks has brought the need to enhance Ethernet to improve network scalability
and answer the challenge of using Ethernet in larger networks. The key additions
have been PBB (Provider Backbone Bridging) proposed in 2008 [10] and PBB-TE
(Provider Backbone Bridging—Traffic Engineering) defined in 2009 [11]. Both stan-
dards provide traffic-engineered, resource-managed transport using special tunnels
for transmitting information (frames) belonging to the same VLAN (Virtual Local
Area Network). Moreover, using the PBB-TE standard means that customer VLAN
traffic is encapsulated in a PBB header, which includes Mac-in-Mac encapsulation.
Next, the traffic is forwarded through the network using static database entries. As
a result, the Ethernet transmission is connection-oriented, since all frames included
in the same VLAN are transported by one Ethernet switched path that follows the
same routing path [3, 12, 13].

The remainder of this chapter is devoted to various aspects of modeling and
optimization of connection-oriented networks in the context of cloud computing
and content-oriented services. The key assumption following from the connection-
oriented nature of the considered networks is that non-bifurcated multicommodity
flows are applied to model network traffic.

It should be stressed that all optimization problems presented in this section
are N P-complete. This follows directly from the fact that the problems use non-
bifurcated flows, and in the case of network design problems modular link capacity
is applied. Therefore, since the authors of [4] show that the unicast flow allocation

http://dx.doi.org/10.1007/978-3-319-30309-3_3
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problem with non-bifurcated flows and the network design problem with unicast
flows and modular link capacity are N P-complete, the anycast and multicast ver-
sions of these problems are also N P-complete.

2.2 Allocation of Anycast Flow

This section starts with a relatively simple problem related to the allocation of anycast
flows. Flow allocation problems assume that only network flows need be optimized,
since an existing network is studied and the capacity of the network links is fixed. This
assumption stems from by the fact that the considered network is in an operational
phase and augmenting its physical resources, such as link capacity, is not achievable
in a short time perspective. However, at the same time, there is a need to improve
network performance, which can only be achieved by an improved optimization of
network flows [4].

2.2.1 Formulation

The general notation is the same as in Sect. 1.2. To recall briefly, the network is
modeled as a directed graph G = (V , E), where V is a set of nodes (vertices) and E
is a set of edges (directed links) with limited capacity ce. A number of data centers
(DCs) are located in the network. For simplicity, the local connection between the
data center and the backbone network node is not included in the model, i.e., it is
assumed that the network node is equivalent with the data center connected to that
node. This is because local access links used to connect data centers are usually of
a high bandwidth and thus capacity of this link is not incorporated in the model.

A set of anycast demands denoted by D is given. A standard model of anycasting
is employed [14]; a single anycast request is realized by two associated demands:
upstream (from the client to the data center) and downstream (in the opposite direc-
tion). Let τ(d) be the index of a demand associated with demand d. The demand
volume is described by the constant hd . Link-pathmodeling is assumed, and therefore
for each demand d ∈ D, a set of candidate paths P(d) is given. If d is an upstream
demand, set P(d) contains candidate paths that originate at one of the DC nodes
and terminate at the client node. In turn, if d is a downstream demand, candidate
paths in set P(d) connect the client node and one of the DC nodes. Paths are defined
using constant δedp, i.e., δedp equals 1 if path p of demand d includes link e and 0
otherwise. There is one decision variable xdp that denotes, which path p ∈ P(d) is
selected to realized demand d. The objective of the flow allocation problem is to find
a routing path for each demand that minimizes a selected performance metric and at
the same time provides a feasible solution in terms of the link capacity constraint.
Moreover, the anycast constraint must be satisfied to ensure that both associated
anycast demands are assigned to the same DC node.

http://dx.doi.org/10.1007/978-3-319-30309-3_1
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CON/A/FA/Cost
sets

E links
D anycast demands
DDS anycast downstream demands
P(d) candidate paths for flows realizing demand d. If d is an anycast upstream

demand, candidate path connects client node and DC node. If d is a down-
stream demand, candidate path connects the DC node and the client node

constants

δedp =1, if link e belongs to path p realizing demand d; 0, otherwise
hd volume (bit-rate) of demand d
ce capacity of link e
ζe unit routing cost on link e
τ(d) index of a demand associated with demand d. If d is a downstream demand,

then τ(d) must be an upstream demand and vice versa
s(p) origin node of path p
t(p) destination node of path p

variables

xdp =1, if path p is used to realize demand d; 0, otherwise (binary)
fe flow on link e (continuous non-negative)

objective

minimize F =
∑

e∈E

ζefe (2.2.1a)

constraints

fe =
∑

d∈D

∑

p∈P(d)

δedpxdphd, e ∈ E (2.2.1b)

∑

p∈P(d)

xdp = 1, d ∈ D (2.2.1c)

fe ≤ ce, e ∈ E (2.2.1d)
∑

p∈P(d)

xdps(p) =
∑

p∈P(τ (d))

xτ(d)pt(p), d ∈ DDS. (2.2.1e)

Objective (2.2.1a) is to minimize the overall routing cost. However, other perfor-
mance metrics can be considered as the optimization goal, e.g., delay or network
congestion. Moreover, the allocation problem can be formulated without the objec-
tive function, i.e., the challenge is to find a feasible routing configuration that satisfies
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the link capacity constraint (see [4] for more details). Equality (2.2.1b) defines the
value of variable fe. Constraint (2.2.1c) ensures that exactly one routing path is
selected to realize demand d. Condition (2.2.1d) is a link capacity constraint to meet
the requirement that the flow of each link given as a sum of all demands that use
this link cannot exceed the link capacity. Finally, equality (2.2.1e) defines the any-
cast constraint guaranteeing that two associated demands are assigned to the same
DC node.

2.2.2 Algorithms

This section is devoted to heuristic and metaheuristic algorithms applicable to the
optimization problem of anycast flow allocation formulated as (2.2.1a)–(2.2.1e).
Note that it can be modified easily to enable joint optimization of anycast flows and
other types of flows such as unicast flows using the link-path modeling and multicast
flows applying the candidate tree modeling.

Greedy Algorithm

The first proposed algorithm namedGR/A/FA (GreedAlgorithm for Anycast Flows),
is based on a very simple greedy approach. More precisely, the general idea is to
allocate anycast demands one by one according to a selected ordering of demands.
However, due to the anycast constraint (2.2.1e), both associated anycast demands
must be processed jointly. Algorithm 2.1 shows the scheme of the GR/A/FA algo-
rithm.

Algorithm 2.1 GR/A/FA (Greedy Algorithm for Anycast Flow Allocation)
Require: set of edges E, set of anycast demands D, sets P(d) including candidate paths for each

demand d ∈ D
Ensure: path selection (routing) for each demand d ∈ D included in set X , value of objective

function
1: procedure GR/A/FA(D, P(d))

2: for d ∈ D do
3: if Is_Not_Allocated(τ (d)) then
4: p := Find_Best_Path(d)

5: else
6: p := Find_Best_Path_DC(d, DC_Node(τ (d)))

7: end if
8: X := X ∪ {xdp}
9: D := D \ {d}
10: end for
11: end procedure



2.2 Allocation of Anycast Flow 45

Let set X (known as the solution) include all variables xdp that are equal to 1.
Solution X determines the unique set of selected routing paths for each demand
d ∈ D. The algorithm performs a single loop that analyzes all demands (lines 2–10).
Demands are processed according to a selected ordering. For instance, the demands
can be sorted in decreasing order of the bit-rate denoted as hd . The rationale of this
approach is that larger demands should be processed first, since they need more
capacity resources. Next, when the network becomes more congested, it is easier to
allocate smaller demands than larger ones. Another possible metric for ordering is
a multiplication of the bit-rate and the hop count of the shortest path available for a
particular demand. Note that the construct of the greedy method makes it possible
to use a wide range of ordering strategies.

As mentioned above, due to the anycast constraint, both associated demands d
and τ(d) must be connected to the same DC node, therefore there are two pos-
sible ways to process a demand. In particular, if the associated demand τ(d) is
yet to be allocated, the current demand d can be assigned to any DC node and
function Find_Best_Path(d) can use all candidate paths available for demand d
(line 4). On the other hand, if the associated demand τ(d) is already processed
by the algorithm, demand d can only be assigned to the path connected to the
same DC node as demand τ(d), i.e., function DC_Node(τ (d)) returns the DC
node selected for demand τ(d) (line 6). Note that the functions Find_Best_Path
and Find_Best_Path_DC are generic and can implement various strategies to find
a routing path. For instance, the shortest path in terms of kilometer distance can be
selected in a residual graph that only includes links with a residual capacity greater
than the requested bit-rate of the considered demand. The maximum complexity of
algorithm GR/A/FA is O(|D| |P|), where |D| denotes the number of demands and
|P| is the number of candidate paths for each demand.

Note that the main advantages of the greedy algorithm are its adaptability to the
means of ordering and routing strategies and its relatively low complexity, which
should result in a short execution time. On the other hand, the algorithm’s main
drawback is that in a congested network, it may have trouble finding a feasible
solution due to a shortage of capacity resources. Therefore, below we introduce
more advanced methods of solving the problem of anycast flow allocation.

Flow Deviation

The Flow Deviation (FD) algorithm was proposed for optimization of bifurcated and
non-bifurcated flows in [15], and has been widely applied to various optimization
problems [4, 14, 16–27].

The FD method was developed following the expansion of store-and-forward
communications networks together with the ARPANET [19]. The FD algorithm is
based on the concept of a shortest routeflowapplied to successive flowdeviations that
lead to local minima. More precisely, for each demand in the network, the shortest
route is determined according to a selected objective function and based on the current
routing (flow allocation) in the network. Next, we attempt to deviate the flow of the
demand to the shortest route. In the context of bifurcated flows, the flow deviation can



46 2 Connection-Oriented Networks

be applied to a part of the demand flow, since multipath routing is allowed. However,
for non-bifurcate flows with single path routing, the flow deviation must affect the
whole demand [15].

Since this chapter focuses on connection-oriented networks, the non-bifurcated
version of the FD method is applied. An FD algorithm for optimization of anycast
flows known as FD/A/FA (Flow Deviation for Anycast Flow Allocation) is for-
mulated and discussed. Note that the first time the FD method was applied in the
context of anycast flows was in [26], while in [14, 27] the same author proposed an
FDmethod for joint optimization of anycast and unicast flows. The key innovation of
the FD/A/FA algorithm, in comparison to the unicast version proposed in [15], is that
the new method processes associated anycast demands together, which satisfies the
anycast constraint (2.2.1e). Algorithm 2.2 reports the pseudocode of the FD/A/FA
heuristic.

Algorithm 2.2 FD/A/FA (Flow Deviation for Allocation of Anycast Flows)
Require: set of edges E, set of anycast demands D, sets P(d) including candidate paths for each

demand d ∈ D
Ensure: path selection (routing) for each demand d ∈ D included in set Xi, value of objective

function
1: procedure FD/A/FA(D, P(d))

2: X1 := Find_Intial_Solution(D, P(d)), i := 1
3: test := 0
4: repeat
5: SR(Xi) := Find_Shortest_Paths(D, P(d), Xi)

6: H := Xi
7: for d ∈ D do
8: K := (H − {xdp}) ∪ {xdq}, where xdp ∈ H and xdq ∈ SR(Xi)

9: K := (K − {xτ(d)p′ }) ∪ {xτ(d)q′ }, where xτ(d)p′ ∈ H and xτ(d)q′ ∈ SR(Xi)

10: F(H) = Find_Objective(H)

11: F(K) = Find_Objective(K)

12: if F(K) < F(H) then H := K
13: D := D \ {d, τ (d)}
14: end for
15: if Xi �= H then
16: i := i + 1
17: Xi := H
18: else
19: test := 1
20: end if
21: until test < 1
22: end procedure

Let Xi denote a solution of the problem obtained in iteration i. In turn, sets H
and K are temporary solutions used in the algorithm. A special flag test denotes
the stopping condition of the algorithm. The algorithm starts with a feasible initial
solution X1 (line 2). To find a such a solution, an algorithm based on Phase 1 of the
original FD method [15] can be applied with the modifications required to process
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anycast flows; for more details, see [14]. Next, the flag test is initialized. The main
loop of the algorithm (lines 4–21) is repeated until a new solution H generated in the
current iteration provides a modification of the solution Xi created in the previous
iteration. FunctionFind_Shortest_Paths(D, P(d), Xi) calculates setSR(Xi) including
the shortest routes for all demands (line 5). This function ensures that the anycast
constraint (2.2.1e) is always satisfied. More specifically, for each pair of associated
demands d and τ(d) a demand with a large value of volume hd is selected first.
Without losing generality, let us assume that hd ≥ hτ(d). In the case of demand d,
the Find_Shortest_Paths function finds the shortest route under a selected metric
taking into account all available routing paths included in P(d). To ensure that both
associated demands use the same DC node, in the case of demand τ(d) the function
Find_Shortest_Paths considers only the paths from P(τ (d)) that are connected to
the DC node selected for demand d. Note that usually a partial derivative of the
objective function is used as a link metric applied in the selection of the shortest path
in function Find_Shortest_Paths.

Next, the current selection Xi is saved as H (line 6). The loop defined in lines
7–14 processes all demands included in set D according to a selected ordering as
in the case of Algorithm 2.1. However, to ensure the anycast constraint, associated
demands d and τ(d) are processed together. A new selection K is obtained by using
the flow deviation operation, i.e., demands d and τ(d) are switched to shortest paths
included in set SR(Xi) (lines 8 and 9). Solutions H and K are compared in terms
of the objective function value; the new solution K is saved as the current solution
(lines 10–12) only if it decreases the objective function value. When all demands
are processed, we check whether solution H obtained in the current iteration brings
about a change relative to the previous solution Xi (lines 15–20). If the solutions
differ, the algorithm is continued, otherwise the algorithm stops.

Note, that the algorithm converges in a finite number of steps, since there is a finite
number of non-bifurcated flows. Repetitions of the same solution are impossible
due to the stopping condition. The maximum number of the FD/A/FA algorithm
iterations can be estimated as the number of all possible routing path combinations. In
particular, let k denote the number of candidate paths defined between a pair of nodes
and let r denote the number of DC nodes in the network. In consequence, kr defines
the number of candidate paths for each anycast demand. However, since associated
demands d and τ(d) must be processed jointly due to the anycast constraint (2.2.1e),
for each kr routing paths available for d, only k routing paths are available for τ(d),
since both d and τ(d) must use the same DC node. Thus, the possible number of
path combinations for a pair of associated anycast demands is defined as rk2. In
consequence, the number of all possible path combinations for a pair of associated
anycast demands is (rk2)

|D|
2 .

Lagrangian Relaxation

The next algorithmproposed for optimization of anycast flows in connection-oriented
networks is the Lagrangian relaxation (LR) method combined with a subgradient
optimization approach. The main aim of this approach is to iteratively solve the



48 2 Connection-Oriented Networks

optimization problem using a heuristic algorithm FD/A/FA that uses results given by
solving dual problems as the initial solutions. The LR technique with the subgradient
optimization has been successfully used for solving various network optimization
problems, e.g., [4, 6, 14, 28–36].

To the best of our knowledge, the Lagrangian relaxation technique for anycast
flows in connection-oriented flows was introduced for the first time in [35]. In turn,
the authors of [14] report how to apply Lagrangian relaxation for joint optimization
of anycast and unicast flows.

The key aim of the LR decomposition algorithm is to consider the dual problem of
the original optimization problem by relaxing constraints in order to obtain a simpler
subproblem. This proceduremakes it possible tomove iteratively towards the optimal
solution of the original problem. Consequently, selecting a suitable constraint to be
relaxed is key.

In order to formulate a dual problem to model (2.2.1), the same approach as in
[14, 29, 35] is applicable. More specifically, the problem (2.2.1) is first transformed
into an equivalent formulation, which is better suited for the LR procedure. The key
observation is that the objective function (2.2.1a) does not decrease with fe, therefore
the equality (2.2.1b) one be replaced with the following inequality:

fe ≤
∑

d∈D

∑

p∈P(d)

δedpxdphd, e ∈ E. (2.2.1f)

For ease of reference, the modified optimization problem defined as (2.2.1a),
(2.2.1c)–(2.2.1f) will be referred to as CON/A/FA/Cost/2. It should be noted
that problems CON/A/FA/Cost (2.2.1a)–(2.2.1e) and CON/A/FA/Cost/LR (2.2.1a),
(2.2.1c)–(2.2.1f) are equivalent, i.e., the optimal solution obtained to one of these
problems guarantees the optimal solution to the other problem.

A popular approach of Lagrangian relaxation in the context of network optimiza-
tion is to relax the capacity constraint [4, 6, 32, 33]. The method shown below is
based on the concept proposed in [29] and constraint (2.2.1f) is relaxed using vec-
tor λ = (λ1, λ2, λ|E|) of positive Lagrangian multipliers λe for each link e ∈ E.
Accordingly, the following Lagrangian relaxation of problem CON/A/FA/Cost/2 is
formulated as follows.

CON/A/FA/Cost/LR

objective

minimize ϕ(λ) =
∑

e∈E

ζefe +
∑

e∈E

λe

⎛

⎝
∑

d∈D

∑

p∈P(d)

δedpxdphd − fe

⎞

⎠ (2.2.2a)
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constraints

∑

p∈P(d)

xdp = 1, d ∈ D (2.2.2b)

fe ≤ ce, e ∈ E (2.2.2c)
∑

p∈P(d)

xdps(p) =
∑

p∈P(τ (d))

xτ(d)pt(p), d ∈ DDS (2.2.2d)

fe ≥ 0, e ∈ E. (2.2.2e)

The objective function (2.2.2a) follows directly from the relaxation of condition
(2.2.1f). Constraints (2.2.2b)–(2.2.2d) are copied from the original problem. A new
constraint (2.2.2e) is added to the problem. Note that condition (2.2.2e) in model
CON/A/FA/Cost/2 is guaranteed by constraint (2.2.1f). However, since (2.2.1f) is
relaxed and incorporated to the dual function (2.2.2a), this new constraint (2.2.2e) is
required to guarantee variables fe to be positive.

The objective function (2.2.2a) of the Lagrangian problem can be rewritten as

minimize ϕ(λ) =
(

∑

e∈E

(ζefe − λefe)

)
+

⎛

⎝
∑

e∈E

∑

d∈D

∑

p∈P(d)

λeδedpxdphd

⎞

⎠. (2.2.3)

Since there are no coupling constraints between variables fe and ddp, the problem
(2.2.2) can be divided into two independent subproblems CON/A/FA/Cost/LR/1 and
CON/A/FA/Cost/LR/2, defined below.

CON/A/FA/Cost/LR/1

objective

minimize ϕ1(λ) =
∑

e∈E

(ζefe − λefe) (2.2.4a)

constraints

fe ≤ ce, e ∈ E (2.2.4b)

fe ≥ 0, e ∈ E. (2.2.4c)

It should be noted that problem CON/A/FA/Cost/LR/1 (2.2.4) can be separated
into |E| subproblems, each of which is solved by the following formula:

fe =
{

ce if ζe − λe < 0
0 if ζe − λe ≥ 0

e ∈ E. (2.2.5)
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CON/A/FA/Cost/LR/2

objective

minimize ϕ2(λ) =
∑

e∈E

∑

d∈D

∑

p∈P(d)

λeδedpxdphd (2.2.6a)

constraints

∑

p∈P(d)

xdp = 1, d ∈ D (2.2.6b)

∑

p∈P(d)

xdps(p) =
∑

p∈P(τ (d))

xτ(d)pt(p), d ∈ DDS. (2.2.6c)

In turn, problem CON/A/FA/Cost/LR/2 defined in (2.2.6) can be separated into
|DDS| subproblems, i.e., one problem for a pair of associated demands d and τ(d). To
solve such a problem, we need to find the shortest pair of paths under metric λehd for
demands d and τ(d) considering each DC node individually. Next, the pair of paths
with the lowest value of path lengths is selected as the final solution. This ensures
the optimal solution of problem CON/A/FA/Cost/LR/2.

The above method solves the dual problem; the next step is the subgradient
search [4, 37]. Let xdp(λ) be the optimal solution of the Lagrangian relaxation for a
fixed vector of multipliers λ. Let X denote the set of all variables xdp equal to one.
The corresponding subgradient of the dual function (2.2.6) at λ is defined as:

γe(λ) =
⎛

⎝
∑

d∈D

∑

p∈P(d)

δedpxdp(λ)hd

⎞

⎠ − fe(λ) e ∈ E. (2.2.7)

The Lagrangian multipliers in subsequent iterations of the subgradient procedure
(denoted as i) are updated as follows:

λi+1
e = max(0, λi

e + tiγ
i
e) e ∈ E. (2.2.8)

The step-size ti can be defined as proposed in [4, 29]:

ti = ρ(ϕ̄ − ϕ(λi))

‖γ i‖2 . (2.2.9)

Note that ϕ̄ denotes the upper bound of the dual function (2.2.2a), which can
be calculated using a heuristic algorithm that yields a feasible solution of the
primal problem. Moreover, ρ is commonly used in the range 0 ≤ ρ ≤ 2 [4].
Algorithm 2.3 reports the pseudocode of the subgradient optimization procedure
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applied to Lagrangian relaxation of the anycast flow allocation problem defined in
(2.2.1a)–(2.2.1e).

First, tuning parameters used in algorithm LR/A/FA are initialized (line 2). The
values selected for the initialization are as proposed in [14, 35]. The maximum
number of iterations is set to imax := 100 as the stopping condition for dual iterations.
Additionally, it is possible to select another value depending on specific problem
characteristics. Parameter ρiter counts the number of subsequent iterations that do
not improve the dual function value, while parameter ρmaxiter defines the limit of such
iterations. If ρiter reaches ρmaxiter , then parameter ρ used to calculate the step size
according to (2.2.9) decreases. The vector of Lagrangian multipliers λ1 is initialized
with all values equal to 1 (line 3), but again— depending on the specific problem—
different assignment can bemade. The upper bound of the dual function ϕ̄ is obtained
as the solution of the FD/A/FA method shown in Algorithm 2.2 (line 4). The main
loop of the algorithm including subsequent iterations of the subgradient search is
defined in lines 5–26. In summary, first the dual problem is solved according to the

Algorithm 2.3 LR/A/FA (Lagrangian Relaxation for Anycast Flows)
Require: set of edges E, set of anycast demands D, sets P(d) including candidate paths for each

demand d ∈ D
Ensure: path selection (routing) for each demand d ∈ D included in set Xbest , value of objective

function
1: procedure LR/A/FA(D, P(d))

2: ρ := 2, ρmin := 0.005, ρiter := 0, ρmaxiter := 3, imax := 100, Fbest = ∞, ϕbest = −∞
3: λ1 = 1
4: ϕ̄ := FD/A/FA(D, P(d))

5: for i := 1 to imax do
6: ρiter := ρiter + 1
7: ϕ(λi) = Solve_Dual_Problems(λi)

8: if ϕ(λi) > ϕbest then
9: ϕbest := ϕ(λi)

10: ρiter := 0
11: end if
12: X := FD/A/Init_Sol(D, P(d), X(λi))

13: F = Find_Objective(X)

14: if F < Fbest then
15: Fbest := F
16: X := Xbest

17: ϕ̄ := F
18: end if
19: if ρiter > ρmaxiter then
20: ρ := max(ρ/2, ρmin)

21: ρiter := 0
22: end if
23: γ i := Subgradient(λi) 
refer to (2.2.7)
24: ti := Step_Size(λi, γ i) 
 refer to (2.2.9)
25: λi+1 := Update_Lambda(λi, γ i) 
 refer to (2.2.8)
26: end for
27: end procedure
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methodology described above (line 7). If the value of the dual functionϕ(λi) is greater
than the previous best result, the algorithm saves this value and resets counter ρiter

(lines 8–11). Solution X(λi) obtained by solving the dual problem is used to initialize
the FD/A/FA algorithm, which then finds a primal feasible solution of the problem
denoted as X with the value of the objective function denoted as F(lines 12–13).
If the new solution outperforms the previous best one, it is saved (lines 14–18).
Next, it is checked whether ρiter reaches the limit defined by ρmaxiter and parameter
ρ is updated accordingly (lines 19–22). Finally, the vector of Lagrangian multipliers
λi is updated using the subgradient optimization approach and formulas defined
in (2.2.7)–(2.2.9). Note that the complexity and the execution time of the LR/A/FA
methodmainly depends on the number of iterations given by parameter imax, since the
most time complex part of each iteration is the execution of the FD/A/FA algorithm.

The optimization problem (2.2.1a)–(2.2.1e) uses the link-path notation to model
multicommodity flows. Some papers that apply Lagrangian relaxation to routing
problems use the node-link formulation [4, 28, 32–34]. However, in both cases the
dual is constructed analogously, i.e., we obtain an optimization problem that can
be decoupled into two independent subproblems, where one is the minimum cost
routing problem with link metrics given by Lagrangian multipliers.

Evolutionary Algorithm

The evolutionary algorithm (EA) is a stochastic heuristic method widely applied in
the context of various optimization problems related to computer and communication
networks. For an extensive survey of EAs and their application to network problems
refer to [4, 38–42].

The key issue in designing theEA is to develop amethod of encoding the optimiza-
tion problem into chromosomes. To recall, in the anycast flow allocation problem
(2.2.1a)–(2.2.1e), the decision is to select routing paths for each demand. A solu-
tion of the problem is denoted as a set that includes all variables xdp equal to 1,
which directly indicates the selected routing paths. Regarding connection-oriented
networks, a common approach of EA encoding is to assume that each allele in the
chromosome represents one demand. The value of each allele is an index of a path
selected for a particular demand (denoted as pd) [4, 43–49]. Therefore, the chromo-
some is defined as follows:

X = [p1, p2, . . . , p|D|]. (2.2.10)

For example, chromosome X = [3, 1, 2] means that demand d = 1 uses path
p = 3 (x13 = 1), demand d = 2 is allocated to path p = 1 (x21 = 1) and demand
d = 3 is realized on path p = 2 (x32 = 1). Using encoding (2.2.10), it is straight-
forward to calculate flow on each link (2.2.1b) and next to calculate the value of
the objective function (2.2.1a). It should be noted that other ways of encoding the
multicommodity flowoptimization problems inEAs have been proposed in literature,
e.g., see [50–54].

Originally, EA was designed to solve optimization problems without constraints
andwith the aim ofmaximizing the objective (fitness) function. Therefore, to address
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the fact that the problem includes constraints and the objective function is tominimize
the routing cost, the following modifications are required. There are three ways of
incorporating processing of constraints in EA. Firstly, the encoding scheme can
ensure that particular constraints are directly satisfied. Secondly, a penalty function
can be employed, i.e., the fitness function contains not only the problem objective
function, but also a special term including a measure of violation of the constraints
scaled by a penalty parameter. It is assumed that the measure of violation is nonzero
if the constraint is violated, and zero in the region where the constraint is not broken.
Thirdly, a repair function can be used when the current solution (chromosome) is
not feasible.

Note that in this problem (2.2.1), condition (2.2.1c) is included directly in the
encoding scheme (2.2.10). More specifically, since a single allele is assigned to
exactly one demand in the chromosome, the single path routing is imposed.

To address the link capacity constraint (2.2.1d), the penalty function approach is
applied. More specifically, let F(X) return the value the objective function (2.2.1c)
of the solution encoded in chromosome X. Next, let FPEN (X) denote the value of the
objective function with an additional penalty function for chromosome X defined as
follows:

FPEN (X) = F(X) + Pn
∑

e∈E

CapCon(X, e). (2.2.11)

Function CapCon(X, e) represents the violation of capacity constraint (2.2.1c)
according to network flows defined in X. If the capacity constraint for link e is not
violated (i.e., fe ≤ ce), then CapCon(X, e) = 0, otherwise, CapCon(X, e) = fe − ce.
In turn, Pn denotes the penalty scaling parameter that tunes the penalty function.

Finally, to tackle the anycast constraint (2.2.1e), a simple repair function is devel-
oped (Algorithm 2.4). For an input demand d it is checked whether the associated
demand τ(d) uses the same DC node as the DC node of demand d in the current
solution X (line 2). If this condition is not fulfilled, a new path for demand τ(d))
needs to be selected, but using only candidate paths from set P(τ (d)) connected
to the DC node of demand d (lines 3–5). To repair the whole solution, a function
described asAlgorithm 2.4must be executed for all associated demand pairs. In order
to improve the performance of the repair procedure for the whole solution including
all demands, the demands can be analyzed in a particular order, e.g., by decreasing
value of the requested volume (bitrate).

To address the fact that EA requires the objective function to be maximized, the
fitness function is defined as follows

Fitness(X) = M(FMAX − FPEN (X)) (2.2.12)

where FMAX denotes the maximum possible value function FPEN (X) taking into
account all chromosomes X in a given population, while M is a scaling parameter
that conducts additional tuning of the algorithm during the optimization process.
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Algorithm 2.4 RFAD (Repair Function for Anycast Demand)
Require: set of edges E, associated anycast demands d and τ(d), set P(τ (d)) including candidate

paths for demands d and τ(d), current solution X
Ensure: feasible path selection (routing) for demand τ(d)

1: procedure RFAD(X, d, P(d), P(τ (d)))

2: if DC_Node(d) �= DC_Node(τ (d)) then
3: X := X \ {xτ(d)p}
4: q := Find_Best_Path_DC(τ (d), DC_Node(d))

5: X := X ∪ {xτ(d)q}
6: end if
7: end procedure

It is worth noting that the proposed encoding scheme and fitness function for-
mulation apply the classical crossover and mutation operators. For instance, to
make the one-point crossover of two parent solutions X1 = [p11, p12, . . . , p1|D|]
and X2 = [p21, p22, . . . , p2|D|], it is necessary to select at random an integer d
between 1 and |D|. In consequence, the following two children are obtained X3 =
[p11, p12, . . . , p1d, p2d+1, . . . , p2|D|] and X4 = [p21, p22, . . . , p2d, p1d+1, . . . , p1|D|]. Next, the
repair function defined in Algorithm 2.4 must be applied to both new chromosomes
to ensure the anycast constraint. The mutation operation assumes that for a randomly
selected demand d, the routing path is changed by a random selection of an integer
between 1 and |P(d)|. Again, the repair function is required to fix the potential prob-
lemwith the anycast constraint. Additionally, for the described encoding scheme and
fitness function formulation, more complex approaches of crossover and mutation
operators can be used.

Finally, we discuss the issue of the initial solution of EA. More specifically,
in many cases the size of a feasible solution space in the flow allocation problem
is very small compared to the total solution space. Consequently, it is likely that
EA can encounter significant difficulties in finding a feasible solution, even using
mechanisms such as the penalty function and repair function. In such a case, the
performance of EA can be improved by using a feasible solution provided by another
method, e.g., the FD algorithm. Thereafter, using the elite member concept (i.e., the
best feasible solution(s) are copied directly to the next generation) [38, 40] ensures
that EA method yields a feasible solution.

Neighborhood Search Methods

There is a wide family of stochastic heuristics based on the concept of neighbor-
hood search, including Local Search (LS), Tabu Search (TS), Simulated Annealing
(SA), and Greedy Randomized Adaptive Search Procedure (GRASP) [4, 39, 40, 42,
55–58]. The neighborhoodN(X) of a particular solutionX is a subset of the total solu-
tion space including solutions Y ∈ N(X) that can be generated from X by a simple
modification of the solution. Themost common approach to generating the neighbor-
hood solution for unicast flow allocation problems in connection-oriented networks
is to simply change a routing path for one demand. The number of neighborhood
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solutions can then be estimated as
∑

d∈D(|P(d)| − 1), since for each demand d ∈ D,
the currently selected path can be changed to any of the remaining paths included in
set P(d) [4].

However, to address the additional anycast constraint (2.2.1e) that arises in anycast
flow allocation problems, the default procedure must be modified. More precisely, if
the created neighborhood solution Y ∈ N(X) does not satisfy the anycast constraint,
i.e., a new path selected for demand d uses a different DC node than the DC node
of demand τ(d), the repair function shown in Algorithm 2.4 must be executed for
demand d.

In addition, the neighborhood solution Y ∈ N(X) may be not feasible in terms of
the link capacity constraint (2.2.1d). In such a case, there are two options. First, the
penalty function approach can be used similarly to (2.2.11). As a result, the algorithm
based on the neighborhood search is able to examine unfeasible solutions as well.
Secondly, all solutions that are not feasible cannot be analyzed, i.e., they are excluded
from set N(X).

Using this definition of the neighborhood solution, it is easy to develop range
of neighborhood search methods such as LS, TS, SA and GRASP for the anycast
flow allocation problem. As in the context of EA, the algorithm performance can be
improved by using an initial solution yielded by another algorithm.

2.3 Network Design Problems for Anycast, Multicast
and Unicast Flows

This section focuses on a network design problem with joint optimization of link
capacity assignment and anycast, multicast and unicast flow allocation. Note that
the network design problem is also referred to as the capacity and flow allocation
(CFA) problem. Network design problems are among the most common optimiza-
tion problems in networks. They need to be resolved when a new network is being
designed from scratch or an existing network needs to be updated. The main goal
of the optimization process is to select the capacity of network links and the routing
configuration in order to realize all demands. The most common objective function
that occurs in network design problems is the CAPEX/OPEX cost, although other
network performance metrics (e.g., delay, survivability, throughput) can be applied.
The link capacity constraint which ensures that the total flow on each link cannot
exceed the assigned link capacity appears to be the key element of all network design
problems [4, 49].

Themajority of earlier network design problems have focused on the optimization
of unicast flows only. Relatively few papers address joint optimization of two types of
flows, i.e., anycast and unicast or multicast and unicast. The only paper that focuses
on joint optimization of anycast, multicast and unicast flows in connection-oriented
networks is [59], where a static RWA problem with unicast, anycast and multicast
connections is examined and some heuristics are proposed and evaluated. In the case
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of multicast flows, the routing is fixed since only one tree is created using a minimal
spanning tree algorithm, which is then iteratively pruned to remove all unnecessary
leaves.

2.3.1 Formulation

The routing is modeled in a similar way to that presented in Sect. 2.2. However, since
anycast, multicast and unicast network flows are to be provisioned in the network,
some modifications are required. In particular, for each demand d ∈ D, the set P(d)

includes candidate structures. When d is a unicast demand, the candidate structure
is simply a path connecting the source and destination nodes of the demand. When
d is an anycast upstream demand, the candidate structure is a path connecting the
client node and one of the DC nodes. In turn, when d is a downstream demand, the
candidate structure is a path connecting one of the DC nodes and the client node.
Finally, when d is a multicast demand, the candidate structure is a tree that includes
a root node and all receivers of the demand.

The link capacity is given in modules, and the capacity assigned to each link is
expressed as a multiple of one of the modules. This assumption follows from the
fact that in most network technologies such as Ethernet, SDH/SONET and WDM
the network uses some predefined values of the potential capacity available on each
link. Constant M denotes the size of the link capacity module given in the same unit
as the demand volume hd , e.g., in bits per seconds. Moreover, constant ξe denotes
the cost of using one capacity module on link e. Note that constant ξe can rep-
resent various types of costs, such as CAPEX cost, OPEX cost, power consump-
tion, etc. Integer variable ye denotes the number of capacity modules allocated to
link e [4, 49].

CON/AMU/ND/Cost/Link-path

sets

E links
D demands (anycast, multicast, unicast)
DDS anycast downstream demands
P(d) candidate structures for flows realizing demand d. If d is a unicast demand,

candidate structure is a path connecting end nodes of the demand. If d is an
anycast upstream demand, candidate structure is a path connecting the client
node and the DC node. If d is a downstream demand, candidate structure is a
path connecting the DC node and the client node. If d is a multicast demand,
candidate structure is a tree that includes the root node and all receivers of
the demand
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constants

δedp =1, if link e belongs to structure p realizing demand d; 0, otherwise
hd volume of demand d
ξe unit cost of link e
M size of the link capacity module
τ(d) index of a demand associated with demand d. If d is a downstream demand,

then τ(d) must be an upstream demand and vice versa
s(p) origin node of path p
t(p) destination node of path p

variables

xdp =1, if structure p is used to realize demand d; 0, otherwise (binary)
ye capacity of link e as the number of capacity modules (integer)

objective

minimize F =
∑

e∈E

ξeye (2.3.1a)

constraints

∑

p∈P(d)

xdp = 1, d ∈ D (2.3.1b)

∑

d∈D

∑

p∈P(d)

δedpxdphd ≤ Mye, e ∈ E (2.3.1c)

∑

p∈P(d)

xdps(p) =
∑

p∈P(τ (d))

xτ(d)pt(p), d ∈ DDS. (2.3.1d)

The objective function (2.3.1a) is to minimize the total network cost defined as the
overall cost of all capacity allocated to network links. Equality (2.3.1b) ensures that
for each demand d ∈ D exactly one routing structure is selected. Condition (2.3.1c)
is the link capacity constraint, but since a network design problem is considered,
the right-hand side of (2.3.1c) is not fixed and follows from the selection of link
variable ye. Finally, constraint (2.3.1d) imposes the anycast constraint that holds for
anycast demands only.

Model (2.3.1) is a generic formulation which can be modified to address various
additional constraints that can occur in different types of network design problems.
For instance, the network cost given by formula

∑
e∈Eξeye can be incorporated as a

budget constraint that limits the maximum cost to be spent on network deployment,
and another function can be used as the objective, e.g., network delay, proportion of
the realized demand volumes. For more details see [4].
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2.3.2 Algorithms

The network design problem formulated as (2.3.1) is generally comparable to the
flow allocation problem addressed in Sect. 2.2 with a key additional element of link
capacity optimization. Therefore, the general concepts of heuristic algorithms out-
lined in Sect. 2.2.2 can be adapted to the new constraints.

Firstly, we show how to use the FD method proposed in [15] for the network
design problem with anycast, multicast and unicast flows. Algorithm 2.5 presents
the FD/AMU/ND method. The key assumption behind this heuristic is that the algo-
rithm directly decides on the routing variables xdp, while the values of link capacity
variables ye are calculated indirectly according to a particular flow allocation. More
specifically, having selected a routing structure for each demand d ∈ D (represented
in solution X that includes all variables xdp equal to 1) the flow on each link fe can
be calculated as described in Sect. 2.2.1 and formulated in (2.2.1b). Next, the link
capacity variable ye for each link e ∈ E is simply selected as the minimum value
that satisfies constraint Mye ≥ fe. In order to evaluate the quality of the routing
assignment given in solution X, the network cost is calculated as

∑
e∈Eξeye using the

obtained values of ye. The main advantage of this concept is that any flow allocation
algorithm such as FD/A/FA shown in Algorithm 2.2 can be applied in this context
almost directly.

The FD/AMU/ND algorithm starts with a calculation of an initial solution using
any flow allocation algorithm (line 2). A flag test used in the stopping condition of
the algorithm is initialized next (line 3). The main loop of the algorithm (lines 4–30)
is repeated until the new solution improves the network cost function. First, metric le
is calculated for each link e ∈ E according to the routing solution given in the current
solution Xi (line 5); using this metric, the shortest structure for each demand d ∈ D
is calculated. In the case of an anycast demand, the anycast constraint is satisfied in
this function. Next, all demands are examined according to a predefined order (lines
8–23). In particular, each demand attempts to be rerouted to the shortest structure
included in set SR(Xi). In the case of anycast demands, both associated demandsmust
be processed jointly (lines 9–11), while multicast and unicast demands are processed
individually (line 13). The new solution K is evaluated against the previous solution
H, i.e., the link capacity cost is calculated accordingly to the flow allocation (lines
15–17). If the obtained solution is the same as the solution from the previous iteration
after processing all demands, the algorithm stops.

A Lagrangian relaxation method is also used in solving the network design prob-
lemwith anycast, multicast and unicast flows (2.3.1). A general framework of solving
network design problems using this method is described in [30]. As in the case of
the flow allocation problem, the key issue is the formulation of a dual problem of the
original optimization problem by relaxing constraints in order to obtain a simpler
subproblem. For more details see [30].

Regarding the EAmethod described in Sect. 2.2.2, the followingmodifications are
necessary to solve the network design problem with anycast, multicast and unicast
flows. First, since various types of flows are considered, the chromosome must be
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Algorithm 2.5 FD/AMU/ND (Flow Deviation for Network Design with Anycast,
Multicast and Unicast Flows)
Require: set of edges E, set of anycast, multicast and unicast demands D, sets P(d) including

candidate structures for each demand d ∈ D, capacity module size M, link cost
Ensure: routing structure selection (routing) for each demand d ∈ D included in set Xi, value of

objective function
1: procedure FD/AMU/ND(D, P(d))

2: X1 := Find_Intial_Solution(D, P(d)), i := 1
3: test := 0
4: repeat
5: for e ∈ E do le := ξe min {ye : Mye ≥ fe(Xi)}
6: SR(Xi) := Find_Shortest_Structure(D, P(d), Xi, L)

7: H := Xi
8: for d ∈ D do
9: if Type(d) = ANYCAST then
10: K := (H − {xdp}) ∪ {xdq}, where xdp ∈ H and xdq ∈ SR(Xi)

11: K := (K − {xτ(d)p′ }) ∪ {xτ(d)q′ }, where xτ(d)p′ ∈ H and xτ(d)q′ ∈ SR(Xi)

12: else
13: K := (H − {xdp}) ∪ {xdq}, where xdp ∈ H and xdq ∈ SR(Xi)

14: end if
15: F(H) = Find_Objective(H)

16: F(K) = Find_Objective(K)

17: if F(K) < F(H) then H := K
18: if Type(d) = ANYCAST then
19: D := D \ {d, τ (d)}
20: else
21: D := D \ {d}
22: end if
23: end for
24: if Xi �= H then
25: i := i + 1
26: Xi := H
27: else
28: test := 1
29: end if
30: until test < 1
31: end procedure

divided into three parts, with each part encoding a selection of routing structures for
a particular type of flow. This approach involves a straightforward implementation of
the crossover operator, which selects the crossover point(s) independently for each
part (demand type) of the chromosome. In consequence, the obtained child solution
is feasible in terms of constraint (2.3.1b). Note that after the crossover operation, the
repair function reported in Algorithm 2.4 is applied only for the chromosome part
that refers to anycast demands. In turn, the mutation operator does not require any
changes. The second adjustment of the EA algorithm refers to chromosome evalu-
ation. More specifically, since the goal of the optimization is to minimize network
cost in terms of capacity cost, to evaluate a particular solution X, link flow fe for each
e ∈ E is first calculated according to (2.2.1b). Next, the link capacity variable ye
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is calculated for each link e ∈ E as the minimum value that satisfies constraint
Mye ≥ fe and the network cost is obtained. Note that because link capacities are
determined according to the flow allocation encoded in the chromosome, the link
capacity constraint (2.3.1c) is always satisfied and thus there is no need to use the
penalty function mechanism. This approach means that link capacity variables ye are
not directly encoded in the chromosome, but they are selected indirectly according
to the formulation of the optimization problem.

Concerning the metaheuristics based on the neighborhood search, e.g., LS, TS,
SA, and GRASP, the approach to tackling the network design problem is similar to
the EA method. In particular, the solution encodes the routing decision variable xdp

only. The link capacity variables ye are selected according to the flow allocated
on each link, which yields a value of the objective function (network cost) that is
used to evaluate a particular solution. Consequently, it is not necessary to use the
penalty function associated with the link capacity constraint. Again, in the case of
anycast demands, the repair function shown in Algorithm 2.4 is required to cope
with the anycast constraint. Note that another approach to encoding the solution in
the context of neighborhood search methods is proposed in [60] where the authors
use two vectors with variables xdp and ye to represent the solution. To control the
feasibility of the solution, a penalty function is used.

2.4 Location Problems for Anycast and Unicast Flows

In this section, we address optimization problems related to the location of DC nodes
for a network realizing anycast and unicast flows. Two types of location problems are
formulated in this section. Firstly, it is assumed that each installed DC provides the
same content/service and in consequence each DC can serve every anycast demand.
The goal is to decide on the location of DC nodes, link capacity and routing in order
to minimize the cost related to both DC and link capacity resources. In the second
problem, DCs offer various types of content divided into content groups (CGs).
The optimization process involves locating particular content groups and selecting
routing paths.

2.4.1 Data Center Location and Network Design

Location problems are presented in depth in earlier studies, mainly in the context
of CDNs including web proxy placement, cache location, replica location, e.g., [49,
61–73]. However, the majority of papers on location problems with anycast flows do
not tackle the routing problem, i.e., it is assumed that each client is simply assigned
to the closest DC node using the shortest path. This assumption considerably reduces
the complexity of the optimization problem, since link capacity is not required in
the model. Therefore, the location and network design (NDL) optimization problem
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presented below, involving joint optimization of location, link capacity and flow
allocation, results in significantly more detailed modeling and optimization of real
networks.

The NDL problem for anycast and unicast flows is formulated for both link-path
and node-link notations. In order to write the models, some new notation must be
introduced. First, let R denote a set of network nodes that can host a data center. The
decision variable that determines the location of DC nodes in the network is defined
as uv, which equals 1 if node v hosts a DC node and 0 otherwise. The cost of locating
a DC at node v ∈ R is given by constant ηv.

Link-Path Formulation

To recall, in the link-path notation of anycast flows, the DC node is selected for
a demand directly by choosing the routing path. To ensure that the path selected
to realize an anycast demand a proper (installed) DC as a DC node, constant πvdp

denotes whether node v ∈ R is a DC node for path p realizing anycast demand d.

CON/AU/NDL/Cost/Link-path

sets

E links
R candidate nodes for data center location
D demands (anycast, unicast)
DAN anycast demands
DDS anycast downstream demands
P(d) candidate paths for flows realizing demand d. If d is a unicast demand, the

candidate path connects end nodes of the demand. If d is an anycast upstream
demand, the candidate path connects the client node and a node included in
set R (DC candidate node). If d is a downstream demand, the candidate path
connects a node from set R (DC candidate node) and the client node

constants

δedp =1, if link e belongs to path p realizing demand d; 0, otherwise
πvdp =1, if node v ∈ R is a DC node for path p realizing anycast demand d; 0,

otherwise
hd volume of demand d
ξe unit cost of link e
M size of the link capacity module
τ(d) index of a demand associated with demand d. If d is a downstream demand,

then τ(d) must be an upstream demand and vice versa
s(p) origin node of path p
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t(p) destination node of path p
r number of data centers to be located in network
ηv cost of location of a data center at node v, if opened

variables

xdp =1, if path p is used to realize demand d; 0, otherwise (binary)
ye capacity of link e as the number of capacity modules (integer)
uv =1, if node v is selected to host a data center; 0, otherwise (binary)

objective

minimize F =
∑

e∈E

ξeye +
∑

v∈R

ηvuv (2.4.1a)

constraints

∑

p∈P(d)

xdp = 1, d ∈ D (2.4.1b)

∑

d∈D

∑

p∈P(d)

δedpxdphd ≤ Mye, e ∈ E (2.4.1c)

∑

p∈P(d)

xdps(p) =
∑

p∈P(τ (d))

xτ(d)pt(p), d ∈ DDS (2.4.1d)

∑

p∈P(d)

πvdpxdp ≤ uv, d ∈ DAN , v ∈ R (2.4.1e)

∑

v∈R

uv = r. (2.4.1f)

The goal of optimization (2.4.1a) is to minimize the sum of link capacity cost and
data center location cost. Equality (2.4.1b) ensures that exactly one routing path is
selected to realize demand d. Condition (2.4.1c) defines the link capacity constraint
to meet the requirement that the flow of each link cannot exceed the allocated link
capacity. Equality (2.4.1d) denotes the anycast constraint. Condition (2.4.1e) ensures
that an anycast demand can be assigned to a routing path p that includes a DC node
installed in the network. More precisely, if a data center is not located at node v (i.e.,
uv = 0), then the right-hand side of (2.4.1e) must be zero, which guarantees that
path p selected to realize demand d cannot use node v as the DC node. The final
constraint (2.4.1f) is in the model to ensure that exactly r data centers are located in
the network.
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Note that heuristic algorithms described in Sects. 2.2.2 and 2.3.2 can be adapted
to solve the CON/AU/NDL problem defined as (2.4.1a)–(2.4.1f). To achieve this, the
problemmust be divided to two separate subproblems: a DC location problem (with-
out capacity and flow allocation) and a network design problem. The first subproblem
can be solved using methods developed in the context of cache/replica location prob-
lems; see [61–64, 68, 69, 71–73]. When the DCs are located in the network, the pure
network design problem with anycast and unicast flows can be solved.

Node-Link Formulation

New notation is required to write the node-link formulation. Let xed denote whether
the routing path selected for demand d uses link e. For anycast demands, variable zvd

denotes whether node v is selected as a DC for demand d.

CON/AU/NDL/Cost/Node-link

sets (additional)

V nodes
δ+(v) links leaving node v
δ−(v) links entering node v
DUN unicast demands
DUS anycast upstream demands

constants (additional)

sd source node of demand d
td destination node of demand d

variables

xed =1, if demand d uses link e; 0, otherwise (binary)
ye capacity of link e as the number of capacity modules (integer)
uv =1, if node v is selected to host a data center; 0, otherwise (binary)
zvd =1, if DC node v is selected as a DC for demand d; 0, otherwise (binary)

objective

minimize F =
∑

e∈E

ξeye +
∑

v∈R

ηvuv (2.4.2a)
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constraints

∑

e∈δ+(v)

xed −
∑

e∈δ−(v)

xed =
⎧
⎨

⎩

+1 if v = sd

−1 if v = td,
0 otherwise

v ∈ V , d ∈ DUN (2.4.2b)

∑

e∈δ+(v)

xed −
∑

e∈δ−(v)

xed =
⎧
⎨

⎩

+zvd if v ∈ R
−1 if v = td
0 otherwise

v ∈ V , d ∈ DDS (2.4.2c)

∑

e∈δ+(v)

xed −
∑

e∈δ−(v)

xed =
⎧
⎨

⎩

+1 if v = sd

−zvd if v ∈ R
0 otherwise

v ∈ V , d ∈ DUS (2.4.2d)

∑

d∈D

hdxed ≤ Mye, e ∈ E (2.4.2e)

zvd = zvτ(d), d ∈ DDS, v ∈ R (2.4.2f)
∑

v∈R

zvd = 1, d ∈ DAN (2.4.2g)

zvd ≤ uv, d ∈ DAN , v ∈ V (2.4.2h)
∑

v∈R

uv = r. (2.4.2i)

The objective function (2.4.2a) is formulated in the same way as in model (2.4.1).
Condition (2.4.2b) is a node-link formulationof unicast demands.Equalities (2.4.2c)–
(2.4.2d) define the flow conservation constraints for downstream and upstream any-
cast demands, respectively. More specifically, if node v is included in set R (i.e.,
node v can be selected as a DC node), the left-hand side of (2.4.2c) must be zvd .
Note that if v is not selected as the DC node of downstream demand d (zvd = 0), the
left-hand side of (2.4.2c) is 0 and v is a transit node. In turn, if node v is selected as the
DC node of demand d (zvd = 1), the left-hand side of (2.4.2c) is 1 and v is the source
node of the demand. If the considered node v is the destination (client) node (v = td)
of downstream demand d, the left-hand side of (2.4.2c) is −1. Finally, in all other
cases, v is a transit node and the left-hand side of (2.4.2c) is 0. Constraint (2.4.2d)
defines the flow conservation for upstream demands. Inequality (2.4.2e) denotes the
link capacity constraint. Equality (2.4.2f) ensures that two associated demands d and
τ(d) use the same DC node. Constraint (2.4.2g) is in the model to guarantee that
every anycast demand uses exactly one DC node. Constraint (2.4.2h) imposes the
requirement that an anycast demand can be assigned to node v that hosts a DC. The
last inequality (2.4.2i) limits the number of DCs to be installed in the network.
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2.4.2 Content Location and Flow Allocation

This section presents the problem of content location and flow allocation in a net-
work with anycast and unicast flows. The content location problem is similar to other
location problems, reviewed in depth in literature, such as the data placement prob-
lem [74, 75] and object placement problem [61, 62, 76–81]. However, the majority
of previous research in this area considers location problems assuming that the opti-
mization of routing (flow allocation) is not included in themodel, which significantly
simplifies the formulation and the optimization process.

The optimizationmodel addressed in this section uses a concept of a content group,
which follows directly from the observation that online content can be divided into
groups according to popularity [61, 76, 77, 82–87]. More specifically, set B includes
content groups and constant ψb denotes the size of data related to content group b
given in GB. Due to the fact that popularity of a particular content group can depend
on the geographical location of users and on the population of users located at node v,
constant hvb defines the volume (bit-rate) of content group b requested by a client
located at node v. This means that network flow associated with a particular content
group b can vary for different network nodes. Content groups are located at DCs node
that are already placed in the network. Binary variable uvb determines whether the
DC located at node v stores content group b. However, DCs have a limited storage
capacity, therefore the whole content cannot be placed in every DC node. To make
the problem more realistic, it is assumed that some background unicast traffic is
transmitted in the network and hvw denotes the volume (bit-rate) of unicast traffic
from node v to node w.

Since anycast demands are defined for each node, route modeling is a little differ-
ent than in the previous models. In particular, set P(v, w) includes candidate paths
for flows realizing demand from node v to node w. The assignment of clients to
a DC providing the requested content is controlled by a binary variable zvwb that
denotes whether node v downloads content group b from a DC located at node w.
Due to traffic asymmetry, the upstream traffic from clients to DCs is not included
directly in the model. However, the bit-rate associated with the upstream traffic is
built-in unicast flows between particular nodes (constant hvw). To reduce the number
of connections to be established in the network, traffic grooming is assumed. More
specifically, the whole traffic between a particular pair of nodes (both anycast traf-
fic serving downloads of content groups and unicast traffic) is provisioned using a
single connection. Without this assumption, due to a potential large number of con-
tent groups, the number of connections serving individual requests to single content
groups may be high. In consequence, binary variable xvwp denotes whether path p is
used to realize the demand from node v to node w. Similarly, variable fvwp represents
the volume of flow from node v to node w allocated to path p.
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CON/AU/FAL/Content Groups/Cost

sets

E links
V nodes (clients) that request content
R nodes with a data center
P(v, w) candidate paths for flows realizing demand from node v to node w
B content groups

constants

δevwp =1, if link e belongs to path p realizing demand between from node v to
node w; 0, otherwise

hvw volume (bit-rate) of unicast traffic from node v to node w
gvb volume (bit-rate) of content group b requested by node v
sv storage capacity of a DC located at node v (GBytes)
ψb size of data related to content group b (GBytes)
ce capacity of link e
ζe unit routing cost on link e
M large number

variables

xvwp =1, if path p is used to realize demand from node v to node w; 0, otherwise
(binary)

zvwb =1, if node v downloads content group b from a DC located at node w; 0,
otherwise (binary)

fvwp volume of flow from node v to node w allocated to path p (continuous non-
negative)

uvb =1, if DC located at node v stores content group b; 0, otherwise (binary)

objective

minimize F =
∑

e∈E

∑

v,w∈V

∑

p∈P(v,w)

δevwpζefvwp (2.4.3a)

constraints

∑

p∈P(v,w)

xvwp = 1, v, w ∈ V (2.4.3b)

fvwp ≤ Mxvwp, v, w ∈ V , p ∈ P(v, w) (2.4.3c)
∑

p∈P(v,w)

fvwp ≥ hvw +
∑

b∈B

zvwbgwb, v, w ∈ V (2.4.3d)
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∑

v,w∈V

∑

p∈P(d)

δevwpfvwp ≤ ce, e ∈ E (2.4.3e)

zvwb ≤ uvb, v ∈ R, w ∈ V , b ∈ B. (2.4.3f)
∑

b∈B

ψbuvb ≤ sv, v ∈ R (2.4.3g)

∑

v∈R

uvb ≥ 1 b ∈ B. (2.4.3h)

The goal of optimization (2.4.3a) is to minimize the routing cost of network flows
required to transmit content from DCs and the background unicast traffic. Equality
(2.4.3b) imposes a single path routing. Constraint (2.4.3c) binds variables xvwp and
fvwp to ensure that flow on path p ∈ P(v, w) is zero if path p is not selected to realize
traffic from node v to node w. Condition (2.4.3d) implements traffic grooming, i.e.,
the volume allocated to a path selected for node pair v and w must be enough to serve
both unicast traffic (hvw) and content traffic (

∑
b∈Bzvwbgwb). Inequality (2.4.3e) is

the link capacity constraint. Condition (2.4.3f) ensures that anycast client at node w
can download a content group b from DC located at node v, only if DC v stores
content group b. The next inequality (2.4.3g) controls the storage capacity limit of
each DC. Finally, constraint (2.4.3h) ensures that every content group is allocated to
at least one DC node. Note that to introduce additional survivability constraints, the
right-hand side of constraint (2.4.3h) could be changed to 2 or a larger number to
enable content replication.

The most straightforward way of solving the above problem using heuristic algo-
rithms is to consider two separate subproblems. The decision on content group place-
ment needs to be determined first, which makes the problem a pure flow allocation
problem and methods proposed in Sect. 2.2.2 can be applied.

2.5 Survivable Allocation of Anycast and Unicast Flows

This section focuses on the flow allocation problem with additional survivability
constraints. Two types of network flows are addressed: anycast and unicast. We start
with a short discussion on survivability of connection-oriented networks.

The key idea of providing survivability in a connection-oriented network is to
establish two failure-disjoint paths for each demand, i.e., working path used in a
normal, failure-free state of the network and backup path used when the working
path is not available due to a network failure. Two popular protection methods based
on this approach and considered in the context of connection-oriented networks are
Dedicated Path Protection (DPP) and Shared Backup Path Protection (SBPP). The
key difference betweenDPP and SBPP is the fact that SBPPmakes it possible to share
capacity between backup paths belonging to different demands under the condition
that these resources can be used by a single demand in a given failure scenario. In
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Fig. 2.1 An example of a survivable anycast connection with different working and backup DCs

contrast, backup paths in DPP have their own dedicated capacity. This means that
SBPP brings capacity savings compared to DPP.

Additionaly, there are two categories of DPP schemes: 1+1 and 1:1. In the former,
traffic is permanently duplicated on both the working path and the backup path. The
receiving node selects the signal with the best quality. The 1 + 1 approach is very
efficient in terms of recovery time, since the reaction to a network failure is almost
immediate. However, the 1+1 method is relatively costly in terms of capacity usage.
On the other hand, the 1:1 method assumes that in failure-free conditions traffic is
transmitted over the working path, whichmeans extra traffic can be transported along
the backup path in failure-free conditions. When a failure occurs along the working
path, the extra traffic must be prevented from entering the backup path to enable
switching the traffic affected by the failure to the backup path. Consequently, in
comparison with 1 + 1, the 1:1 approach requires higher recovery times [5].

In the context of anycast flows, path protectionmethods such asDPPandSBPPcan
be used differently to the protection of unicast flows. More specifically, anycasting
assumes that the same content/service can be provisioned by several DCs located in
the network. In consequence, working and backup paths of the same demand can use
different DC nodes. For ease of reference, the DC node used by the working path is
denoted as working DC and the DC node used by the backup path is referred to as
backup DC. There are twomain reason for this relocation approachusingdifferentDC
nodes forworking and backup paths. Firstly, this concept protects the network against
a failure of a single DC node, improving network survivability. Secondly, in some
cases a backup path connected to another DC node can provide better performance
according to the considered metric compared to a backup path that uses the same DC
node as the working path. It should be noted that both associated anycast demands
(upstreamanddownstream)must use the sameDCnode forworkingpaths andbackup
paths, respectively [88]. The relocation approach is presented in [70, 89–99].
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To illustrate the concept of a backupDC, a simple example is shown in Fig. 2.1. An
anycast client is located at node 1 and three DCs are placed in the network at nodes
c, f and g. The anycast client uses node c as the working DC and node f as the backup
DC. Both downstream and upstream connections are shown. Note that if the backup
DC is located in the same node as the working DC (node c), the shortest backup
paths will include at least 4 links (for instance path (a, d, e, b, c)), when the backup
DC located at node f is used, the backup path is shorter and includes only 3 links
(path (a, d, e, f )).

2.5.1 Formulations

In this section, two optimization models using DPP and SBPP approaches to provide
network survivability are formulated and discussed. Both models use the node-link
formulation of anycast and unicast flows with some enhancements for addressing
additional survivability requirements. The network is protected against a single link
failure. The following models can be easily adapted to tackle other types of failures,
such as a single node failure or a region failure [70, 98, 99].

Dedicated Path Protection

In DPP, two types of flow variables are used for each demand: xed denoting whether
working path of demand d uses link e, and bed denoting whether the working path of
demand d uses link e. In anycast demands, two types of DC node selection variables
are also required, i.e., zvd defining whether DC node v is selected as a working DC
for demand d and wvd defining whether DC node v is selected as a backup DC for
demand d.

CON/AU/FA/DPP/Cost

sets

V nodes
R data center nodes
E links
D anycast demands
δ+(v) links leaving node v
δ−(v) links entering node v
D demands (anycast and unicast)
DUN unicast demands
DAN anycast demands
DDS anycast downstream demands
DUS anycast upstream demands
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constants

hd volume of demand d
ce capacity of link e
ζe unit routing cost on link e
sd source node of demand d
td destination node of demand d
τ(d) index of a demand associated with demand d. If d is a downstream demand,

then τ(d) must be an upstream demand and vice versa

variables

xed =1, if demand d uses link e on working path; 0, otherwise (binary)
bed =1, if demand d uses link e on backup path; 0, otherwise (binary)
zvd =1, if DC node v is selected as a working DC for demand d; 0, otherwise

(binary)
wvd =1, if DC node v is selected as a backup DC node for demand d; 0, otherwise

(binary)

objective

minimize F =
∑

e∈E

∑

d∈D

ζehd(xed + bed) (2.5.1a)

constraints

∑

e∈δ+(v)

xed −
∑

e∈δ−(v)

xed =
⎧
⎨

⎩

+1 if v = sd

−1 if v = td,
0 otherwise

v ∈ V , d ∈ DUN (2.5.1b)

∑

e∈δ+(v)

bed −
∑

e∈δ−(v)

bed =
⎧
⎨

⎩

+1 if v = sd

−1 if v = td,
0 otherwise

v ∈ V , d ∈ DUN (2.5.1c)

∑

e∈δ+(v)

xed −
∑

e∈δ−(v)

xed =
⎧
⎨

⎩

+zvd if v ∈ R
−1 if v = td
0 otherwise

v ∈ V , d ∈ DDS (2.5.1d)

∑

e∈δ+(v)

bed −
∑

e∈δ−(v)

bed =
⎧
⎨

⎩

+wvd if v ∈ R
−1 if v = td
0 otherwise

v ∈ V , d ∈ DDS (2.5.1e)

∑

e∈δ+(v)

xed −
∑

e∈δ−(v)

xed =
⎧
⎨

⎩

+1 if v = sd

−zvd if v ∈ R
0 otherwise

v ∈ V , d ∈ DUS (2.5.1f)

∑

e∈δ+(v)

bed −
∑

e∈δ−(v)

bed =
⎧
⎨

⎩

+1 if v = sd

−wvd if v ∈ R
0 otherwise

v ∈ V , d ∈ DUS (2.5.1g)
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zvd = zvτ(d), d ∈ DDS, v ∈ R (2.5.1h)

wvd = wvτ(d), d ∈ DDS, v ∈ R (2.5.1i)
∑

v∈R

zvd = 1, d ∈ DAN (2.5.1j)

∑

v∈R

wvd = 1, d ∈ DAN (2.5.1k)

xed + bed ≤ 1, e ∈ E, d ∈ D (2.5.1l)
∑

d∈D

hd(xed + bed) ≤ ce, e ∈ E. (2.5.1m)

The objective (2.5.1a) is to find the routing of both working and backup paths for
all anycast and unicast demands using the DPP approach and minimizing routing
cost. Equations (2.5.1b) and (2.5.1c) define the unicast flow conservation constraints
for working and backup paths, respectively. Equations (2.5.1d)–(2.5.1g) define the
corresponding flow conservation constraints for working and backup paths of down-
stream and upstream anycast demands. Constraints (2.5.1h) and (2.5.1i) are in the
model to ensure that working paths of two associated anycast demands d and τ(d) use
the same working and backup DC node, respectively. Equations (2.5.1j) and (2.5.1k)
ensure that each anycast demand is assigned to exactly one working and backup DC
node, respectively. Constraint (2.5.1l) expresses the DPP, i.e., it ensures that working
and backup path are link disjoint for each demand. Finally, the inequality (2.5.1m)
ensures the link capacity constraint taking into account flows of both working and
backup paths.

The model (2.5.1a)–(2.5.1m) does not include a coupling between the working
and backup DC nodes. Two cases are possible for each anycast demand: (i) working
and backup DCs are located in different network nodes and (ii) working and backup
DC nodes are located in the same network node. For ease of reference, the above
model is referred to as the ADN (Any DC node) model. Some additional constraints
on the selection of working and backup DC nodes are introduced and discussed
below.

The disjoint DC node (DDN) scenario assumes that the working and backup DC
nodes are disjoint for each anycast demand:

∑

v∈R

(zvd + wvd) ≤ 1, d ∈ DDS. (2.5.1n)

DDN model given by (2.5.1a)–(2.5.1n) provides protection against a single DC
node failure, since it protects each anycast demand against any singleDCnode failure
including the working DC node.

Let κvd denote a binary constant which is 1 if v is the nearest DC for anycast
demand d and 0 otherwise. To find the value of κvd , the shortest paths between the
client node of anycast demand d and each DC node v ∈ R are calculated and the
DC node with the lowest value is selected. The next model, known as the nearest
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DC node (NDN), ensures that both working and backup DC nodes are located in the
same network node, which is the closest to the client node of a particular anycast
demand:

zvd = wvd = κvd, d ∈ DDS, v ∈ R. (2.5.1o)

The main advantage of the NDNmodel given by (2.5.1a)–(2.5.1m) and (2.5.1o) is
the fact that in many anycasting systems the client is assigned to the nearest DC node
by default. A more comprehensive treatment of DPP of anycast flows and various
working and backup DC node scenarios is given in [70, 98].

Shared Backup Path Protection

The next model assumes the SBPP approach applied to protect the network against a
single link failure [99]. Since the SBPPmodel is similar to theDPPmodel formulated
as (2.5.1),we only present additional elements here. To control the sharing of capacity
among backup paths three new variables are introduced. First, let binary variable ydeg

denote whether link e is used for a backup path of demand d in the event of link g
failure. Using variable ydeg, we are able to provide sharing of the backup capacity
among demands for which working paths are failure disjoint. Next, variable yeg

defines the spare capacity on link e required in the event of link g failure. Finally,
variable ye denotes the maximum amount of spare capacity on link e required in the
event of a single link failure, and is calculated simply as the maximum value yeg

considering all single link failures one by one.

CON/AU/FA/SBPP/Cost

variables (additional)

ydeg =1, if in the event of link g failure link e is used as a backup path of demand d;
0, otherwise

yeg spare capacity on link e required in the event of a link g failure (integer)
ye maximum spare capacity on link e required in the event of a single link failure

(integer)

objective

minimize F =
∑

e∈E

∑

d∈D

ζehdxed +
∑

e∈E

ζeye (2.5.2a)
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constraints (2.5.1a)–(2.5.1k) and

xed + bgd ≤ 1 + ydeg, e, g ∈ E : e �= g, d ∈ D (2.5.2b)

2ydeg ≤ xed + bgd, e, g ∈ E : e �= g, d ∈ D (2.5.2c)

yeg =
∑

d∈D

hdydeg, e, g ∈ E : e �= g (2.5.2d)

yeg ≤ ye, e, g ∈ E : e �= g (2.5.2e)

ye +
∑

d∈D

hdxed ≤ ce, e ∈ E. (2.5.2f)

The objective function (2.5.2a) aims to minimize the network similarly to func-
tion (2.5.1a); however, the cost related to working paths is included directly in the
objective function (first term), while the cost related to backup paths is limited to
the cost of spare capacity (second term). When compared with the DPP, the SBPP
model (2.5.2) includes the same constraints regarding the definition of flows and sur-
vivability requirements, and thus these constraints are not repeated in the formulation.
There are five newconstraints following from theSBPPapproach.Constraint (2.5.2b)
and (2.5.2c) are used to define variable ydeg. Constraint (2.5.2b) ensures that if both
variables of the left-hand side are 1 (i.e., demand d is affected by the failure of link g
and link e is used by the backup path of demand d), variable ydeg must be 1. In turn,
constraint (2.5.2b) guarantees that if at least one of the variables xed and bgd is 0, then
ydeg must also be set to 0. Equality (2.5.2d) directly defines variable yeg that denotes
the spare capacity required for on link e when link g is broken. Constraint (2.5.2e) is
used to find value of ye defined as the maximum amount of spare capacity on link e
taking into account all failure scenarios. Finally, inequality (2.5.2f) imposes the link
capacity constraint, i.e., for each link e ∈ E the flow allocated to working paths and
the capacity left for backup paths cannot exceed the link capacity.

2.5.2 Numerical Results

This section presents and discusses results of numerical experiments reported in [99].
Themain goal of the experiments was to compare the SBPP approach assuming shar-
ing of the backup capacity against theDPPapproach,where the backup capacity is not
shared in the context of two working and backup DC node scenarios, namely, ADN
and NDN. Numerical experiments were performed with the CPLEX solver [100]
using optimization models (2.5.1) and (2.5.2) formulated in the previous section.

All simulations were run on the NSF network (Fig. A.4, Table A.3). All links
were assigned a capacity equal to 40 Gb/s. Several scenarios referring to 2 and
3 DC nodes available in the network were evaluated. DCs were located at nodes
with a relatively high value of the average node degree. To examine the influence
of anycast traffic on the analyzed protection mechanisms, we define the anycast
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ratio (AR) parameter. Let hAny and hUni denote the overall volume of all anycast and
unicast demands, respectively. Next, let hAll = hAny + hUni be the overall demand
in the network. The AR parameter is defined as the volume (capacity) of all anycast
demands divided by the volume of all demands in the network, i.e., AR = hAny/hAll.
Eight scenarios of network loadwere examined in terms of theARparameter, namely,
0, 10, 20, . . . , 80%. In each case, three sets of demands were generated at random,
giving 24 different demand sets in total. The number of unicast demands in each set
was selected in the range 7–44, while the corresponding number of anycast demands
was in the range 8–28. The demand volume was selected from the range 1–9 Gb/s
in order to obtain the particular anycast proportion parameter value. For each set of
demands, experiments considered two scenarios (2 and 3 DC nodes) and four models
(SBPP-ADN, SBPP-NDN, DPP-ADN, DPP-NDN). This yields the overall number
of 192 distinct experiments.

To report the results showing the comparison between the SBPP and DPP
approaches, we use a ratio calculated as FSBPP/FDPP, where FSBPP and FDPP denote
the value of a given performance metric obtained for SBPP and DPPmodels, respec-
tively. It should be noted that if the value of this ratio is lower than 1, then SBPP
provides a lower value of a particular performance metric compared with DPP.

Figure2.2 shows the costSBPP/costDPP ratio as a function of the anycast ratio
parameter. In turn, Table2.1, presents the average values of the ratio between SBPP
and DPP (averaged over all cases of the analyzed anycast traffic proportion) for the
following performance metrics: cost (objective function of both models), capacity
utilization (ratio of network capacity allocated to demands), working and backup
path length in km, and hop count for both unicast and anycast demands.

The average value of the costSBPP/costDPP ratio (taking into account all exper-
iments) is 0.64, which means that SBPP outperforms DPP by 36%. The detailed
analysis of the results presented in Fig. 2.2 indicates that the ratio between both
models becomes less evident with the increase of the anycast ratio. This can be
explained by the fact that anycast demands must have one of the end nodes located
at the DC node. Let us recall that the capacity sharing used in the SBPP approach
assumes that the backup capacity can be shared by demands that have failure-disjoint
working paths. However, the majority of anycast traffic concentrates on links adja-

Fig. 2.2 Average cost ratio between SBPP and DPP models as a function of the anycast ratio
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Table 2.1 Average ratio between SBPP and DPP approaches for various performance metrics

Number of DC nodes 2 3 2 3

DC node scenarios ADN ADN NDN NDN

Cost 0.65 0.67 0.62 0.62

Capacity utilization 0.60 0.61 0.56 0.57

Unicast working path length 1.01 1.01 1.01 1.05

Unicast backup path length 1.71 1.68 1.78 1.86

Unicast working path hops 1.01 1.01 0.99 1.03

Unicast backup path hops 1.49 1.43 1.53 1.55

Anycast working path length 1.01 1.06 1.01 1.03

Anycast backup path length 2.00 2.09 1.79 1.91

Anycast working path hops 1.00 0.98 1.01 1.02

Anycast backup path hops 1.54 1.60 1.43 1.56

cent to DC nodes. Accordingly, there are fewer opportunities to share the backup
capacity in the event of a failure of a link adjacent to a DC node.

Moreover—as shown in Fig. 2.2—the increase of the number of DC nodes (here
from 2 to 3) also reduces the gap between SBPP and DPP. As DC nodes are spread
over the network, anycast demands use shorter backup paths than unicast demands
in terms of the hop count. Accordingly, when the number of DC nodes increases,
the average path hop count decreases, which means that once again there are fewer
possibilities to share the backup capacity.

As shown in Table2.1, the DC node location scenario (ADN vs. NDN) does not
have a significant impact on the SBPP/DPP ratio. Nevertheless, the ADN approach
provides lower values of the cost percentage difference (equivalent to higher val-
ues of the SBPP/DPP ratio) compared to the NDN scenario. This is because the
ADN scenario is flexible and benefits more from switching anycast demands to
another DC node after a network failure. However, in the NDN approach, both
working and backup paths of anycast demands are assigned to the same, closest DC
node. Therefore, in this case anycast traffic performs similarly to unicast traffic; in
consequence—as explained above in the context of cost values (see Fig. 2.2)—the
difference between the SBPP and DPP approaches increases.

Another interesting observation is that the capacity utilization metric returns a
performance similar to the cost objective, i.e., as the anycast ratio parameter and the
number ofDCnodes increase, the difference between SBPP andDPPdecreases. Note
that on average, the SBPPmodel requires 42% less capacity than DPP.Moreover, the
results show that the SBPP model yields significantly longer backup paths compared
to the DPP model. This is because the objective function (2.5.2a) includes the cost of
the shared backup capacity, not the cost of every backup path as in the DPP model.
Hence, in the SBPP model backup paths are selected in order to share the backup
capacity, even if they become relatively long. More information on SBPP protection
of anycast and unicast flows and additional results can be found in [99].
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2.6 Protection Design with Anycast and Unicast Flows

This section continues the discussion on the protection of connection-oriented net-
works with anycast flows and presents a network design problem. In contrast to the
previous section where the node-link notation was used to model network flows, here
we use the link-path approach. Moreover, a general concept of failure state (situ-
ation) is applied to model network failures [4]. Simply put, a failure state models
any failure that can occur in the network and it is specified by the availability status
of the network elements (links and nodes). The DPP approach is as the protection
method; the optimization and heuristic can be modified easily to also address the
SBPP approach.

2.6.1 Formulation

The optimization model involves the joint optimization of anycast and unicast flows
protected by the DPP method [101–103]. The objective is to minimize the cost of
the network essential to fully protect all flows (unicast and anycast). As in [4], the
notion of failure states is used. Let set S contain all failure states considered in the
network including the special state s0 denoting the normal state of the network when
all network elements are available. Each failure state s ∈ S is defined by a vector of
binary link availability coefficients αs = (α1s, α2s, . . . , α|E|s), i.e., in a given failure
state a particular link e is either fully available (αes = 1) or it is completely broken
(αes = 0). This approach, makes it easy to model various failure scenarios. For
instance, if a single link failure scenario is studied, then set S includes |E|+1 failure
states, s0 denotes the normal state with all links available (αes0 = 1 for each e ∈ E)
and se denotes the situation when link e is broken (αese = 0).

To provide path protection for each demand d ∈ D, set P(d) including candidate
pairs of the failure situation disjoint paths is given. Each pair of paths is denoted
as (wdp, bdp), where wdp refers to the working path and bdp refers to the backup path.
Constant δedp defines working path wdp and is 1 if link e belongs to wdp. In turn,
constant βedp describes the backup path bdp and is 1 if link e belongs to bdp. The
working path wdp (used in the normal, failure-free network state) is protected by
the dedicated backup path bdp, which is failure-situation disjoint with the working
path wdp. This approach ensures that when a particular working path is broken, its
backup path must be available for each failure state s ∈ S. The binary availability
coefficient θdps indicates whether the working path wdp is affected by a failure s. In
particular, θdps = ∏

e∈wdp
αes since if at least one link e of path wdp is broken in state

s (αes = 0), then path wdp is not available (θdps = 0) and must be restored using
backup path bdp.

Because associated anycast connections d and τ(d) must be connected to the
same DC, there are two possible cases when a failure affects demand d and/or τ(d).
Firstly, in failure state s only one demand of the pair (d, τ (d)) is broken. Let d denote
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the broken connection, i.e., working path wdp selected for demand d containing a
link broken in state s. Thus, backup path bdp must use the same DC node as the DC
included in working path wτ(d)q of demand τ(d). In the second case, both associated
anycast demands (d, τ (d)) fail due to failure s (i.e., both working paths wdp and
wτ(d)q are broken in situation s). Then, to restore demands d and τ(d), backup paths
bdp and bτ(d)q can use a different DC to the node included in corresponding working
paths wdp and wτ(d)q, respectively. This approach following directly from the anycast
paradigm should make it possible to reduce network cost, and it is analogous to the
backup DC concept described in Sect. 2.5.

CON/AU/ND/DPP/Cost/Link-path

sets

E links
D demands (anycast, unicast)
DDS anycast downstream demands
P(d) pairs of failure disjoint candidate paths for flows realizing demand d. If d is

a unicast demand, the candidate path connects end nodes of the demand. If d
is an anycast upstream demand, the candidate path connects client node and
DC node. If d is a downstream demand, the candidate path connects the DC
node and the client node

S failure states (situations)

constants

δedp =1, if link e belongs to working path wdp realizing demand d; 0, otherwise
βedp =1, if link e belongs to backup path bdp realizing demand d; 0, otherwise
hd volume of demand d
ξe unit cost of link e
M size of the link capacity module
τ(d) index of a demand associated with demand d. If d is a downstream demand,

then τ(d) must be an upstream demand and vice versa
θdps binary availability coefficient of working path wdp in state s
o(p) origin node of working path p
t(p) destination node of working path p
ō(p) origin node of backup path p
t̄(p) destination node of backup path p

variables

xdp =1, if pair of paths (wdp, bdp) is used to realize demand d; 0, otherwise (binary)
ye capacity of link e as the number of capacity modules (integer)
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objective

minimize F =
∑

e∈E

ξeye (2.6.1a)

constraints

∑

p∈P(d)

xdp = 1, d ∈ D (2.6.1b)

∑

d∈D

∑

p∈P(d)

xdphd(δedpθdps + βedp(1 − θdps)) ≤ Mye, e ∈ E, s ∈ S (2.6.1c)

∑

p∈P(d)

xdpo(p) =
∑

p∈P(τ (d))

xτ(d)pt(p), d ∈ DDS (2.6.1d)

∑

p∈P(d)

xdpō(p) =
∑

p∈P(τ (d))

xτ(d)pt̄(p), d ∈ DDS. (2.6.1e)

The objective (2.6.1a) is to minimize the cost of network capacity required for
working flows and for protection against all failure scenarios included in set S. Con-
dition (2.6.1b) is in the model to guarantee that a single pair of paths (working
and backup) is selected to realize demand d. Inequality (2.6.1c) controls the link
capacity constraint. More precisely, for each link e ∈ E and each possible failure
state s ∈ S, the allocated link capacity (right-hand side of (2.6.1c)) must exceed the
flow on the link (left-hand side of (2.6.1c)). Note that if working path wdp is not
available (i.e., at least one link belonging to wdp is broken is state s and θdps = 0),
then backup path bdp is activated. Therefore, the left-hand side of the link capacity
constraint (2.6.1c), includes both working flows transmitted in the event of failure
s (term

∑
d∈D

∑
p∈P(d)xdphdδedpθdps) and backup flows activated after failure s (term∑

d∈D

∑
p∈P(d)xdphdβedp(1−θdps)). Constraint (2.6.1c) assumes the stub-release sce-

nario, i.e., the flow of the broken working path is released in the network and this
free capacity can be used for restoration [4]. Constraints (2.6.1d) and (2.6.1e) ensure
that working and backup paths of two associated anycast demands connect the same
pair of nodes, respectively.

Note that in the problem (2.6.1a)–(2.6.1e) the DC node of an anycast demand
can be changed due to the restoration process (backup DC concept). To remove this
option, the following constraint must be added to the model:

∑

p∈P(d)

xdpo(p) =
∑

p∈P(τ (d))

xτ(d)pō(p), d ∈ DDS. (2.6.1f)

More discussion on joint optimization of anycast and unicast flowswith additional
survivability constraints can be found in [101–103].
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2.6.2 Cut Inequalities

Cut inequalities are used to facilitate the optimization process. More specifically,
cut inequalities enable the branching phase of the branch-and-cut algorithm to use
additional information included in the cuts in calculations ofmore effective bounds.A
cut-and-branch variant of the branch-and-cut algorithm assumes that cut inequalities
are added in the root node of the solution tree only. In consequence, all generated
cuts are valid throughout the whole solution tree [104]. The main advantage of this
approach is that the cut inequalities are calculated once only, and more time can be
spent generating relatively tight bounds compared to the classical scenario, when
cuts are generated in each node of the solution tree. For more general information on
applications of branch-and-cut algorithms with cut inequalities to various network
optimization problems see [4, 104–115].

The first cut inequality proposed for problem (2.6.1) is a version of a partition
inequality obtained by separating network nodes into two subsets and analyzing
the flow and capacity of links included in the cut between these two sets [108].
The key modifications of the below approach—compared to the classical partition
inequality—follow from two specific features of the problem (2.6.1), i.e., anycasting
and survivability.

SetV contains all nodes in the considered network. LetR denote the set embracing
all nodes that host a data center and let C = V\R denote the set of all other network
nodes. For ease of notation, let o(e) and t(e) be the origin node and destination
node of link e, respectively. Analogously, let o(d) and t(d) denote the origin node
and destination node of demand d, respectively. Let us recall that in the context of
anycast demands, the origin (destination) node of upstream (downstream) connection
is the client node. The destination (origin) nodes of upstream (downstream) demand
are selected from DC nodes included in set R.

Let η(W) denote a graph cut induced by W ⊆ V , i.e., η(W) includes all links
with the origin node in set W and the destination node in its complement set (V\W).
Note that links are directed, i.e., in the case of η(W) links originate in W . Moreover,
h(W , W ′) is the overall flow related to all demands that have the origin node included
in W and the destination node included in W ′:

h(W , W ′) =
∑

d:o(d)∈W ,t(d)∈W ′
hd . (2.6.2)

For instance, h(R, C) defines the overall flow from client nodes to DC nodes
taking into account both unicast and anycast demands. To formulate the DC partition
inequality, the following inequalities are defined:

∑

e∈η(R)

Mye ≥ h(R, C) (2.6.3a)

∑

e∈η(C)

Mye ≥ h(C, R). (2.6.3b)
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Inequality (2.6.3a) is explained as follows. The left-hand side of (2.6.3a) is the
overall link capacity necessary to be installed on links included in η(R) to satisfy
traffic coming from nodes included in R to nodes included inC (right-hand side), i.e.,
cut η(R) must carry the whole anycast downstream traffic as well as unicast traffic
related to demands that originate in nodes from R. Similarly, inequality (2.6.3b) is
formulated for traffic in the opposite direction. Using the mixed-integer rounding
(MIR) approach [108, 111], it is possible to make (2.6.3a) and (2.6.3b) stronger as
follows:

∑

e∈η(R)

ye ≥ �h(R, C)

M

 (2.6.4a)

∑

e∈η(C)

ye ≥ �h(C, R)

M

. (2.6.4b)

Finally, network survivability can be taken into account to provide more effective
cut inequalities. In a nutshell, assuming a single link failure scenario and using a
single backup path to protect the network in 100%, the left-hand side of (2.6.4a) and
(2.6.4b) can be modified by removing from a particular cut one by one a single link.
At the same time, all other remaining links must provide enough capacity to carry
the whole traffic between sets R and C in both directions:

∑

e∈η(R)\e′
ye ≥ �h(R, C)

M

, e′ ∈ η(R) (2.6.5a)

∑

e∈η(C)\e′
ye ≥ �h(C, R)

M

, e′ ∈ η(C). (2.6.5b)

Constraints (2.6.5a) and (2.6.5b) are the final versions of the partition inequality.
To formulate the next inequality, the following notation is introduced. First recall

that δ+(v) is defined as a set of links that originate at node v and δ−(v) is a set
of all links that terminate in node v. Moreover, let h+(v) = ∑

d:o(d)=vhd and let
h−(v) = ∑

d:t(d)=vhd denote the overall demand flow leaving and entering node v,
respectively. This cut inequality is again based on the concept of partition inequality
and the MIR approach. In fact, the outgoing and incoming demands are analyzed for
each node v ∈ V . Since a single backup path protection method is used, similarly
to (2.6.5a) and (2.6.5b), the capacity of links in the outgoing (incoming) node v
excluding any single linkmust be sufficient to satisfy the outgoing (incoming) overall
demand flow of node v. Therefore, the node partition inequality can be formulated
as follows:

∑

e∈δ+(v)\e′
ye ≥ �h+(v)

M

, v ∈ V , e′ ∈ δ+(v) (2.6.6a)
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∑

e∈δ−(v)\e′
ye ≥ �h−(v)

M

, v ∈ V , e′ ∈ δ−(v). (2.6.6b)

Finally, a rather obvious cut inequality involves using a solution of problem (2.6.1)
provided by the heuristic algorithm as an upper bound of the objective function
(2.6.1a).

Results showing the effectiveness of cut inequalities proposed above are presented
and discussed in [102]. In turn, heuristic algorithms solving problem (2.6.1) can be
found in [102, 103].

2.7 p-Cycle Protection of Anycast Flows

Sections2.5 and 2.6 focused on path protectionmethods. Further interesting concepts
that can be used to provide network survivability aremethods based on ring topology,
e.g., bidirectional line switched rings (BLSRs) or unidirectional path-switched rings
(UPSRs). The main advantage of ring-based survivability is the fact that rings use
a simple switching mechanism which permits very fast restoration. However, the
key disadvantage of ring-based methods is the high consumption of spare capacity
required to provide survivability. i.e., a redundancy of at least 100% is needed.
Moreover, in recent years there has been a trend to shift from ring-based to mesh-
based networks, therefore the use of protection rings is on the decline [5, 6, 116,
117].

An interesting survivability approach that combines the relatively short restora-
tion time offered in ring-based protection with efficient usage of network capacity
provided in mesh protection is the concept of p-cycles proposed in the late 1990s. In
particular, a p-cycle can be defined as a preconfigured ring created in amesh network.
The main advantage of the p-cycle concept is that as well as providing protection for
all on-cycle links (as in traditional ring-based protection), a p-cycle can also protect
straddling links that are not on the p-cycle but both their end nodes are included in
the p-cycle. This additional protection improves the capacity efficiency of p-cycles
over traditional ring-based schemes [6, 117, 118].

The majority of earlier research into p-cycles focused on unicast flows, e.g., [6,
118–129]. Moreover, some papers also considered p-cycle protection of multicast
flows, e.g., [130–141]. This section presents a novel p-cycle known as the Anycast-
Protecting p-Cycle (APpC) proposed to protect anycast flows in connection-oriented
networks [142–145].

The APpC approach is used to protect anycast flows related to streaming services
provided in backbone networks. More precisely, a set of streaming servers (data
centers) is located in some nodes of the network and each server provides the same
signal with the same rate, e.g., IPTV service. End users requesting the streaming
service are connected to backbone network nodes by access networks. However, we
focus on backbone network optimization only, therefore all users connected to the
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same backbone network are aggregated and represented as a single anycast client
that must receive the streaming service. In other words, if at least one user connected
to a particular backbone network node requests the streaming service, this node must
be provided with a connection to a streaming server. Transmission in a failure-state
of the network is provided by anycast connections, while protection against single
link failures is provided by p-cycles. We start by describing the concept of Anycast-
Protecting p-Cycles, followed by formulating and discussing the optimization model
and presenting and analyzing numerical results.

2.7.1 Anycast-Protecting p-Cycles

The concept of Anycast-Protecting p-Cycles (APpC) was first proposed in [142] and
applied to various optimization problems with anycast flows [143–146].

A classical p-cycle supports the protection of physical links that are on-cycle links
or straddling links. Therefore, if all network links are to be protected, the p-cycles
must be configured such that each network link is an on-cycle link or a straddling link
of at least one p-cycle established in the network [6]. An illustrative example is shown
in Fig. 2.3. The network consists of 10 nodes. There are two streaming servers r1 and
r2 located in nodes a and c, respectively. The anycast client c1 is placed at node j. A
working path (a, e, h, j) (solid bold line) is established to provide a streaming service
for client c1, which means that client c1 uses server r1. To provide 100% protection
of the working path p1 = (a, e, h, j), two classical p-cycles are established (dotted
lines): q1 = (a, d, e, b, a) and q2 = (e, f , i, j, h, g, e). More precisely, link (a, e)
is a straddling link of p-cycle q1, link (e, h) is a straddling link of p-cycle q2 and
link (h, j) is an on-cycle link of p-cycle q2.

The authors of [124] propose a new idea of flow p-cycles. The key innovation
is that protection is provided on the level of flow paths instead of physical links as
in the case of classical p-cycles. Accordingly, instead of a single physical link, a

Fig. 2.3 Example of
classical p-cycles
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Fig. 2.4 Example of an
anycast-protection p-cycles

path segment can be considered to straddle the cycle, i.e., two end nodes of the path
segment are included in the cycle to enable protection of thewhole path segment. This
results in a more efficient allocation of spare capacity and leads to a decrease in the
capacity usage, while still providing 100% protection. Moreover, [147] introduces
an extension of flow p-cycles known as Failure-Independent Path-Protection (FIPP)
p-cycles. Themain assumption behindFIPPp-cycles is that failure-independent paths
are grouped and only one p-cycle is needed to protect each group. This approach
results in an even more efficient allocation of spare capacity in comparison to flow
p-cycles.

The anycast-protecting p-cycle approach proposed in this section combines the
concept of classical and flow p-cycles with additional anycasting properties. We use
the fact that each data center (streaming server) provides the same signal. Therefore,
if a particular p-cycle includes one streaming server, it can protect a working path
of a client connected to another server. This is described using a simple example
shown in Fig. 2.4. The general assumptions are the same as in Fig. 2.3. To protect the
working path established for client c1, only one anycast-protecting p-cycle is required
q3 = (b, c, i, j, h, f , b). It should be stressed that p-cycle q3 includes streaming server
r2 located at node c. Note that only link (h, j) is protected in a classical way, i.e., as an
on-cycle link of p-cycle q3. Two other links of the working path p1, (a, e) and (e, h),
are protected due to the fact that p-cycle q3 includes server r2 and thus if any of these
links fail (meaning that client c1 is disconnected form server r1 located at node a),
client c1 can still can receive the streaming signal using p-cycle q3 and server r2.

2.7.2 Formulation

Since only streaming servers provide transmission to anycast clients, only down-
stream anycast demands are considered. Moreover, because all streaming servers
provide the same signal with the same bit-rate, each demand has the same volume
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equal to 1 normalized capacity unit. To model anycast flows in a failure-free state
of the network, link-path modeling is applied, and for each anycast demand d there
is a set of candidate paths P(d) connecting one of the streaming servers and client
node of demand d. Moreover, set Q including candidate p-cycles is given. Each
p-cycle q ∈ Q is described with a set of constants. Firstly, let binary constant βeq

denote whether link e belongs to (creates) p-cycle q. Next, binary constant γeq defines
whether link e is protected in a classical way (as an on-cycle link or a straddling link)
by a p-cycle q. Finally, constant ωeqdp describes the anycast-protection properties
of p-cycles. More specifically, ωeqdp is 1 only if link e belongs to path p realizing
demand d and is protected by a p-cycle q in the anycast-protection mode. It should be
stressed that constant ωeqdp is activated (set to 1) only if additional protection result-
ing from anycast-protection p-cycles is used. Consequently, ωeqdp does not duplicate
the protection provided in a classical way and represented by constant γeq.

The routing ofworking paths is controlled by the binary variable xdp. Link capacity
expressed in normalized units is denoted by the integer variable ye. The selection of
p-cycles required to fully protect the network is described by four types of variables.
Firstly, binary variable zeqdp denotes whether p-cycle q is used to protect path p
realizing demand d in the event of link e failure. Secondly, the binary variable zeqd

indicateswhether p-cycleq is applied to protect demandd in the event of link e failure.
Thirdly, the integer variable zeq represents the number of required copies of p-cycle
q in the event of link e failure. Finally, the integer variable zq is the maximum value
over zeq for each network failure, and thus it denotes the total number of required
copies of p-cycle q.

CON/A/ND/PCycle/Cost

sets

E links
D anycast demands (downstream)
P(d) candidate paths for flows realizing demand d, the candidate path originates

at the DC node and terminates at the client node
Q candidate p-cycles

constants

δedp =1, if link e belongs to path p realizing demand d; 0, otherwise
βeq =1, if link e belongs to p-cycle q; 0, otherwise
γeq =1, if link e is protected in a classical way (as an on-cycle link or a straddling

link) by a p-cycle q; 0, otherwise
ωeqdp =1, if link e belongs to path p realizing demand d and it is protected by

p-cycle q in the anycast-protection mode, but link e is not protected in the
classical mode by p-cycle q (γeq = 0); 0, otherwise

ξe unit cost of link e
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variables

xdp =1, if path p is used to realize demand d; 0, otherwise (binary)
ye capacity of link e as the number of normalized units M (integer)
zeqdp =1, if p-cycle q is used to protect path p realizing demand d in the event of

link e failure; 0, otherwise (binary)
zeqd =1, if p-cycle q is used to protect of demand d in the event of link e failure;

0, otherwise (binary)
zeq number of required copies of p-cycle q in the event of link e failure (integer)
zq total number of required copies of p-cycle q (integer)

objective

minimize F =
∑

e∈E

ξeye (2.7.1a)

constraints

∑

p∈P(d)

xdp = 1, d ∈ D (2.7.1b)

∑

q∈Q

(γeq + ωeqdp)zeqdp ≥ δedpxdp, d ∈ D, p ∈ P(d), e ∈ E (2.7.1c)

zeqd ≥ zeqdp, d ∈ D, p ∈ P(d), q ∈ Q, e ∈ E (2.7.1d)

zeq =
∑

d∈D

zeqd, q ∈ Q, e ∈ E (2.7.1e)

zq ≥ zeq, q ∈ Q, e ∈ E (2.7.1f)
∑

d∈D

∑

p∈P(d)

δedpxdp +
∑

q∈Q

βeqyq ≤ ye, e ∈ E. (2.7.1g)

The goal of the optimization described in (2.7.1a) is to minimize the cost of the
capacity required in the network to establish working paths for every anycast demand
and to provide 100% protection using of p-cycles. Equation (2.7.1b) ensures that
there is exactly one routing path chosen for each demand. Constraint (2.7.1c) states
that if link e is used to realize demand d (δedp = 1 and xdp = 1), then there must
be protection against link e failure by at least one p-cycle q, either in a classical
way (γeq = 1) or in the anycast-protecting mode (ωeqdp = 1). Conditions (2.7.1d)
and (2.7.1e) define variables zeqd and zeq, respectively. Inequality (2.7.1f) states that
variable zq is the maximum of zeq variables taking into consideration every single
link failure. The last inequality (2.7.1g) is the link capacity constraint. Note that the
first term on the left-hand side of (2.7.1g) denotes the working capacity required
on link e to realize all anycast demands, while the second term represents the spare
capacity needed for p-cycles.
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Model (2.7.1) can bemodified so that only classical p-cycles are used by removing
constant ωeqdp from the left-hand side of constraint (2.7.1c). Furthermore, if routing
of anycast demands (working paths) is fixed and values of variables xdp are given in
advance as constants, model (2.7.1) can be applied to optimize spare capacity usage
only. For more details see [142–146].

Moreover, note that an idea similar to anycast-protection of p-cycles can be applied
to protect multicast flows as shown in [132, 133, 146]. Let us recall, that in anycast-
protection of p-cycles, alternative data (signal) sources were accessible by using
another DC included in a particular p-cycle. Considering multicast flows, alternative
signal sources are found within the current multicast tree used for streaming. More
specifically, if a p-cycle includes any network node connected to the tree and not
affected by the network failure (i.e., a node not disconnected from the root node),
such a node can provide the signal to nodes of the multicast tree affected by the
failure and disconnected from the root node.

2.7.3 Numerical Results

To obtain optimal results for the CON/A/ND/PCycle/Cost problem (2.7.1), the
Gurobi solver [148] was applied. In [142–146] two heuristic methods of solving sev-
eral optimization problems with anycast-protecting p-cycles were proposed and ana-
lyzed: a greedy algorithm Feedback Functional Efficiency Ratio Algorithm (F2ERH)
and the Simulated Annealing (SA) approach. However, since the Gurobi solver pro-
vided optimal results in a relatively short execution time, here we focus only on the
optimal results. The main goal of the numerical result experiments was to compare
the performance of anycast-protecting p-cycles and classical p-cycles.

The following four network topologies included in the SNDlib library [149] were
tested: cost266 (37 nodes and 114 links), germany50 (50 nodes and 176 links), giul39
(39 nodes and 172 links), and pioro40 (40 nodes and 178 links). Test scenarios
(problem instances) were created at random according to several unique parameters:
number and location of streaming servers (data centers), number and location of
anycast clients, candidate p-cycles. For working flows three candidate paths using
the k-shortest path algorithm were generated. We chose this number of candidate
paths to find a good trade-off between the overall problem size resulting directly
from the number of candidate paths and precision of the model in terms of routing
diversity.

In order to generate candidate p-cycles, two algorithms (p-cycle generators) were
used: Straddling Link Algorithm (SLA) known as the Straddling Span Algorithm
(SSA) [6, 150] and Expand [151]. We used values 5, 10, 15, 20 and 25 of the
p-cycle maximum hop limit to generate candidate p-cycles. The reason for limiting
the maximum hop limit for p-cycles is as follows. The length of a p-cycle estimates
the transmission delay experienced in a particular p-cycle used to protect the working
flows. Minimizing the transmission delay is an important Quality of Service (QoS)
requirement expected in networks, especially when multimedia or real-time data
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is transmitted. Instead of adding an extra constraint to the optimization model, the
p-cycle length (number of hops)—and in consequence—transmission delay can be
addressed during the phase of generating candidate p-cycles. This approach facili-
tates solving the optimization model using branch-and-bound algorithms. Moreover,
without limiting the p-cycle hop count, some generators yield very high numbers of
candidate p-cycles, significantly increasing the time needed to solve the model in an
optimal way.

Table2.2 shows the average percentage gain in the network cost of using anycast-
protecting p-cycles (APpC) instead of classical p-cycles (CpC). The results are pre-
sented for all tested networks and two cases: spare capacity optimization and joint
working and backup capacity optimization. The results are averaged over 75 differ-
ent tests assuming 20 clients, 4 DCs and the Expand generator with 10 hops limit. It
is clear that using classical p-cycles is between 15.2 and 19.3% more expensive on
average than using anycast-protecting p-cycles.

Tables2.3 and 2.4 showmore detailed results using the cost266 network for spare
capacity and joint working and spare capacity optimization problems, respectively.
Anycast-protecting p-cycles and classical p-cycles are compared in terms of the
following performancemetrics: average network cost (columns 3–5), average p-cycle
length (in hops) selected in the optimization (columns 6–7) and average number of
selected p-cycles (columns 8–9). The results are presented separately for seven cases
regarding p-cycle generator scenarios (rows): the SLA generator with hop limit 5

Table 2.2 Anycast-protecting p-cycles versus classical p-cycles—average percentage gap of the
network cost for 20 clients, 4 DCs and expand generator with 10 hops path limit

Network Spare capacity (%) Joint capacity (%)

cost266 18.1 18.0

germany50 18.7 17.1

giul39 16.8 15.2

pioro40 19.3 18.6

Table 2.3 Anycast-protecting p-cycles versus classical p-cycles for spare capacity optimization—
various parameters obtained for cost266 network

p-cycles Av. network cost Av. p-cycle length Av. number of p-cycles

Generator Hop
limit

CpC APpC Gap (%) CpC APpC CpC APpC

SLA 5 606 573 7.4 3.4 3.4 23.2 21.7

SLA 10 492 450 10.8 7.3 7.5 13.7 12.5

Expand 5 591 559 7.9 3.9 4.0 22.7 21.2

Expand 10 536 473 14.8 8.4 8.6 11.6 10.1

Expand 15 501 446 13.2 12.4 12.5 9.5 8.5

Expand 20 493 438 13.5 17.9 18.0 9.0 8.1

Expand 25 493 442 11.8 20.3 20.6 8.9 8.1
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Table 2.4 Anycast-protecting p-cycles versus classical p-cycles for joint working and spare capac-
ity optimization—different parameters obtained for cost266 network

p-cycles Av. network cost Av. p-cycle length Av. number of p-cycles

Generator Hop
limit

CpC APpC Gap (%) CpC APpC CpC APpC

SLA 5 761 689 11.7 3.7 3.4 18.0 22.5

SLA 10 641 576 12.1 8.0 7.5 10.0 12.6

Expand 5 748 674 12.2 4.0 3.7 17.3 21.9

Expand 10 663 585 13.4 9.0 8.7 8.0 10.1

Expand 15 630 565 11.6 13.0 12.9 6.9 8.2

Expand 20 631 568 11.1 18.6 18.4 6.7 7.7

Expand 25 558 505 10.6 21.7 21.5 6.0 6.7

and 10, and the Expand generator with hop limit 5, 10, 15, 20 and 25. Since the
SLA algorithm generates relatively short p-cycles, the maximum considered hop
count was limited to 10. The results are averaged over 4875 distinct cases different
in terms of the anycast client number (2–26), anycast client location, DC number
(2–8) and DC location.

The first observation is that these results confirm that using anycast-protecting p-
cycles reduces the network cost related to spare andworking capacitywhen compared
to classical p-cycles. Tables2.3 and 2.4 show that the gain of using anycast-protecting
p-cycles is lower than that in the results shown in Table2.2. This is due to the number
of anycast client assumed in both cases, i.e., the results in Tables2.3 and 2.4 are
averaged over various number of anycast clients (2–26), while Table2.2 presents
results yielded for 20 anycast clients. Comprehensive analysis of the results clearly
reveals that as anycast clients increase, the gap between both types of p-cycles grows.
For more details on this issue see [144–146].

The second interesting observation refers to the examination of the p-cycle type
and hop limit influence on the results. It is clear that, in general, increasing the hop
count limit of p-cycles reduces the network cost for both anycast-protecting p-cycles
and classical p-cycles. This is because longer p-cycles protect a large number of
working flows. Moreover, for a higher hop count limit, a lower number of p-cycles
is required to provide protection for all working flows, making management of the
network simpler. However, as mentioned above, longer p-cycles can significantly
increase the transmission delay experienced in the event of a network failure.

The average execution time required to solve optimization models using the
Gurobi solver was counted in tens of seconds. The key difficulty in solving the mod-
els was the memory requirement resulting from the high number of variables and
constraints. Accordingly, for larger problem instances the Gurobi solver returned fre-
quently the ‘out of memory’ error and was unable to provide a feasible solution of the
problem. For more results and discussions on the application of anycast-protection
p-cycles, see [142–146].
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2.8 Multi-layer Optimization

All optimization problems presented so far in this book are related to single-layer
networks. The concept of multi-layer network modeling has been gaining a lot of
attention in recent years due to growing demands to provide more precise models
that enable efficient optimization and in consequence cost savings in design and
operation of computer and communication networks. Many issues related to multi-
layer modeling have been addressed in numerous books and papers, e.g., [4, 6, 152–
163]. However, multi-layer optimizationwith anycast flows has only been considered
in [49, 164].

It should be stressed that the multi-layer network approach makes it possible
to optimize the whole network much more efficiently compared to the single-layer
method where each layer is optimized separately, which cannot guarantee the global
optimality of the solution. Nevertheless, optimization of multi-layer networks brings
additional challenges. In particular, because more network layers are considered, the
optimization problem increases; in consequence this triggers the need to develop new
heuristic algorithms, since exact solutions given by branch-and-bound and branch-
and-cut methods can be obtained for relatively small networks only. A more com-
prehensive treatment of modeling and optimization of multi-layer networks is given
in [4].

2.8.1 Formulation

In this section, we present a two-layer network design problem with simultaneous
unicast,multicast and anycast flows realized in the upper layer [49, 164]. The network
consists of two layers; upper layer links are denoted by set E and lower layer links
are represented as set G. Anycast, multicast and unicast traffic demands included in
set D are defined in the upper layer, since it is assumed that DCs are accessed by
protocols or technologies implemented in the upper layer of the network. For each
demand d ∈ D, a set of candidate structures P(d) is given. Each candidate structure
p ∈ P(d) is defined as a set of upper layer links. The concept of two-layer network
modeling assumes that each link e ∈ E of the upper layer can be realized using
paths q ∈ Q(e) established in the lower layer, i.e., each path q ∈ Q(e) is defined as
a set of lower layer links. In consequence, links e ∈ E of the upper layer create a
virtual topology used to realize traffic demands. Going down the network hierarchy,
upper layer links included in set E represent the demand pattern of the lower layer.
Note that to formulate a multi-layer model, this approach is repeated going down the
network hierarchy for each subsequent layer.

The connection-oriented approach is applied in both layers, i.e., a single path
routing is ensured. The link capacity of both layers is allocated in modules; the upper
layer capacity uses modules of size M, while the lower layer capacity is allocated
with modules of size N . Integer variables ye and ug denote the capacity (in modules)
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assigned to upper and lower layers, respectively. Binary variable xdp denotes the
routing structure selected to realize demand d, while integer variable zeq indicates
how many copies of path q are used to realize upper layer link e using lower layer
resources. Variable zeq is a non-binary integer, in order to allow capacity ye assigned
to link e to be greater than the size of one capacity module M.

To illustrate this idea, the following example of MPLS over a WDM network
is presented. The upper layer uses the MPLS protocol, and upper layer demands
included in set D and the upper layer capacity are expressed in Mb/s. In turn, the
lower layer is based on the WDM technology with 40 Gb/s per one wavelength.
Therefore, the upper layer capacitymodule isM = 40Gb/s. Continuing the example,
the lower layer links g ∈ G are represented as fibers and it is assumed that the lower
layer capacity module is N = 80, which means that each fiber can support at most
80 wavelengths [4, 49, 164].

CON/AMU/MLN/Cost

sets

E links of upper layer
D demands (anycast, multicast, unicast)
DDS anycast downstream demands
P(d) candidate structures for flows realizing demand d. If d is a unicast demand,

the candidate structure is a path connecting end nodes of the demand. If d is
an anycast upstream demand, the candidate structure is a path connecting the
client node and DC node. If d is a downstream demand, candidate structure
is a path connecting the DC node and the client node. If d is a multicast
demand, the candidate structure is a tree that includes the root node and all
receivers of the demand

Q(e) candidate paths in the lower layer for flows realizing the upper layer link e
G links of lower layer

constants

δedp =1, if link e belongs to structure p realizing demand d; 0, otherwise
hd volume of demand d
γgeq =1, if link g of lower layer belongs to path q realizing link e of upper layer;

0, otherwise
ξe unit cost of link e
κg unit cost of link g
M size of the upper layer link capacity module
N size of the lower layer link capacity module
τ(d) index of a demand associated with demand d. If d is a downstream demand,

then τ(d) must be an upstream demand and vice versa
s(p) origin node of path p
t(p) destination node of path p
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variables

xdp =1, if structure p is used to realize demand d; 0, otherwise (binary)
ye capacity of upper layer link e as the number of capacity modules (integer)
zeq number of path q instances used to realize the capacity of link e (integer)
ug capacity of lower layer link g as the number of capacity modules (integer)

objective

minimize F =
∑

e∈E

ξeye +
∑

g∈G

κgug (2.8.1a)

constraints

∑

p∈P(d)

xdp = 1, d ∈ D (2.8.1b)

∑

d∈D

∑

p∈P(d)

δedpxdphd ≤ Mye, e ∈ E (2.8.1c)

∑

p∈P(d)

xdps(p) =
∑

p∈P(τ (d))

xτ(d)pt(p), d ∈ DDS (2.8.1d)

∑

q∈Q(e)

zeq = ye, e ∈ E (2.8.1e)

∑

e∈E

∑

q∈Q(e)

γgeqzeqhd ≤ Nug, g ∈ G. (2.8.1f)

The objective function (2.8.1a) aims to minimize the cost of capacity assigned
in both network layers. Constraints (2.8.1b)–(2.8.1d) are the same as in the single
layer network design problem formulated in Sect. 2.3.1. Equality (2.8.1e) ensures
that each upper layer link is realized by a set of lower layer paths. Condition (2.8.1f)
states that flow in each lower layer link cannot exceed its capacity.

Due to the complexity of multi-layer models, heuristic algorithms are required
to solve larger problem instances. One approach is to tackle the optimization in all
network layers jointly. However, since routing and capacity decision variables of both
layers are bound to each other, this strategy may not be efficient. Another approach
is to optimize each network layer in a separate phase, i.e., the problem in the upper
layer is solved first, and the lower layer is optimized next. Algorithms developed for
single layer problems can be used, i.e., methods proposed in Sects. 2.2.2 and 2.3.2.
If the algorithms used to optimize each layer are relatively fast, the procedure can be
repeated many times and in each subsequent iteration, information obtained in the
previous iteration can be used to improve the performance of the overall optimization
process.
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Chapter 3
Elastic Optical Networks

This chapter presents issues related to the optimization of Elastic Optical Networks
(EONs). More specifically, several optimization problems that arise in EONs in the
context of cloud computing and content-oriented networking requirements are for-
mulated and discussed. As in the previous chapter, the problems assume optimization
of unicast, anycast and multicast network flows in several different combinations.
As well as formulating the problems as ILP models, we also provide and analyze
algorithms and results of numerical experiments for selected problems.

3.1 Introduction

Elastic Optical Networks (EONs) are a new concept in spectrally-efficient and flex-
ible optical transport networks to have been developed in recent years. The develop-
ment of EON has been mainly driven by business requirements. More specifically,
the rapid network traffic growth has brought existing systems (Wavelength Switched
Optical Networks (WSONs) implemented with the Wavelength Division Multiplex-
ing (WDM) technology) to the capacity limit. One potential solution to this capacity
problem is simply lighting new fiber pairs to expand the bandwidth of existing net-
work links. However, this approach is not highly scalable and does not provide
economies of scale. Therefore, since more cost-effective solutions are needed by
telecoms, the EON concept addresses a number of business requirements which are
currently gaining in importance [1–3].

It should be noted that the technology behind EONs is a spectrum-sliced elas-
tic optical path network (SLICE) architecture—an innovative and promising solu-
tion for new generation optical networks enabling provisioning beyond 100Gb/s
connections. The key advantage of the SLICE architecture is its support of sub-
wavelength, superwavelength and multiple-rate data traffic accommodation in a
spectrum-efficient way. The concept of SLICE was first proposed by Jinno et al.
[4] and described further in [1, 2, 5–10].
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102 3 Elastic Optical Networks

The main requirement for new optical technologies such as EONs is spectral effi-
ciency.Historically,WDMsystems have been addressing traffic growth by increasing
the number of wavelengths in a single fiber, and by increasing the bit-rate provided
by each wavelength starting with 16 wavelengths of 2.5Gb/s in the late 1990s to
80× 100Gb/s systems in 2012. However, in practice the fixed grid of 50GHz used
inWDM limits the maximumwavelength bit-rate to 100Gb/s. New network services
such as CDNs and cloud computing, and the growing popularity of centralized data
processing in dedicated data centers, have driven the need to provision connections
of 400Gb/s or even 1Tb/s, which cannot be implemented directly in WDM systems.
Therefore, a flexible grid architecture is adapted in EONs and a finer grid granularity
is used. The ITU-T standard [11] issued in 2012 permits any combination of wave-
length spacing using 6.25GHz slices (spectrum slots), and a bandwidth assigned to
each lightpath equal to integral multiples of 12.5GHz (even number of 6.25GHz
slots). In addition, the Internet Engineering Task Force (IETF) plans to support flex-
ible grids in Generalized Multi-Protocol Label Switching (GMPLS) [12]. Figure3.1
illustrates the fixed grid of WDM systems and flexible grid provided in EONs. In the
example, the fixed grid provisions three lightpaths on three adjacent wavelengths.
Irrespective of the requested bit-rate in the range up to 100Gb/s, each WDM light-
path consumes 50GHz of spectrum. In contrast, the flexible grid allocation has a
higher granularity of the spectrum starting from small channels of 12.5GHz estab-
lished to support relatively low bit-rates, up to lightpaths with eight or more channels
supporting bit-rates up to 400Gb/s or even 1Tb/s. One of the steps towards a bit-rate
exceeding 100Gb/s bit-rate, is the concept of superchannels [3, 13], which have
a bandwidth of more than 50GHz channels, e.g., 100GHz. Expending the optical
spectrum makes it possible to obtain high bit-rates, although this approach is not as
spectral-efficient as EONs. Formore discussions on the evolution of optical networks
towards elastic optical networks see [1–3, 14–20].

The basic optimization problem arising in the context of EONs is the Routing
and Spectrum Allocation (RSA) problem, also known as the Routing and Spectrum
Assignment [1–3, 21]. The first ILP formulations of theRSAproblemwere presented

(a)

(b)

50 GHz channel spacing

channel segment
12.5 GHz

2 seg 1 seg 1 seg 8 seg

channel spacing
6.25 GHz

Nominal central frequencies

Fig. 3.1 Optical channel assignment under a fixed and b flexible grid
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in [22–29]. The RSA problem assumes that for each demand to be provisioned in the
EON, a routing path connecting end nodes of the demand must be selected, and a
spectrummust be allocated along the links included in the routing path. The spectrum
allocated to the demand consists of multiple slices (spectrum slots). Due to the EON
architecture, the allocated spectral resources must fulfill two important constraints.
Firstly, the continuity constraint states that in an absence of spectrum converters,
the demand must use exactly the same spectrum slots (optical corridor) in all links
included in the routing path. Secondly, the contiguity constraint requires that slices
assigned to a particular demand must be adjacent (contiguous). The RSA problem
has been shown to be N P-complete [23, 29].

Figure3.2 presents an example of the RSA problem. The traffic pattern (shown in
the upper figure) includes five demandswith bit-rates from 50 to 400Gb/s established
between four nodes in the network, namely, nodes a, b, c and d. The EON network
encompasses five nodes (a, b, c, d and e). The demands are provisioned on routing
paths and spectra (ranges of slices) as illustrated in the lower figure satisfying the
continuity and contiguity constraints.

Note that the RSA problem is similar to the Routing andWavelength Assignment
(RWA) problem formulated forWDM networks [3, 18]. In summary, the RWA prob-
lem involves selecting a single routing path and one wavelength (spectrum slot) for
each demand. In RWA, the wavelength continuity constraint must be met, i.e., the
samewavelength must be used for a single demand in all links included in the routing
path, except when the use of wavelength converters is allowed. The key difference
between RSA and RWA is that the former must satisfy an additional contiguity con-
straint, since a single demand can be composed of multiple spectrum slices. More-
over, as the RSA problem uses a finer spectrum granularity than RWA (6.25GHz
vs. 50GHz), a greater number of individual spectrum slots is controlled during opti-
mization, which results in a higher problem complexity. For more information on
various aspects of EONs, see [1–3, 14–21].

Fig. 3.2 Illustration of the
Routing and Spectrum
Allocation (RSA) problem
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3.1.1 Modeling

The EON considered here is modeled as a directed graph G = (V , E), where V is a
set of network nodes and E is a set of fiber links that connect pairs of network nodes.
On each network link e ∈ E, available spectrum resources are divided into frequency
slices included in set S. By grouping a number of frequency slices s ∈ S, optical
channels of different width can be created. EON operates within a flexible ITU-T
grid of 6.25GHz granularity [11]. Note that in this book, the term slice is used to
denote a single unit of spectrum used in EONs (frequency range) with a usual size
of 6.25 or 12.5GHz. However, it should be stressed that in some papers on EONs,
the authors use slot instead of slice.

Demands are included in set D. Below, we consider anycast, unicast and multicast
demands (flows). The introduction to this section focuses on unicast flows, since the
adaptation to other types of flows is straightforward. If the link-path notation is used,
a set of candidate paths P(d) is given for each demand d ∈ D. Each candidate
path p ∈ P(d) originates in the source node of demand d and terminates in the
destination node of demand d. Moreover, each demand d is described by bit-rate hd .
Let constant ndp denote the number of slices required for demand d with bit-rate hd

realized on candidate path p. For a comprehensive discussion on how to calculate
ndp see to Sect. 3.1.2. It should be noted that in this chapter it is usually assumed
that ndp is calculated to include the guard bands required in optical networks [3, 20].
Consistent with the definition of the RSA problem, demand d must be assigned with
a routing path p and set of ndp adjacent slices allocated in all links included in path p.

A very common assumption in optimization of optical networks is that demands
between two nodes are bidirectionally symmetric, i.e., if there is a demand from
node a to node b, then there is equivalent demand from node b to node a and both
demands have the same bit-rate [3]. However, all optimization models presented in
this chapter assume unidirectional traffic, since this book focuses on services such
as cloud-computing and content distribution, which are mostly asymmetric.

As noted above, the main challenge in mathematical modeling of EONs is the
contiguity constraint. More specifically, the ILP model of the RSA problem must
ensure that slices assigned to a particular demand are adjacent (contiguous). Two
approaches proposed in the literature to cope with this issue are the slice-based
approach and the channel-based approach.

Slice-Based Formulation

The slice-based approach is covered in numerous papers on optimization of EONs,
e.g., [22–39]. Let us recall that the RSA problem involves selecting a routing path
and spectrum for each demand. To denote selection of a routing path, the slice-based
approach uses the binary variable xdp which is 1 if candidate path p ∈ P(d) is used
to realize demand d and 0 otherwise. To ensure that precisely one routing path is
selected for each demand, the following constraint is used in slice-based modeling:
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∑

p∈P(d)

xdp = 1, d ∈ D. (3.1.1a)

Using variable xdp, it is easy to calculate links that are used by demand d according
to the selected path p. To this end, let binary variable yed denote whether demand d
uses link e:

δedpxdp ≤ yed, d ∈ D, p ∈ P(d), e ∈ E. (3.1.1b)

The main idea behind slice-based modeling is to directly define spectrum slices
assigned to each demand. More specifically, for each demand d ∈ D the integer
variable wd denotes the starting slice used for demand d and the integer variable yd

indicates the ending slice used for demand d. Since variables wd and yd are defined
regardless of particular network links, the continuity constraint is guaranteed, i.e.,
the demand uses the same spectrum slices in all links included in the routing path. In
turn, to ensure the contiguity constraint resulting in all slices assigned to a particular
demand being adjacent, the following inequality must be satisfied:

yd − wd + 1 ≥
∑

p∈P(d)

xdpndp, d ∈ D. (3.1.1c)

To avoid spectrum overlapping, an additional variable is required. Let odi be 1 if
the starting slice of demand d is smaller than that of demand i and 0 otherwise. Since
only one demand can use the smaller starting slice, the following equality holds:

odi + oid = 1, d, i ∈ D : d �= i. (3.1.1d)

However, not all pairs of demands need to be controlled against spectrum over-
lapping. Accordingly, the binary variable cdi is used to denote whether demands d
and i use common link(s). The following constraint defines cdi according to values
of variables yed and yei:

cdi ≥ yed + yei − 1, e ∈ E, d, i ∈ D : d �= i. (3.1.1e)

To guarantee the non-overlapping constraint, which states that a slice on a par-
ticular link can be allocated to at most one demand, two additional constraints are
needed:

yi − wd + 1 ≤ |S|(1 + odi − cdi), d, i ∈ D : d �= i (3.1.1f)

yd − wi + 1 ≤ |S|(2 − odi − cdi), d, i ∈ D : d �= i. (3.1.1g)

It is clear that constraint (3.1.1f) is only active if both demands d and i share at
least one link (cdi = 1) and the starting slice of demand d is larger or equal than that
of demand i (odi = 0). Then, the right-hand side of (3.1.1f) equals 0, which ensures
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that yi + 1 ≤ wd , i.e., demands d and i do not use common slices and the spectrum
is not overlapped. The next constraint (3.1.1g) is activated only if both demands d
and i use the same link (cdi = 1) and the starting slice of demand d is smaller than
that of demand i (odi = 1). Analogously, if the right-hand side of (3.1.1g) is set to
0, then yd + 1 ≤ wi, which once again guarantees that a slice on a particular link is
allocated to at most one of d and i demands.

Model (3.1.1) represents one possible slice-based formulation, since other similar
approaches have also been proposed in the literature. However, according to results
reported in [26], model (3.1.1) outperforms other formulations.

Channel-Based Formulation

The channel-based approachwas first proposed in [26] and it has beenwidely applied
to formulate various optimization problems related to EONs, e.g., [35, 40–59]. A
channel can be defined as a pre-computed set of spectrum contiguous frequency
slices of a particular size (number of slices). Figure3.3 shows an illustrative example
of the channel-approach. There are eight slices available in the network denoted
as s1, s2, . . . , s8. Accordingly, seven channels with a size of two slices (n = 2) can
be created, namely, channels (s1, s2), (s2, s3), . . . , (s7, s8). In turn, assuming four
slices (n = 4), we can create five channels: (s1, s2, s3, s4), (s2, s3, s4, s5), . . . , (s5, s6,
s7, s8).Next, three channelswith six slices (n = 6) are available: (s1, s2, s3, s4, s5, s6),
(s2, s3, s4, s5, s6, s7) and (s3, s4, s5, s6, s7, s8). Finally, only one channel with eight
slices can be created.

Let Cn denote a set of all channels with a size of n slices. Note that if there are
|S| slices in the EON, set Cn includes |S| − n + 1 channels. Let C(d) = Cnd denote

Fig. 3.3 Example channels
created for flexible grid with
eight available slices
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a set of candidate channels for demand d when the number of slices required for
demand d is fixed and given by constant nd . However, due to the fact that EONs
can support various modulation formats, it is possible that the same demand d can
require different numbers of slices depending on the routing path selected to realize
the demand (for more details see Sect. 3.1.2). Therefore, we define C(d, p) as a set
of candidate channels for demand d using path p. To define channel c in a more
formal way, constant γdpcs is used. In particular, γdpcs is 1, if channel c associated
with demand d on path p (i.e., included in set C(d, p)) uses slice s and 0 otherwise.

Having defined sets of candidate channels, the spectrum can be allocated to the
RSA problem by using a binary variable which directly denotes which channel is
selected for a particular demand. To combine the routing and spectrum (channel)
allocation in a one decision variable, let xdpc denote a binary variable which is 1 if
channel c on candidate path p is used to realize demand d and 0 otherwise. Note that
to satisfy continuity and contiguity constraints for each demand d ∈ D only one path
and one channel can be selected, i.e., the following equality must be satisfied:

∑

p∈P(d)

∑

c∈C(d,p)

xdpc = 1, d ∈ D. (3.1.2a)

Moreover, to ensure that slice s in link e is used for one demand only, i.e., to avoid
spectrum overlapping, the following constraint is formulated:

∑

d∈D

∑

p∈P(d)

∑

c∈C(d,p)

γdpcsδedpxdpc ≤ 1, e ∈ E, s ∈ S. (3.1.2b)

The channel-based formulation (3.1.2) compact at only two sets of constraints,
whichmay facilitate the optimization process.However, before conducting a compre-
hensive performance comparison of the slice-based and channel-based approaches in
the context of different types of flows, shown below, we should point out a potential
drawback of the channel-based approach. When the bit-rate of a demand is not fixed
(for instance the bit-rate is determined in the optimization process) and as a result
the value of ndp is also not fixed, set of candidate channels C(d, p) cannot be limited
to channels of one size (i.e., ndp slices) and must include channels of different size.
Thus, the size of set C(d, p) increase significantly, which in turn increases the size of
the problem (number of variables). For a comprehensive comparison and discussion
of slice-based and channel-based spectrum modeling in EONs refer to [26].

3.1.2 Distance Adaptive Transmission

One of the key innovations of EONs is that they enable distance-adaptive transmis-
sion. For the purpose of our discussion, we assume that various modulation formats
included in set M are available in the EON. Here, we use six modulation formats,
namely BPSK, QPSK, and x-QAM, where x belongs to 8, 16, 32, 64, with spectral
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efficiency equal to 1, 2, . . . , 6 [b/s/Hz], respectively. However, the discussion and
models presented below are generic and can be adapted to other scenarios in terms
of the number of types and modulation formats.

Note that modulation formats provide a trade-off between spectrum efficiency and
transmission range, i.e., more spectrum-efficient modulation formats provide shorter
transmission ranges while requiring fewer spectrum slices. Therefore, if spectrum
usage is the only optimization objective, more effective modulation formats are
selected albeit with shorter transmission ranges, increasing the number of regener-
ators required in the network and increasing network cost. As such, a reasonable
strategy—known as distance-adaptive transmission (DAT)—is to preselect a modu-
lation format for a particular demand based on the transmission distance only. More
precisely, all available modulation formats are analyzed according to the transmis-
sion distance and the most effective format not exceeding the transmission range is
selected. Thus, additional regenerators are not required to regenerate the signal, while
spectrum usage is kept on a reasonable level. Another advantage of this approach
is that instead of a RMSA (Routing, Modulation and Spectrum Allocation) prob-
lem, we solve a simpler RSA problem as the modulation is selected in advance as
described above.

To illustrate the DAT approach, the following example is considered. Table3.1
shows spectrum requirements and transmission ranges of modulation formats cal-
culated according to [60] for bit-rate 200Gb/s. It is assumed that the transmission
distance (i.e., length of a path selected to realize the demand) is 1100km; the mod-
ulation format 8-QAM is selected according to the DAT rule, since the transmission
range of 8-QAM (1325km) is greater than the distance considered. Consequently,
only eight slices and no regenerators are required to realize the demand. Note that
less spectrum is needed (six slices) if the modulation format 16-QAM is chosen;
however, an extra regenerator is required, since the transmission range of 16-QAM
(1031km) is lower than 1100km.

It should be noted that the DAT rule is commonly used in optimization of EONs
in the context of RSA problems, e.g., [8, 32, 36, 44–47, 54–59, 61]

Table 3.1 Distance-adaptive modulation formats for bit-rate 200Gb/s

BPSK QPSK 8-QAM 16-QAM 32-QAM 64-QAM

Required
number of slices

18 10 8 6 6 6

Maximum range
(km)

1912 1618 1325 1031 738 444
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3.2 Routing and Spectrum Allocation for Anycast Flows

The Routing and Spectrum Allocation problem is the basic optimization problem
encountered in EONs (see Sect. 3.1). This section presents the RSA problem in the
context of anycast flows. Three formulations are presented and examined: node-link,
slice-based and channel-based. The number of slices required for each demand is
calculated according to the DAT rule described in Sect. 3.1.2.

3.2.1 Formulations

It is assumed that there are r data centers (DCs) located in the EON at some network
nodes (we do not focus here on the DC/replica location problem). Moreover, each
DC provides the same service/content and there is no limit on the number of served
clients. Consequently, each DC can provision the requested service/content for every
anycast demand. Each DC is connected to the backbone EON network by a local
access link with a large bandwidth and hence capacity of this link is not included as
a constraint in the optimization model.

In this section, all demands to be provisioned in the EON are anycast. More
precisely, anycast demand d is defined by a client node and bit-rate hd . There are two
types of anycast demands: upstream (from the client node to the DC node server)
and downstream (from the DC node to the client node). Two demands (downstream
and upstream) realizing the same anycast request are known as associated. Let τ (d)

denote the associated demand of demand d. Both associated demands d and τ (d)

must be connected to the same DC node. For more details on anycast modeling refer
to Sect. 1.2.2.

Node-Link Formulation

The first model is based on the node-link formulation of anycast flows. However,
following the basic formulation shown in Sect. 1.2.2, the model must be modified,
since the bandwidth requirement is not known in advance due to the DAT rule. More
specifically, as described in Sect. 3.1.2, the number of slices required for a particular
demand is a function of the transmission distance. Moreover, it should be stressed
that in some physical transmission models (e.g., [60]), the transmission reach of
an optical signal is not only a function of the selected modulation format but it also
depends on the transported bit-rate. Therefore, it is assumed that the number of slices
required for a particular demand can depend on both the transmission distance and
the bit-rate. Since the bit-rate is defined for each demand, instead of referring directly
to its value, the demand index denoted as d is used. The slice-based approach is used
to model spectrum usage. For each modulation format m and demand d, constant bdm

denotes the maximum supported distance range for modulation format m and bit-rate
hd defined for demand d. Furthermore, ndm denotes the number of slices required
when modulation m is used for the bit-rate of demand d. Set M includes all available

http://dx.doi.org/10.1007/978-3-319-30309-3_1
http://dx.doi.org/10.1007/978-3-319-30309-3_1
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modulation formats (i.e., 64-QAM, 32-QAM, 16-QAM, 8-QAM, QPSK and BPSK)
sorted according to the increasing values of the transmission range and number of
required slices. Consequently, m = 1 denotes 64-QAM, m = 2 denotes 32-QAM,
etc., which ensures that bd(m+1) ≥ bdm and nd(m+1) ≤ ndm. Moreover, let adm denote a
lower bound of the distance range supported by modulation format m and demand d.
For m = 1, ad1 = 0, but if m > 1, then adm = bd(m−1) + 1.

The main challenge of the following formulation is to include the option of cal-
culating the number of slices required for each demand according to the distance
of a routing path selected for a particular demand. Let binary variable xed denote
the selected routing path of demand d. xed is 1 if demand d uses link e. Using val-
ues of xed , we can calculate the length of the routing path selected for demand d
as xd = ∑

e∈elexed , where le denotes the length of link e. Next, having the path
length given by variable xd , a modulation format can be selected according to the
DAT rule. For this purpose, the path length xd is compared to the lower bound of
the transmission range adm of all modulation formats m ∈ M. An auxiliary binary
variable udm is used to check whether any modulation format i ≤ m can be applied
for demand d according to the DAT rule. Consistently with the values of ndm, con-
stant hdm = ndm − nd(m−1) can be defined as the number of additional slices required
for demand d, if modulation format m is applied instead of modulation format m−1.
Finally, the number of slices required for demand d the selected routing path is given
by the formula ud = ∑

m∈Mudmhdm.

EON/A/RSA/Spectrum/Node-link/Slice-based

sets

V nodes
E links
R DC nodes
δ+(v) links leaving node v
δ−(v) links entering node v
D anycast demands
DDS anycast downstream demands
DUS anycast upstream demands
M modulation formats

constants

hd volume (requested bit-rate) of demand d (Gb/s)
bdm maximum distance range supported for modulation format m and demand d

(km)
adm lower bound of the distance range supported for modulation format m and

demand d. If m = 1, then ad1 = 0. If m > 1, then adm = bd(m−1) + 1 (km)
ndm number of slices required for demand d (with bit-rate hd) using modulation

format m
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hdm number of additional slices required for demand d if modulation format m is
applied instead of modulation format m − 1, hdm = ndm − nd(m−1)

le length of link e (km)
lmax maximum distance of a path in the network (km)
n number of slices available on each fiber link
sd source node of demand d
td destination node of demand d
τ (d) index of a demand associated with demand d. If d is a downstream demand,

then τ (d) must be an upstream demand and vice versa

variables

xed =1, if demand d uses link e; 0, otherwise (binary)
xd length of path created for demand d (continuous)
udm =1, if any modulation format i ≤ m can be applied for demand d according

to DAT; 0, otherwise (binary)
ud number of slices required for demand d (integer)
odi =1, if the starting slice of demand d is smaller than that of demand i; 0,

otherwise (binary)
cdi =1, if demands d and i use common link(s); 0, otherwise (binary)
wd indicates the starting slice used for demand d (integer)
yd indicates the ending slice used for demand d (integer)
y indicates the maximum slice used in the network (integer)
zvd =1, if DC located at node v is selected to realize anycast demand d; 0, otherwise

(binary)

objective

minimize F = y (3.2.1a)

constraints

∑

e∈δ+(v)

xed −
∑

e∈δ−(v)

xed =
⎧
⎨

⎩

+zvd if v ∈ R
−1 if v = td,
0 otherwise

v ∈ V , d ∈ DDS (3.2.1b)

∑

e∈δ+(v)

xed −
∑

e∈δ−(v)

xed =
⎧
⎨

⎩

+1 if v = sd

−zvd if v ∈ R,

0 otherwise
v ∈ V , d ∈ DUS (3.2.1c)

xd ≥
∑

e∈e

lexed, d ∈ D (3.2.1d)

lmaxudm ≥ (xd − adm), d ∈ D, m ∈ M (3.2.1e)

ud ≥
∑

m∈M

udmhdm, d ∈ D (3.2.1f)
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cdi ≥ xed + xei − 1, e ∈ E, d, i ∈ D : d �= i (3.2.1g)

odi + oid = 1, d, i ∈ D : d �= i (3.2.1h)

yi − wd + 1 ≤ n(1 + odi − cdi), d, i ∈ D : d �= i (3.2.1i)

yd − wi + 1 ≤ n(2 − odi − cdi), d, i ∈ D : d �= i (3.2.1j)

yd − wd + 1 ≥ ud, d ∈ D (3.2.1k)

y ≥ yd, d ∈ D (3.2.1l)

zvd = zvτ (d), d ∈ D, v ∈ R (3.2.1m)
∑

v∈R

zvd = 1, d ∈ D. (3.2.1n)

The goal of optimization (3.2.1a) is to minimize the overall spectrum usage
defined as the maximum number of slices allocated in the network to provision the
demands. Equations (3.2.1b) and (3.2.1c) are flow conservation constraints defined
using the node-link formulation for downstream and upstream anycast flows, respec-
tively. More specifically, the left-hand side of each equation defines the difference
of flows entering and leaving node each v ∈ V . The right-hand side of the equations
depends on the demand type. For downstream demands, the flow difference of node v
is 1 if node v is the DC node selected for demand d according to variable zvd , −1 if
node v is the destination (client) node of demand d, and 0 in all other cases. On the
other hand, for upstream demands, the flow difference of node v is: 1 if node v is the
source (client) node demand d; −1 if node v is the DC node of demand d according
to variable zvd ; and 0 otherwise.

Constraints (3.2.1d)–(3.2.1f) are used to obtain the number of slices required for
demand d according to the DAT rule. More specifically, constraint (3.2.1d) defines
the length of a routing path selected for demand d according to the values of vari-
ables xed and lengths of links le. Inequality (3.2.1e) ensures the correct value of
variable udm which denotes whether any modulation format i ≤ m can be applied
to demand d. Finally, condition (3.2.1f) defines the number of slices required for
demand d (variable ud).

The next group of constraints (3.2.1g)–(3.2.1k) controls the spectrum usage.More
specifically, these conditions ensure the non-overlapping constraint, which states that
a slice on a particular link can be allocated to at most one demand. Condition (3.2.1g)
checks whether two different demands d and i use the same link e. Inequality (3.2.1h)
guarantees that either the starting slice of demand d is smaller than that of demand i
or the opposite. Constraint (3.2.1i) is activated only if both analyzed demands d and
i use the same link (cdi = 1) and the starting slice of demand d is larger than or
equal to demand i (odi = 0). In such a case, the right-hand side of (3.2.1i) is 0, which
ensures the correct relationship between variables yi andwd denoting the ending slice
used for demand i and the starting slice used for demand d, respectively. In turn,
constraint (3.2.1j) operates only if both analyzed demands d and i use the same link
(cdi = 1) and the starting slice of demand d is smaller than that of demand i (odi = 1).
Similarly, this means that the right-hand side of (3.2.1j) is set to 0 which guarantees
that yd + 1 ≤ wi. Note that constraints (3.2.1h)–(3.2.1j) are in the model to avoid
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spectrum overlapping of two different demands d and i. Equation (3.2.1k) ensures
that the requested number of slices for each demand is satisfied. Constraint (3.2.1l)
defines the maximum slice index used in the network.

The last two constraints (3.2.1m)–(3.2.1n) are related to anycast flows. The former
expresses the rule that both associated demands d and τ (d) must use the same DC
node, while the latter states that exactly one node can be selected as the DC node for
each demand.

Link-Path and Slice-Based Formulation

The next model uses the link-path formulation explained in Sects. 1.2.1 and 1.2.2.
The main difference from the node-link formulation is that the routing process is
conducted by selecting a path from candidate paths that are pre-calculated for each
demand. A binary decision variable xdp is applied to denote whether path p is selected
to realize demand d. For more details on link-path modeling of anycast flows refer to
Sect. 1.2.2. To model spectrum usage, we use the same approach as above, therefore
the model is known as slice-based.

EON/A/RSA/Spectrum/Link-path/Slice-based

sets

E links
S slices
D anycast demands
DDS anycast downstream demands
P(d) candidate paths for flows realizing demand d. If d is an anycast upstream

demand, the candidate path connects the client node and the DC node. If d
is a downstream demand, the candidate path connects the DC node and the
client node

constants

δedp =1, if link e belongs to path p realizing demand d; 0, otherwise
ndp requested number of slices for demand d on path p
n number of slices available on each fiber link
o(p) origin node of path p
t(p) destination node of path p
τ (d) index of a demand associated with demand d. If d is a downstream demand,

then τ (d) must be an upstream demand and vice versa

variables

xdp =1, if candidate path p is used to realize demand d; 0, otherwise (binary)
yed =1, if demand d uses link e; 0, otherwise (binary)
ud number of slices required for demand d (integer)

http://dx.doi.org/10.1007/978-3-319-30309-3_1
http://dx.doi.org/10.1007/978-3-319-30309-3_1
http://dx.doi.org/10.1007/978-3-319-30309-3_1
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odi =1, if the starting slice of demand d is smaller than that of demand i; 0,
otherwise (binary)

cdi =1, if demands d and i use common link(s); 0, otherwise (binary)
wd indicates the starting slice used for demand d (integer)
yd indicates the ending slice used for demand d (integer)
y indicates the maximum slice used in the network (integer)

objective

minimize F = y (3.2.2a)

constraints

∑

p∈P(d)

xdp = 1, d ∈ D (3.2.2b)

∑

p∈P(d)

δedpxdp ≤ yed, d ∈ D, e ∈ E (3.2.2c)

∑

p∈P(d)

ndpxdp ≤ ud, d ∈ D (3.2.2d)

cdi ≥ yed + yei − 1, e ∈ E, d, i ∈ D : d �= i (3.2.2e)

odi + oid = 1, d, i ∈ D : d �= i (3.2.2f)

yi − wd + 1 ≤ n(1 + odi − cdi), d, i ∈ D : d �= i (3.2.2g)

yd − wi + 1 ≤ n(2 − odi − cdi), d, i ∈ D : d �= i (3.2.2h)

yd − wd + 1 ≥ ud, d ∈ D (3.2.2i)

y ≥ yd, d ∈ D (3.2.2j)
∑

p∈P(d)

o(p)xdp =
∑

p∈P(τ (d))

t(p)xτ (d)p, d ∈ DDS. (3.2.2k)

New constraints of the above model—compared to model (3.2.1)—follow from
the link-path formulation. In particular, Eq. (3.2.2b) ensures that exactly one can-
didate path is selected to realize each demand. Condition (3.2.2c) is in the model
to obtain values of variables yed denoting whether demand d uses link e. Inequality
(3.2.2d) is used to define variable ud , which denotes the number of slices required for
demand d. Constraints (3.2.2e)–(3.2.2j) which control spectrum usage are the same
as in the previous model (3.2.1). The last equality (3.2.2k) guarantees the anycast
constraint required in the model to ensure that two associated anycast demands use
the same DC node.
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Link-Path and Channel-Based Formulation

The third model proposed to formulate the RSA problem with anycast flows is based
on the link-path formulation and the channel-based approach to spectrum control.

EON/A/RSA/Spectrum/Link-path/Channel-based

sets

E links
S slices
D anycast demands
DDS anycast downstream demands
P(d) candidate paths for flows realizing demand d. If d is an anycast upstream

demand, the candidate path connects the client node and the DC node. If
d is a downstream demand, the candidate path connects the DC node and
the client node

C(d, p) candidate channels for demand d allocated on path p

constants

δedp =1, if link e belongs to path p realizing demand d; 0, otherwise
ndp requested number of slices for demand d on path p
γdpcs =1, if channel c associated with demand d on path p uses slice s; 0, otherwise
τ (d) index of a demand associated with demand d. If d is a downstream demand,

then τ (d) must be an upstream demand and vice versa
o(p) origin node of path p
t(p) destination node of path p

variables

xdpc =1, if channel c on candidate path p is used to realize demand d; 0, otherwise
(binary)

yes =1, if slice s is occupied on link e; 0, otherwise (binary)
ys =1, if slice s is occupied on any network link; 0, otherwise (binary)
y indicates the maximum slice used in the network (integer)

objective

minimize F =
∑

s∈S

ys (3.2.3a)
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constraints

∑

p∈P(d)

∑

c∈C(d,p)

xdpc = 1, d ∈ D (3.2.3b)

∑

d∈D

∑

p∈P(d)

∑

c∈C(d,p)

γdpcsδedpxdpc ≤ yes, e ∈ E, s ∈ S (3.2.3c)

∑

e∈E

yes ≤| E | ys, s ∈ S (3.2.3d)

∑

p∈P(d)

∑

c∈C(d,p)

o(p)xdpc =
∑

p∈P(τ (d))

∑

c∈C(τ (d),p)

t(p)xτ (d)pc, d ∈ DDS. (3.2.3e)

As in both previous models, the objective function (3.2.3a) represents spectrum
usage in the network. However, in this model the value of the objective function is
calculated as a sum of binary variables ys, which denote whether slice s is used in the
network to realize a demand. The first constraint given by (3.2.3b) is slightly different
from the previous model (3.2.2), since it makes the routing decision (selecting a
routing path p), as well as choosing the spectrum channel c. Spectrum control is
provisioned by inequality (3.2.3c), which imposes that a slice s on a particular link e
can be used by at most one demand. Constraint (3.2.3d) defines variable ys. The last
equation (3.2.3e) represents the anycast constraint.

3.2.2 Numerical Results

This section examines the performance of formulations proposed for the RSA prob-
lem with anycast flows: the node-link model formulated in (3.2.1) and denoted in
short as NL, the link-path and slice-based model formulated in (3.2.2) and referred
to as SB, and the link-path and channel-based model formulated in (3.2.3) and
denoted in short as CB. Let us recall that the last two models use the link-path
formulation with a set of candidate paths for each demand. Different values of can-
didate paths defined for each node pair in the network were used in the experiments,
namely, k = 2, 3, 5, 10. The candidate paths for each node pair were calculated using
the k-shortest path algorithm with a link metric defined as the link length given in
kilometers. Since anycast demands can use various DCs, the number of candidate
paths for each anycast demand was kr, where r is the number of DCs in the network.

Two network topologies were tested in two experiments: the German national
network DT14 with 14 nodes and 46 directed links (Fig.A.2, TableA.2), and
the pan-European network Euro16 with 16 nodes and 48 directed links (Fig.A.5,
TableA.4). Ten sets of anycast demands were generated for each network with
|D| = 10, 12, 14, 16, 18, 20, 22, 24 and 26. The bit-rate of each demand was ran-
domly selected from 10 to 400Gb/s with 10Gb/s granularity. There were two nodes
with a data center for each network. The CPLEX solver was used to compare the
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models [62]. A time limit of 1h was set for solving each problem instance, and
all other solver settings were left as default. Experiments were run on a PC with
IntelCore i7-2620M CPU and 4GB RAM.

In the experiments, it was assumed that EON uses BV-Ts (Bandwidth-Variable
Transponders) supporting the PDM-OFDM technology with modulation formats of
BPSK,QPSK, andx-QAM,where xbelongs to 8, 16, 32, 64.The spectral efficiencyof
the modulation formats is equal to 1, 2, . . . , 6 [b/s/Hz], respectively. PDM stands for
PolarizationDivisionMultiplexing,which doubles the spectral efficiency. EONoper-
ates within a flexible ITU-T grid of a 6.25GHz granularity [11]. The BV-Ts enable
a bit-rate adaptability with a 10Gb/s granularity. The transmission model proposed
in [60] is used. The model estimates the transmission reach of an optical signal as a
function of the selected modulation level and transported bit-rate. A 12.5GHz guard
band between neighboring connections is introduced. In all scenarios, the transmis-
sion reach is extended using regenerators, which are applied whenever necessary. To
select the modulation format, the DAT rule is applied as described in Sect. 3.1.2.

In preliminary experiments, we noted that the execution time of the channel-based
model is highly sensitive to the number of slices available on each fiber link (para-
meter n). More specifically, this parameter directly defines the number of available
channels. For instance, if n = 40, then one can create 39 channels with a width of
two slices, 37 channels with a width of four slices, etc. Consequently, the value of n
has a major impact on the problem complexity expressed in the number of variables,
since the number of the main decision variable xdpc depends linearly on the number
of channels.

To study this issue in more detail, we conducted the following experiment. Using
a randomly selected traffic pattern of DT14 with 26 demands, the optimal result (i.e.,
the minimum number of required slices) was determined first. Next, the channel-
based model was run starting with n equal to the optimal value; we then increased
n by two slices up to 20 additional slices. Figure3.4 shows results obtained for
different numbers of candidate paths, namely k = 2, 3, 5, 10. The execution time
of the channel-based model grows almost exponentially as the number of additional

Fig. 3.4 Execution time of the channel-basedmodel as a function of the number of additional slices
for the DT14 network and different number of candidate paths
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slices increases (the y-axis is in the logarithmic scale), and finally reaches the 3600s
limit for k = 3, 5, 10. Moreover, the execution time strongly depends on the number
of candidate paths used in the optimization.

We introduced the followingprocedure to improve the performanceof the channel-
based model. Firstly, each problem instance was solved by the heuristic algorithm
AFA (for more details on the algorithm see Sect. 3.3.2). Next, the heuristic solution
was set as parameter n for the channel-based model. The execution time of the AFA
algorithm for small networkswas negligibly small and had no impact on the execution
time of the channel-based model. For the slice-based model, we set n = 40 in all
experiments, since this model was not dependent on the number of slices available.

Three performancemetrics are reported in tables below: spectrum usage, optimal-
ity gap of results, and execution time. The first metric denotes the number of slices
required, calculated according to the objective function used in models being com-
pared. The second metric shows the percentage distance between the best result and
the lower bound provided by CPLEX. This metric is due to the fact that the CPLEX
solver is run with a 1h time limit, and if the optimum result is not yielded within the
hour, an optimality gap shows the maximum possible gap between the actual result
and the optimum. Finally, the last reported metric denotes the execution time of the
CPLEX solver in seconds. The results of each performance metric shown in the fol-
lowing tables are averaged over ten demand sets created for each examined value of
|D|. More precisely, there are three tables related to each reported metric for each
network topology. Tables3.2, 3.4 and 3.6 show results related to the DT14 network,
while Tables3.3, 3.5 and 3.7 include results obtained for the Euro16 network. Each
table contains ten columns. The first column shows the number of demands in the
traffic pattern. The remaining columns contain results of the formulations analyzed
in the node-link (NL), slice-based (SB) with different values of k and channel-based
(CB) with different values of k experiments.

Table 3.2 Comparison of ILP models for the RSA problem with anycast flows—average number
of slices required for the DT14 network

|D| NL SB CB

k = 2 k = 3 k = 5 k = 10 k = 2 k = 3 k = 5 k = 10

10 8.0 8.2 8.0 8.0 8.0 8.2 8.0 8.0 8.0

12 8.2 8.6 8.2 8.2 8.2 8.6 8.2 8.2 8.2

14 8.4 9.2 8.4 8.4 8.4 9.2 8.4 8.4 8.4

16 12.4 12.0 9.6 9.6 9.6 12.0 9.6 9.6 9.6

18 13.1 11.4 9.4 9.4 9.4 11.4 9.4 9.4 9.4

20 19.0 11.6 9.6 9.6 9.6 11.6 9.6 9.6 9.6

22 24.8 13.0 12.0 12.0 12.0 13.0 12.0 12.0 12.0

24 – 14.4 12.0 12.0 12.0 14.4 12.0 12.0 12.0

26 – 13.8 12.2 12.2 12.2 13.8 12.2 12.2 12.2
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Table 3.3 Comparison of ILP models for the RSA problem with anycast flows—average number
of slices required for the Euro16 network

|D| NL SB CB

k = 2 k = 3 k = 5 k = 10 k = 2 k = 3 k = 5 k = 10

10 9.8 10.2 9.8 9.8 9.8 10.2 9.8 9.8 9.8

12 11.8 12.6 11.8 11.8 11.8 12.6 11.8 11.8 11.8

14 13.0 10.8 10.6 10.6 10.6 10.8 10.6 10.6 10.6

16 12.2 11.8 11.0 10.8 10.8 11.8 11.0 10.8 10.8

18 12.0 11.0 10.8 10.8 10.8 11.0 10.8 10.8 10.8

20 – 13.8 12.8 12.8 12.6 13.8 12.8 12.8 12.6

22 – 14.6 13.4 12.8 12.8 14.6 13.4 12.8 12.8

24 – 15.4 13.6 13.4 13.4 15.4 13.6 13.4 13.4

26 – 14.4 14.4 14.4 14.4 14.4 14.4 14.4 14.2

Table 3.4 Comparison of ILPmodels for the RSAproblemwith anycast flows—average optimality
gap for the DT14 network

|D| NL (%) SB CB

k = 2
(%)

k = 3
(%)

k = 5
(%)

k = 10
(%)

k = 2
(%)

k = 3
(%)

k = 5
(%)

k = 10
(%)

10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

12 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

14 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

16 15.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

18 14.05 0.00 0.00 0.83 1.67 0.00 0.00 0.00 0.00

20 25.77 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

22 51.40 0.00 1.67 4.10 5.10 0.00 0.00 0.00 0.00

24 – 1.25 1.83 6.79 8.83 0.00 0.83 0.00 0.83

26 – 1.25 2.28 2.50 2.50 0.00 0.63 0.00 0.63

Let us recall that the NL model (3.2.1) uses all candidate paths for each demand,
since it is based on the node-link formulation of multicommodity flows. In contrast,
SB (3.2.2) and CB (3.2.3) models are based on the link-path formulation and conse-
quently they only consider a subset of candidate paths (parameter k). Therefore, the
NLmodel should provide the best results or at least not worse results, when compared
with the SB and CB models. This can be observed in Tables3.2 and 3.3 for smaller
values of |D|. However, starting from |D| = 16, the NL models is outperformed by
SB and CB models even with k = 2. This is due to the time limit of 1h used in
CPLEX, as according to the complexity of the NL model, the solver is not able to
yield optimal results in an hour for larger values of |D|. This is confirmed by the
results shown in Tables3.4 and 3.5, where we report optimality gaps. Moreover, for
large values of |D|, the NL model is not able to provide any feasible results in 1h.
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Table 3.5 Comparison of ILPmodels for the RSAproblemwith anycast flows—average optimality
gap for the Euro16 network

|D| NL (%) SB CB

k = 2
(%)

k = 3
(%)

k = 5
(%)

k = 10
(%)

k = 2
(%)

k = 3
(%)

k = 5
(%)

k = 10
(%)

10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

12 4.52 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

14 7.50 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

16 10.60 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

18 5.83 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

20 – 0.00 0.00 0.00 1.00 0.00 0.00 0.00 0.00

22 – 0.00 3.10 0.00 0.00 0.00 0.00 0.00 0.00

24 – 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

26 – 0.00 1.43 3.57 10.16 0.00 0.00 0.00 0.00

Table 3.6 Comparison of ILPmodels for the RSA problemwith anycast flows—average execution
time is seconds for the DT14 network

|D| NL SB CB

k = 2 k = 3 k = 5 k = 10 k = 2 k = 3 k = 5 k = 10

10 0.2 0.0 0.1 0.2 0.6 0.1 0.0 0.0 0.0

12 360.1 0.1 0.1 0.2 0.9 0.1 0.2 0.1 0.4

14 209.7 0.1 0.2 0.3 3.5 0.3 0.1 0.3 0.4

16 1421.7 6.9 0.9 1.6 124.3 2.3 0.7 1.6 6.2

18 1710.8 0.4 94.5 363.0 371.5 1.3 0.9 13.3 21.7

20 2215.2 0.8 1.8 8.9 36.4 2.0 6.4 7.3 97.5

22 3410.8 291.3 397.9 1132.0 1136.5 3.6 8.4 18.9 131.3

24 – 377.3 825.8 1673.9 2006.8 17.3 370.0 224.3 389.1

26 – 367.1 419.6 398.6 790.6 379.3 426.1 280.1 453.8

More specifically, this applies for |D| > 22 in the DT14 network and for |D| > 18
in the Euro16 network. This indicates that the NL model based on the node-link
formulation does not scale well with the size of the problem instance.

Another interesting observation focuses on the impact of the number of candidate
paths (parameter k) in the SB andCBmodels. In particular, spectrum usage decreases
as k increases, since more routing paths can be selected. However, the differences
between results obtained for different values of k are relatively small. This is mainly
due to the relatively small size of both networks.

Moreover, comparing results in Tables3.2 and 3.3 shows that spectrum usage is
slightly smaller for the DT14 network than for the Euro16 network. This is because
the DT14 network is significantly smaller than the Euro16 network and in conse-
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Table 3.7 Comparison of ILPmodels for the RSA problemwith anycast flows—average execution
time is seconds for the Euro16 network

|D| NL SB CB

k = 2 k = 3 k = 5 k = 10 k = 2 k = 3 k = 5 k = 10

10 2.3 0.1 0.1 0.2 0.8 0.0 0.0 0.2 0.2

12 844.2 0.2 0.3 1.5 2.9 0.2 0.4 0.3 0.5

14 635.9 0.2 0.4 0.9 8.6 0.2 0.3 0.6 1.1

16 1447.5 0.5 28.3 6.3 19.2 2.4 5.0 14.2 76.5

18 757.0 0.2 0.4 6.6 32.3 0.1 0.3 0.4 1.4

20 – 0.5 1.9 13.2 384.7 1.2 9.8 28.2 66.7

22 – 1.6 724.1 93.1 230.6 9.3 14.3 33.5 77.9

24 – 51.0 175.9 165.5 182.5 53.3 7.8 26.4 331.3

26 – 13.3 797.2 1120.9 2056.3 10.2 207.0 281.3 67.5

quence more spectral efficient modulation formats are selected according to the DAT
rule, resulting in lower values of the requested number of slices for each demand.

The last performance metric is the average execution time of all ILP models ana-
lyzed (Tables3.6 and 3.7). The first obvious observation is that, generally speaking,
the execution time for each model increases with problem complexity expressed by
the number of demands. Moreover, for the SB and CB models, as the number of
candidate paths increases, the running time also increases. Perhaps unsurprisingly,
the NL model showed the poorest performance. The differences between the SB
and CB models are not clear, although the channel-based model outperformed the
slice-based approach in most cases.

In conclusion, the channel-based model defined in (3.2.3) provided the best per-
formance in terms of result quality and running time. If the analyzed problem instance
is relatively small, the node-link model (3.2.1) can yield the best results in a reason-
able time, although for larger problem instances this model experienced scalability
problems.

3.3 Routing and Spectrum Allocation for Anycast
and Unicast Flows

This section focuses on the RSA problem with joint optimization of anycast and uni-
cast flows [57]. According to the results reported above, the channel-based approach
is used to model spectrum usage. Firstly, we present the spectrum, average spec-
trum and cost formulations. Next, we describe several heuristic and metaheuristic
algorithms. Finally, we report results of extensive numerical experiments.
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3.3.1 Formulations

We use the same assumptions as in Sect. 3.2 to modeling the EON. The main differ-
ence is that two types of flows are provisioned in the network, namely anycast flows
and unicast flows.

Spectrum Objective

The first model aims to minimize spectrum usage defined as the maximum index of
the slice required in the network to realize all demands included in the traffic matrix.

EON/AU/RSA/Spectrum/Link-path/Channel-based

sets

E links
S slices
D demands (anycast and unicast)
DDS anycast downstream demands
P(d) candidate paths for flows realizing demand d. If d is a unicast demand, the

candidate path connects the end nodes of the demand. If d is an anycast
upstream demand, the candidate path connects the client node and the DC
node. If d is a downstream demand, the candidate path connects the DC
node and the client node

C(d, p) candidate channels for demand d allocated on path p

constants

δedp =1, if link e belongs to path p realizing demand d; 0, otherwise
ndp requested number of slices for demand d on path p
γdpcs =1, if channel c associated with demand d on path p uses slice s; 0, otherwise
τ (d) index of a demand associated with demand d. If d is a downstream demand,

then τ (d) must be an upstream demand and vice versa
o(p) origin node of path p
t(p) destination node of path p

variables

xdpc =1, if channel c on candidate path p is used to realize demand d; 0, otherwise
(binary)

yes =1, if slice s is occupied on link e; 0, otherwise (binary)
ys =1, if slice s is occupied on any network link; 0, otherwise (binary)
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objective

minimize F =
∑

s∈S

ys (3.3.1a)

constraints

∑

p∈P(d)

∑

c∈C(d,p)

xdpc = 1, d ∈ D (3.3.1b)

∑

d∈D

∑

p∈P(d)

∑

c∈C(d,p)

γdpcsδedpxdpc ≤ yes, e ∈ E, s ∈ S (3.3.1c)

∑

e∈E

yes ≤| E | ys, s ∈ S (3.3.1d)

∑

p∈P(d)

∑

c∈C(d,p)

o(p)xdpc =
∑

p∈P(τ (d))

∑

c∈C(τ (d),p)

t(p)xτ (d)pc, d ∈ DDS. (3.3.1e)

The objective of optimization (3.3.1a) is to minimize spectrum usage in terms of
the number of slices required in the network to provision the whole traffic matrix.
More precisely, variable yes checkswhether slice s is occupied on link e, i.e., if there is
a demand using slice s in link e. Next, variable ys denotes whether slice s is allocated
in at least one network link. Therefore, the objective function (3.3.1a) is formulated
as

∑
s∈Sys. Equation (3.3.1b) imposes that each demand d uses exactly one candidate

path and exactly one candidate channel. To ensure the non-overlapping constraints,
i.e., that a slice on a particular link can be allocated to at most one demand, we
use Eq. (3.3.1c). Note that the non-overlapping constraint follows directly from the
definition of optical channels included in set C(d, p). Constraint (3.3.1d) states that
slice s is used in the network (ys = 1) only when there is at least one link e ∈ E for
which slice s is allocated to realize a demand. Finally, the last Eq. (3.3.1e) guarantees
that both associated anycast demands use candidate paths connected to the same DC
node.

Average Spectrum Objective

It is worth noting that the objective function used in model (3.3.1) denotes maximum
spectrum usage in the most congested link in the network. In the context of anycast
flows served by DCs, links adjacent to nodes hosting DCs are usually highly loaded
in comparison with other links in the network located far from DCs. Therefore, the
spectrum usage defined as function (3.3.1a) is dominated by highly loaded links and
does not clearly present the whole situation in terms of spectrum usage in all network
links. Therefore, we present a model using the average spectrum function. As in
model (3.3.1), variable yes denotes whether slice s is allocated in link e. Next, using
these variables, an integer variable ye is determined denoting the largest occupied
slice for each link e ∈ E. Finally, the objective function defined as the average value
of ye takes into account all network links.
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To illustrate the idea of the average spectrum function in comparison with the
spectrum function defined in (3.3.1a), we consider the following example. Let set E
include four links. Following the routing and spectrum allocation procedure, a solu-
tion is obtained where the largest occupied slice index is 8, 6, 4 and 2 for each link,
respectively. In consequence, the spectrum usage (defined as the maximum num-
ber of slices allocated in the network) is 8, while the average spectrum usage is
5 = (8 + 6 + 4 + 2)/4.

EON/AU/RSA/Average Spectrum/Link-path/Channel-based

sets

E links
S slices
D demands (anycast and unicast)
DDS anycast downstream demands
P(d) candidate paths for flows realizing demand d. If d is a unicast demand, the

candidate path connects the end nodes of the demand. If d is an anycast
upstream demand, the candidate path connects client the node and the DC
node. If d is a downstream demand, the candidate path connects the DC
node and the client node

C(d, p) candidate channels for demand d allocated on path p

constants

δedp =1, if link e belongs to path p realizing demand d; 0, otherwise
ndp requested number of slices for demand d on path p
γdpcs =1, if channel c associated with demand d on path p uses slice s; 0, otherwise
τ (d) index of a demand associated with demand d. If d is a downstream demand,

then τ (d) must be an upstream demand and vice versa
o(p) origin node of path p
t(p) destination node of path p

variables

xdpc =1, if channel c on candidate path p is used to realize demand d; 0, otherwise
(binary)

yes =1, if slice s is occupied on link e; 0, otherwise (binary)
ye the largest index of an allocated slice in link e (integer)

objective

minimize F = 1

| E |
∑

e∈E

ye (3.3.2a)



3.3 Routing and Spectrum Allocation for Anycast and Unicast Flows 125

constraints

∑

p∈P(d)

∑

c∈C(d,p)

xdpc = 1, d ∈ D (3.3.2b)

∑

d∈D

∑

p∈P(d)

∑

c∈C(d,p)

γdpcsδedpxdpc ≤ yes, e ∈ E, s ∈ S (3.3.2c)

syes ≤ ye, e ∈ E, s ∈ S (3.3.2d)
∑

p∈P(d)

∑

c∈C(d,p)

o(p)xdpc =
∑

p∈P(τ (d))

∑

c∈C(τ (d),p)

t(p)xτ (d)pc, d ∈ DDS. (3.3.2e)

The above model concerning the average spectrum function differs from the pre-
vious (3.3.1) model only in the objective function (3.3.2a) and constraint (3.3.2d).
More precisely, objective function (3.3.2a) denotes the average value of variable ye.
In turn, inequality (3.3.2d) is used to define variable ye. Since constraint (3.3.2d) is
checked for each s ∈ S, the term syes on the left-hand side of (3.3.2d) denotes the
value of the largest slice allocated (yes = 1) in link e.

Cost Objective

The next optimization model aims to minimize the cost of EON. The formulation is
generic and can model different types of cost associated with EONs: CAPEX cost,
OPEX cost, cost of power consumption, etc. We use constant ξdp to model cost.
More specifically, constant ξdp denotes the cost of realizing demand d on path p. One
possible interpretation of ξdp is the CAPEX cost related to establishing demand d
on path p which includes the costs of all elements required to provision demand d:
transponders, regenerators which are necessary if the length of path p exceeds the
transmission range of the modulation format selected, fiber leasing, etc. Addition-
ally, ξdp denotes the power consumption of demand d realized on path p obtained
according to a sum of the power requirements of all transponders and regenerators.
Since the value of ξdp is the input data for the ILP model, the formulation shown
below is independent of how constant ξdp is determined. Thus, various cost models
and assumptions can be used to obtain values of ξdp without having to modify the
formulations or the heuristic algorithms presented below.

EON/AU/RSA/Cost/Link-path/Channel-based

sets

E links
S slices
D demands (anycast and unicast)
DDS anycast downstream demands
P(d) candidate paths for flows realizing demand d. If d is a unicast demand, the

candidate path connects the end nodes of the demand. If d is an anycast
upstream demand, the candidate path connects the client node and the DC
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node. If d is a downstream demand, the candidate path connects the DC
node and the client node

C(d, p) candidate channels for demand d allocated on path p

constants

δedp =1, if link e belongs to path p realizing demand d; 0, otherwise
ndp requested number of slices for demand d on path p
γdpcs =1, if channel c associated with demand d on path p uses slice s; 0, otherwise
ξdp cost of realizing demand d on path p
τ (d) index of a demand associated with demand d. If d is a downstream demand,

then τ (d) must be an upstream demand and vice versa
o(p) origin node of path p
t(p) destination node of path p

variables

xdpc =1, if channel c on candidate path p is used to realize demand d; 0, otherwise
(binary)

objective

minimize F =
∑

d∈D

∑

p∈P(d)

∑

c∈C(d,p)

xdpcξdp (3.3.3a)

constraints

∑

p∈P(d)

∑

c∈C(d,p)

xdpc = 1, d ∈ D (3.3.3b)

∑

d∈D

∑

p∈P(d)

∑

c∈C(d,p)

γdpcsδedpxdpc ≤ 1, e ∈ E, s ∈ S (3.3.3c)

∑

p∈P(d)

∑

c∈C(d,p)

o(p)xdpc =
∑

p∈P(τ (d))

∑

c∈C(τ (d),p)

t(p)xτ (d)pc, d ∈ DDS. (3.3.3d)

As in the previous model, the above formulation is very similar to model (3.3.1).
The key difference is the objective function (3.3.3a) which is calculated as the sum
of costs generated by each demand established in the network. Therefore, according
to the definition of variable xdpc, in (3.3.3a) we sum demands, candidate paths and
candidate channels to calculate the overall cost resulting from the assignment of
demands to candidate paths. The second modification is in constraint (3.3.3c), which
ensures that a particular slice s can be used on link e by at most one demand.
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3.3.2 Algorithms

This section presents several heuristic andmetaheuristic algorithms designed to solve
theRSAproblemwith joint optimization of anycast and unicast flows. The algorithms
are generally based on the greedy approach.

First Fit (FF) Algorithm

The First Fit (FF) procedure for spectrum allocation of a single demand d on a
particular routing path p is introduced first. The demand is represented as a set
of candidate channels denoted as C. The approach is based on a simple method
which finds the first channel in the network enabling the allocation of demand d on
path p without spectrum overlapping [1]. More specifically, the channel ensures that
demand d is allocated on path p starting from the lowest possible slice. The algorithm
uses the current state of the network as the input, with information on slices already
occupied by previously allocated demands. For each pair link e and channel c, we can
use function IsEmptyChannel(e, c) to check whether all slices included in c are free
(not allocated) on link e or not. Moreover, let a := Member(A, i) return an element
included in set A on position i.

The concept behind the spectrum allocation approach is presented in
Algorithm 3.1. The main loop of the algorithm (lines 2–15) searches channels
included in set C to find the first feasible allocation. Note that the test flag set in
line 4 is used to check whether path p provides the free spectrum in channel c
on all links included in path p. Inside the main loop, there is an additional loop
checking subsequent links included in path p (lines 6–10). In particular, function
IsEmptyChannel(e, c) checks whether channel c provides free spectrum on link e
for each link e ∈ E(p). If this is not the case, the loop defined for links e is broken
by setting j := |E(p)| + 1 (line 8). Moreover, the test flag is set to 0 to indicate that
channel c does not provide free spectrum on the whole path p. If after processing
the loop defined in lines 6–10 the test flag is still 1, then channel c provides a free
spectrum on path p and in consequence c is returned as the selected channel. If the
function completes the whole main loop (lines 2–15) without finding a free channel,
then in line 16 the function returns an empty set denoting that there is no feasible
channel included in set C for the considered demand and routing path. Algorithm 3.1
is formulated as a separate function, since it will be used in subsequent algorithms
for the spectrum allocation subproblem. The complexity of this algorithm is bound
by O(|C| |E(p)|), where |C| denotes the number of candidate channels available and
|E(p)| is the number of links in the considered path p.

The FF/AU/RSA method (shown in Algorithm 3.2) is a very simple greedy algo-
rithm based on the First Fit approach and proposed for the RSA problem. As the
input data, the FF algorithm needs the network topology represented as a set of links
E, set of demands D (both anycast and unicast), shortest paths for each demand
included in set P(d), and set of candidate channels C(d, p) for each demand d ∈ D
and path p ∈ P(d). The size of each channel c ∈ C(d, p) is equal to the spec-
trum requirement ndp (i.e., the number of slices included in the channel) calculated
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Algorithm 3.1 FF_SA (First Fit - Spectrum Allocation)
Require: set of edges E with current status showing allocation of slices, set of candidate channels

C, set of links E(p) included in path p
Ensure: selected channel
1: function FF_SA(C, p)

2: for i := 1 to |C| do
3: c := Member(C, i)
4: test := 1
5: for j := 1 to |E(p)| do
6: e := Member(E(p), j)
7: if IsEmptyChannel(e, c) = FALSE then
8: j := |E(p)| + 1
9: test := 0
10: end if
11: if test = 1 then
12: return c
13: end if
14: end for
15: end for
16: return ∅
17: end function

for demand d using path p according to a selected physical EON model. The FF
algorithm aims to process all demands in a single run without any special order-
ing of the demands. The main loop of the FF algorithm (lines 2–7) is defined to
process all demands. The routing path for demand d is selected as a shortest path
included in set P(d) with index 1 (line 4). To find the spectrum channel on the
lowest possible spectrum range, function FF_SA is applied (line 5). Next, function
Allocate_Demand() ensures that a particular demand is allocated on the selected
path and channel (line 6), i.e., all slices included in the selected path and channel are
marked as occupied to avoid spectrum overlapping for other demands. Finally, hav-
ing determined routing paths and spectrum channels for each demand, the value of
the objective function is calculated according to the objective function defined in the
problem (line 8). Since, the FF/AU/RSA algorithm executes the FF_SA function for
every demand included in set D, the computational complexity of the FF algorithm
can be estimated as O(|D| |C| |E|), where |D| denotes the number of demands, |C|
is the number of channels and |E| is the number of links.

Note that the FF algorithm processes anycast and unicast demands the same
way. This is because the network graph is directed and symmetric in terms of the
link distances in opposite directions. In consequence, for two associated anycast
demands d and τ (d) the same routing path is selected as the shortest path (albeit in
opposite directions), and so both associated demands are assigned to the same DC
node, guaranteeing the anycast constraint defined in Eq. (3.3.1e). The FF algorithm
is designed directly for model (3.3.1) to minimize spectrum usage. This heuristic can
also be used to solve other RSA problems with average spectrum and cost objectives.
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Algorithm 3.2 FF/AU/RSA (First Fit for AU/RSA problem)
Require: set of edges E, set of anycast and unicast demands D, sets P(d) with a shortest path for

each demand d ∈ D, candidate channels C(d, p) for each demand d ∈ D and path p ∈ P(d)

Ensure: routing and spectrum allocation for each demand d ∈ D included in vectors path and
channel, value of objective function

1: procedure FF/AU/RSA(D, P(d), C(d, p))

2: for i := 1 to |D| do
3: d := Member(D, i)
4: path[d] := Member(P(d), 1)
5: channel[d] := FF_SA(C(d, path[d]), path[d])
6: Allocate_Demand(d, path[d], channel[d])
7: end for
8: Find_Objective_Function(path[], channel[])
9: end procedure

Longest Path First (LPF) and Most Subcarriers First (MSF) Algorithms

The FF algorithm usually provides low quality results. Two strategies can be used
to improve the algorithm’s performance. Firstly, instead of always using the shortest
path, more candidate paths can be analyzed for each demand. Secondly, the demands
can be processed in a particular order which can provide better allocation of demands
in terms of spectrum usage. Two algorithms that exemplify these two approaches are
described below: and LPF (Longest Path First) and MSF (Most Subcarriers First).
Both algorithms were originally proposed for the RSA problem with unicast flows
only [23]; however, we modified them to enable us to also process anycast demands.

The auxiliary function FPCSpectrum() is first defined in Algorithm 3.3, selecting
a path and a channel for a demand aiming to guarantee the best result in terms of
spectrum usage, which is consistent with the spectrum objective function defined in
model (3.3.1). TheFPCSpectrum() function requires information on the current state
of the network showing slice occupancy as the input. Moreover, the algorithm uses
set P with candidate paths and set C(p) with candidate channels for each path p ∈ P
defined for the demand considered. The method checks all possible candidate paths
(lines 3–10) to find a path which provides the lowest value of the objective function in
terms of spectrum usage. More specifically, for each path p ∈ P the FF_SA(C(p), p)

function is run to find spectrum channel c according to the First Fit approach (line
5). Next, the Last_Slice(c) function returns the index of the largest slice included in
channel c. If the current allocation defined by path p and channel c yields a better
result than that found earlier, the new allocation is saved as the best one (lines 7–
9). The complexity of function FPCSpectrum() can be estimated as O(|P| |C| |E|),
where |P| denotes the number of candidate paths, |C| is the number of channels and
|E| estimates the upper bound of the number of links included in the longest path.

Note that the FPCSpectrum() function can be modified easily to optimize other
objective functions. In the following, Algorithm 3.6 shows an analogous function
designed to optimize the network cost according to optimization model (3.3.3).

In Algorithm 3.4, we present the pseudocode of algorithm LPF/AU/RSA. The
aim of this method is to process the demands in a certain order. Here, the demand
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Algorithm 3.3 FPCSpectrum (Find Path and Channel for Spectrum Objective)
Require: set of edges E with current status showing allocation of slices, set of candidate paths P,

set of candidate channels for C(p) for each path p ∈ P
Ensure: selected path and channel with the lowest index of allocated spectrum slice
1: function FPCSpectrum(P, C(p))

2: smin := ∞
3: for i := 1 to |P| do
4: p := Member(P, i)
5: c := FF_SA(C(p), p)

6: s := Last_Slice(c)
7: if s < smin then
8: p� := p, c� := c, smin := s
9: end if
10: end for
11: return p� and c�

12: end function

path length is applied as a sorting metric. More precisely, for each demand d metric
ld denotes the hop count of the shortest path included in set P(d). The demands are
processed in decreasing order of ld values. The aim of this approach is to process
demands that use longer paths (with more hops), since they consumemore spectrum.
Therefore, the demands are sorted using the Sort_Demands_LPF() function (line 2).
Next, the demands are processed in a single run using this ordering in the main loop
of the algorithm (lines 3–16). However, anycast and unicast demands are processed
using a different method, which accounts for the anycast constraint (3.3.1e) active
only for anycast demands. More precisely, if demand d is an anycast demand two
cases are considered. Firstly, if the associated demand τ (d) is not already established
in the network, the path and channel are selected with FPCSpectrum(P(d), C(d, p)),
using all candidate paths included in set P(d) (lines 6–8). However, if the associated
demand τ (d) is already established in the network, demandd must be connected to the
same DC node as τ (d). Therefore, in this case the path and channel are selected with
FPCSpectrum(P(d, r), C(d, p)), but using candidate pathswith the sameDCnode as
demand τ (d), i.e., the path included in set P(d, r) (lines 9–12). For unicast demands,
the processing is straightforward (line 14). The Allocate_Demand() function is run
to allocate the analyzed demand on the selected path and channel (line 15). Note that
the complexity of algorithm LPF/AU/RSA is bound by O(|D| |P| |C| |E|).

The scheme of the LPF heuristic shown in Algorithm 3.4 can be modified to use
a different sorting approach by changing the function in line 2. For instance, the
MSF/AU/RSA algorithm can be obtained by using a function that sorts the demands
in decreasing order of number of slices required for the shortest path allocation.

Adaptive Frequency Assignment (AFA) Algorithm

This section presents an Adaptive Frequency Assignment (AFA) algorithm for the
RSA problem with joint optimization of anycast and unicast flows [57]. Note that
the basic version of the AFA algorithm was proposed in [24] in the context of the
RSA problem with unicast flows only.
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Algorithm 3.4 LPF/AU/RSA (Longest Path First for AU/RSA problem)
Require: set of edges E, set of anycast and unicast demands D, sets P(d) with candidates paths for

each demand d ∈ D, candidate channels C(d, p) for each demand d ∈ D and path p ∈ P(d)

Ensure: routing and spectrum allocation for each demand d ∈ D included in vectors path and
channel, value of objective function

1: procedure LPF/AU/RSA(D, P(d), C(d, p))

2: D := Sort_Demands_LPF(D)

3: for i := 1 to |D| do
4: d := Member(D, i)
5: if Type(d) = ANYCAST then
6: if Established(τ (d)) = FALSE then
7: {path[d], channel[d]} := FPCSpectrum(P(d), C(d, p))

8: server[d] := Server_Node(path[d])
9: else
10: r := server[τ (d)]
11: {path[d], channel[d]} := FPCSpectrum(P(d, r), C(d, p))

12: end if
13: end if
14: if Type(d) = UNICAST then {path[d], channel[d]} := FPCSpectrum(P(d), C(d, p))

15: Allocate_Demand(d, path[d], channel[d])
16: end for
17: Find_Objective_Function(path[], channel[])
18: end procedure

The main aim of the AFA/AU/RSA method shown in Algorithm 3.5 is to adap-
tively select a sequence of processed demands in order to minimize spectrum usage
defined in objective function (3.3.1a). The first important modification of AFA, in
comparison to greedy methods shown above (e.g., the LPF method), is that AFA
processes the demands in several separate loops. More precisely, set D including all
demands is divided into several subsets and each subset is processed in a separate
loop (lines 3–8). For this purpose, each demand is assigned with a special metric nd

which is equal to the minimum value of the requested number of slices required for
demand d, i.e., nd = min

p∈P(d)
{ndp}. All demands with the value of this metric equal

to n are included in set D(n). In the main loop of the algorithm (lines 9–30), sets
D(n) are processed one by one according to decreasing value of n. The way each
set D(n) is analyzed is the second main modification of AFA to the greedy methods
shown above. To find a demand to be allocated, all not established demands still
included in set D(n) are checked to find the best possible allocation. The outer loop
(lines 10–29) is repeated until all demands in set D(n) are allocated. The inner loop
(lines 11–26) is responsible for finding the best possible allocation from demands
included in set D(n), but not established in the network, which is checked in line
13. The procedure shown in lines 14–24 is analogous to the LPF method shown in
Algorithm 3.4, i.e., theFPCSpectrum() function is called to find the path and channel
guaranteeing allocation in the lowest spectrum range. It should be stressed that when
the path and channel are found for the demand, there is no allocation of the demand
in the network. The rationale for this is that the algorithm in lines 14–24 checks
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the value of the objective function one-by-one if a particular demand is allocated.
Therefore, in line 27, the Best_Allocation(D(n), path, channel) function is called to
find the best demand d� for the next allocation.

The Best_Allocation() function uses the value of the largest slice index which
will be allocated if a particular demand d is allocated according to path[d] and
channel[d] as the main criterion. However, a special collision metric is applied in the
AFA algorithm if there is a tie, i.e., more than one demand yields the same lowest
value of the slice index. For each link e ∈ E we define ce = ∑

d∈D

∑
p∈P(d)δedpnd .

Note that metric ce approximates the number of slices that may be allocated to
link e taking into account all candidate paths for each demand. As the value of ce

increases, potentially more slices can be allocated on link e. Consequently, if shorter
paths are chosen (according to metric ce), then less congested links are selected
and the objective function is decreased. Next, lp = ∑

e∈p ce is defined as a length
of path p calculated according to metric ce. Finally, metric ld denotes the collision
metric of each demand calculated as ld = 1

|(P(d)|
∑

p∈P(d)lp. It is clear that ld is the
average length of candidate paths of demand d in terms of metric ce. The aim of this
collision metric is to avoid potential collisions on popular links which are likely to
be used by many demands. In other words, the algorithm promotes demands with
candidate paths which do not include links which can potentially be selected in a
large number of demands. Note that the complexity of algorithm AFA/AU/RSA is
given byO(|D|2 |P| |C| |E|), since the general processing of AFA/AU/RSA is similar
to the LPF/AU/RSA algorithm; however, in the worst case, each demand included
in set D is checked |D| times.

Algorithm3.5 presents a basic version of theAFAmethod developed in the context
of spectrum optimization. However, the AFA method can be easily adapted to other
optimization objectives. As an example, we focus on the cost objective defined in
model (3.3.3). The main modification is required in the function which selects the
most suitable path and channel for a particular demand. TheFPCSpectrum() function
must be substituted (in lines 16, 19 and 23) with another function, which looks for the
best allocation in terms of the cost function instead of spectrum usage. Accordingly,
Algorithm 3.6 shows a pseudocode of a FPCCost() function which returns the path
and channel guaranteeing the lowest cost for a particular demand.Themaindifference
when compared to FPCSpectrum() function defined in Algorithm 3.3 is that each
combination of path and channel is evaluated in terms of the cost which will result if
the demand is allocated to the particular path and channel (line 6). If the combination
of path and channel results in a reduction of the cost, it is saved as the best solution.
Moreover, function Best_Allocation() (called in line 27 of the Algorithm 3.5) must
be modified in order to find a demand in the set of considered demands which
returns the lowest value of the cost function. Using these two modifications, we can
obtain an AFA algorithm designed to minimize cost. Similarly, the AFA method
shown in Algorithm 3.5 can be modified for the average spectrum objective used in
model (3.3.2). The complexity of function FPCCost is the same as in the case of
function FPCSpectrum, namely, O(|P| |C| |E|).
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Algorithm 3.5 AFA/AU/RSA (Adaptive Frequency Assignment for AU/RSA
problem)
Require: set of edges E, set of anycast and unicast demands D, sets P(d) with candidates paths for

each demand d ∈ D, candidate channels C(d, p) for each demand d ∈ D and path p ∈ P(d)

Ensure: routing and spectrum allocation for each demand d ∈ D included in vectors path and
channel, value of objective function

1: procedure AFA/AU/RSA(D, P(d), C(d, p))

2: nmax := 0
3: for i := 1 to |D| do
4: d := Member(D, i)
5: nd := min

p∈P(d)
{ndp}

6: D(nd) := D(nd) ∪ {d}
7: if nd > nmax then nmax := nd
8: end for
9: for n := nmax to 1 do
10: while D(n) �= ∅ do
11: for i := 1 to |D(n)| do
12: d := Member(D, i)
13: if Established(d) = FALSE then
14: if Type(d) = ANYCAST then
15: if Established(τ (d)) = FALSE then
16: {path[d], channel[d]} := FPCSpectrum(P(d), C(d, p))

17: else
18: r := server[τ (d)]
19: {path[d], channel[d]} := FPCSpectrum(P(d, r), C(d, p))

20: end if
21: end if
22: if Type(d) = UNICAST then
23: {path[d], channel[d]} := FPCSpectrum(P(d), C(d, p))

24: end if
25: end if
26: end for
27: d� := Best_Allocation(D(n), path, channel)
28: Allocate_Demand(d�, path[d�], channel[d�])
29: end while
30: end for
31: Find_Objective_Function(path[], channel[])
32: end procedure

Solution Encoding in Metaheuristic Algorithms

In general, metaheuristic algorithms, including Tabu Search, Simulated Annealing
and evolutionary algorithms, can provide an efficient method of solving various
types of optimization problems. However, the main challenge is to adapt the basic
framework of a particular metaheuristic algorithm according to specific requirements
of the optimization problem and develop an efficient solution encoding.

Let us recall that metaheuristic methods usually analyze wide sets of solutions
generated by certain disruptions to the current solution. However, in the case of the
RSA problem even a small change to a feasible solution can lead to loss of feasibility
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Algorithm 3.6 FPCCost (Find Path and Channel for Cost Objective)
Require: set of edges E with current status showing allocation of slices, set of candidate paths P,

set of candidate channels for C(p) for each path p ∈ P
Ensure: selected path and channel guaranteeing the lowest cost
1: function FPCCost(P, C(p))

2: costmin := ∞
3: for i := 1 to |P| do
4: p := Member(P, i)
5: c := FF_SA(C(p), p)

6: cost := Find_Cost(p, c)
7: if c < costmin then
8: p� := p, c� := c, costmin := cost
9: end if
10: end for
11: return p� and c�

12: end function

since certain constraints of the optimization problem are not fulfilled. On the other
hand, metaheuristic algorithms are designed to solve problems without constraints.
Therefore, special techniques need to be used to adapt particular metaheuristics to
highly constrained problems such as RSA.

The control of constraint fulfilment is first addressed by a suitable solution encod-
ing. The solution representation uses aggregated and simplified information which
needs to be processed in order to obtain the complete solution; this processing con-
trols the problem constraints. Consequently, from the perspective of themetaheuristic
method, each solution is feasible in terms of the constraint which enables a direct
application of the metaheuristic. Moreover, this strategy significantly simplifies the
design of the metaheuristic algorithm. A potential drawback is that the representa-
tion does not provide an objective function value of the solution, and we need to run
an additional process to evaluate the solution. If the calculation process is complex,
the running time of the metaheuristic algorithm can increase significantly, since a
metaheuristic generally analyzes several solutions.

The second approach which can be applied to control constraints is the penalty
function. More specifically, the algorithm accepts solutions which do not satisfy
all problem constraints; however, the objective function assigned to these solutions
is increased (penalized) with an extra value resulting from overruns of particular
constraints. As such, the non-feasible solution is less attractive for the algorithm than
feasible solutions. In consequence, such a strategy should lead to a situation when
after a number of iterations, the algorithm finds a feasible, high-quality solution.
However, if the number of constraints to be controlled by the penalty method is high
and the feasible solution space is reduced significantly, this approach can result in an
instability of the algorithm in terms of convergence. More precisely, the algorithm
is unable to find any feasible solutions except the initial solution. Furthermore, the
value of the penalty assigned to constraint overruns should be tuned to provide
the best algorithm performance. However, when dealing with problems with many
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complex constraints, such as RSA problems, the tuning process can be challenging
and time-consuming.

Thirdly, a special repair procedure can be applied to correct solutions which
break some problem constraints. More precisely, if the solution does not fulfill all
constraints, a heuristic algorithm is run to fix it in such a way that its elements which
cause the infeasibility are changed. However, as in the case of the penalty function,
this approach only works well for relatively simple optimization problems with few
constraints. In the context of RSA problems, the repair procedure may be more
complex than the basic algorithm. In consequence, the running time of the algorithm
using repair procedures may be significantly longer than the basic approaches.

Following the analysis presented above, our experience in the application ofmeta-
heuristics, features of the RSA problem and some preliminary experiments, we use
the solution encoding approach as a way of coping with constraints of the RSA
problems. We describe our approach in more detail below.

The key feature of the RSA problem is that the overall solution space is very large,
while the number of feasible solutions in this space is extremely small. This is due to
the construct of the RSA problem, namely, continuity and contiguity constraints. A
solution of the RSA problem is defined by two elements selected for each demand:
routing path and spectrum channel (set of adjacent spectrum slices). The most intu-
itive encoding approach is to simply assign two values denoted as pd and cd to each
demand. Thus, the solution is denoted as follows:

X = [(p1, c1), (p2, c2), . . . , (p|D|, c|D|)]. (3.3.4)

To evaluate the solution defined by vectorX (3.3.4), all demandsmust be allocated
to routing paths and spectrum channels included in X, which yields the usage of
spectrum slices in the network. However, the metaheuristic methods usually search
the solution space by analyzing a number of solutions generated from the current
solution by using operators such as crossover, mutation and local search. It is clear
that a very small change in vector X (3.3.4) can lead to the solution being infeasible.
For instance, if we only change a routing path for demand d = 1 without changing
channels, it is likely that demand d = 1 will cause spectrum overlapping with
other demands on the new path. Similarly, if we only change the spectrum channel
for demand d = 1, in the majority of cases the new solution will also break the
constraint related to spectrum overlapping. In conclusion, the solution encoding
given by vector X (3.3.4) does not guarantee that applying metaheuristic operators
will lead to feasible solutions. Accordingly, special procedures such as the penalty
function or repair procedures may be required, which may significantly decrease the
effectiveness of the algorithm or drastically increase the algorithm running time.

Therefore, we propose two encoding approaches for RSA problems that do not
experience the problems encountered in encoding defined in (3.3.4). Let seqd denote
a sequence number of demand d. This value is used to order all demands for process-
ing., i.e., the demands are processed one by one using the sequence defined by seqd .
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The next encoding assumes that we are given a tuple (pd, seqd) for each demand d
and the solution is defined as a following vector:

X = [(p1, seq1), (p2, seq2), . . . , (p|D|, seq|D|)]. (3.3.5)

It should be noted that the encoding shown in (3.3.5) does not include direct infor-
mation on spectrum allocation. To determine a spectrum channel for each demand
according to the solution defined in (3.3.5), the procedure shown in Algorithm 3.7 is
applied. Firstly, all demands are sorted according to values of seqd defined in solution
X given as the input for the procedure (line 2). Next, a spectrum channel is selected
for each demand using the FF approach (line 6); and the demand is allocated in the
network on path pd defined in solution X and on a spectrum channel obtained in the
previous step. The complexity of this algorithm is bound by O(|D| |C| |E|).

Algorithm 3.7 Sol_Eval1 (Solution Evalution 1)
Require: set of edges E, set of demandsD, sets P(d)with candidates paths for each demand d ∈ D,

candidate channels C(d, p) for each demand d ∈ D and path p ∈ P(d) solution described as a
vector X = [(p1, seq1), (p2, seq2), . . . , (p|D|, seq|D|)]

Ensure: routing and spectrum allocation for each demand d ∈ D included in vectors path and
channel, value of objective function

1: procedure Sol_Eval1(D, P(d), X)

2: D := Sort_Demands(X)

3: for i := 1 to |D| do
4: d := Member(D, i)
5: path[d] := pd
6: channel[d] := FF_SA(C(p, d), pd)

7: Allocate_Demand(d, path[d], channel[d])
8: end for
9: return Find_Objective_Function(path[], channel[])
10: end procedure

In contrast to the LPF method shown in Algorithm 3.4 and the AFA method
presented in Algorithm 3.5, the Sol_Eval1 procedure does not control the anycast
constraint defined in Eq. (3.3.1e). This is because routing paths given in solution X
satisfy the anycast constraint and thus the procedure does not have to control this
issue.

Having defined the Sol_Eval1 method shown in Algorithm 3.7, we can point out
the main advantage of the solution encoding (3.3.5): this encoding always provides
a feasible solution of the RSA problem, since all problem constraints are fulfilled
by using the Sol_Eval1 algorithm. Consequently, there is no need to use penalty
functions or repair procedures. However, the main drawback of this concept is that
evaluation of a single solution described in (3.3.5) is time consuming.

The next solution encoding approach is a simplified version of the concept used in
(3.3.5), namely, for each demand d we only know the sequence number seqd . Thus,
the solution vector is defined as:
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X = [seq1, seq2, . . . , seq|D|]. (3.3.6)

As in the previous case, the encoding defined in (3.3.6) does not include all
information required to evaluate the solution (find the value of the spectrum usage),
since both routing paths and spectrum channels are not known. Again, to resolve the
candidate path and spectrum channel for each demand using the solution defined as in
(3.3.6), a special a procedure shown in Algorithm 3.8 is applied. The main aim of the
Sol_Eval2 algorithm is similar to the LPF method shown in Algorithm 3.4. The key
difference is that the demands are processed in an order defined by the solution vector
X (line 2). The Sol_Eval2 procedure ensures that a feasible routing path and spectrum
channel is selected for each demand. Moreover, the anycast constraint (3.3.1e) is
guaranteed, since anycast demands are processed separately from unicast demands.
The complexity of Sol_Eval2 can be estimated as O(|D| |P| |C| |E|).

Algorithm 3.8 Sol_Eval2 (Solution Evalution 2)
Require: set of edges E, set of demandsD, sets P(d)with candidates paths for each demand d ∈ D,

candidate channels C(d, p) for each demand d ∈ D and path p ∈ P(d), solution described as a
vector X = [seq1, seq2, . . . , seq|D|]

Ensure: routing and spectrum allocation for each demand d ∈ D included in vectors path and
channel, value of objective function

1: procedure Sol_Eval2(D, P(d), X)

2: D := Sort_Demands(X)

3: for i := 1 to |D| do
4: d := Member(D, i)
5: if Type(d) = ANYCAST then
6: if Established(τ (d)) = FALSE then
7: {path[d], channel[d]} := FPCSpectrum(P(d), C(d, p))

8: server[d] := Server_Node(path[d])
9: else
10: r := server[τ (d)]
11: {path[d], channel[d]} := FPCSpectrum(P(d, r), C(d, p))

12: end if
13: end if
14: if Type(d) = UNICAST then {path[d], channel[d]} := FPCSpectrum(P(d), C(d, p))

15: Allocate_Demand(d, path[d], channel[d])
16: end for
17: return Find_Objective_Function(path[], channel[])
18: end procedure

The solution encoding defined in (3.3.6) with the Sol_Eval2 procedure has the
same benefits as the solution encoding (3.3.5), i.e., it is guaranteed that the solution
of the RSA problem is feasible. Moreover, there is no need to use penalty functions
or repair procedures. Again, the main disadvantage of this encoding is the relatively
high execution time needed to evaluate a single solution defined in (3.3.6).
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Tabu Search Algorithm

The Tabu Search (TS) optimization method TS/AU/RSA designed to solve the RSA
problem [43, 54, 63] is based on the classical framework of the TSmethod described
in [64–66]. A similar TS method was introduced in the context of RMSA problems
in [47]. As such, this section only presents the key elements of the TS designed for
RSA with a special focus on the main differences from the classical framework of
the TS method.

The TS/AU/RSA algorithm uses the solution representation defined in (3.3.5), i.e.,
the solution is encoded by a demand allocation order (demands are allocated one-
by-one according to this order) and routing paths. To evaluate a particular solution,
Algorithm 3.7 is applied. More precisely, the demands are allocated according to the
defined sequence on routing paths included in the solution representation using the
First Fit approach, which ensures that the obtained solution is feasible. As the input,
TS/AU/RSA uses information defining the RSA problem instance, namely, network
topology, set of demands, candidate paths and candidate channels. Moreover, initial
solution Xinit and values of tuning parameters are necessary to start the algorithm.
The initial solution required in the TS/AU/RSA method can be provided by any
RSA algorithm. The TS/AU/RSA algorithm uses the following variables: current
solution denoted as X, best solution represented as Xbest , new solution generated
from the current one denoted as Xnew, iteration index i, no improvement parameter
noImpr which denotes the number of subsequent iterations without improvemening
the objective function, tabu list TL and used moves UM. Algorithm 3.9 presents the
pseudocode of the TS/AU/RSA method.

The key element of TS is a move operation which is required to generate a new
solution from the existing solution. The aim is to change some solution attributes to
enable the neighborhood search in order to find improvements to the current solution.
The tabu list TL includes a search history of the algorithm defined as recent moves
which cannot be applied in the subsequent iterations. In the case of TS/AU/RSA,
the tabu list is a set of moves which lead to certain improvement of the solution in
previous iterations. The tabu list is simply defined as a FIFO queue with the size
determined as one of the tuning parameters of the algorithm. Consequently, when
the tabu list if full and a new move needs to be added to the list, the oldest move
is removed from the list. The tabu list size is an important tuning parameter of the
algorithm. If the tabu list is too small, it may lead to a situation where neighborhood
solutions are not examined with a sufficient accuracy. In contrast, if this parameter is
too large, wemay find a local optimum only. The secondmemory structure applied in
TS/AU/RSA is a list of used moves UM embracing recent moves which have not led
to any new improvements since the last recorded improvement. The size of the used
moves list is not limited, and the list is emptied when an improvement is encountered
or during diversification processes. Both lists (tabu and used moves) are used in the
move operation, i.e., only moves not included in either list are feasible and can be
selected to obtain a new solution.

In the case of the TS/AU/RSA algorithm, three types of the move operation are
defined: demand order swap, DC node swap, and path swap. The demand order swap
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Algorithm 3.9 TS/AU/RSA (Tabu Search for AU/RSA problem)
Require: set of edges E, set of demandsD, sets P(d)with candidates paths for each demand d ∈ D,

candidate channels C(d, p) for each demand d ∈ D and path p ∈ P(d), initial solution described
as a vector Xinit = [(p1, seq1), (p2, seq2), . . . , (p|D|, seq|D|)], tuning parameters: worsening
factor β, number of iterations imax , no improvement limit, length of tabu list

Ensure: routing and spectrum allocation for each demand d ∈ D included in vectors path and
channel, value of objective function

1: procedure TS/AU/RSA(D, P(d), X)

2: Finit := Sol_Eval1(Xinit)

3: X := Xinit , F := Finit

4: Xbest := Xinit , Fbest := Finit

5: TL := ∅, UM := ∅, noImpr := 0
6: i := 1
7: while i < imax do
8: Xnew := Find_Neighborhood(X), Fnew := Sol_Eval1(Xnew)

9: if Fnew < F then
10: Xold := X , X := Xnew

11: if Fnew < Fbest then
12: Xbest := Xnew, Fbest := Fnew

13: UM := ∅, noImpr := 0
14: TL := TL ∪ {(Xold , Xnew)}
15: else
16: UM := UM ∪ {(Xold , Xnew)}, noImpr := noImpr + 1
17: end if
18: else
19: UM := UM ∪ {(Xold , Xnew)}, noImpr := noImpr + 1
20: end if
21: if (noImpr < noImprovmentLimit ∗ (|D| + kr)) then F := F(1 + β)

22: i := i + 1
23: end while
24: return Sol_Eval1(Xbest)

25: end procedure

move chooses twodemands di anddj, and next it swaps the positions of these demands
in the allocation order, i.e., seqi = seqj and seqj = seqi. TheDC node swap operation
can only be used in the context of anycast demands. The main aim of this move is to
change aDCnode selected for a pair of associated anycast demands.After a change of
the DC node, both affected anycast demands use the same local index of the selected
path. Finally, the path swap move modifies the selected routing path for one demand.
It should be noted that in the case of an anycast demand d already assigned to a DC
node r this operation can select a routing path using a set P(d, r) which includes a
limited subset of all available paths for demandd includingDCnode r. This procedure
ensures that two associated anycast demands are connected to the same DC node and
consequently, the anycast constraint defined in Eq. (3.3.1e) is satisfied. The move
operations are generally selected at random, although an additional mechanism is
applied to prioritize moves which can yield a good solution.

The following major tuning parameters are applied in the TS/AU/RSA algorithm:
tabu list size, no improvement limit, worsening factor β, and number of iterations
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imax. Algorithm 3.9 shows the main steps of the TS/AU/RSA method. To start, an
initial solution included inXinit is evaluated and saved as the current and best solution
(lines 2–4). In addition, the key variables of the algorithm are initialized (lines 5–6).
The main loop of the algorithm repeated imax times is presented in lines 7–23. A new
neighborhood solution Xnew of the current solution X is found by applying one of
the available move operations, i.e., demand order swap, DC node swap, path swap
(line 8). If the new solution provides an improvement to the current solution, it is
saved as the current solution (lines 9–10). Moreover, if the new solution is better
than the best one, a new best solution is set, and the last move operation is saved
in the tabu list, while used moves list and the no improvement index are reset (lines
11–14). Otherwise, when the new solution does not outperform the best solution or
the new solution is worse than the current solution, the last move operation is added
to the used moves list and the no improvement index is incremented (lines 15–19).
Next, when the number of iterations without improvement of the solution exceeds a
predefined threshold calculated as noImprovmentLimit ∗ (|D|+ kr), a diversification
procedure is run (line 21). For instance, if the no improvement threshold is equal to
30%, |D| = 180, number of candidate paths between each pair of network nodes is
k = 10 and r = 2 data centers are available, then the diversification process is run
after 60 iterations without improvement. The diversification mechanism multiplies
the value of the objective function F related to the current solution by 1 + β, where
β is an input parameter to the algorithm. This mechanism is used to expand the
neighborhood used in the search process.When the no improvement limit is reached,
the neighborhood of the current solution is expanded, which allows the algorithm to
leave the potential local optimum. For more details on the TS method refer to [43,
47, 54, 63].

Simulated Annealing Algorithm

A Simulated Annealing (SA) algorithm for the RSA problem with joint optimization
of anycast and unicast flows was proposed in [40]. The SA/AU/RSAmethod is based
on the classical SA concept, which is a generic probabilistic heuristic for the global
optimization problems [65–67].

The solution of the optimization problem used in the SA/AU/RSA algorithm is
represented as a sequence (order) of demands to be allocated in the network as defined
in (3.3.6). Consequently, to calculate the objective function of a particular solution,
the demands are allocated in the network one by one according to the particular
sequence of demands using Algorithm 3.8.

The SA/AU/RSA algorithm uses the same information as input as the greedy
algorithms discussed above, with an additional initial solution Xinit and values of
tuning parameters. AnyRSAalgorithm can be applied to calculate the initial solution.
Themain variables used in the algorithmare the current solution denoted asX, the best
solution represented as Xbest , the new solution generated from the current solution
denoted as Xnew, the iteration index i, and the current temperature T . The value
of each solution is denoted using F, for instance, the value of the best solution is
represented as Fbest .

Three tuningparameters are applied inSA/AU/RSA: initial temperature calculated
using parameterm, number of iterations imax, and cooling factor j. The pseudocode of
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the SA/AU/RSA is shown in Algorithm 3.10. Firstly, the initial solution is evaluated
and saved as the current and best solution (lines 2–4).Next, the initial temperatureT is
calculated using an innovative approach, i.e., we take the value of initial solutionFinit

(number of slices required to establish all demands according to solution encoding
Xinit) and multiply it by m tuning parameter (line 6). This approach automates the
initial temperature selection process according to the size of the problem represented
as the spectrum usage. Themain loop of the algorithm (lines 7–20) is processedwhile
the conditions shown in line 7 are satisfied.More specifically, the number of iterations
is lower than the maximum number imax and the temperature T has not reached the
absolute value which is equal to 0.01. To generate a neighbor of the current state
(solution X), two randomly selected demands are swapped in the sequence and thus
a new solution Xnew is obtained and evaluated (lines 8–10). Next, the algorithm
calculates parameter Δ := Fnew − F (line 11) to perform the Metropolis test in
order to accept a move from X to Xnew or not (lines 12–17) [66, 68]. If Δ ≤ 0
(new solution is not worse than the current solution), this new solution is saved as
the current solution (line 13). Moreover, the new solution is compared against the
existing best solution, and if any improvement is observed, a new best solution is set
(line 14). If there is not improvement of the current solution (Δ > 0), then the new
solution Xnew is accepted with a probability e− Δ

T (line 16), even though this increases
the current solution value. Finally, temperature T is reduced using cooling factor j
(line 18).

3.3.3 Comparison of Algorithms—Numerical Results

This section focuses on comparisons of algorithms in the context of the AU/RSA
problem with the objective of minimizing spectrum usage (model (3.3.1)); the
algorithms are the branch and bound method implemented in the CPLEX solver,
FF, MSF, LPF, AFA, TS and SA. The aim of the numerical experiments is to com-
pare the results of all algorithms. However, due to complexity of the RSA problem,
it was only possible to find optimal solution using the CPLEX solver for relatively
few problem instances.

Simulation Setup

We examined four networks topologies: NSF15 (Fig.A.4, TableA.3), Euro16
(Fig.A.5, TableA.4), UBN24 (Fig.A.6, TableA.5) and Euro28 (Fig.A.7, TableA.6).
We also analyzed several scenarios referring to different numbers of DC nodes
(servers). For smaller networks (NSF15 and Euro16) we used one, two or three
DCs, while for larger networks (UBN24 and Euro 28) we used between and four
DCs. For each number of DCs, four different DC locations were examined. Con-
sequently, 12 (3× 4) and 16 (4× 4) different DC scenarios were investigated for
smaller and larger topologies, respectively. Sets of unicast and anycast demands were
generated at random (end nodes and demand volume). The volume (bit-rate) of a uni-
cast demand was selected in the range 10–100Gb/s. Anycast traffic was asymmetric
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Algorithm 3.10 SA/AU/RSA (Simulated Annealing for AU/RSA problem)
Require: set of edges E, set of demandsD, sets P(d)with candidates paths for each demand d ∈ D,

candidate channels C(d, p) for each demand d ∈ D and path p ∈ P(d), initial solution described
as a vector Xinit = [seq1, seq2, . . . , seq|D|], tuning parameters: initial temperature parameter m,
number of iterations imax , cooling factor j

Ensure: routing and spectrum allocation for each demand d ∈ D included in vectors path and
channel, value of objective function

1: procedure SA/AU/RSA(D, P(d), X)

2: Finit := Sol_Eval2(Xinit)

3: X := Xinit , F := Finit

4: Xbest := Xinit , Fbest := Finit

5: i := 1
6: T := m ∗ Finit

7: while i < imax and T > 0.01 do
8: d1 := Rand(D), d2 := Rand(D)

9: Xnew := Swap_Demands(X, d1, d2)
10: Fnew := Sol_Eval2(Xnew)

11: Δ := Fnew − F
12: if Δ ≤ 0 then
13: X := Xnew

14: if Fnew < Fbest then Xbest := Xnew, Fbest := Fnew

15: else
16: if Random(0, 1) < e− Δ

T then X := Xnew, F := Fnew

17: end if
18: T := T ∗ j
19: i := i + 1
20: end while
21: return Sol_Eval2(Xbest)

22: end procedure

(as for Content Deliver Networks), the downstream demand volume was selected
from 40 to 400Gb/s, and the upstream anycast demand volume always equaled to
10Gb/s. Let hAny and hUni denote the overall volume of all anycast and unicast
demands, respectively. Next, let hAll = hAny + hUni be the overall demand in the net-
work. To examine the impact of anycast traffic on the objective function, we define
the anycast ratio (AR) parameter as the volume (capacity) of all anycast demands
divided by the volume of all demands in the network, i.e.,AR = hAny/hAll. Six scenar-
ios of network load were analyzed in terms of the AR parameter, namely, 0, 20, 40,
60, 80 and 100%. Note that the first case (i.e.,AR = 0%) denotes a scenario in which
there is only unicast traffic in the network, while the last case (i.e., AR = 100%)
means that all traffic in the network is anycast.

The physical model of the EON is the half distance law described in [23, 57] for
selecting modulation levels for lightpath connections. More specifically, the mod-
ulation level mp selected for path p depends on the path length lp and it is equal
to 1, 2, 3, and 4, respectively, for lp exceeding 1500, 750, 375, and below 375km.
The requested spectrum for demand d using path p was calculated as hd/Ip, where
Ip = 2mp [bit/s/Hz] is the transponder spectral efficiency. Moreover, we assumed
that the transponders operate with polarization division multiplexing, which doubles



3.3 Routing and Spectrum Allocation for Anycast and Unicast Flows 143

the spectral efficiency.We did not consider the guard bands separating adjacent spec-
trum connections. Finally, we used the ITU flexgrid definition [11], which requires
the spectrum to be allocated symmetrically around a central frequency and in which
the frequency slice width is set to Δs = 6.25GHz. Accordingly, the requested num-
ber of slices for demand d realized on path p was calculated using the formula
ndp = 2
hd/(4mpΔs)�. For more details on the simulation setup see [57].

For information on tuning the TS/AU/RSA algorithm see [43, 47, 54, 63]. In turn,
results of tuning the SA/AU/RSA algorithm are included in [40].

Comparison of Algorithms

All algorithms including CPLEX were first executed for smaller networks NSF15
and Euro16, with overall traffic of 2.5 Tb/s introduced to the network. The number
of candidate paths was k = 2. For each value of the AR parameter, three demand
sets were tested for 12 different scenarios of the number of DCs (i.e., 1, 2, 3). This
gives the overall number of 216 = 3 × 6 × 12 separate experiments. Table3.8
shows the average results in terms of the optimality gap (distance to optimal results
yielded by CPLEX), corresponding lengths of 95% confidence intervals and average
execution time in seconds. Note that for the TS and SA methods, the results are the
minimum values obtained over ten repetitions of the algorithms for each individual
problem instance. TheAFA algorithm provides the best results from greedymethods.
However, all greedy algorithms are outperformed by metaheuristic methods, which
provide a similar performance with TS showing a minor advantage. Nevertheless,
the metaheuristics need significantly more time than greedy methods.

Next, the heuristicswere executed for larger problem instances taking into account
the UBN24 network with 40 Tb/s of traffic and the Euro28 network with 50 Tb/s of
traffic and the number of candidate paths k = 2, 3, 5, 10 and 30. For each network
and value of k, 480 separate problem instances were considered, unique in terms of
traffic pattern, number and location of DCs, and value of parameter AR. Table3.9

Table 3.8 Comparison of optimization algorithms for the RSA problem with anycast and uni-
cast flows for NSF15 and Euro16 networks—average optimality gap, lengths of 95% confidence
intervals and average execution time

CPLEX FF MSF LSF AFA TS SA

Average optimality gap

NSF15 – 45.1% 13.1% 18.1% 7.8% 2.7% 3.8%

Euro16 – 48.6% 11.5% 14.3% 6.9% 4.0% 4.3%

Lengths of 95% confidence intervals

NSF15 – 2.09% 1.51% 1.78% 1.20% 0.55% 0.69%

Euro16 – 2.15% 1.43% 1.56% 1.25% 0.68% 0.92%

Average execution time in seconds

NSF15 256 <0.001 <0.001 <0.001 <0.001 7 75

Euro16 34 <0.001 <0.001 <0.001 <0.001 12 43
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Table 3.9 Comparison of optimization algorithms for the RSA problem with anycast and unicast
flows for UBN24 and Euro28 networks—average gap to results of the AFA algorithm

No. of paths No. of slices FF (%) MSF (%) LSF (%) TS (%) SA (%)

Network UBN24 with 40Tbps traffic

k = 2 407 51.0 5.7 6.9 −4.3 −4.9

k = 3 336 56.6 5.1 5.2 −4.3 −5.3

k = 5 287 60.1 3.0 3.5 −1.4 −2.9

k = 10 277 62.7 1.9 3.0 −2.7 −2.1

k = 30 274 63.5 2.0 3.8 −1.6 −2.6

Network Euro28 with 50Tbps traffic

k = 2 455 50.5 3.3 3.9 −17.6 −6.4

k = 3 414 57.3 2.4 3.6 −3.8 −5.0

k = 5 392 58.8 2.0 3.1 −3.3 −3.7

k = 10 387 60.9 1.9 3.2 −4.2 −2.9

k = 30 384 63.9 2.6 4.1 −3.1 −3.7

Table 3.10 Average execution time in seconds of optimization algorithms for the RSA problem
with anycast and unicast flows for UBN24 and Euro28 networks with k = 30

FF MSF LSF AFA TS SA

UBN24 0.01 0.07 0.08 0.64 105 5690

Euro28 0.01 0.13 0.15 1.33 59 1425

shows the average gap between each algorithm and the results of theAFAmethod as a
function of the number of candidate paths. The second column of Table3.9 includes
the average results (number of slices) yielded by the AFA algorithm. Table3.10
presents the average algorithm execution times.

The first clear conclusion is that the TS method provides the best results fol-
lowed by the SA algorithm.Additionally, AFAoutperforms all other greedymethods.
However, metaheuristics need significantly more execution time than AFA and other
simple heuristics. Another interesting observation is that the gap between AFA and
metaheuristics decreases as the number of candidate paths increases. In our opinion
this trend is due to the fact that the number of candidate paths strongly influences the
size of the solution space. In particular, the solution space for networks with large
traffic volumes and k = 30 is extremely large.

Moreover, Table3.9 shows the influence of parameter k (number of candidate
paths) on spectrum usage (number of slices). The improvement between k = 2
and k = 30 is approx. 33 and 16% for UBN24 and Euro28 networks, respectively.
Recalling that the relatively short execution time of AFA and the acceptable exe-
cution time of TS reported in Table3.10, we can conclude that it is better to use a
large set of candidate paths since it has a major impact on spectrum usage while
the running time of the heuristic remains satisfactory. More results and discussion
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showing comparisons of the heuristic algorithms can be found in [40, 43, 54, 57,
63].

3.3.4 Case Study

This section presents a case study run to examine the potential advantages of EONs
for provisioning cloud computing traffic in comparison toWavelengthSwitchedOpti-
cal Networks (WSONs) implemented with the WDM technology [15]. All assump-
tions of the simulations were made according to close estimates of real requirements
of national and international operators and in reference to data provided in the liter-
ature.

Network Topologies

The study used real-world networks: a pan-European network Euro28 (Fig.A.8,
TableA.6) and aUnited States long-haul networkUS26 (Fig.A.10, TableA.7). Seven
data center nodes were placed in each network, although we also tested scenarios
with five and nine data centers (Table3.11). In addition, each network was equipped
with three interconnection points to other networks (e.g., locations of submarine
cable landing stations) used to carry international traffic (Table3.11). Decision on
locations of data center nodes and interconnection points were made on the basis of
data available at http://www.datacentermap.com/.

Table 3.11 Location of data centers and interconnection points in Euro28 and US26 networks

Case Location

Euro28 network

5 DCs Amsterdam, Frankfurt, London, Paris, Zurich

7 DCs Amsterdam, Frankfurt, London, Madrid, Paris, Warsaw, Zurich

9 DCs Amsterdam, Frankfurt, London, Madrid, Milan, Paris, Warsaw, Vienna,
Zurich

Interconnection
points

Dublin, Madrid, Athens

US26 network

5 DCs Chicago, Houston, New York, San Francisco, Washington

7 DCs Atlanta, Chicago, Houston, Los Angeles, New York, San Francisco,
Washington

9 DCs Atlanta, Chicago, Dallas, Denver, Houston, Los Angeles, New York, San
Francisco, Washington

Interconnection
points

San Francisco, Miami, New York

http://www.datacentermap.com/
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Service Demands

Service traffic was modeled following the Cisco Visual Networking Index fore-
casts for years 2012–2017 [69] and the Cisco Global Cloud Index for years 2011–
2016 [70]. The traffic matrix in each network included A–Z service demands of four
types (Table3.12):

• City-City (CC) traffic representing all non-data center traffic calculated with 18%
CAGR.

• City-Data Center (CD) traffic representing all data center to user traffic calculated
with 31% CAGR.

• Data Center-Data Center (DD) traffic calculated with 32% CAGR.
• International (IN) traffic leaving/entering the particular network calculated as a
percentage of all network traffic.

The initial volume of traffic in 2012 was set to 20 Tb/s for the Euro28 network and
30 Tb/s for the US26 network. The proportions of traffic types in 2012 were based
on the Cisco reports. The traffic values for subsequent years (i.e., 2014, 2016, 2018
and 2020) were calculated consistent with the CAGR of each traffic type according
to the Cisco reports. The volume of international traffic was set as a percentage of all
network traffic., i.e., for the Euro28 network the proportion of international traffic
was 20%, while the corresponding parameter for the US26 network was 10%.

Similarly to [71], City-City trafficwas created using amultivariable gravitymodel.
More specifically, the total CC traffic (shown in Table3.12) was allocated to each
city pair v and w proportional to the product of their population given by formula
(P(v) ∗ P(w)) and inversely proportional to the distance between the cities given by
dvw. Note that the population does not reflect the population of the individual city
but the population of the region covered by the city (e.g., country or state).

Table 3.12 Summary of traffic volume for Euro28 and US26 networks in years 2012–2020

Year Traffic volume in Tb/s

CC CD DD IN Total

Euro28 network

2012 2.1 10.0 4.0 4.0 20.0

2014 2.9 17.1 6.9 6.7 33.6

2016 4.1 29.3 12.0 11.3 56.7

2018 5.6 50.3 20.9 19.2 96.1

2020 7.9 86.3 36.5 32.7 163.3

US26 network

2012 3.5 16.8 6.7 3.0 30.0

2014 4.9 28.8 11.6 5.0 50.4

2016 6.8 49.5 20.3 8.5 85.1

2018 9.5 84.9 35.3 14.4 144.1

2020 13.3 145.6 61.5 24.5 244.9
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Since DC traffic is generated by businesses as well as individual users, its vol-
ume depends on both the population and the economy level. Consequently, the total
DC traffic was distributed among all cities proportionally to the product of the city
population and the GDP (Gross Domestic Product) value (P(v) ∗ G(v)). The GDP
parameter defines the economy level of the country (network Euro28) or state (net-
work US26). Next, the CD traffic of each city was assigned to each data center
proportionally to the distance between the city and the node with the data center.
The distance was adjusted by the exponential factor ε = 0.5 to account for the fact
that data center traffic is less locally-oriented. We assumed that the data centers are
sufficiently provisioned with hardware (processing units, storage, etc.) and that they
can serve all allocated workloads.

The distribution of the CD traffic gives the load of each data center denoted
as DD(v). The multivariable gravity model was used again to generate DD traffic.
Traffic between data centers v and w was proportional to the product of their load
(DD(v) ∗ DD(w)) and inversely proportional to the distance between the nodes dvw,
once again adjusted by the exponential factor ε = 0.5.

Finally, international traffic was distributed to each city v proportionally to the
product of the population and the GDP ((P(v) ∗ G(v))). The traffic of each city was
divided equally to three interconnection points.

Optical Scenarios

The following four alternative optical transport network scenarios were examined in
the case study:

• WSON-MLR—a wavelength switched optical network applying mixed-line-rate
transmission with fixed 10, 40, and 100Gb/sWDM transponders and the transmis-
sion distance limits equal to, respectively, 3200, 2300, and 2100km (as in [72]).

• WSON-OFDM-MMF—a wavelength switched optical network with transpon-
ders implementing the adaptively between BPSK, QPSK, and m-QAM, where
m belongs to 8, 16, 32, 64. Spectral efficiency is equal to 1, 2, . . . , 6 [b/s/Hz],
respectively, for these modulation formats. We also used Polarization Division
Multiplexing (PDM), which doubles the spectral efficiency

• EON-OFDM-SMF—an elastic optical network with BV-Ts implementing the
PDM-OFDM technology (as in theWSON-OFDM-MMF scenario) and the QPSK
(single) modulation format.

• EON-OFDM-MMF—an elastic optical network with BV-Ts implementing the
PDM-OFDM technology and multiple modulation formats (as in WSON-OFDM-
MMF).

WSON is based on the fixed 50GHz ITU-T grid, while EON implements a flexible
ITU-T grid of 6.25GHz granularity. Furthermore, the WSON-OFDM-MMF and
EON scenarios used three types of BV-Ts, each with a different capacity limit,
respectively, 40, 100, and 400Gb/s. TheBV-Ts permits a for bit-rate adaptabilitywith
10Gb/s granularity. When applying the PDM-OFDM technology, the transmission
model presented in [60] was used to estimate the transmission distance as a function
of the modulation level selected and the transported bit-rate. A 12.5GHz guard band
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between neighboring connections was introduced. In all scenarios, we assumed that
the transmission reach is extended by regenerators, which were applied whenever
necessary.

Performance Metrics

In our experiments, we analyzed the performance metrics cost, power consumption
and spectrum usage performance metrics. The cost encompasses the CAPEX cost
of equipment (transponders and regenerators) and one year OPEX costs of fiber
leasing (as in [72]). All costs are presented in euros at current prices. Future cost
predictions do not incorporate the inflation rate. Power consumption is determined
according the energy requirements of all transponders and regenerators used in the
network. Spectrum usage denotes the width of the spectrum in terms of the number
of slices required in the network to establish all demands. Maximum spectrum usage
is defined as the maximum required spectrum over all network links, and average
spectrum usage is calculated as the average required spectrum in network links.

In the experiments, wewas assumed that the regenerators did not convert the spec-
trum and modulation formats. Additionally, we relaxed the regenerator placement
problem by using in-line signal regeneration. Therefore, the results in terms of cost
and power consumption of regenerators are lower-bound estimates. Cost and power
consumption assumptions were based on [72, 73]. More precisely, the costs were
calculated relatively to the cost of a single WDM 10Gb/s transponder estimated to
be 2000 Euro. The fiber leasing cost was assumed to be 2000 Euro/km for a 20 year
period. Therefore, the relative cost of a “dark” 50GHz channel was set to 0.625 per
km per year.

Results

The results were obtained using the AFA/AU/RSA method shown in Algorithm 3.5.
The number of candidate paths was k = 10. We applied the anycast approach to
provision the City-Data Center traffic. The main goal of the experiments was to
compare the performance of various optical scenarios based on the WSON and
EON concepts. Figures3.5 and 3.6 show performance in terms of the network cost
and power consumption for the Euro28 and US26 networks, respectively. It is clear
that both networks provide similar results for the cost metric. More specifically, in
2012, the costs of using WSON and EON are comparable. However, in subsequent
years, the EON approach provides a better performance; in 2020, WSON needs a
significantly greater provision of costs compared to EON-OFDM-MMF, that is, in
the WSON-MLR scenario, the cost is approx. greater by about 47% and 54% for
Euro28 and US26 networks, respectively. For the WSON-OFDM-MMF scenario,
the corresponding gaps are 27% and 38%, respectively. Additionally, in 2012 the
EON-OFDM-SMF scenario is the most expensive, however, in following years it
outperforms WSON scenarios and it reveals slightly higher cost overheads than
EON-OFDM-MMF (EON-OFDM-MMF allows to use less costly modulation for-
mats, while EON-OFDM-SMF does not). Differences in values of cost and power
consumption spotted for both networks follows from different size of the networks
and volume of traffic.
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Fig. 3.5 Comparison of EON-OFDM-MMF, EON-OFDM-SMF, WSON-OFDM-MMF, and
WSON-MLR in the Euro28 network—cost and power consumption

Fig. 3.6 Comparison of EON-OFDM-MMF, EON-OFDM-SMF, WSON-OFDM-MMF, and
WSON-MLR in the US26 network—cost and power consumption

For the power consumptionmetric, the trend is slightly different. In 2012,WSON-
MLR consumes less power than other scenarios. An improvement of EON-OFDM-
MMF is observed starting from 2018 and 2014 for Euro28 and US26 networks,
respectively. Finally, in 2020 the EON-OFDM-MMF scenarios are significantly bet-
ter than the WSON scenarios; in particular, WSON-MLR needs 36 and 49% more
power, respectively, for Euro28 and US26 networks. The gap between EON-OFDM-
SMF and EON-OFDM-MMF remains stable (approx. 10%) in the entire period.

Figures3.7 and 3.8 report a comparison in terms of spectrum usage for Euro28
and US26 networks, respectively. EON-OFDM-MMF outperforms bothWSON sce-
narios throughout period. In addition, the gap between these scenarios increases in
subsequent years and in 2020 WSON-MLR requires more than 200% of the spec-
trum resources needed for EON-OFDM-MMF. Additionally, the gap between EON-
OFDM-MMF and EON-OFDM-SMF increases in subsequent years. Recalling that
traffic volume increases in time, the trends demonstrate that EON-OFDM-MMF is
able to serve traffic with a higher spectral efficiency than WSON-MLR. The perfor-
mance of WSON-OFDM-MMF falls between the EON-OFDM-MMF and WSON-
MLR scenarios.
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Fig. 3.7 Comparison of EON-OFDM-MMF, EON-OFDM-SMF, WSON-OFDM-MMF, and
WSON-MLR in the Euro28 network—spectrum usage

Fig. 3.8 Comparison of EON-OFDM-MMF, EON-OFDM-SMF, WSON-OFDM-MMF, and
WSON-MLR in the US26 network—spectrum usage

The next goal of experiments was to examine the potential advantages of using
anycast instead of unicast transmission. We started by provisioning the City-Data
Center traffic using anycasting, i.e., each CD demand may be assigned to any data
center available in the network.Next, the samedemandswere served using the unicast
approach, i.e., each demandwasfixed to the closestDCnode.To evaluate the potential
gains of anycasting, we use an anycast gain parameter defined as the percentage
difference between the results (cost, power consumption, spectrum) obtained for the
unicast approach and the results (cost, energy, spectrum) obtained for the anycast
approach. For instance, if the cost is five million euros for a particular network
and traffic pattern for the unicast approach, and three million euros for the anycast
approach, the corresponding value of anycast gain of the network cost is calculated
as (5 − 3)/3 = 66%. Figures 3.9 and 3.10 present the anycast gain for all metrics
examined for the Euro28 andUS26 networks, respectively. The results were obtained
for the EON-OFDM-MMF case and traffic in 2020. Three different scenarios of data
center locations with five, seven and nine DCswere considered. It is clear that in each
case, anycasting provides an improvement of each performancemetric. Furthermore,
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Fig. 3.9 Anycast gain in 2020 for EON-OFDM-MMF in the Euro28 network

Fig. 3.10 Anycast gain in year for EON-OFDM-MMF in the US26 network

if more data centers are located in the network, the anycast gain increases for all
performance metrics.

Themain conclusion of this case study is that usingEONscenarios provides excel-
lent performance in terms of themost importantmetrics in optical networks (i.e., cost,
power consumption and spectrum usage) in comparison to the conventional WDM
approach. Additionally, the advantages of the EON approach increase alongside traf-
fic growth in subsequent years. More results and analysis can be found in [15].

3.4 Routing and Spectrum Allocation for Multicast Flows

Many popular online network services, (e.g., Content Delivery Networks, IP televi-
sion, video streaming) can be provisioned in a scalable and cost-effective way using
all-optical multicasting. As such, we address the subject of multicasting in EONs.
More specifically, we propose two ILP formulations for the RSA problemwithmulti-
cast flows, namely flow and candidate tree.We evaluate thesemodels using numerical
experiments and compare them with the optimization model proposed in [32].

We start by presenting the main assumptions of multicasting in EONs. To enable
optical multicasting, network nodes are provisioned with multicasting capable opti-
cal cross connects (MC-OXCs) which are able to replicate the input data stream to
multiple outputs [74, 75]. In the default EONmulticasting model, we assume that all
network nodes are multicast capable (MC), i.e., each network node is equipped with
MC-OXC hardware. We also assume that MC-OXCs have no limit on the fanout



152 3 Elastic Optical Networks

(number of outgoing signals). This basic model can be modified to analyze cases
where some nodes are not provisioned with MC-OXC or there is a limit on the
fanout. The traffic matrix is defined as set D including multicast sessions (demands)
to be realized in the EON. Each multicast session is denoted by a source node (root)
sd , set of receivers R(d) and bit-rate hd . To provision a multicast demand, a light-tree
defined as a point-to-multipoint connection is established in the EON usingmulticast
capable (MC) nodes. The spectrum requirement in terms of the slice number for a
particular multicast demand is determined according to the DAT rule explained in
Sect. 3.1.2.

3.4.1 Formulations

The flow and candidate tree formulations shown below are based onmulticast model-
ing approaches described in Sect. 1.2.3 with additional elements addressing specific
constraints following from EONs and; they were first formulated in [36].

Flow Formulation

To recall, the flow multicast model is based on a unicast multicommodity node-
link formulation, i.e., a unicast path originating at the root is established for each
receiver in the multicast session, and all unicast paths form a multicast tree. Let
binary variable xedr denote whether the unicast path from the root node to receiver
r ∈ R(d) uses link e for demand (session) d. To define a multicast transmission for
demand d, binary variable xed denotes whether link e is included in the multicast tree
constructed to realize demand d.

The key innovation of this model over other papers on EON multicast modeling,
e.g., [32] is that the spectrum requirement (number of required slices) is not known
in advance, which follows directly from the DAT approach. A similar scenario was
considered in model (3.2.1) formulated in the context of anycast flows. However,
for anycast flows the transmission distance was defined as the length of a routing
path used for a particular demand, and the modulation format was selected using the
selected path length. This approach needs to be modified for multicast flows. More
specifically, themulticast transmission can be viewed as a set of unicast transmissions
from the root to each receiver included in a particular session. Using the DAT rule
for multicasting, the modulation format is selected according to the most distant
receiver in the tree. If the transmission distance to the furthest receiver of a particular
multicast session exceeds the distance range of all modulation formats, regenerators
are required. However, we do not address the regenerator placement problem in the
context of multicasting in this section.

To model the spectrum usage, we apply the slice-based approach as in model
(3.2.1). This decision is due to the fact that here we consider a case when the spec-
trum requirement of each demand is not given in advance, since the routing structure
(tree)—and in consequence the transmission length—is determined during the opti-
mization process. This makes using the channel-based approach somewhat problem-
atic since channels of different sizes have to be considered, which may significantly
increase the number of variables in the model.

http://dx.doi.org/10.1007/978-3-319-30309-3_1
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The general notation used here to address the DAT rule in multicasting is similar
to Sect. 3.2.1. More precisely, for each modulation format m and demand (session) d,
we use constant bdm denoting the maximum distance range supported for modulation
format m and bit-rate of demand d and constant ndm denoting the number of slices
required when modulation format m is used for the bit-rate of demand d. Set M
includes all available modulation formats (i.e., 64-QAM, 32-QAM, 16-QAM, 8-
QAM, QPSK and BPSK) sorted according to increasing values of the transmission
range and the number of required slices. Furthermore, let adm denote the lower bound
of the distance range supported by modulation format m and demand d. For m = 1,
ad1 = 0, when m > 1, then adm = bd(m−1) + 1.

Let us recall that when using the DAT rule, the spectrum requirement (number of
slices) is not given as a constant and depends on the length of the selected routing
path. For multicast demand d, we must take into account the length of the longest
path from the root node to the receiver included in set R(d). Therefore, variable xd

denoting the length of demand d is calculated as the maximum value of
∑

e∈Elexedr

considering all receivers r ∈ R(d). The path length given by variable xd selects a
modulation format according to the DAT rule. Accordingly, xd is compared with
the lower bound of the transmission range adm of all modulation formats m ∈ M.
Auxiliary binary variable udm is used to check whether any modulation format i ≤ m
can be applied to demand d when using the DAT rule. Keeping consistent with the
values of ndm, constant hdm = ndm − nd(m−1) denotes the number of additional slices
required for demand d ifmodulation formatm is applied instead ofmodulation format
m − 1. In conclusion, the number of slices required for demand d on the selected
routing path is given by formula ud = ∑

m∈Mudmhdm.

EON/M/RSA/Spectrum/Flow/Slice-based

sets

V nodes
E links
δ+(v) links leaving node v
δ−(v) links entering node v
D multicast demands
R(d) receivers in demand (session) d ∈ D
M modulation formats

constants

hd volume (requested bit-rate) of demand d
bdm maximum distance range supported for modulation format m and demand d

(km)
adm lower bound of the distance range supported for modulation format m and

demand d. If m = 1, then ad1 = 0. If m > 1, then adm = bd(m−1) + 1 (km)
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ndm number of slices required for demand d (with bit-rate hd) using modulation
format m

hdm number of additional slices required for demand d if modulation format m is
applied instead of modulation format m − 1, hdm = ndm − nd(m−1)

le length of link e (km)
lmax maximum distance of a path in the network (km)
n number of slices available on each fiber link
sd source (root) node of demand d

variables

xedr =1, if in demand d path to receiver r ∈ R(d) uses link e; 0, otherwise (binary)
xed =1, if demand d uses link e; 0, otherwise (binary)
xd length of a tree created for demand d (continuous)
udm =1, if any modulation format i ≤ m can be applied to demand d according to

DAT; 0, otherwise (binary)
ud number of slices required for demand d (integer)
odi =1, if the starting slice of demand d is smaller than that of demand i; 0,

otherwise (binary)
cdi =1, if demands d and i use common link(s); 0, otherwise (binary)
wd indicates the starting slice used for demand d (integer)
yd indicates the ending slice used for demand d (integer)
y indicates the maximum slice used in the network (integer)

objective

minimize F = y (3.4.1a)

constraints

∑

e∈δ+(v)

xedr −
∑

e∈δ−(v)

xedr =
⎧
⎨

⎩

+1 if v = sd

−1 if v = r,
0 otherwise

v ∈ V , d ∈ D, r ∈ R(d) (3.4.1b)

xedr ≤ xed, d ∈ D, e ∈ E, r ∈ R(d) (3.4.1c)

xd ≥
∑

e∈E

lexedr, d ∈ D, r ∈ R(d) (3.4.1d)

lmaxudm ≥ (xd − adm), d ∈ D, m ∈ M (3.4.1e)

ud ≥
∑

m∈M

udmhdm, d ∈ D (3.4.1f)

cdi ≥ xed + xei − 1, e ∈ E, d, i ∈ D : d �= i (3.4.1g)

odi + oid = 1, d, i ∈ D : d �= i (3.4.1h)

yi − wd + 1 ≤ n(1 + odi − cdi), d, i ∈ D : d �= i (3.4.1i)
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yd − wi + 1 ≤ n(2 − odi − cdi), d, i ∈ D : d �= i (3.4.1j)

yd − wd + 1 ≥ ud, d ∈ D (3.4.1k)

y ≥ yd, d ∈ D. (3.4.1l)

Objective function (3.4.1a) denotes the spectrum usage and is defined similarly to
the previous RSA models, i.e., the aim is to minimize the maximum slice index used
in the network to realize all multicast demands. Constraint (3.4.1b) defines unicast
paths connecting root node sd and each receiver of demand (session) d included
in set R(d). More precisely, by using variable xedr a node-link formulation of mul-
ticommodity flows is applied ensuring that a unicast path is established between
the root node and each receiver. Condition (3.4.1c) is in the model to construct a
multicast tree defined by variables xed . In other words, constraint (3.4.1c) guaran-
tees that each link included in at least one unicast path established from the root
node to a receiver must be included in the tree. Constraints (3.4.1d)–(3.4.1f) fol-
low the DAT rule—to define variables xd denoting the number of slices required for
demand d. More precisely, inequality (3.4.1d) is used to calculate variable xd denot-
ing the length of the tree created for demand d (i.e., length of the longest unicast
path in the tree). Next, in (3.4.1e) and (3.4.1f) the appropriate modulation format is
selected (variable udm), and consequently the number of required slices is obtained
(variable ud). Constraints (3.4.1g)–(3.4.1l) are used to control the spectrum usage
according to the slice-based approach and these constraints are the same as in model
EON/A/RSA/Spectrum/Node-link defined in (3.2.1).

Candidate Tree Formulation

The second formulation of multicasting in EONs is based on the candidate tree for-
mulation. To recall, this approach assumes that for each multicast demand (session),
there is a set of pre-calculated candidate tree structures which originate at the root
node and include all receivers as tree nodes. As each routing structure (candidate
tree) is given in advance, we can easily find the length of the tree (longest path from
root to receiver) and calculate the number of slices required for demand d realized on
tree p (defined by constant ndp) using the DAT rule. We use the slice-based approach
tomodel the spectrum. In general, the followingmodel is similar to the anycastmodel
EON/A/RSA/Spectrum/Slice-based formulated in (3.2.2).

EON/M/RSA/Spectrum/Candidate Tree/Slice-based

sets

E links
S slices
D multicast demands (sessions)
P(d) candidate trees for realizing demand d
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constants

δedp =1, if link e belongs to tree p realizing demand d; 0, otherwise
ndp requested number of slices for demand d on tree p

variables

xdp =1, if candidate tree p is used to realize demand d; 0, otherwise (binary)
yed =1, if demand d uses link e; 0, otherwise (binary)
ud number of slices required for demand d (integer)
odi =1, if the starting slice of demand d is smaller than that of demand i; 0,

otherwise (binary)
cdi =1, if demands d and i use common link(s); 0, otherwise (binary)
wd indicates the starting slice used for demand d (integer)
yd indicates the ending slice used for demand d (integer)
y indicates the maximum slice used in the network (integer)

objective

minimize F = y (3.4.2a)

constraints

∑

p∈P(d)

xdp = 1, d ∈ D (3.4.2b)

∑

p∈P(d)

δedpxdp ≤ yed, d ∈ D, e ∈ E (3.4.2c)

∑

p∈P(d)

ndpxdp ≤ ud, d ∈ D (3.4.2d)

cdi ≥ yed + yei − 1, e ∈ E, d, i ∈ D : d �= i (3.4.2e)

odi + oid = 1, d, i ∈ D : d �= i (3.4.2f)

yi − wd + 1 ≤ |S|(1 + odi − cdi), d, i ∈ D : d �= i (3.4.2g)

yd − wi + 1 ≤ |S|(2 − odi − cdi), d, i ∈ D : d �= i (3.4.2h)

yd − wd + 1 ≥ ud, d ∈ D (3.4.2i)

y ≥ yd, d ∈ D. (3.4.2j)

The objective function (3.4.2a) is the same as in the previous model (3.4.1).
Equation (3.4.2b) ensures that exactly one candidate tree is selected to realize a
multicast demand. Constraint (3.4.2c) defines variable yed which denotes whether
the multicast demand d uses link e. Constraint (3.4.2d) is used to calculate the
number of slices required for demand d. To control the spectrum usage, we use the
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same constraints as in the previous model (3.4.1). The model can be easily adapted
to other objective functions as shown in Sect. 3.3.

Candidate tree modeling provides a number of interesting advantages when com-
pared to the flowmodel or the EONmulticast model presented in [32], known as path
for ease of reference. Firstly, we briefly analyze the applicability of the ILP models
in the context of various constraints following frommulticasting in optical networks.
We already considered that all network nodes are multicast capable. Nevertheless,
in sparse splitting networks some nodes may be multicast incapable (MI), i.e., not
able to replicate and multicast optical signals [74, 76]. In such scenarios, in order to
account for MI nodes, the flow and path models require additional constraints, which
may increase the size and solution time of these models. On the other hand, the CT
model does not need any changes, since we can address the requirement of using
MI nodes by generating proper candidate trees. An additional constraint in optical
multicasting is that MC nodes have a limited fanout, i.e., the number of outgoing
signals [74]. Once again, the CTmodel does not need anymodifications as the fanout
constraint can be included directly in the tree generation process. In contrast, flow
and path models require new constraints to account for this limitation. Lastly, the CT
approach (both the ILP model and any heuristic based on the CT approach) can be
tuned easily to select the best trade-off between solution quality in terms of spectrum
usage and the running time according to the size of the problem instance by choosing
the number of candidate trees for each session. In turn, in the flow formulation it is
impossible to scale the size of the model; in the case of the path formulation, the
scalability is limited compared to the CTmodel, since we can only select the number
of candidate paths for each receiver of the multicast session.

3.4.2 Algorithms

Minimum Spanning Tree (MST) Algorithm

The MST/M/RSA method presented in Algorithm 3.11 is a simple greedy algo-
rithm proposed for the RSA problem with multicast flows. According to [32, 76],
the general idea of the MST algorithm is analogous to the First Fit method shown
in Algorithm 3.2. Instead of allocating the unicast/anycast demand to the shortest
routing path, the MST/M/RSA method allocates the multicast demand (session) to
the minimum spanning tree. The input data for the MST algorithm is the network
topology represented as set of links E, set of multicast demands D, minimum span-
ning tree for each demand included in set P(d) and set of candidate channels C(d, p)

for each demand d ∈ D and tree p ∈ P(d). The size of each channel c ∈ C(d, p) is
equal to the spectrum requirement ndp (i.e., number of slices included in the channel)
calculated for demand d using tree p according to a selected physical EON model.

As in the case of the FF/AU/RSA algorithm, algorithm MST/M/RSA processes
all demands in a single run without any special ordering of the demands. The main
loop of the MST/M/RSA algorithm (lines 2–7) is defined to process all demands.
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The routing tree for demand d is selected as the minimum spanning tree included
in set P(d) on position with index 1 (line 4). To find the spectrum allocation on the
lowest possible spectrum range, function FF_SA yields the best available spectrum
channel (line 5). Note that the only modification required in the FF_SA method
(Algorithm 3.1) is to assume that set E(p) contains all links included in tree p.
Function Allocate_Demand() ensures that a particular demand is allocated on the
selected path and channel (line 6). Finally, the value of the objective function is
calculated (line 8). The complexity of the MST/M/RSA algorithm is O(|D| |C| |E|).

Algorithm 3.11 MST/M/RSA (Minimum Spanning Tree for M/RSA problem)
Require: set of edgesE, set of multicast demands (sessions)D, setsP(d)with aminimum spanning

tree for each demand d ∈ D, candidate channels C(d, p) for each demand d ∈ D and tree p ∈
P(d)

Ensure: routing and spectrum allocation for each demand d ∈ D included in vectors tree and
channel, value of objective function

1: procedure MST/M/RSA(D, P(d), C(d, p))

2: for i := 1 to |D| do
3: d := Member(D, i)
4: tree[d] := Member(P(d), 1)
5: channel[d] := FF_SA(C(d, tree[d]), tree[d])
6: Allocate_Demand(d, tree[d], channel[d])
7: end for
8: Find_Objective_Function(tree[], channel[])
9: end procedure

Adaptive Frequency Assignment (AFA) Algorithm

The AFA/M/RSA algorithm [36] is based on the CT approach and is an extension
of the AFA/AU/RSA method proposed in Algorithm 3.5 for the RSA problem with
anycast and unicast flows. To recall, the main idea behind the AFA method is to
adaptively choose ordering of demands and next process all demands one-by-one
using this sequence. The main difference between AFA/M/RSA and AFA/AU/RSA
is that the latter uses new orderingmetrics designed especially formulticast demands.
In spite of each demand being assigned a metric equal to the minimum value of the
requested number of slices required for a particular demand as in AFA/AU/RSA (i.e.,
nd = ndp), four new metrics are used for ordering multicast demands. The metrics
are demand bit-rate (nd = hd), demand bit-rate multiplied by the number of receivers
(nd = hd · |R(d)|), demand bit-rate multiplied by the number of slices required for
the first candidate tree (nd = hd · nd1), and bit-rate multiplied by the number of
slices required for the first candidate tree and multiplied by the number of receivers
(nd = hd · |R(d)| · nd1). The allocation of demands in the AFA algorithm is repeated
for each metric and the best result is the saved as the closing solution of AFA. We do
not present the AFA/M/RSA pseudocode, since the modifications of AFA/AU/RSA
(Algorithm 3.5) required to obtain AFA/M/RSA are straightforward.

Furthermore, as a result of using CT modeling of multicast flows, other heuristic
andmetaheuristic algorithms formulated for theRSAproblemwith joint optimization
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of anycast andunicast demands and reported inSect. 3.3.2 canbemodified to solve the
RSA problem with multicast flows. The only required adjustment to the algorithms
is analysis of candidate trees for multicast demands instead of candidate paths used
in the context of anycast or unicast demands.

3.4.3 Numerical Results

Comparison of Algorithms

The main goal of numerical experiments reported in this section is to compare the
performance of various optimization approaches for the RSA problem with multi-
cast flows defined in (3.4.2). We compare three formulations: the flowmodel defined
in (3.4.1), the path model proposed in Sect. II.A of [32], and the candidate tree
(CT) model defined in (3.4.2). All models were implemented in CPLEX [62]. We
also analyze two heuristics: the AFA/M/RSA algorithm with 1000 candidate trees
for each multicast demand and the MST/M/RSA algorithm. Three representative
network topologies were examined: the German national network DT14 (Fig.A.2,
TableA.2), the US network NSF15 (Fig.A.4, TableA.3) and the pan-European
Euro16 (Fig.A.5, TableA.4). Ten sets of multicast demands with number of ses-
sion |D| = 7, 9, 11, 15, 20 were generated at random for each network topology.
The bit-rate of each session was randomly selected in the range 10–200Gb/s. The
average number of receivers in each session was set to five. An important parame-
ter of the path model is K denoting the number of candidate paths used for each
source-destination pair. The path model was executed with K = 2, 3, 4. We applied
10, 20 and 50 candidate trees for each demand in the CT model. The candidate trees
were generated using the algorithm proposed in [77]. A time limit of 1h was set for
solving each problem instance using the CPLEX solver, with all other settings left at
default. The experiments were run on a PC with IntelCore i7-2620M CPU and 4GB
RAM.

The physical model of EON presented in [60] was used to estimate the trans-
mission range of modulation formats. It should be noted that additional physical
impairments resulting from using optical splitting to provide multicasting were not
included in the model, since to the best of our knowledge there is no reliable research
on this issue in the context of EONs. However, the models formulated in the context
of multicast flows and heuristic algorithms are generic and can be adapted to any
new physical multicasting models which may be developed in the future.

Tables3.13, 3.14 and 3.15 show the performance of all optimization approaches,
for the DT14, NSF15 and Euro16 networks, respectively. Each table presents two
performance metrics for each optimization approach, namely, the average number
of spectrum slices (value of the objective function) and the average execution time
given in seconds.

It is clear that for low numbers of multicast demands (sessions), the flow
model outperforms all other approaches. This is due to the fact that the flow model
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Table 3.13 Comparison of various optimization approaches for the RSA problem with multicast
flows for the DT14 network

|D| Flow Path(2) Path(3) Path(4) CT(10) CT(20) CT(50) AFA(1000) MST

Average number of slices

7 11.8 16.8 14.0 14.0 13.0 12.0 11.8 12.8 23.8

9 15.2 20.0 16.8 16.6 15.4 14.6 14.0 15.4 27.0

11 – 24.4 19.6 19.4 18.6 17.4 16.2 18.8 31.4

15 – 30.8 26.6 26.4 26.0 25.6 25.8 26.2 42.8

20 – 39.6 35.8 36.6 35.0 36.4 37.6 34.4 51.8

Average execution time in seconds

7 2540.5 0.1 1.5 10.1 5.8 10.2 153.3 0.2 0.0

9 3600.0 1.0 19.4 555.2 39.4 457.1 2440.1 0.3 0.0

11 – 8.0 739.1 1192.8 1159.0 3122.5 3600.0 0.2 0.0

15 – 831.9 2239.5 2464.6 3037.1 3600.5 3600.0 1.3 0.0

20 – 2235.1 3241.5 3600.0 2688.3 3600.0 3600.0 1.0 0.0

Table 3.14 Comparison of various optimization approaches for the RSA problem with multicast
flows for the NSF15 network

|D| Flow Path(2) Path(3) Path(4) CT(10) CT(20) CT(50) AFA(1000) MST

Average number of slices

7 25.4 39.4 34.2 33.0 30.8 27.6 27.4 27.6 51.4

9 28.2 44.6 39.0 37.6 35.6 32.6 30.0 37.4 60.4

11 41.6 52.8 47.4 46.2 47.6 41.8 38.8 41.4 75.6

15 – 65.2 61.0 60.0 64.0 54.8 53.6 54.8 100.0

20 – 88.4 81.4 79.8 78.0 72.8 72.8 69.2 114.2

Average execution time in seconds

7 2907.1 0.2 9.3 5.9 1.2 4.1 94.7 0.2 0.0

9 3153.9 2.8 133.0 509.9 18.8 752.0 1703.0 0.3 0.0

11 3600.0 12.2 1474.8 2002.7 787.5 2302.1 2975.0 1.0 0.0

15 – 667.9 2168.8 1843.8 1467.2 3349.8 3600.0 1.5 0.0

20 – 1810.8 2300.8 2636.6 1198.9 3600.0 3600.0 3.1 0.0

incorporates all possible routing trees, while the other ILP models and heuristics
are based on limited subsets of candidate trees. However, as the number of demands
increases, the flowmodel lacks scalability and it cannot find feasible resultswithin the
1h run-time limit, while the best results in terms of the spectrum usage are provided
by the CT(50) approach. Finally, for the highest number of sessions (|D| = 20), the
AFA algorithm outperforms all ILP models in terms of spectrum usage. Moreover,
AFA only needs a few seconds of execution time, while ILP models run for tens of
minutes. The main conclusion of these results is that ILP modeling for multicasting
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Table 3.15 Comparison of various optimization approaches for the RSA problem with multicast
flows for the Euro16 network

|D| Flow Path(2) Path(3) Path(4) CT(10) CT(20) CT(50) AFA(1000) MST

Average number of slices

7 16.8 21.8 18.6 18.0 20.0 19.0 16.8 17.4 28.4

9 23.0 26.0 22.2 21.2 23.2 22.2 20.4 20.6 34.2

11 – 33.4 28.2 27.2 29.6 27.6 26.0 27.2 43.8

15 – 37.4 31.8 32.4 34.6 34.4 30.6 32.0 51.0

20 – 42.6 41.0 46.2 40.6 42.4 44.2 39.2 60.4

Average execution time in seconds

7 2903.2 0.2 1.4 21.0 1.2 9.2 6.9 0.2 0.1

9 2986.5 1.0 65.7 871.1 7.9 550.7 1216.5 0.2 0.1

11 – 2.9 448.4 807.9 8.5 375.7 1163.8 0.7 0.1

15 – 13.2 1782.7 2450.7 379.7 405.8 3286.5 1.3 0.1

20 – 1279.2 3571.5 3600.1 3374.5 3600.0 3600.0 1.2 0.1

in EONs faces scalability problems for larger problem instances, and in such scenar-
ios the heuristic AFA algorithm is the best choice. Finally, it should be noted that the
path model proposed in [32] is outperformed by our ILP models for all of cases.

More detailed analysis of the results shows that the performance of our optimiza-
tion approaches depends on network topology. In particular, the greatest differences
between the path and CTmodels are reported for the NSF15 network, while for other
networks the gaps between these two models are minor. Additionally, in the context
of NSF15 and |D| = 20, AFA outperforms other methods to a greater extent com-
pared to other networks. This is mainly due to the fact that on average link, lengths
in the NSF15 network are greater than in the Euro15 and DT14 networks. Therefore,
following the DAT rule, NSF15 needs less effective modulation formats, therefore
higher numbers of slices are required for demands. As such, a more effective allo-
cation of even one multicast demand can provide a major saving of the amount of
overall spectrum required in the network.

3.5 Routing and Spectrum Allocation for Multicast
and Unicast Flows

The previous section examined the RSA problem with multicast traffic only. This
section considers a corresponding RSA problem with joint multicast and unicast
flows [56]. The same optical networks are currently able to carry different types of
flows, therefore joint optimization of various types of flows can significantly improve
consumption of network resources. The idea of formulating the RSA problem with
joint multicast and unicast flows is analogous to the optimization of joint anycast
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and unicast flows introduced in Sect. 3.3. To simplify the notation, the structure term
is introduced to denote the routing path used to realize unicast demands and the tree
used to realize multicast demands. In other words, routing structure p included in
set P(d) is either a path (if d is unicast) or a tree (if d is multicast). This approach
uses the same formulation of constraints for both multicast and unicast demands.

3.5.1 Formulations

This section presents two ILP formulations for the RSA problem with joint multicast
and unicast flows. Themodels differ in terms howoptical spectrumusage is defined in
the model, or how the slice-based model and channel-based model are formulated.
Both models are based on the candidate tree concept, since—as shown above in
Sect. 3.4—this formulation outperforms other approaches in the context of multicast
modeling in EONs.

Slice-Based Formulation

The slice-based model is analogous to the EON/M/RSA/Spectrum/Candidate Tree
model defined in (3.4.2). The only modification is that two types of demands (mul-
ticast and unicast) are included in set D and the structure is used instead of a tree.

EON/MU/RSA/Spectrum/Candidate Tree/Slice-based

sets

E links
S slices
D multicast and unicast demands
P(d) candidate structures (trees or paths) for realizing demand d

constants

δedp =1, if link e belongs to structure p realizing demand d; 0, otherwise
ndp requested number of slices for demand d on structure p
n number of slices available on each fiber link

variables

xdp =1, if candidate structure p is used to realize demand d; 0, otherwise (binary)
yed =1, if demand d uses link e; 0, otherwise (binary)
ud number of slices required for demand d (integer)
odi =1, if the starting slice of demand d is smaller than that of demand i; 0,

otherwise (binary)
cdi =1, if demands d and i use common link(s); 0, otherwise (binary)
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wd indicates the starting slice used for demand d (integer)
yd indicates the ending slice used for demand d (integer)
y indicates the maximum slice used in the network (integer)

objective

minimize F = y (3.5.1a)

constraints

∑

p∈P(d)

xdp = 1, d ∈ D (3.5.1b)

∑

p∈P(d)

δedpxdp ≤ yed, d ∈ D, e ∈ E (3.5.1c)

∑

p∈P(d)

ndpxdp ≤ ud, d ∈ D (3.5.1d)

cdi ≥ yed + yei − 1, e ∈ E, d, i ∈ D : d �= i (3.5.1e)

odi + oid = 1, d, i ∈ D : d �= i (3.5.1f)

yi − wd + 1 ≤ n(1 + odi − cdi), d, i ∈ D : d �= i (3.5.1g)

yd − wi + 1 ≤ n(2 − odi − cdi), d, i ∈ D : d �= i (3.5.1h)

yd − wd + 1 ≥ ud, d ∈ D (3.5.1i)

y ≥ yd, d ∈ D. (3.5.1j)

The objective function and all constraints of the model described above are equiv-
alent to model (3.4.2), so for a more detailed discussion on the model see Sect. 3.4.1.

Channel-Based Formulation

The second model formulated for the RSA problem with joint multicast and unicast
flows uses the channel concept for spectrum modeling. In general, the formulation
is based on model (3.3.1) and more details on the formulation can be found in
Sect. 3.3.1.

EON/MU/RSA/Spectrum/Link-path/Channel-based

sets

E links
S slices
D demands (multicast and unicast)
P(d) candidate structures (trees or paths) for realizing demand d
C(d, p) candidate channels for demand d allocated on structure p
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constants

δedp =1, if link e belongs to structure p realizing demand d; 0, otherwise
ndp requested number of slices for demand d on structure p
γdpcs =1, if channel c associated with demand d on structure p uses slice s; 0,

otherwise

variables

xdpc =1, if channel c on candidate structure p is used to realize demand d; 0,
otherwise (binary)

yes =1, if slice s is occupied on link e; 0, otherwise (binary)
ys =1, if slice s is occupied on any network link; 0, otherwise (binary)

objective

minimize F =
∑

s∈S

ys (3.5.2a)

constraints

∑

p∈P(d)

∑

c∈C(d,p)

xdpc = 1, d ∈ D (3.5.2b)

∑

d∈D

∑

p∈P(d)

∑

c∈C(d,p)

γdpcsδedpxdpc ≤ yes, e ∈ E, s ∈ S (3.5.2c)

∑

e∈E

yes ≤| E | ys, s ∈ S (3.5.2d)

Both models proposed for the RSA problemwith joint multicast and unicast flows
can be formulated with other objective functions as shown in Sect. 3.3 in the context
of the RSA problem with joint anycast and unicast traffic.

3.5.2 Algorithms

As well as the AFA method, we also present results of a simple heuristic algorithm
combining the minimal spanning tree method (Algorithm 3.11) with the First Fit
(FF) method (Algorithm 3.2). In the MST/FF method, the multicast demands are
allocated using the MST algorithm first, followed by running the FF to allocate
unicast demands.
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3.5.3 Numerical Results

The first goal of the numerical experiments was to compare the slice-based and
channel-based formulations presented above. Secondly, we investigated the effec-
tiveness of heuristic algorithms against results yielded by ILP modeling using the
CPLEX solver [62]. The third goal of the experiments was to study issues related to
the use of multicasting in EONs [55, 56].

Since ILP models have a low scalability, our experiments with the CPLEX solver
used three smaller networks: the German national network (Fig.A.2, TableA.2), the
US network NSF15 (Fig.A.4, TableA.3) and the pan-European network Euro16
(Fig.A.5, TableA.4). For additional experiments with the AFA heuristic, larger
topologies were applied, i.e., the US backbone network US26 (Fig.A.9, TableA.7)
and a pan-European network Euro28 (Fig.A.7, TableA.6). Traffic patterns includ-
ing both unicast and multicast demands were generated at random, with the unicast
demand bit-rate selected from the range 10–400Gb/s, and the multicast demand bit-
rate selected from the range 10–200Gb/s. If not stated otherwise, we assumed that
each traffic matrix is split equally between unicast and multicast traffic. The volume
of multicast traffic was calculated as the traffic received by all participants of the
session (receivers). For instance, if the multicast bit-rate is 200Gb/s and the session
includes five receivers, the total received traffic is 1 Tb/s. The volume of an unicast
demand was simply equal to its bit-rate. For smaller networks, eachmulticast session
included five receivers, while for larger networks each session had between five and
15 receivers. For smaller networks, we created 25 different sets of traffic patterns for
each value of the overall traffic (4, 5 and 6 Tb/s). We used the k-shortest path algo-
rithm to create sets of candidate paths for unicast demands. In the case of candidate
tree generation, we applied the algorithm proposed in [77].

Themain physical assumptions of the EONsmodelwere the same as in Sect. 3.4.3.
A time limit of 1h was set for CPLEX to solve each problem instance, while all other
solver settings were left as default. Experiments were run on a PC with IntelCore
i7-2620M CPU and 4GB RAM.

Comparison of ILP Models

Following initial experiments showing the low scalability of the ILP models run in
CPLEX, the settings for further experiments were determined to be the number of
candidate paths for unicast demands k = 2 and the number of candidate trees for
multicast demands t = 10. We use the running time of the CPLEX solver as the
main performance metric in the comparison between slice-based and channel-based
models. Similarly to the comparison of slice-based and channel-based models in
the context of anycast flows reported in Sect. 3.2.2, we noted that the performance
of the channel-based model strongly depends on the number of slices available in
the network denoted by parameter |S|. To illustrate this issue, we conducted the
following experiment. First, we calculated the optimal result (i.e., minimum number
of required slices) for two randomly selected traffic patterns of the Euro16 network
with overall traffic equal to 6 Tb/s. Next, we ran both models starting with |S| equal
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Fig. 3.11 Execution time of slice-based and channel-based model as a function of the number of
additional slices for the Euro16 network

to the optimal value and then increasing |S| by two slices up to 20. Results presented
in Fig. 3.11 clearly show that the execution time of the slice-based (SB) model does
not depend on the value of |S|. In turn, the running time of the channel-based (CB)
model increases almost exponentially with the number of additional slices (the y-axis
is in the logarithmic scale). Note that curve CB(2) curve is constant starting from six
slices, due to reaching the 1h limit of the CPLEX solver. In consequence, the AFA
algorithm was used to provide a reasonable upper bound on the objective function,
and this value was used as |S| in further experiments with CPLEX.

Table3.16 presents a comparison of both models. The results shown are the aver-
age value of the objective function and the average optimality gap for each model,
as well as presenting a comparison of execution times in three categories: SB<CB

Table 3.16 Comparison of ILP models for the RSA problem with multicast and unicast flows

Traffic Obj. function Optimality gap Execution time

SB CB SB (%) CB (%) SB<CB SB>CB SB=
CB= 1h

DT14 network

4Tb/s 16.96 16.96 0.44 0.41 21 3 1

5Tb/s 22.88 22.88 0.00 0.32 25 0 0

6Tb/s 22.48 22.32 6.87 1.80 12 8 5

NSF15 network

4Tb/s 51.76 51.76 0.00 0.25 25 0 0

5Tb/s 56.16 56.08 0.15 3.75 24 0 1

6Tb/s 59.60 60.36 2.34 6.57 15 1 9

Euro16 network

4Tb/s 37.76 37.76 0.27 0.00 23 2 0

5Tb/s 47.52 47.52 0.24 1.46 24 0 1

6Tb/s 57.12 57.12 0.00 1.43 25 0 0
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(the slice-based model provides the solution faster than the channel-based model),
SB>CB (the situation is reversed) and SB=CB= 1h (number of cases in which
both models reach the 1h limit execution time without finding the optimal solution).
Note that the slice-based model significantly outperforms the channel-based model
in terms of execution time; in 194 out of 225 cases the slice-based model finds the
solution faster, while the channel-based model only succeeds in 14 cases. In general,
both models yield similar values for the objective function, although in some cases
the 1h running time stops the CPLEX solver prior to obtaining the optimal solution.
Additionally, as network traffic increases, the execution time and the number of 1h
limit cases also increases.

Performance of Heuristic Algorithms

The next goal of the experiments was to evaluate two heuristic algorithms, AFA/MU/
RSA andMST-FF/MU/RSA, in comparisonwith results yielded byCPLEX.We used
the same networks and demands patterns as in the comparison of ILP models. Note
that some of the results returned by CPLEX did not have the optimality guarantee;
however, the average optimality gap of all CPLEX results was lower than 1%. For
the AFA algorithm, we report results obtained with a range of sets of candidate paths
and trees. Firstly, AFA is run with the same number of candidate paths and trees as
CPLEX, i.e., k = 2 and t = 10, denoted as AFA(2, 10). However, since the AFA
algorithm provides good scalability in contrast to CPLEX,we also useAFA(10, 200),
AFA(20, 600) and AFA(30, 1000).

Table3.17 shows the average gaps to CPLEX results obtained for different traffic
volume and network topology. The worst performance is returned by the simplest
MST-FF method. The AFA(2,10) algorithm using the same candidate structures as

Table 3.17 Comparison of heuristic algorithms for the RSA problem with multicast and unicast
flows—average gap to CPLEX(2, 10)

Traffic MST-FF (%) AFA(2, 10)
(%)

AFA(10, 200)
(%)

AFA(20, 600)
(%)

AFA(30,
1000) (%)

DT14 network

4Tb/s 26.2 13.5 −2.8 −8.2 −9.0

5Tb/s 28.8 11.7 1.2 −3.6 −3.6

6Tb/s 23.0 11.4 −13.4 −19.8 −21.0

NSF15 network

4Tb/s 14.7 8.7 −3.6 −15.5 −16.5

5Tb/s 21.1 11.6 −12.7 −15.8 −16.6

6Tb/s 24.6 14.5 5.9 2.0 0.7

Euro16 network

4Tb/s 24.9 5.7 −20.5 −21.6 −22.9

5Tb/s 24.4 10.7 −10.4 −13.3 −13.3

6Tb/s 19.8 7.1 −21.0 −28.2 −30.0
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the CPLEX solver falls between 5.7 and 14.5% from CPLEX results. However, the
effectiveness of AFA improves as the number of candidate path and trees increases,
and AFA(30,1000) significantly outperforms CPLEX, in particular in Euro16 (on
average, the results show a 22% improvement). In terms of execution time, the
MST/FF and AFA(2, 10) heuristics return results in under 1 s. The average running
times of CPLEX, when using the more time-effective SB model, are 548, 549 and
114s for DT14, NSF15 and Euro16 networks, respectively (running times of the CB
method are significantly higher). The main conclusion of results shown in Table3.17
is that the AFA method offers a significantly higher scalability than ILP models,
therefore AFA provides better results in terms of spectrum usage in a reasonable
time than CPLEX modeling [56].

Multicasting in EONs

This section presents results obtained for the larger Euro28 andUS26 networks using
the AFA/MU/RSA heuristic. We start by examining the performance of AFA as a
function of the number of candidate structures. Ten random traffic patterns with an
overall volume of 40 Tb/s and including 50% of multicast and 50% of unicast traffic
were generated at random for each network. Figure3.12 shows the results of the
average number of slices obtained with AFA using seven different combinationss of
candidate structures sets from k = 2 and t = 10 (denoted as (2, 10)) to k = 30 and
t = 1000 (denoted as (30, 1000). We can see that increasing the sets of candidate
structures reduces the spectrum consumption. The gap between (2, 10) and (30, 1000)
is 24 and 32% for Euro28 and US26 networks, respectively.

The next experiment evaluated the potential gains of using multicast transmission
in place of unicast. To start with, we used multicasting to provision the same traffic
pattern (i.e., data is sent from the root to each receiver via a multicast transmission).
Unicast transmissionwas then applied for each root-receiver pair (i.e., a single unicast
demandwas used to serve each transmission from the root to the receiver). Figure3.13
presents results obtained for the US26 and Euro28 networks with the overall traffic
volume equal to 40 Tb/s as a function of multicast traffic proportion. For instance,
a multicast proportion of 30% means that 12 Tb/s of network traffic is provisioned

Fig. 3.12 Average number of slices as a function of candidate structures number for US26 and
Euro28 networks with overall traffic of 40 Tb/s
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Fig. 3.13 Multicast versus unicast—average number of slices as a function of the proportion of
multicast traffic in US26 and Euro28 networks with overall traffic set to 40 Tb/s

by multicasting and the remaining 70% of network traffic is unicast. Figure3.13
includes four series of results presented as columns, showing two results for each
network: using multicast transmission (M+U) and using pure unicast transmission
(U). Moreover, two additional curves refer to the gain in spectrum usage resulting
from using multicast transmission instead of pure unicast transmission. It is clear
that as the proportion of multicast traffic increases, the gain of using multicasting
increases almost linearly; for the 90% case, the multicast approach needs approx.
70% less spectrum resources than the unicast approach.

3.6 Routing, Modulation and Spectrum Allocation
for Anycast and Unicast Flows

This section focuses on the Routing, Modulation and Spectrum Allocation (RMSA)
optimization problem with joint anycast and unicast flows [44]. The RMSA problem
is an extended version of the classical RSA problem. More specifically, as well as
routing and spectrum allocation, RMSA also involves selecting a modulation format
for each demand to be established in the EON. To this end, it is assumed that set M
includes several modulation formats which can be used in the network. We present
a formulation of the AU/RMSA problem with heuristic algorithms and illustrative
results.

3.6.1 Formulations

We use the channel-based approach to formulate the AU/RMSA problem. Using the
A/RSAmodel defined in (3.2.2) as a basis, we can construct the correspondingmodel
using the slice-based approach. The model is analogous to the AU/RSA problem
(3.3.1). Themain difference is that variousmodulation formats are available in setM.
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Constant ndpm denotes the spectrum requirement (number of required slices) for each
demand d using path p with modulation format m. This constant is needed since each
modulation format has a different spectral efficiency, therefore different spectrum
width is required to provision a demand with a particular bit-rate. In consequence,
according to channel-based modeling, let C(d, p, m) include all candidate channels
for demand d allocated on path p and using modulation format m. Each channel
c ∈ C(d, p, m) has the width (number of slices) equal to ndpm. Correspondingly,
constant γdpcsm denotes whether channel c associated with demand d on path p under
modulation format m uses slice s. Finally, the decision variable associated with each
demand includes the option of selecting a modulation formatm ∈ M, i.e., xdpmc is 1 if
channel c on candidate path p under modulation formatm is used to realize demand d
and 0 otherwise.

EON/AU/RMSA/Spectrum/Link-path/Channel-based

sets

E links
S slices
D demands (anycast and unicast)
DDS anycast downstream demands
M modulation formats
P(d) candidate paths for flows realizing demand d. If d is a unicast demand,

the candidate path connects end nodes of the demand. If d is an anycast
upstream demand, the candidate path connects the client node and the
DC node. If d is a downstream demand, the candidate path connects
the DC node and the client node

C(d, p, m) candidate channels for demand d allocated on path p and using modu-
lation format m

constants

δedp =1, if link e belongs to path p realizing demand d; 0, otherwise
ndpm requested number of slices for demand d on path p using modulation

format m
γdpcsm =1, if channel c associated with demand d on path p under modulation

format m uses slice s; 0, otherwise
τ (d) index of a demand associated with demand d. If d is a downstream demand,

then τ (d) must be an upstream demand and vice versa
o(p) origin node of path p
t(p) destination node of path p

variables

xdpmc =1, if channel c on candidate path p under modulation format m is used to
realize demand d; 0, otherwise (binary)
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yes =1, if slice s is occupied on link e; 0, otherwise (binary)
ys =1, if slice s is occupied on any network link; 0, otherwise (binary)

objective

minimize F =
∑

s∈S

ys (3.6.1a)

constraints

∑

p∈P(d)

∑

m∈M

∑

c∈C(d,p,m)

xdpmc = 1, d ∈ D (3.6.1b)

∑

d∈D

∑

m∈M

∑

p∈P(d)

∑

c∈C(d,p,m)

γdpcsmδedpxdpmc ≤ yes, e ∈ E, s ∈ S (3.6.1c)

∑

e∈E

yes ≤| E | ys, s ∈ S (3.6.1d)

∑

p∈P(d)

∑

m∈M

∑

c∈C(d,p,m)

o(p)xdpmc

=
∑

p∈P(τ (d))

∑

m∈M

∑

c∈C(τ (d),p,m)

t(p)xτ (d)pmc, d ∈ DDS. (3.6.1e)

The objective function (3.6.1a) minimizes spectrum usage as in previous models.
Equation (3.6.1b) ensures that exactly one candidate path, one modulation format
and one candidate channel are selected for each demand d. To ensure that a slice
on a particular link can be allocated to at most one lightpath, Eq. (3.6.1c) is added
to the model. Constraint (3.6.1d) defines variable ys which indicates whether there
is at least one link where slice s is occupied. Lastly, constraint (3.6.1e) guarantees
that both associated anycast demands use candidate paths connected to the same
DC node. Note that [44, 47] formulate and discuss the AU/RMSA problems with
objective functions of average spectrum, cost and power consumption.

3.6.2 Algorithms

Since the AU/RMSA problem defined in (3.6.1) is similar to the AU/RSA problem
(3.3.1), the algorithms described in Sect. 3.3.2 can be adapted easily to address addi-
tional constraints resulting from the modulation selection. This section includes two
algorithms: theAFA/AU/RMSAalgorithm that is amodificationof theAFA/AU/RSA
method shown in Algorithm 3.5, and TS/AU/RMSA which is an extended version
of the TS/AU/RSA method presented in Algorithm 3.9.
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Adaptive Frequency Assignment (AFA) Algorithm

The main idea behind the AFA/AU/RMSA method shown in Algorithm 3.12 is to
adaptively select a sequence of processed demands in order to minimize the objective
function. However, due tomodulation allocation considerations, the solution space of
the RMSA problem is increased compared to the pure RSA problem. Therefore, the
demandorderingprocess ismodified (lines 3–9). In particular, for eachdemandd ∈ D
the following metrics are calculated. Firstly, let nd := min

p∈P(d),m∈M
{ndpm} denote the

minimumvalue of ndpm taking into account all possible paths included in setP(d) and
available modulation formats included in setM. Secondly, let ld := min

p∈P(d)
{ldp} denote

the minimum length of candidate paths calculated as the hop number constant ldp

represents the hop number of path p ∈ P(d). Finally, a newmetric ad := 
nd ·ld/DIV�
is introduced, where DIV is a tuning parameter of the algorithm. Notice that metric
ad is a function of two elements: path length and spectrum usage. Metric ad is used
to divide all demands into subsets D(ad) with the same value of ad .

The main loop of the algorithm (lines 10–31) processes sets D(ad) in decreas-
ing order of ad , similarly as in Algorithm 3.5. Since modulation format needs
to be selected alongside routing and spectrum allocation, a new function FPMC
Spectrum() is used to find the best possible allocation for current demand d. Function
FPMCSpectrum() can be obtained by a small modification of the FPCSpectrum()

defined in Algorithm 3.3. More specifically, as well as considering all possi-
ble routing paths p ∈ P(d) and spectrum channels c ∈ C(d, p, m), function
FPMCSpectrum() must also check all available modulation formats m ∈ M.
Moreover, functions Best_Allocation() and Allocate_Demand() need to be mod-
ified slightly to enable processing of various modulation formats, although the
modifications are straightforward. The complexity of algorithm AFA/AU/RMSA is
given by O(|D|2 |P| |M| |C| |E|), where here |M| denotes the number of modulation
formats.

Note that using the general concept of the AFA/AU/RMSA algorithm makes it
easy to modify other greedy methods such as FF, LPF and MSF to address new
constraints following from the additional dimension of modulation format selection
incorporated in the RMSA problems.

Tabu Search Algorithm

Similarly, metaheuristic methods developed for the RSA problem can be adapted
to solve corresponding RMSA problems. This section presents the TS/AU/RMSA
algorithm based on the TS/AU/RSAmethod formulated as Algorithm 3.9. To address
new requirements related to the selection of a modulation format for each demand,
the RSA version of the TS algorithm needs to be modified slightly. Firstly, solution
encoding is updated with additional information on the selected modulation format
for each demand, i.e., it is assumed that for each demand d the solution is coded
by tuple (pd, md, seqd), where pd denotes the path selected to serve demand d, md

stands for themodulation format chosen for demand d, and seqd denotes the sequence
number of demand d (demands are allocated one-by-one according to this order).
Thus, the solution is described as the following vector:
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Algorithm 3.12 AFA/AU/RMSA (Adaptive Frequency Assignment for AU/RMSA
problem)
Require: set of edges E, set of anycast and unicast demands D, sets P(d) with candidates paths for

each demand d ∈ D, set M with available modulation formats, candidate channels C(d, p, m)

for each demand d ∈ D, path p ∈ P(d) and modulation format m, tuning parameter DIV
Ensure: routing, modulation and spectrum allocation for each demand d ∈ D included in vectors

path, mod and channel, value of objective function
1: procedure AFA/AU/RMSA(D, P(d), C(d, p))

2: amax := 0
3: for i := 1 to |D| do
4: d := Member(D, i)
5: nd := min

p∈P(d),m∈M
{ndpm}, ld := min

p∈P(d)
{ldp}

6: ad := 
nd · ld/DIV�
7: D(ad) := D(ad) ∪ {d}
8: if ad > amax then amax := ad
9: end for
10: for a := amax to 1 do
11: while D(a) �= ∅ do
12: for i := 1 to |D(a)| do
13: d := Member(D, i)
14: if Established(d) = FALSE then
15: if Type(d) = ANYCAST then
16: if Established(τ (d)) = FALSE then
17: {path[d], mod[d], channel[d]} := FPMCSpectrum(P(d), C(d, p, m))

18: else
19: r := server[τ (d)]
20: {path[d], mod[d], channel[d]} := FPMCSpectrum(P(d, r), M, C(d, p, m))

21: end if
22: end if
23: if Type(d) = UNICAST then
24: {path[d], mod[d], channel[d]} := FPMCSpectrum(P(d), M, C(d, p, m))

25: end if
26: end if
27: end for
28: d� := Best_Allocation(D(a), path, mod, channel)
29: Allocate_Demand(d�, path[d�], mod[d�], channel[d�])
30: end while
31: end for
32: Find_Objective_Function(path[], mod[], channel[])
33: end procedure

X = [(p1, m1, seq1), (p2, m2, seq2), . . . , (p|D|, m|D|, seq|D|)]. (3.6.2)

Moreover, in the RMSA/AU problem the set of TS moves compared to algo-
rithm TS/AU/RSA is extended with a new move operation which involves swapping
the modulation format. This operation simply changes the modulation format for
a particular demand using the set of all available modulation formats. Other swap
operations defined for the TS/AU/RSA method presented in Algorithm 3.9, namely,
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demand order swap, DC node swap, and path swap, remain unchanged. A more
detailed description of the TS/AU/RMSA method can be found in [47].

3.6.3 Numerical Results

This section compares different optimization approaches in the context ofAU/RMSA
problems with objective functions related to spectrum, cost and power consumption.
The following algorithms were examined: branch and bound method implemented
in the CPLEX solver, FF, MSF, LPF, AFA and TS. Due to the complexity of the
RMSA problem, we were only able to find the optimal solution using the CPLEX
solver for relatively small problem instances. Experiments were performed using a
PC with IntelCore i7-2620M CPU and 4GB RAM.

Simulation Setup

To compare heuristic methods against optimal results, we used three representa-
tive network topologies: the German national network DT14 (Fig.A.2, TableA.2),
the US network NSF15 (Fig.A.4, TableA.3) and the pan-European network Euro16
(Fig.A.5, TableA.4). We chose networks with different physical diameters in order
to analyze the impact of distance-adaptive modulation formats on algorithm perfor-
mance. The rationale is that transmission distance is a key parameter which strongly
influences the selection of modulation formats. We considered scenarios with two,
three and four DC nodes, and we investigated two location scenarios for each number
of nodes. Therefore, six (3× 2) different server location scenarios were analyzed for
each topology. Network traffic, i.e., sets with unicast and anycast demands, were
generated at random. The volume of a unicast demand was chosen from the range
10–200Gb/s, the range was 10–400Gb/s for anycast demands. We investigated six
different traffic scenarios in terms of the anycast ratio parameter (see Sect. 3.3.3), i.e.,
0, 20, 40, 60, 80 and 100%. The assumptions of the EON regarding the transmission
model and the definition of network cost and power consumption were the same as
Sect. 3.3.4.

Comparison of Algorithms

We tuned the AFA/AU/RMSA and TS/AU/RMSA algorithms to find the best com-
binations of input parameters. The only tuning parameter of the AFA/AU/RMSA
method is DIV . To recall, the main aim of the DIV parameter is adjusting the metric
of each demand which is used to order the allocation demands. The initial experi-
ments run for selected traffic patterns examined DIV values: 3, 4, 5, 6, 7, 8, 9, and
10. Since DIV = 5 returned the best results on average, we used this value in further
experiments. Therefore, all results of the AFA/AU/RMSA method reported below
are acquired with DIV = 5. For information on tuning the TS/AU/RMSA algorithm
refer to [47].

The main part of experiments compared different algorithms applied to the
AU/RMSA problems with objective functions related to cost, power consumption,
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maximum spectrum usage and average spectrum usage. Table3.18 shows the perfor-
mance of the FF,MSF, LPF,AFAandTSmethods presented as the average optimality
gap compared to optimal results provided by the CPLEX solver. It is clear that the
TS algorithm significantly outperforms other heuristics and provides results close
to optimal results. It should be mentioned that the FF method was unable to obtain
feasible results for problems with cost and power consumption objective functions.
This is because in these functions, the number of available frequency slices is limited
and thus the FF algorithm defaulting to the shortest path was unable to allocate all
demands [47].

The averageprocessing timeof all analyzedgreedyheuristicmethodswas less than
1ms. The TS algorithm required longer time, but in general the average processing
time of TS was shorter than the execution time of the the CPLEX solver, especially
for the spectrum oriented objective functions. More details can be found in [44, 47].

3.6.4 Case Study

Weused the TS/AU/RMSA algorithm described above to run a case study to examine
the impact of distance-adaptive modulation formats on EON performance. We also
investigated how the optimization of one particular performancemetric impacts other
performance metrics [44]. All main assumptions of the simulations were similar to
the case study presented in Sect. 3.3.4; we recall key elements below.

Table 3.18 Comparison of heuristic algorithms for the RMSA problem with anycast and unicast
flows—average optimality gap

Function FF (%) MSF (%) LPF (%) AFA (%) TS (%)

DT14 network

Cost – 14.4 14.5 0.0 0.0

Power consumption – 17.6 18.0 0.3 0.2

Maximum spectrum 28.3 12.7 12.1 11.1 0.1

Average spectrum 23.0 17.3 17.5 4.6 0.2

NSF15 network

Cost – 60.1 59.1 8.8 1.0

Power consumption – 53.3 52.2 2.0 1.1

Maximum spectrum 43.0 10.4 18.8 13.3 1.8

Average spectrum 33.3 19.3 20.2 6.0 0.9

Euro16 network

Cost – 57.3 56.2 13.2 1.6

Power consumption – 50.5 49.3 7.4 1.5

Maximum spectrum 39.2 12.3 10.0 8.8 1.0

Average spectrum 34.6 24.4 19.0 6.4 0.4
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Assumptions

We assumed that EON uses BV-Ts implementing the PDM-OFDM technology with
multiple modulation formats selected from BPSK, QPSK, and x-QAM, where x
belongs to 8, 16, 32, 64 and spectral efficiency is equal to 1, 2, . . . , 6 [b/s/Hz],
respectively. Three types of BV-Ts were available, each characterized by a different
bit-rate limit (40, 100, and 400Gb/s, respectively). The EON transmissionmodel was
based on [60]. We applied a 12.5GHz guard band between neighboring connections.
The transmission reach was extended using regenerators applied as necessary and if
the transmission reach of the lowest-level modulation format was shorter than the
path length. In-line signal regeneration was allowed; however, the regenerators did
not convert the spectrum andmodulation formats. Thus, the results of cost and power
consumption related to regenerators were lower-bound estimates.

Two real-world topologies were used in this study: the German national network
DT14with four data centers (Fig.A.2, TableA.2) and theUS long-haul networkUS26
with seven data centers (Fig.A.10, TableA.7). The traffic model was exactly the
same as in Sect. 3.3.4 and it was calculated according to the Cisco Visual Networking
Index [69] and Cisco Global Cloud Index [70] forecasts. The traffic was computed
for 2014–2018, with the initial value in year set to 5 and 20 Tb/s for DT14 and US26
networks, respectively.

The network cost and power consumption performance metrics were estimated
according to data from papers [72, 78–81]. Network cost includes the CAPEX cost
of equipment (transponders, regenerators) and one year OPEX cost of fiber leasing.
The power consumption was calculated according to the sum of all transponder and
regenerator energy requirements.

Results

The major goal of the numerical experiments was to compare the performance of
the BPSK, QPSK and x-QAM modulation formats, where x belongs to 8, 16, 32,
64. The experiment methodology was as follows. For each demand set (unique in
terms of network topology and year), the RMSA problem was solved using one of
six modulation formats. The same problem was then solved using all six modulation
formats. Figures3.14, 3.15 and 3.16 present the results obtained for cost, power
consumption and spectrum performance metrics, respectively.

Analysis of the results obtained for the cost function (Fig. 3.14) indicates that for
the US26 network, using a higher modulation format increases cost; for instance, for

Fig. 3.14 Network cost as a function of modulation formats for networks DT14 (left) and US26
(right)
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Fig. 3.15 Power consumption as a function of modulation formats for networks DT14 (left) and
US26 (right)

Fig. 3.16 Spectrum usage as a function of modulation formats for networks DT14 (left) and US26
(right)

64-QAM, the network cost is up to 16% higher than when all modulation formats
can be used. In turn, for the DT14 network, the corresponding gap is much smaller
(up to 2%). This is mainly due to network size, i.e., US26 is significantly larger with
greater distances between communicating nodes compared toDT14.Therefore, using
highermodulation formats such as 64-QAMformore distant nodepairs requiresmore
regenerators, increasing network cost. On the other hand, in the DT14 network the
distances are significantly shorter, and using 64-QAM does not usually require using
additional costly regenerators.

The results reported for power consumption (Fig. 3.15) show different trends.
For the US26 network, using a single modulation format requires between 16 and
40% more energy than all modulation scenarios. The worst results are observed for
BPSK and 64-QAM, while the best performance is offered by QPSK. For DT14,
the highest power consumption is seen in BPSK (up to 43% gap for all modulation
scenarios for 2018), while the remaining modulations show a similar performance
with a 20–35% gap compared to all modulation scenarios. This is due to selecting the
power consumption model which assumes that power consumption of a transponder
depends on the number of subscribers and the modulation format used.

For performance related to spectrum usage (Fig. 3.16), the differences between
results obtained for different modulation formats are the greatest. This is because of
relatively significant differences in spectral efficiency between individual modula-
tion formats. Accordingly, the less effective BPSK modulation format needs up to
36% more spectrum compared to the most flexible scenario allowing all modulation
formats. Nevertheless, the most spectrally-efficient modulation formats (e.g., 64-
QAM) support significantly smaller transmission ranges, and additional regenerators
are needed for greater distances, increasing network cost and power consumption.
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For all performance metrics, as traffic increases in subsequent years, the gaps
between modulation format-related scenarios also increase; this means that as net-
work traffic increases, using all available modulation formats becomes increasingly
beneficial. More results, discussion and analysis regarding the problem of using dif-
ferent modulation formats in EONs with anycast and unicast flows can be found
in [44, 47].

3.7 Routing and Spectrum Allocation with Survivability
Constraints

EONs can be protected similarly to general connection-oriented networks. The two
basic protection methods used to provide survivability in EONs are: Dedicated
Path Protection (DDP) and Shared Backup Path Protection (SBBP), introduced in
Sect. 2.5. To recall, the key idea behind both approaches is to provide two failure
disjoint routing paths (working and backup). The main difference between DPP and
SBPP is that the SBPP method makes it possible to share optical spectrum resources
between backup paths of demands which do not fail at the same time due to a net-
work failure. Various issues related to the optimization of EONs protected with the
DPP approach including ILP formulations, algorithms and performance evaluation
are presented in [41, 42, 45, 48–50, 59, 82–86]. In turn, the SBPPmethod applied in
EONs is shown in [31, 33, 34, 39, 41, 42, 58, 82–84, 86–88]. Moreover, the p-cycle
technique for protecting EONs is examined in [37, 38, 83, 89, 90].

A new protection approach of bandwidth squeezing is developed in the context
of EONs. The working path provisions the full requested bit-rate, while the backup
path activated in the event of working path failure is used to protect (or recover) a
part of the requested bit-rate. This reduction in the bit-rate served after the failure is
coordinated with a class-based network control function which squeezes the traffic
outside the committed service profile without degrading the in-profile traffic. As a
consequence, the number of frequency slices which are actually recovered from a
failure on the backup path can be reduced compared to the spectrum consumed on
the working path. The main advantage of bandwidth squeezing in EONs is that there
are more opportunities to sustain the connectivity in the event of network failure
compared to fixed grid networks, where the granularity of bandwidth allocation is
fixed and thus both working and backup paths must use the same amount of spectrum
resources. Note that the bandwidth squeezing approach can be applied for various
protectionmethods includingDPP, SBPP and restoration [20, 34, 41, 42, 53, 91–93].

This section includes formulations of the RSA problem for both DPP and SBPP
scenarios, descriptions of heuristic algorithms and results of numerical experiments.
EON protection is only addressed in the context of unicast flows; however modifi-
cations required to tackle anycast and multicast flows are relatively straightforward.
Specific issues related to survivability of anycast flows in EONs can be found in [45,
85, 94].

http://dx.doi.org/10.1007/978-3-319-30309-3_2
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3.7.1 Formulations

The formulation is based on the link-path approach with channel-based spectrum
modeling; it is analogous to models (3.2.3) and (3.3.1). However, the notation is
modified slightly to address the DPP protection used in the model. More specifically,
for each demand d ∈ D, set Q(d) includes k pairs (p, q) of disjoint routing paths,
where p is a working path and q denotes the backup path. Accordingly, a new con-
stant βedq denotes whether link e belongs to backup path q realizing demand d in
a similar way to using δedp to define working paths. We use symbols C(d, p) and
C(d, q) to denote sets including candidate channels for working or backup paths,
respectively. The width of each candidate channel is calculated according to the
requested number of slices for demand d on path p (constant ndp). However, to
account for the bandwidth squeezing method, the number of slices required for the
backup path ndq can be lower than ndp and thus the channels included in set C(d, q)

are generated accordingly. Constants γdpcs and αdqcs define channels for working
path p or backup path q, respectively.

Since working and backup paths selected for demand d can allocate different
spectrum channels, two decision variables are required to model the routing and
spectrum allocation. As well as variable xdpc denoting the selection of working path p
and channel c for demand d, a new variable zdqc indicates which channel is allocated
for the backup path q. Note that for a particular demand, the selected working path
and backup path must belong to a single pair (p, q) included in set Q(d) to ensure
that working and backup paths are disjoint. To facilitate modeling of spectrum usage,
variableswes and bes denotewhether slice s on link e is allocated toworking or backup
path, respectively.

EON/U/RSA/DPP/Spectrum/Link-path/Channel-based

sets

E links
S slices
D demands (anycast and unicast)
Q(d) candidate pairs of link disjoint paths (p, q) for flows realizing demand d
C(d, p) candidate channels for demand d allocated on working path p
C(d, q) candidate channels for demand d allocated on backup path q

constants

δedp =1, if link e belongs to working path p realizing demand d; 0, otherwise
βedq =1, if link e belongs to backup path q realizing demand d; 0, otherwise
ndp requested number of slices for demand d on path p
γdpcs =1, if channel c associated with demand d on working path p uses slice s; 0,

otherwise
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αdqcs =1, if channel c associated with demand d on backup path q uses slice s; 0,
otherwise

variables

xdpc =1, if channel c on working path p is used to realize demand d; 0, otherwise
(binary)

zdqc =1, if channel c on backup path q is used to realize demand d; 0, otherwise
(binary)

wes =1, if slice s is occupied on link e for working flows; 0, otherwise (binary)
bes =1, if slice s is occupied on link e for backup flows; 0, otherwise (binary)
yes =1, if slice s is occupied on link e; 0, otherwise (binary)
ys =1, if slice s is occupied on any network link; 0, otherwise (binary)

objective

minimize F =
∑

s∈S

ys (3.7.1a)

constraints

∑

p∈Q(d)

∑

c∈C(d,p)

xdpc = 1, d ∈ D (3.7.1b)

∑

d∈D

∑

p∈Q(d)

∑

c∈C(d,p)

γdpcsδedpxdpc ≤ wes, e ∈ E, s ∈ S (3.7.1c)

∑

d∈D

∑

q∈Q(d)

∑

c∈C(d,p)

αdqcsβedqzdqc ≤ bes, e ∈ E, s ∈ S (3.7.1d)

wes + bes ≤ yes, e ∈ E, s ∈ S (3.7.1e)
∑

e∈E

yes ≤| E | ys, s ∈ S (3.7.1f)

∑

c∈C(d,p)

xdpc =
∑

c∈C(d,q)

ydqc, d ∈ D, (p, q) ∈ Q(d). (3.7.1g)

The objective of optimization (3.7.1a) is to minimize the number of allocated
slices. Equation (3.7.1b) ensures that for each demand d exactly one working path
and exactly one candidate channel are selected. To find the allocation of slices to
working paths and to meet the guarantee that a slice on a particular link can be
allocated to atmost one lightpath, constraint (3.7.1c) is added to themodel. Inequality
(3.7.1d) controls the allocation of slices to backup paths. Constraint (3.7.1e) ensures
that a slice on a particular link can be allocated to at most one lightpath considering
both working and backup paths. Inequality (3.7.1f) defines variable ys. The last
constraint (3.7.1g) ensures that to realize a particular demand with DPP protection
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both working and backup paths belong to the same pair of paths (p, q) from set Q(d).
Moreover, condition (3.7.1g) assigns different channels to working and backup paths
of a particular demand (different channel (DCh) approach). Note that if the same
channel (SCh) approach is used (i.e., the same spectrum channel is allocated on
both working and backup paths), constraint (3.7.1g) should be substituted with the
following constraint:

xdpc = ydqc, d ∈ D, (p, q) ∈ Q(d), c ∈ C(d, p). (3.7.1h)

The DPP method can be used in the context of single link failures and single node
failures. To guarantee single link failure protection, working and backup paths (p, q)

included in sets Q(d) must be link disjoint. In turn, to tackle single node failure
protection working and backup paths (p, q) must be calculated to be node disjoint.
Other types of failure can be addressed in a similar way.

The authors of [58] present an RSA problem with SBPP protection. The ILP
model is similar to the DPP model defined in (3.7.1). To address shared protection,
instead of bes a new variable begs is used to indicate whether slice s is occupied on
link e for restoration after link g failure. Next, constraints (3.7.1d) and (3.7.1e) are
replaced with the two following constraints:

∑

d∈D

∑

q∈Q(d)

∑

c∈C(d,p)

δgdpαdqcsβedqzdqc ≤ begs, e ∈ E, g ∈ E, e �= g, s ∈ S (3.7.2a)

wes + begs ≤ yes, e ∈ E, g ∈ E, e �= g, s ∈ S. (3.7.2b)

These modifications refer to the case of SBPP without stub release, assuming
that spectrum resources on the failure-affected paths are not used after a failure. The
opposite case known as stub release uses spare resources available after the failure
for backup connections. For a formulation of a model with the stub release scenario
see [58].

Belowwe present a short discussion onmodifying the RSA/DPPmodel defined in
(3.7.1) to enable optimization of anycast flows in EONs protected by DPP methods.
The unicast formulation shown above requires a single important change to include
anycast traffic. In the case of anycast upstream demands, set Q(d) should contain
pairs of disjoint paths from the client node to one of the DC nodes. In turn, for anycast
downstream demands, the pair of disjoint paths included in Q(d) should start at one
of the DC nodes and lead to the client node. Since each DC node provides the same
content or service, the working and backup paths of the same pair (p, q) of disjoint
paths can use different DC nodes, as discussed in Sect. 2.6. For more details on issues
related to survivability aspects of RSA with anycast flows refer to [45].

http://dx.doi.org/10.1007/978-3-319-30309-3_2
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3.7.2 Algorithms

In general, the RSA/DPP problem is similar to the classical RSA problem. Therefore,
the heuristic algorithms formulated in the context of RSA problems (see Sect. 3.3.2)
can be modified easily to address additional constraints following from the DPP
protection method. In this section, we present several heuristics formulated for the
RSA/DPP model defined in (3.7.1). The algorithms are designed to optimize unicast
flows; however, to obtain the versions with anycast flows, the modifications are
analogous to the construct of algorithms presented in Sect. 3.3.2 for the RSA problem
with joint anycast and unicast flows.

First Fit (FF) Algorithm

The FF/U/RSA/DPP method (Algorithm 3.13) is based on classical First Fit
(Algorithm 3.2). The key difference is that in order to address the DPP protection,
algorithm FF/U/RSA/DPP processes pairs of disjoint paths included in set Q(d) in
place of single candidate paths. Moreover, it is assumed that the paths and channels
vectors include twofields, refering toworking path and backuppaths respectively. For
instance, paths.w[d] denotes the working path selected for demand d and paths.b[d]
denotes the backup path selected for demand d. The FF/U/RSA/DPP algorithm allo-
cates the working path (lines 4–6) first, and next it finds the backup path (lines
7–9). The complexity of the FF/U/RSA/DPP algorithm is the same as in the basic
version of the FF method defined in Algorithm 3.2, i.e., O(|D| |C| |E|). Using the
FF/U/RSA/DPP algorithm, it is easy to modify other greedy heuristics such as the
LPF and MSF methods for the RSA problem with DPP protection or SBPP protec-
tion [50, 58, 59].

Algorithm 3.13 FF/U/RSA/DPP (First Fit for U/RSA/DPP problem)
Require: set of edges E, set unicast demands D, sets Q(d) with pairs (p, q) of disjoint paths for

each demand d ∈ D, candidate channels C(d, p) and C(d, q) for each demand d ∈ D and paths
(p, q) ∈ Q(d)

Ensure: routing and spectrum allocation for each demand d ∈ D included in vectors paths and
channels, value of objective function

1: procedure FF/U/RSA/DPP(D, Q(d), C(d, p), C(d, q))

2: for i := 1 to |D| do
3: d := Member(D, i)
4: paths.w[d] := Member(Q(d), 1)
5: channels.w[d] := FF_SA(C(d, paths.w[d]), paths.w[d])
6: Allocate_Demand(d, paths.w[d], channels.w[d])
7: paths.b[d] := Member(Q(d), 1)
8: channels.b[d] := FF_SA(C(d, paths.b[d]), paths.b[d])
9: Allocate_Demand(d, paths.b[d], channels.b[d])
10: end for
11: Find_Objective_Function(paths[], channels[])
12: end procedure
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Adaptive Frequency Assignment (AFA) Algorithm

Themodification of theAFA/AU/RSAmethod shown inAlgorithm 3.5 for RSA/DPP
needs additional insight. The AFA/U/RSA/DPPmethod described in Algorithm 3.14
processes demands in several separate loops according to the value nd (line 5).
Next, all demands included in sets D(n) (demands with the same value of nd)
are processed in one loop (lines 10–20) in decreasing order of nd . To select the
next demand for allocation, the algorithm analyzes all not established demands still
included in set D(n). Function FPCSpectrumDPP() called in line 14 is a mod-
ified version of function FPCSpectrum() presented in Algorithm 3.3. The mod-
ification is required to process pairs of paths (p, q) instead of single candidate
paths p. In fact, function FPCSpectrumDPP() finds the best pair of paths (p, q)

for demand d in terms of the spectrum usage defined as the maximum slice num-
ber required in the network to allocate pair of paths (p, q) for demand d. Next,
function Best_AllocationDPP(D(n), paths, channels) is called to determine the best
demand d� for the next allocation of bothworking and backup path from all not estab-
lished demands still included in setD(n) (line 17). As in the previous version of AFA,
a special collision metric is applied in the Best_AllocationDPP function if demands
return the same value of the spectrum usage. In particular, for each link e ∈ E
we define ce = ∑

d∈D(
∑

p∈Q(d)δedpnd + ∑
q∈Q(d) βedqnd). Metric ce is used to esti-

mate the number of slices which may be allocated to link e taking into account
all candidate pairs of working and backup paths for each demand. Next, we define
lp = ∑

e∈p ce and lq = ∑
e∈q ce as lengths of paths p and q calculated according to

metric ce. Finally, metric ld = 1
|(Q(d)|

∑
(p,q)∈Q(d)(lp + lq) denotes the collision metric

of demand d. Note that ld is defined as the average length of candidate pairs of paths
for demand d in terms of metric ce. The complexity of algorithm AFA/U/RSA/DPP
is the same as that reported for the AFAmethod described in Algorithm 3.5, namely,
O(|D|2 |P| |C| |E|).

For further information on the DPP version of AFA, see [50, 59]. In turn, the AFA
algorithm in the context of the SBPP protection is presented and evaluated in [58].

Tabu Search Algorithm

A Tabu Search (TS) algorithm for the U/RSA/DPP problem with DPP protection
(referred to as TS/U/RSA/DPP) is similar to the TS/AU/RSA method proposed for
the AU/RSA problem and described in Algorithm 3.9 [59]. The TS/U/RSA/DPP
method uses a solution representation similar to that defined in (3.3.5), i.e., the
solution is encoded by a demand allocation order (demands are allocated one-by-
one according to this order) and a pair of routing paths (working and backup) for
each demand. To evaluate a particular solution, a method similar to Algorithm 3.7
is used with a minor adjustment considering pairs of paths in place of single routing
paths. Just as TS/AU/RSA, the TS/U/RSA/DPPmethod needs a starting solution and
any heuristic method discussed above can be used for this purpose.

Consistent with the solution representation, TS/U/RSA/DPP uses two types of
move operations: demand order swap and pair of paths swap. The former is the
same as in the TS/AU/RSA method and involves swapping two randomly chosen
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Algorithm 3.14 AFA/U/RSA/DPP (Adaptive Frequency Assignment for
U/RSA/DPP problem)
Require: set of edges E, set unicast demands D, sets Q(d) with pairs (p, q) of disjoint paths for

each demand d ∈ D, candidate channels C(d, p) and C(d, q) for each demand d ∈ D and paths
(p, q) ∈ Q(d)

Ensure: routing and spectrum allocation for each demand d ∈ D included in vectors paths and
channels, value of objective function

Ensure: routing and spectrum allocation for each demand d ∈ D included in vectors path and
channel, value of objective function

1: procedure AFA/U/RSA/DPP(D, Q(d), C(d, p), C(d, q))

2: nmax := 0
3: for i := 1 to |D| do
4: d := Member(D, i)
5: nd := min

p∈Q(d)
{ndp}

6: D(nd) := D(nd) ∪ {d}
7: if nd > nmax then nmax := nd
8: end for
9: for n := nmax to 1 do
10: while D(n) �= ∅ do
11: for i := 1 to |D(n)| do
12: d := Member(D, i)
13: if Established(d) = FALSE then
14: {paths.w[d], channels.w[d]} := FPCSpectrumDPP(Q(d), C(d, p))

15: end if
16: end for
17: d� := Best_AllocationDPP(D(n), paths, channels)
18: Allocate_Demand(d�, paths.w[d�], channels.w[d�])
19: Allocate_Demand(d�, paths.b[d�], channels.b[d�])
20: end while
21: end for
22: Find_Objective_Function(paths[], channels[])
23: end procedure

demands, changing the demand ordering used in the allocation process. The latter
is analogous to the path swap operation of TS/AU/RSA; however, here a pair of
paths is changed for a particular demand. Using these modifications, the pseudocode
shown in Algorithm 3.9 can be adapted to obtain the TS/U/RSA/DPP algorithm. A
more comprehensive treatment of the TS algorithm for the RSA problem with DPP
protection is given in [59].

3.7.3 Numerical Results

This section presents numerical results performed to evaluate algorithms proposed
for the U/RSA/DPP problem formulated in (3.7.1), and examines the performance
of the DPP and SBPP protection methods in EONs.
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Table 3.19 Comparison of optimization algorithms for the RSA problem with DPP protection
for the INT9 network—average optimality gap, lengths of 95% confidence intervals and average
execution time

Scenario CPLEX FF MSF LSF AFA TS

Average optimality gap

SC – 11% 3.98% 7.67% 2.83% 0.32%

DC – 10.1% 4.90% 7.94% 3.69% 1.08%

Lengths of 95% confidence intervals

SC – 2.06% 1.27% 1.83% 1.09% 0.26%

DC – 1.81% 1.38% 1.96% 1.29% 0.69%

Average execution time in seconds

SC 22.6 <0.002 <0.002 <0.002 <0.002 2.1

DC 9.4 <0.002 <0.002 <0.002 <0.002 2.1

Simulation Setup

We examined three topologies: INT9 (Fig.A.1, TableA.1), NSF15 (Fig.A.4,
TableA.3) and UBN24 (Fig.A.6, TableA.5). Optimal results were obtained with the
ILP model implemented in the CPLEX solver [62]. The evaluation was performed
on an Intel i5 3.3GHz 16GB computer. For the INT9 network, the number of slices
available in the network was |S| = 48, while for larger networks |S| = 1500, which
is sufficiently large to allocate all demands. Candidate pairs of working and backup
paths were generated as link disjoint to protect the network against a single link fail-
ure. Pairs of paths were calculated as shortest paths, taking into account the overall
length of both paths assuming |Q(d)| = 2, 3, 5, 10, 30. The spectrum requested for
each demand was generated at random using a uniform distribution. For the INT9
topology, setD included 15 demands, while for larger networks |D| = 210 forNSF15
and |D| = 552 for UBN24. If not stated otherwise, the results are averaged over 100
randomly generated demand sets [50, 59].

Comparison of Algorithms

We compared the FF, LPF, MSF, AFA and TS algorithms. For a detailed informa-
tion on tuning of TS method see [59]. Table3.19 presents performance results of
heuristic algorithms in comparison to optimal results yielded by the CPLEX solver
for the INT9 network. In the experiments, the number of pairs of paths is k = 2.
Since the CPLEX solver reached optimality in a 2h period for just 88 out of 150
cases, the results were averaged over these 88 demand sets. We can see that the TS
method outperforms other heuristics and it achieves near-optimal solutions in the
examined cases. The computation time of FF, LSF, MSF and AFA is below 2 ms on
average. The TS method requires a considerably shorter execution time compared to
CPLEX [50, 59].

Table3.20 shows the performance of heuristic methods for larger networks
NSF15 and UBN24 with the number of candidate pairs of disjoint paths equal to
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Table 3.20 Comparison of optimization algorithms for the RSA problem with DPP protection for
the NSF15 and UBN24 networks—average gap to minimum obtained result

k FF (%) MSF (%) LSF (%) AFA (%) TS/SRT (%) TS/AFA (%)

NSF15 network

2 19.1 12.4 6.3 3.0 1.2 0.0

3 21.9 11.8 6.2 2.7 1.3 0.0

5 22.5 12.5 6.9 3.4 1.6 0.0

10 28.8 8.6 4.1 0.6 2.6 0.1

30 31.8 11.0 3.7 0.1 4.1 0.0

UBN24 network

2 17.3 5.5 3.8 0.6 1.7 0.0

3 24.7 5.8 5.2 0.4 5.4 0.0

5 32.1 7.1 7.9 0.7 10.2 0.0

10 38.2 8.2 9.2 1.0 10.2 0.0

30 39.1 4.5 2.8 0.6 6.6 0.0

k = 2, 3, 5, 10, 30. We report results of two versions of the TS method. The TS
algorithms differ in terms of the method applied to obtain the initial solution, i.e.,
TS/SRT andTS/AFAdenote TSmethodswhich use the output of SRT andAFAas the
initial solution, respectively. The SRT method is a simple greedy method described
in [59]. The reason for using two versions of the TS method was to examine the
influence of the initial solution on the performance of TS. Note that the considered
problem instances were too large to obtain optimal results using the CPLEX solver.
To compare the algorithms, we used the following procedure. First, every heuris-
tic was executed for every unique test scenario. Next, we found the best algorithm
result. Finally, we calculated the percentage gap to theminimum (best) result for each
algorithm. 100 unique demand sets were tested for each case (topology, number of
candidate pairs of paths).

We can see that the TS/AFA algorithm outperforms all other methods since the
average gap to the best obtained result is almost always 0%. More detailed analysis
of the results shows that the TS/AFA yields the best result in 985 of 1000 tested
cases reported in Table3.20. In contrast, the TS/SRT performance is significantly
worse compared to TS/AFA, and the gap between the methods increases as the
candidate pairs of paths increase. This confirms that the quality of the initial solution
is significant for the performance of the TS method. The second best method is
AFA, which means that TS/AFA can improve the solution provided by AFA for all
tested cases. It should be noted that the gap between AFA and TS/AFA decreases
as the number of candidate pairs of paths increases. These results indicate that the
TS method experiences scalability problems when the solution space (i.e., number
of candidate pairs of paths) increases. In terms of execution time, simple greedy
methods FF, MSF and LPF need less than 1s. In turn, AFA requires up to 15s, while
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the TS method consumes up to 500s. In general, the execution time of each tested
method increases with the network size and the number of candidate pairs of paths.

More discussion on the results related to DPP protection can be found in [50, 59],
while [58] includes a comparison of various heuristic methods applied to the RSA
problem with SBPP protection.

Performance of DPP and SBPP

The next goal was to compare two protection scenarios DPP and SBPP against results
obtained for the no protection case, i.e., only working paths were established in the
network and there were no backup paths. Figures3.17 and 3.18 present the average
number of slices required for each scenarios with different numbers of candidate
pairs of paths. The results for the DPP method are yielded by the TS/AFA method,
while the results for SBPP and no protection are provided by the AFA method. The
results are averaged over 100 different demand sets.

For the most interesting case with k = 30, the additional spectrum (slices) needed
in the network to provide the SBPP protection is 53 and 52% for the NSF15 and
UBN24 networks, respectively. In the case of the DPP protection, the corresponding
numbers are 120 and 108%. Differences observed between the networks are mainly

Fig. 3.17 DPP and SBPP versus the no protection scenario for the NSF15 network and different
number of candidate pairs of paths

Fig. 3.18 DPP and SBPP versus the no protection scenario for the UBN24 network and different
number of candidate pairs of paths
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due to the fact that the NSF15 topology is more sparse (average node degree is 3.07)
compared to the UBN24 topology (average node degree is 3.58). Consequently, in
the case of NSF15, the backup paths are on average longer compared to working
paths and consume more spectrum resources in the network. For the SBPP scenario,
the gap between the networks is smaller, since the ability to share the backup capacity
considerably reduces the influence of longer backup paths.

Another interesting observation concerning Figs. 3.17 and 3.18 refers to the influ-
ence of the number of candidate pairs of paths. As the number of candidate pairs
of paths increases, the required number of slices decreases for both networks all
analyzed scenarios. The greatest improvement between k = 2 and k = 30 is seen
for the no protection case (approx. 37% for both networks). In the case of the SBPP
approach, the gap between k = 2 and k = 30 is 30 and 34% for the NSF15
and UBN24 networks, respectively. Finally, for the DPP approach the improvement
between k = 2 and k = 30 is 16 and 26% for NSF15 and UBN24, respectively.
Again, variations in results obtained for both networks follow from their topological
properties. The main conclusion of the results is that when solving the RSA problem
in EONS, it is worth having a large set of candidate paths, since it has a great impact
on spectrum usage. Additional results are presented in [50, 58, 59].
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Chapter 4
Overlay Networks

In this chapter, we concentrate on the optimization of overlay networks. Firstly,
we define the concept of overlay networks. Next, we formulate several optimiza-
tion problems related to overlay networks and fundamental in the context of cloud
computing and content-oriented services as ILP models. Additionally, we explain
various solutions for selected optimization problems, as well as presenting results of
numerical experiments.

4.1 Introduction

Computer and communication networks—including the Internet andwireless 3G and
4G networks—have been rapidly developing in recent years. In consequence, many
new challenges and difficulties have appeared in the technical and business domains;
they include the vast diversity of new network services, the need for cooperation
between many domains using various physical technologies, growing numbers of
Internet users, increasing traffic volumes, high competition between ICT companies,
demand for very low times to market for new applications, security and reliability
requirements, etc. In many cases, classical networking solutions based on TCP/IP
protocols are insufficient for the fast and cost-effective deployment of new services
demanded by the market. As such, the concept of overlay networks has been gaining
increasing attention since the turn of the century [1–7].

An overlay network is built on top of an existing underlying network, which is
responsible for supplying basic networking functions such as routing and forwarding
to provide connectivity between overlay nodes. The majority of overlay networks
are built in the application layer on top of the TCP/IP layers. Note that the overlay
nodes are connected to each other via logical (overlay) links spanning many physical
links of the underlying networks using various technologies and protocols. The key
benefit of the overlay approach is that limitations of the underlay can be overcome
directly in the overlay layer, since overlay systems are flexible and able to implement
a range of networking approaches. It should be stressed that since overlay services are
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used based on the default, point-to-point connectivity provided by underlying layers,
there is no need to cooperate with parties responsible for the underlying networks
when a new overlay service is issued or an existing overlay service is modernized.
In fact, overlays do not require or cause any changes to the underlying network.
For instance, any failure identified in the overlay system can be fixed by the overlay
network itself, i.e., the overlay routing is changed in order to omit the broken elements
of the network [7].

The concept of overlay networks can be classified as a network virtualization
technique which decouples the roles of the traditional Internet Service Providers
(ISPs) into two independent entities: infrastructure providers (InPs) responsible for
the physical infrastructure, and service providers (SPs) creating virtual networks
(VNs) by aggregating resources frommultiple InPs and offering end-to-end services.
As well as overlay networks, examples of network virtualization solutions are Virtual
Private Networks (VPNs) and Virtual Local Area Networks [1, 2, 7, 8].

An interesting example of overlay networks are Peer-to-Peer (P2P) systems.
According to statistics, in the mid-2000s, BitTorrent and other P2P systems gen-
erated more than 50% of consumer Internet traffic [2, 5–7, 9]. P2P systems assume
that each node (peer) represents both a server (producer providing data to other
nodes) and a client (consumer receiving data from other nodes). Therefore, a node
of the P2P system can be referred to as a servent, combining of the first part of the
word server and the second part of the word client. P2P systems can be classified as
unstructured and structured. In unstructured systems, data is stored without any spe-
cific structure, while structured P2P systems use the concept of a Distributed Hash
Tables (DHTs) which provide a special structure of data distributed among many
peers. Unstructured P2P systems can be divided into centralized P2P, pure P2P and
hybrid P2P. Centralized P2P systems (e.g., Napster) use a central server storing infor-
mation (e.g., IP addresses) about the location of content at particular peers. Pure P2P
systems do not use centrals server and they depend on flooding information on the
desired content over the network (e.g., Gnutella 0.4 and Freenet). Finally, hybrid P2P
systems employ a hierarchy of superpeers, i.e., servers which keep information on
content location (e.g., Gnutella 0.6) [2, 3, 5–7].

A popular example of a P2P-based file distribution system is the BitTorrent proto-
col [2, 5, 7, 10]. Files distributed in the BitTorrent system are divided into pieces of a
fixed size (blocks), typically between 64 KB and 4MB each. BitTorrent is based on a
centralized service known as tracker which stores information on which nodes have
particular blocks. A peer v wishing to download a file receives a random list of nodes
which have the requested file. Next, node v requests pieces of the file contacting the
peers included in the list. When peer v downloads some of the pieces, it can upload
them to other peers. Since the goal of the BitTorrent system is to provide effective file
sharing, peers are encouraged to not only download files, but also to upload, which
is achieved by a tit-for-tat strategy.

Another example using the idea of overlay networks are Content Delivery Net-
works (CDNs) which cache content and enable its distribution on a massive scale.
The highest volume of content provided in CDNs is video [11]. Video streaming in
lower networking layers using multicast transmission poses many challenges due to
technical and business limitations. For instance, to implement multicast transmission
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in the optical or network layer, the corresponding hardware (switches, routers, etc.)
must be equipped with additional capabilities. In some cases, the absence of this
functionality limits multicasting. Secondly, multicast addressing schemes in lower
layers constrain scalability, and multicast use is usually reduced to a single service
provider. Moreover, there questions remain regarding security management, flow
control, congestion control and different system configurations depending on the
ISPs. Finally, the absence of a business model supporting inter-ISPs multicasting
usually limits IP multicast solutions to a single ISP. A cost-effective, flexible and
scalable alternative to video streaming in lower networking layers is the basis of
overlay multicasting. Overlay multicasting, also known as application layer multi-
casting or P2P multicasting, uses a multicast tree consisting of overlay nodes (end
hosts). The links of the tree are overlay links between overlay nodes. In contrast to
multicasting in lower layers, the uploading (non-leaf) node in the tree is not a router
or switch but an overlay node which is also a normal end host (receiver). Overlay
multicasting can be used to deliver a wide range of data including elastic content
(e.g., data files) and streaming content with specific bit rate requirements (e.g., media
streaming) [2, 5, 7, 12–20].

In addition, overlay networks are used in the context of distributed computing sys-
tems. These types of systems are widely applied in academic and business domains
to compute tasks requiring vast processing power not available on a single machine.
Distributed computing systems can be classified as grid computing systems and
P2P computing systems. Note that a grid is established by organizations and insti-
tutions, and contains a number of specialized machines (servers) connected by a
high-capacity computer network. A dedicated network can be used, or the elements
of the grid systems are simply connected by an overlay network to provide the
connectivity. Building the grid system is a sophisticated task regarding in techni-
cal and financial aspects [21–23]. In contrast, P2P computing systems, also known
as public-resource computing systems or global computing systems, are built using
many private machines which are most frequently home computers (PCs or Macs) or
even gaming consoles. Users wishing to participate in a P2P computing system sim-
ply install special software and register with a selected computing project. The users
then receive data chunks to be processed and send back the results. P2P computing
systems are based on overlay networks such as the Internet, i.e., participating nodes
are connected to the system with regular access links. A popular P2P computing
project is SETI@home, which searches for extra-terrestrial intelligence [5, 24–27].

For a comprehensive survey on various aspects related to overlay networks refer
to [2, 3, 5–7].

4.2 Network Design for Overlay Multicasting

This section presents a network design problem related to overlay multicasting [28,
29]. The goal is to optimize multicast flows and select access link capacity of overlay
nodes in order tominimize network cost and satisfy the requirement that each network
node receives the information requested.
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4.2.1 Formulations

Our overlay network is modeled on an analysis of real overlay systems and previous
research on the subject. The network is defined by a set of nodes V connected to the
overlay system by access links. The overlay system is based on a single substrate
network (e.g., the Internet) and overlay nodes communicate directly with each other
within a full mesh topology. The models can be modified to address the construction
of an overlay network over multiple substrate networks. It is assumed that capacity
constraints are checked for access links only, since the node capacity constraint is
typically sufficient in overlay networks. More precisely, each node is connected to
the overlay network with an access link with a limited capacity, while the underlying
core network is considered as overprovisioned and thus the only bottlenecks are
access links [30–36]. For each node v ∈ V , set K (v) includes candidate access
links to be selected. Each link k ∈ K (v) is described by download capacity dvk ,
upload capacity uvk and cost ξvk . Note that cost ξvk can be interpreted in various
ways, e.g., leasing cost per month, deployment cost, and power consumption cost.
In turn, link capacity is defined separately for downstream and upstream directions,
since in overlay systems users (nodes) can use asymmetric access links. As well
as participating in overlay multicasting, overlay nodes usually also participate in
other network services and resources. Constants av and bv denote the download and
upload background traffic for each node v ∈ V , respectively. Background trafficmust
be taken into account when the capacity constraints are checked. The optimization
goal is to select every node type of an access link (binary variable yvk) in order to
provision overlay multicasting with background traffic and to minimize the network
cost defined as the cost of all access links used.

The overlay network is used to deliver streaming data from a root node to receivers
using overlay multicasting. To improve performance of the system, data is divided
into several streams and each stream is sent using a separate multicast tree. Conse-
quently, each node downloads portions of the multicast stream via different routes
(trees). This approach provides several benefits. Firstly, the upload capacity of nodes
can be used more efficiently, since multiple substreams have a lower granularity of
bit-rate than single streams carrying all the data. Secondly, when only one streaming
tree is used many nodes act as downloaders only and do not contribute to increasing
the upload capacity. The system’s fairness can be improved, i.e., each participant in
the system uploads a similar volume of data as it receives. Finally, using multiple
streaming trees improves system resilience [37–39] (for more details see Sect. 4.3).
It should be noted that special coding solutions have been developed for multiple
streaming tree transmissions [5, 30, 40–42]. Let T denote a set including all trees
(streams), and for each tree constant ht denotes the bit-rate assigned to a particular
tree. All trees use the same root (streaming node). Various modeling approaches can
be used to construct the trees. Below we present two models which use multicast
flow formulation and multicast level formulation (for more information on modeling
of multicast flows refer to Sect. 1.2.3).

We also consider hop-constrained multicasting, i.e., there is an upper limit on the
number of hops on a path between the root node and any receiver [43]. The main

http://dx.doi.org/10.1007/978-3-319-30309-3_1
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reason for this is to improve the QoS parameters of overlay multicasting including
network reliability and transmission delay. Note that the hop limit indicates an upper
limit on the number of levels of the multicast tree. For more details on levels in
multicasting refer to Sect. 1.2.3.

Flow Formulation

The first model uses the flow formulation of multicast flows. Since we consider an
overlay network, the basic formulation presented in Sect. 1.2.3, must be modified
slightly. Since overall links are defined as pairs of nodes (v, w), the variable denoting
whether a path from the root node to receiver r in tree t using link (v, w) is defined
as xvwtr . Similarly, let xvwt denote whether overlay link (v, w) is included in tree t .

OVR/M/ND/Cost/Flow
sets

V nodes (peers)
K (v) access link types for node v
L levels
T trees
R(t) receivers of tree t

constants

av download background traffic of node v (kb/s)
bv upload background traffic of node v (kb/s)
dvk download capacity of access link type k for node v (kb/s)
uvk upload capacity of access link type k for node v (kb/s)
ξvk cost of access link type k for node v
s streaming node (tree root)
ht streaming rate of tree t (kb/s)

variables

xvwtr =1, if in tree t the streaming path from the root to receiver r includes an
overlay link from node v to node w (no other overlay nodes in between); 0,
otherwise (binary)

xvwt =1, if overlay link from node v to node w (no other overlay nodes in between)
is included in tree t ; 0, otherwise (binary)

yvk =1, if node v is connected to the overlay network by an access link type k; 0,
otherwise (binary)

objective

minimize F =
∑

v∈V

∑

k∈K (v)

ξvk yvk (4.2.1a)

http://dx.doi.org/10.1007/978-3-319-30309-3_1
http://dx.doi.org/10.1007/978-3-319-30309-3_1
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constraints

∑

v∈V

xvwtr −
∑

v∈V

xwvtr =
⎧
⎨

⎩

+1 if v = r
−1 if v = s,
0 otherwise

w ∈ V, t ∈ T, r ∈ R(t) (4.2.1b)

xvwtr ≤ xvwt , v ∈ V, w ∈ V, t ∈ T, r ∈ R(t) (4.2.1c)
∑

k∈K (v)

yvk = 1, v ∈ V (4.2.1d)

av +
∑

t∈T

ht ≤
∑

k∈K (v)

yvkdvk, v ∈ V \{s} (4.2.1e)

bv +
∑

w∈V

∑

t∈T

xvwt ht ≤
∑

k∈K (v)

yvkuvk, v ∈ V (4.2.1f)

∑

v∈V

∑

w∈V

xvwtr ≤ |L|, t ∈ T, r ∈ R(t). (4.2.1g)

The objective function (4.2.1a) is the cost of access links of the overlay mul-
ticasting network. Equation (4.2.1b) using the node-link formulation ensures that
in every tree t ∈ T , a unicast path is established from the root node s to each
receiver r ∈ R(t). Inequality (4.2.1c) defines variables xvwt which create multicast
trees. Equality (4.2.1d) is in the model to guarantee that exactly one access link
is selected for every overlay node. Conditions (4.2.1e) and (4.2.1f) are download
and upload capacity constraints, respectively. The left-hand side of both inequali-
ties represents the overall flow including background traffic and multicasting traffic
downloaded and uploaded by an overlay node, respectively. In the case of the down-
load capacity, the flow delivered to the node does not depend on the configuration
of multicast trees, since every node v ∈ V \{s} downloads bit-rates of all trees and
the background traffic. The right-hand side of both constraints denotes the download
and upload capacity assigned to a particular node, respectively. The model includes
capacity constraints formulated for access links only, since the underlying network
is assumed to be overprovisioned. However, the formulation can be modified easily
to account for capacity bottlenecks between overlay nodes as shown in [20]. Finally,
constraint (4.2.1g) defines the upper limit on the number of levels (hops) in the path
from the root to every receiving node.

Level Formulation

The secondmodel uses the level formulation tomodelmulticast flows. Since,multiple
trees are established in the network, the flow variable is xvwtl denotes whether there
is a link from node v to node w (no other overlay nodes in between) in multicast
tree t and node v is located on level l.
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OVR/M/ND/Cost/Level
variables (additional)

xvwtl =1, if there is a link from node v to nodew (no other overlay nodes in between)
in multicast tree t and node v is located on level l; 0, otherwise (binary)

objective

minimize F =
∑

v∈V

∑

k∈K (v)

ξvk yvk (4.2.2a)

constraints

∑

v∈V

∑

l∈L

xvstl = 0, t ∈ T (4.2.2b)

∑

v∈V

∑

l∈L

xvrtl = 1, t ∈ T, r ∈ R(t) (4.2.2c)

∑

w∈V

xvwt1 = 0, v ∈ W\{s}, t ∈ T (4.2.2d)

xvwtl ≤
∑

u∈V

xuv(l−1)t , v ∈ V, w ∈ V, t ∈ T, l ∈ L\{1} (4.2.2e)

∑

k∈K (v)

yvk = 1, v ∈ V (4.2.2f)

av +
∑

t∈T

ht ≤
∑

k∈K (v)

yvkdvk, v ∈ V \{s} (4.2.2g)

bv +
∑

w∈V

∑

t∈T

∑

l∈L

xvwtlht ≤
∑

k∈K (v)

yvkuvk, v ∈ V . (4.2.2h)

The objective function is formulated in the same way as in the flow model. New
constraints follow directly from the level modeling. To recall, equality (4.2.2b)
ensures that root node s cannot download multicast flows. Next equality (4.2.2c)
guarantees that for every tree t ∈ T every receiving node r ∈ R(t) is connected to
the tree. Condition (4.2.2d) is in the model to ensure that only root node s can be
a parent node on level l=1. Inequality (4.2.2e) expresses the requirement for every
tree t ∈ T that node v cannot upload multicast flows to any other node w on level l
if node v is not located on level l − 1 of the multicast tree. Equality (4.2.2g) ensures
that only one access link type is selected for every node. Conditions (4.2.2g) and
(4.2.2h) define download and upload access link capacity constraints, respectively.



202 4 Overlay Networks

4.2.2 Algorithms

The OVR/M/ND problem formulated in previous section isN P-complete, since it
can be reduced to the Hop-Constrained Minimum Spanning Tree Problem shown to
be N P-complete in [44]. Heuristic algorithms are needed to enable solving large
problem instances. The three algorithms described below are the greedymethod [29],
Lagrangian relaxation [28], and the evolutionary algorithm [45]. Note that the algo-
rithms are created in the context of the level formulation given by (4.2.2).

Greedy Algorithm

Algorithm 4.1 shows a greedy method of solving the OVR/M/ND problem [29]. The
algorithm constructs multicast trees by adding new nodes to the trees one-by-one and
increasing network link capacity if required. It is assumed that sets X and Y include
variables xvwtl and yvk equal to 1. In other words, sets X and Y are used to represent
the solution of the problem. Let h = ∑

t∈T ht denote the overall streaming rate of all
trees included in set T . We can assume that for every node v ∈ V , set K (v) includes
access link types sorted according to increasing values of the cost.

The algorithm starts by initializing all variables xvwtl and yvk (line 2–8). More
specifically, set X is left empty while access link types included in set Y are selected
as follows. Firstly, for the root node s the link capacity is selected as the cheapest
option ensuring the upload capacity is not lower than the background traffic bs plus
the streaming rate of all trees h (lines 3–4). Secondly, for every remaining node v ∈
V \{s}, the access link is chosen as the most cost effective option downloading the
required traffic including background traffic av and the overall streaming rate h.

The next operation ensures that for every tree t ∈ T there is at least one connection
from the root node s to another node (lines 9–16). Two sets are created for this
purpose; set A includes all trees sorted in decreasing order of streaming rate ht , and
set B contains all nodes excluding the root node sorted in decreasing order of the
residual upload capacity (lines 9–10). The first node from set B is assigned one-by-
one to the first tree included in set A, and so on until at least one node is connected
to the root for every tree t ∈ T .

Next, the main loop of the algorithm is executed (lines 18–36) in order to con-
struct all multicast trees. Function Find_Best_Allocation(X, Y, l) returns the best
configuration (i.e., tree t , parent node v and children node w) for the next allocation
on level l. Using the current state of the problem encoded in sets X and Y, the follow-
ing procedure is executed. Tree t enabling at least one new transfer and the lowest
number of nodes connected to the tree is selected first. Next, parent node v is chosen
with enough residual upload capacity, located on level l in tree t . If more than one
feasible parent node exists, the algorithm selects the node with the highest value of
residual upload capacity. Finally, child node w which is not connected to tree t is
calculated. If there is more than one feasible child node, the node residual upload
capacity is again used as the criterion. If the transfer on level l is impossible due to
limited resources of link capacity, the level is incremented (line 23). Two options
arise if all levels are already analyzed (l > |L|). Firstly, the transfer is completed, i.e.,
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Algorithm 4.1 GA/OVR/M/ND (Greedy Algorithm for Overlay Network Design
with Multicast Flows)
Require: set of overlay nodes V , sets of candidate access links K (v), set of streaming trees T
Ensure: selection of access links and overlay multicast routing denoted by solutions X and Y ,

value of objective function
1: procedure G A/OV R/M/N D(V, K (v), T )

2: X := ∅, Y := ∅
3: k := min {i ∈ K (s) : usi ≥ bs + h}
4: Y := Y ∪ {ysk}
5: for v ∈ V \{s} do
6: k := min {i ∈ K (v) : dvi ≥ av + h}
7: Y := Y ∪ {yvk}
8: end for
9: A := Sort_T rees_Dec_Rate(T )

10: B := Sort_Nodes_Dec_Residual(V \{s})
11: i := 1
12: for t ∈ A do
13: w := Member(B, i)
14: X := X ∪ {xswt1}
15: i := i + 1
16: end for
17: l := 1, test := 0
18: repeat
19: repeat
20: (v, w, t) := Find_Best_Allocation(X, Y, l)
21: X := X ∪ {xvwtl }
22: until I s_Possible_T rans f er(X, Y, l) = T RU E
23: l := l + 1
24: if l > |L| then
25: if I s_Completed(X, Y ) = T RU E then
26: test := 1
27: else
28: if I s_Possible_U pdate(X, Y ) = T RU E then
29: Y := U pdate_Capacity(X, Y )

30: l := 1
31: else
32: return (F AL SE, NU L L , NU L L)

33: end if
34: end if
35: end if
36: until test < 1
37: return (T RU E, X, Y )

38: end procedure
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all nodes are connected to every tree. Then, the algorithm stops and returns a feasible
solution (line 26). Otherwise, the algorithm tries to update the link capacities and
continue the construction of trees starting from the first level (lines 29–30). However,
if the update of access link capacity is impossible, the algorithm returns information
that it cannot find a feasible solution (line 32). Function U pdate_Capacity(X, Y )

updates the capacity of a single node. As such, we examine all nodes for which the
capacity can be increased. If more than one such node exist, an additional criterion is
applied. Accordingly, different combinations of the following two metrics are used:
node average level considering all trees, and relative cost of upload capacity increase
given by the formula (uv(k+1) − uvk)/(ξv(k+1) − ξvk).

The maximum complexity of algorithm GA/OVR/M/ND is O(|V |3 |T | |L| |K |),
where |V | denotes the number of nodes, |T | is the number of trees, |L| denotes the
number of levels and |K | is the number of candidate access links per node. Note that
the maximum complexity of function U pdate_Capacity(X, Y ) is O(|V | |K |). It
is clear that in the worst case, this function can be called for every combination of
parent node, child node, level and tree.

Lagrangian Relaxation

The next algorithm is based on the Lagrangian relaxation (LR) approach com-
bined with the subgradient optimization approach [28]. More general information
on this method can be found in Sect. 2.2.2. In order to formulate a dual prob-
lem to model (4.2.2a)–(4.2.2h), constraint (4.2.2h) is relaxed using vector λ =
(λ1, λ2, . . . , λ|V |) of positive Lagrangian multipliers λv for each node V ∈ V . Con-
sequently, the following Lagrangian relaxation of problem OVR/M/ND/Cost/Level
is formulated.

OVR/M/ND/Cost/Level/LR
objective

minimize ϕ(λ) =
∑

v∈V

∑

k∈K (v)

yvk(ξvk − λvuvk) +
∑

v∈V

λvbv

+
∑

v∈V

∑

w∈W

∑

l∈L

∑

t∈T

λvxvwtlht (4.2.3a)

constraints (4.2.2b)–(4.2.2g)
Problem (4.2.3) can be broken down into two subproblems. The first subproblem

includes variables yvk only and is stated as follows.

OVR/M/ND/Cost/Level/LR1
objective

minimize ϕ1(λ) =
∑

v∈V

∑

k∈K (v)

yvk(ξvk − λvuvk) (4.2.4a)

http://dx.doi.org/10.1007/978-3-319-30309-3_2
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constraints

∑

k∈K (v)

yvk = 1, v ∈ V (4.2.4b)

av +
∑

t∈T

ht ≤
∑

k∈K (v)

yvkdvk, v ∈ V \{s}. (4.2.4c)

Model (4.2.4) can be broken down into |V | subproblems, one for each node v ∈ V .
Since the number of access link types k ∈ K (v) is relatively low, problem (4.2.4)
can be solved for each separate node v by an inspecting all possible values of k. The
procedure is very simple: assuming that access link types are sorted according to
increasing values of cost, the inspection starts with k = 1 and it is continued for
subsequent values of k (link types) until constraint (4.2.4c) is satisfied.

The second subproblem of (4.2.3) contains variables xvwtl only and is formulated
as follows.

OVR/M/ND/Cost/Level/LR2
objective

minimize ϕ2(λ) =
∑

v∈V

∑

w∈W

∑

l∈L

∑

t∈T

λvxvwtlht (4.2.5a)

constraints
∑

v∈V

∑

l∈L

xvstl = 0, t ∈ T (4.2.5b)

∑

v∈V

∑

l∈L

xvrtl = 1, t ∈ T, r ∈ R(t) (4.2.5c)

∑

w∈V

xvwt1 = 0, v ∈ W\{s}, t ∈ T (4.2.5d)

xvwtl ≤
∑

u∈V

xuv(l−1)t , v ∈ V, w ∈ V, t ∈ T, l ∈ L\{1}. (4.2.5e)

Problem (4.2.5) can be broken down with respect to t into |T | subproblems, i.e.,
one problem for every t ∈ T . The solution of this problem is relatively straight-
forward. The key observation is that according to the formulation of the objective
function (4.2.5a), λv represents the cost of using node v as the parent node in the
multicast tree. Therefore, the solution procedure finds node v with the lowest value
of λv and assigns all other nodes directly to this node. If the cheapest node is the
root node s, then all other nodes are connected to the root. Otherwise, the cheapest
node v is first connected to the root node, followed by assigning all other nodes to
v. The solution leads to a situation where the cheapest node v is the parent node of
all other peers except the root node and itself. Because the upload capacity of every
node in the network is limited by the maximum capacity of access link types, in
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most cases the solution does not uphold the upload capacity constraint (4.2.2h) of
the primal problem. Therefore, an additional upload capacity constraint on upload
flow is added to problem (4.2.5). Let umax

v denote the maximum upload capacity
which can be selected for node v according to access link types included in set K (v).
The additional constraint is formulated as follows:

bv +
∑

w∈V

∑

t∈T

∑

l∈L

xvwtlht ≤ umax
v , v ∈ V . (4.2.5f)

Since problem (4.2.5a)–(4.2.5f) is N P-complete (like the Hop-Constrained
Minimum Spanning Tree Problem problem [44]), Algorithm 4.2 presents a
heuristic algorithm to calculate the lower bound of this problem. Algorithm
GA/OVR/M/ND/LR2 saturates subsequent nodes sorted according to increasing
values of λv up to the maximal upload capacity limit of each node. The upload
flow of node v denoted as fv is initialized with the background traffic (line 3). Since
root node s must be connected to every tree t ∈ T with at least one overlay link, the
upload flow of s and objective function F is updated accordingly (lines 4–7). Set A
includes nodes sorted according to increasing values of λv (line 8). The allocation
process (lines 10–22) starts with the cheapest node (line 9). More precisely, for each
tree t ∈ T subsequent nodes from set A are saturated and the objective function F
is updated, accordingly.

Methods solving the Lagrangian relaxation problem (4.2.3) mean that a subgra-
dient algorithm as proposed in [46] can be applied. A detailed pseudocode of the
subgradient method is included in Sect. 2.2.2 of this book. Since some of the con-
straints are relaxed, the solution may not be infeasible. To build a feasible solution,
heuristic GA/OVR/M/ND presented in Algorithm 4.1 is applied with a small modifi-
cation: instead of initializing access link capacities as described in lines 4–8, values
of variables yvk yielded by the subgradient search are used.

Evolutionary Algorithm

Another heuristic proposed for problem OVR/M/ND/Cost (4.2.2) is the evolution-
ary algorithm proposed in [45]. A key issue in developing the EA is devising an
encoding scheme enabling the efficient performance of the algorithm [46–51]. A
popular encoding approach is to include all problem variables in the chromosome.
In the case of model (4.2.2), the number of variables is high, and they are bound by
numerous complex constraints. In consequence, using all variables encoded in the
chromosome means that a predominant part of the solution space is not feasible in
terms of the problem constraints. Therefore, the EA may encounter major problems
finding feasible solutions, even usingmethods of fixing the solution in order to satisfy
all constraints such as penalty functions or repair functions. As such, we propose
the following encoding scheme. The chromosome contains information related to
multicast routing only (denoted by variable xvwtl). Information related to access link
capacity (denoted by variable yvk) is determined later according to the multicast con-
figuration. The chromosome numbers |V ||T | genes, i.e., for every tree t ∈ T , there
is one gene for each node v ∈ V . The value of the gene denoted as cvt represents the
number of child nodes (outgoing links) of node v in tree t :

http://dx.doi.org/10.1007/978-3-319-30309-3_2
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Algorithm 4.2 GA/OVR/M/ND/LR2 (Greedy Algorithm for Solving Lagrangian
Relaxation Subproblem 2)
Require: set of overlay nodes V , streaming tree t ∈ T , vector of Lagrangian multipliers λ

Ensure: value of objective function (4.2.5a)
1: procedure G A/OV R/M/N D/L R2(V, t,λ)

2: F = 0
3: for v ∈ V do fv := bv
4: for t ∈ T do
5: fs := fs + ht
6: F := F + λsht
7: end for
8: A := Sort_Nodes_I nc_Lambda(V \{s})
9: i := 1, v := Member(A, i)
10: for t ∈ T do
11: n := 1
12: repeat
13: if fv + ht ≤ umax

v then
14: fv = fv + ht
15: F := F + λvht
16: n := n + 1
17: else
18: i := i + 1
19: v := Member(A, i)
20: end if
21: until n > |V | − 1
22: end for
23: return F
24: end procedure

X = [c11, c21, . . . , c|V |1, c12, c22, . . . , c|V |2, . . . , c1|T |, c2|T |, . . . , c|V ||T |]. (4.2.6)

For instance, considering a network consisting of (|V | = 6) nodes and one tree
(|T | = 1), chromosome X = [2, 1, 1, 1, 0, 0] denotes a tree in which node v = 1
has 2 children, and nodes v = 2, v = 3 and v = 4 have one child, while nodes v = 5
and v = 6 are leaf nodes and do not have outgoing links. Note that the sum of all
gene values related to one tree must equal (|V | − 1), since all nodes excluding the
root node must be connected to the tree.

The main advantage of this encoding scheme is that the solution space is signif-
icantly reduced. For instance, in the case of ten nodes, one tree and five levels, the
chromosome encoded by (4.2.6) includes only ten genes and the solution space of
the proposed encoding includes 51,770 possible solutions. To calculate this value,
all integer partitions of number 9 must be considered with all possible permutations
of partitions on ten positions. In contrast, if each gene of the chromosome represents
a single variable xvwtl , the number of genes in the chromosome is 500 and the size
of the solution space is approx. 1024.

Another important issue to be addressed is the memory required to store chro-
mosomes of a single population. Considering number of nodes |V | = 200, number
of trees |T | = 10 and number of levels |L| = 10, a chromosome using encoding
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(4.2.6) requires approx. 2 KB only (one byte per gene). The encoding with each gene
representing variable xvwtl needs 4 MB (one byte per gene). Assuming a population
containing 500 chromosomes, the corresponding memory requirements are 1 MB
and 2 GB for the encoding schemes, respectively.

Since the encoding scheme does not define directly the precise configuration of
the multicast tree or the link capacity, the following procedure is used to find the
objective value of a particular chromosome X denoting one unique solution. First,
root node s is placed on level l = 1. Next, all genes excluding the root node are
analyzed to find the node with the highest value of cvt (number of children of node v
in tree t). This node is connected directly to the root node of the current tree and
is located on level l = 2. The procedure is repeated for subsequent nodes sorted in
decreasing order of cvt . When the root node is saturated, i.e., no more nodes can be
connected to the root due to the value of cst , the next level of the tree is started, and the
procedure assigns subsequent nodes to nodes already connected to the tree in order to
satisfy the limit of outgoing connections given by cvt . If the level limit is violated, all
nodes located on levels l > |L| are reconnected randomly to other nodes in order to
satisfy the level constraint. Next, for each node v ∈ V , the cheapest access link type
is selected in order to satisfy the upload and download flow of the node calculated
according to the trees. The same procedure is repeated for every tree t ∈ T . When the
largest possible access link does not provide sufficient capacity for allocated flows,
a penalty function can be applied, i.e., an additional cost is included in the objective
function. For more discussion on the penalty function approach refer to Sect. 2.2.2.

The crossover operator proposed according to encoding (4.2.6) combines two
parent chromosomes X1 and X2 into one new individual X3. The following procedure
is replicated for every tree t ∈ T . The first gene of X1 is set as the first gene of X3.
Then, the last gene from X2 is set as the last gene of X3. Next, the second gene of X1

is set as the second gene of X3, and the penultimate gene of X2 is copied in the same
place in X3, etc. The process is continued until the sum of all genes included in X3

exceeds the required number of connections defined as (|V |−1). If the chromosome
is not feasible (sum of all genes is not equal to (|V | − 1)), it is repaired, i.e., some
randomly selected genes are decremented.

The mutation operator simply decrements one randomly selected gene, and com-
pensates for the reducednumber of outgoing connections by incrementing a randomly
chosen gene. The EA is easy to implement using the encoding scheme and operators
presented above. For more details see [45].

Neighborhood Search Methods

Many metaheuristic algorithms facilitate the concept of a neighborhood search, e.g.,
Local Search (LS), Tabu Search (TS), Simulated Annealing (SA), and Greedy Ran-
domized Adaptive Search Procedure (GRASP) [46, 48, 49, 51–55]. The key issue
in developing a neighborhood search heuristic is to define the solution encoding and
the neighborhood generation.

In the context of the overlay network design problem (4.2.2), several encoding
schemes can be proposed. Firstly, the approach proposed in (4.2.6) can be applied. To
generate the neighborhood of (4.2.6), the value of cvt is decremented by 1 for every

http://dx.doi.org/10.1007/978-3-319-30309-3_2
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element cvt of solution X that satisfies condition cvt > 0. Next, all other elements of
the same tree t that holds cwt > |V |−1 are examined one by one and the value of cwt

in incremented by 1. The same procedure is repeated for every tree t ∈ T . The size
of the neighborhood space can be estimated as (|V |(|V | − 1)|T |). To obtain values
of flow variables xvwtl and access link capacity variables yvk , the same procedures
are used as described in the context of EA.

The second solution encoding represents for a parent node of a particular node v
and tree t [56, 57]. Let pvt denote the index of the node which is the parent node of
v in tree t . Thus, the encoding scheme can be written as follows:

X = [p11, p21, . . . , p|V |1, p12, p22, . . . , p|V |2, . . . , p1|T |, p2|T |, . . . , p|V ||T |].
(4.2.7)

Note that since there are exactly (|V | − 1) child nodes, the following condition
must be satisfied for every tree t ∈ T :

∑
v∈V pvt = (|V |−1). Encoding (4.2.7) directly

defines flow variables xvwtl , since using the information on parent nodes, a tree can
be constructed and thus the level of each node can be obtained. A neighborhood
of solution (4.2.7) is created by changing the parent node of one selected node. In
consequence, the size of the neighborhood can be estimated as ((|V | − 1)2|T |).
However, if the new solution is not feasible (i.e., the multicast tree includes loops),
the following repair mechanism is required.When a new neighbor solution is created
(i.e., a new parent node of v is selected) and the tree is disconnected, all descendants
of node v are directly connected to the previous parent node of v and consequently
the loop is avoided. Having defined feasible multicast flows, the access link capacity
variables yvk can be acquired analogously to encoding (4.2.6).

4.2.3 Numerical Results

This section examines the performance of the heuristic algorithms proposed for solv-
ing the overlay network design problem with multicast flows [28, 29, 45]. We com-
pare three methods: greedy algorithm (GA), Lagrangian relaxation (LR), and evolu-
tionary algorithm (EA). Moreover, model (4.2.2) was implemented in CPLEX [58]
to obtain optimal results. Following several preliminary experiments, the number
of overlay nodes for experiments using CPLEX was selected as 20. Due to the low
scalability of CPLEX, larger networks with 100 and 300 nodes were tested using
heuristics only. To obtain real data of access links parameters, price lists of four
ISPs were used: two operating in Poland and two operating in Germany. Each node
was randomly assigned to one of the ISPs to create the set of access links. The val-
ues of download background traffic were selected at random in the range 512 kb/s
and 1024 kb/s, and the values of upload background traffic were selected at random
between 64 kb/s and 128 kb/s. The streaming rate h = 360 kb/s was divided propor-
tionally to multicast trees and the number of trees was between 1 and 6. The number
of levels was between 2 and 9. Numerical experiments were run on a PC with a
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2 GHz processor and 4GB RAM. The EA was tuned to find the best values of input
tuning parameters; detailed results of the tuning process can be found in [45].

Table 4.1 reports results of algorithm comparison obtained for 20-node networks
as a function of the level number. The table includes optimal results yielded by
the CPLEX solver presented in the second column and the average gaps to optimal
results of heuristicsGA,LRandEA included in columns 3–5. The algorithms provide
results which are on average 3.64, 2.86 and 1.33% worse than optimal, respectively.
However, it should be stressed that the optimality gap of the heuristics increases with
the number of trees. This is because with more trees, the solution space increases
and consequently the heuristics become less efficient in searching the larger solution
space. The average execution times for CPLEX, GA, LR and EA were (in seconds)
393, 0.08, 12 and 120, respectively.

Table 4.2 presents a comparison of heuristic algorithms for larger networks with
100 and 300 nodes. For the smaller network, results of GA, LR and EA are reported,
while for the larger network only results of GA and EA are included, since the
LR algorithm is not able to provide results in 1 hour due to high complexity. The
main observation is that for lower numbers of trees, EA outperforms other methods.

Table 4.1 Comparison of optimization algorithms for the overlay network design problem with
multicast flows for a 20-node network

Number of trees Average optimal cost Average gap to optimal results

GA (%) LR (%) EA (%)

1 747 2.79 2.74 0.09

2 647 5.16 2.39 0.00

3 627 2.45 2.14 0.85

4 613 4.16 4.16 4.36

Table 4.2 Comparison of heuristic algorithms for the overlay network design problem with mul-
ticast flows for 100-node and 300-node networks

Number of nodes Number of trees Average cost Average gap to EA

GA LR EA GA (%) LR (%)

100 1 3775 3753 3612 4.27 3.68

100 2 3551 3492 3380 3.96 2.82

100 3 3427 3306 3306 3.04 −0.02

100 4 3301 3280 3366 −2.30 −2.88

300 2 12184 – 10550 11.56 –

300 3 10465 – 10297 1.41 –

300 4 12517 – 10820 1.83 –

300 5 10740 – 10673 0.37 –

300 6 9970 – 10638 −6.70 –
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Fig. 4.1 Overlay network cost as a function of the number of levels and multicast trees

However, as the number of trees increases, GA and LR prevail. Again, this trend is
a consequence of the expansion of the solution space and indicates that the EA does
not provide good scalability.

The next goal of was to evaluate various scenarios of network design for overlay
multicasting. Experiments were conducted using the 300-node network and the GA
algorithm. Figure4.1 presents the overlay network cost as a function of the number of
the tree levels and number of trees. A streaming rate of 360 kb/s was proportionally
divided to one, two, three and six trees. Increasing the number of trees from one to
three can significantly decrease the network cost, while the difference between three
and six trees is not significant. The main benefit of using six trees is that a feasible
solution exists for four levels, while the required level is five in the case of between
one and three trees. The main trend clearly visible in Fig. 4.1 is that as the number
of levels increases, the network cost decreases, although the gain declines with the
increased number of trees. Accordingly, the key advantage of a high number of tree
levels is the expansion of the system capacity measured as the overall streaming rate.

Figure 4.2 reports a scenario where two multicast trees transmit a streaming rate
of 360 kb/s divided into (180, 180), (210, 150), (240, 120), and (270, 90). The largest
gap between particular scenarios is approx. 20%. Consequently, the way which the
streaming rate is assigned to trees can have major influence on the overlay network
cost.

Figure 4.3 shows another scenario related to splitting the stream, i.e., streaming
rates of 240, 300 and 360 kb/s assigned to three trees equally. The first observation is

Fig. 4.2 Overlay network cost as a function of the number of levels for two trees with a range of
streaming rate allocations
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Fig. 4.3 Overlay network cost as a function of the number of levels for three trees with a range of
streaming rate allocations

Fig. 4.4 Overlay network cost as a function of the number of levels and location of the root node

that the higher the streaming rate, the more levels are needed to build feasible trees.
Moreover, when the number of levels increases, the difference in the network cost
between all three scenarios is reduced. Therefore, we can conclude that when the
number of tree levels is not a critical issue, a relatively low additional investment in
the overlay network significantly increases the overlay multicasting system capacity
expressed as the overall streaming rate.

Finally, Fig. 4.4 plots the influence of the root location on the overlay network cost.
The streaming rate of 360 kb/s is transmitted proportionally using three multicast
trees. We randomly selected 15 locations of the root. The main observation is that as
the number of levels increases, the impact of root location decreases; for five levels,
the largest gap between results obtained for two different root locations is 19.19%,
while for seven levels the corresponding gap is only 2.61%. This is because with a
high number of levels, the number of feasible overlay multicasting configurations
increases significantly, and in consequence more economic allocation of access link
capacity is possible.

4.3 Survivable Overlay Multicasting

The second problem studied in the context of overlay networks is optimization of
multicast flows with additional survivability requirements. The concept of overlay
multicasting can be used to deliver critical information to end users, e.g., public
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Fig. 4.5 Example of
survivable overlay
multicasting with streaming
server protection

security notifications, surveillance, software updates, weather forecasts, hurricane
warnings, traffic information, etc. To guarantee an uninterrupted overlay multicas-
ting service, the approach of survivable overlay multicasting is proposed in [38].
Following the concept of DPP 1+1 protection used in optical networks [59], two
(or more) failure disjoint multicast trees are established in the overlay network. All
trees deliver the same information. In the event of a network failure, at least one of
the trees should remain unaffected by the failure in order to enable uninterrupted
transfer of critical content to all receivers. For ease of reference, the aforementioned
protection method developed for multicast trees is referred to as Dedicated Tree Pro-
tection (DTP). To address specific features of overlay networks, the following failure
scenarios are considered in the context of survivable overlay multicasting: streaming
server failure, overlay link failure, uploading node failure and ISP (Internet Service
Provider) link failure. Note that an idea similar to survivable overlay multicasting for
reliable video broadcast in optical networks is presented in [60]. Moreover, papers
[15, 61] analyze the resilience of P2P and overlay multicasting in the context of
dynamic optimization.

Figures 4.5 and 4.6 present a simple example illustrating the concept of survivable
overlay multicasting with DTP. The overlay network consist of nine nodes, namely,
a, b, c, d, e, f, g, h, and i . Two multicast trees are established in the network; tree A
uses a at the root node, while tree B starts at node b. Nodes c, d, e, f, g, h, and i
are receivers which must be connected to both trees. However, these nodes belong
to two ISPs, i.e., nodes c, d, e, and f are assigned to ISP1, while nodes g, h, and i
belong to ISP2. Note that in Fig. 4.5 tree A has four levels of uploading nodes (the
longest path (a, c, d, e, and f ) includes four hops), while tree B has only two levels.

The example shown in Fig. 4.5 only provides protection against a streaming
node failure, since the configuration of trees is vulnerable to other possible network
failures. For instance, overlay link (c, d) is included in both trees and when this link
is broken, node d is disconnected. Node c is an uploading node in both trees and a
failure of c once again disconnects some network nodes from both trees. Lastly, the
link connecting ISP 1 and ISP 2 is shared by both trees, i.e., overlay link (a, c) of
tree A and overlay link (b, g) of tree B share the link between ISPs.
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Fig. 4.6 Example of
survivable overlay
multicasting with streaming
server, overlay link and
uploading node protection

Figure 4.6 illustrates a configuration of trees which provides additional protection
against a single failure of an overlay link or an uploading node. Since there are only
two ISPs, it is impossible to construct a multicast configuration resilient to the ISP
link failure.

4.3.1 Formulations

The survivable overlay multicasting optimization problem concerns the flow allo-
cation only, i.e., an existing overlay network with fixed access link capacities is
assumed. The optimization involves optimizing multicast flows with additional sur-
vivability constraints. We present two basic models ensuring resilience against a
streaming server failure and based on the flow and level formulations. Next, con-
straints to impose additional survivability requirements are introduced. The default
objective function is a routing cost, and twoother functions are accounted for, namely,
maximumdelay and throughput [38, 39, 57]. The notation andmodeling is analogous
to Sect. 4.2.1. Note that the problem considered in this section is N P-complete,
since it is equivalent to the Hop-ConstrainedMinimum Spanning Tree Problem [44].

Flow Formulation

The basic formulation of the survivable overlay multicasting problem addresses the
simplest survivability scenario, in which the system is protected against streaming
server failure only. Additional constraints to ensure other survivability scenarios of
overlay link failure, uploading node failure and ISP link failure are formulated below.
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OVR/M/FA/DTP/Cost/Flow
sets

V nodes (peers)
L levels
T disjoint trees
R(t) receivers of tree t

constants

dv download capacity of node v (kb/s)
uv upload capacity of node v (kb/s)
ζvw unit routing cost on link (v, w)

st streaming node of tree t
h tree streaming rate of (kb/s)

variables

xvwtr =1, if in tree t the streaming path from the root to receiver r includes overlay
link from node v to node w (no other overlay nodes in between); 0, otherwise
(binary)

xvwt =1, if the overlay link from node v to node w (no other overlay nodes in
between) is included in tree t ; 0, otherwise (binary)

objective

minimize F =
∑

v∈V

∑

w∈W

∑

t∈T

ζvwxvwt (4.3.1a)

constraints

∑

v∈V

xvwtr −
∑

v∈V

xwvtr =
⎧
⎨

⎩

+1 if v = r
−1 if v = st ,

0 otherwise
w ∈ V, t ∈ T, r ∈ R(t) (4.3.1b)

xvwtr ≤ xvwt , v ∈ V, w ∈ V, t ∈ T, r ∈ R(t) (4.3.1c)
∑

v∈V

∑

t∈T

xvwt h ≤ dw, w ∈ V (4.3.1d)

∑

w∈V

∑

t∈T

xvwt h ≤ uv, v ∈ V (4.3.1e)

∑

v∈V

∑

w∈V

xvwtr ≤ |L|, t ∈ T, r ∈ R(t). (4.3.1f)

The objective (4.3.1a) is to minimize the overall routing (streaming) cost consid-
ering all trees. Condition (4.3.1b) is the flow conservation constraint controlled for all
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receivers and trees. Inequality (4.3.1c) ensures the coupling between flow variables
xvwtr and variables xvwt that define links included in every tree t ∈ T . Conditions
(4.3.1d) and (4.3.1e) define the download and upload access link capacity constraints,
respectively. Finally, constraint (4.3.1f) imposes the upper limit on the tree.

Level Formulation

Towrite an optimizationmodel of the survivable overlay multicasting problem based
on the level formulation, model (4.2.2) presented in Sect. 4.2.1 must be modified
slightly. Specifically, variable xvwtl is continuous here and denotes the flow allocated
on overlay link (v, w) in tree t and node v is located on level l.

OVR/M/FA/DTP/Cost/Level
variables (additional)

xvwtl flow on overlay link from node v to nodew (no other overlay nodes in between)
in multicast tree t and node v is located on level l (continuous, non-negative)

objective

minimize F =
∑

v∈V

∑

w∈W

∑

t∈T

ζvwxvwt (4.3.2a)

constraints

∑

v∈V

∑

l∈L

xvst tl = 0, t ∈ T (4.3.2b)

∑

v∈V

∑

l∈L

xvrtl = h, t ∈ T, r ∈ R(t) (4.3.2c)

∑

w∈V

xvwt1 = 0, t ∈ T, v ∈ W\{st }, (4.3.2d)

xvwtl ≤
∑

u∈V

xuvt (l−1), v ∈ V, w ∈ V, t ∈ T, l ∈ L\{1} (4.3.2e)

∑

v∈V

∑

t∈T

∑

l∈L

xvwtl ≤ dw, w ∈ V (4.3.2f)

∑

w∈V

∑

t∈T

∑

l∈L

xvwtl ≤ uv, v ∈ V (4.3.2g)

∑

l∈L

xvwtl ≤ hxvwt , v ∈ V, w ∈ V, t ∈ T (4.3.2h)

xvwt ≤
∑

l∈L

xvwtl, v ∈ V, w ∈ V, t ∈ T (4.3.2i)

∑

v∈V

xvwt = 1, w ∈ R(t), t ∈ T . (4.3.2j)
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The criterion function (4.3.2a) is the overall routing (streaming) cost. Condition
(4.3.2b) imposes that for every tree t ∈ T the root node of the tree cannot down-
load any traffic related to tree t . Equation (4.3.2c) ensures that each receiving node
must download the requested stream in every tree. Constraint (4.3.2d) meets the
requirement that only the root node can be located on level l = 1. Constraint (4.3.2e)
states that node v cannot upload to any other node w located on level (l + 1) more
than node v downloads on level l. Conditions (4.3.2f) and (4.3.2g) set up the access
link capacity constraints. Inequalities (4.3.2h) and (4.3.2i) bind variables xvwtl and
xvwt , respectively. The last condition (4.3.2j) guarantees that each receiving node
has exactly one parent node in a particular tree, thus ensuring that all trees include
exactly |R(t)| links.
Survivability Constraints

Models (4.3.1) and (4.3.2) protect the overlaymulticasting against a streaming server
failure only. To protect the overlay multicasting against a single failure of the overlay
link, uploading node or ISP link, additional constraints are required. Note that the
following constraints are applicable to both (4.3.1) and (4.3.2) models. The first
model ensures that the created trees are link disjoint.

OVR/M/FA/DTP/Link Disjoint
constraints (additional)

∑

t∈T

(xvwt + xwvt ) ≤ 1, v ∈ V, w ∈ V . (4.3.3a)

It is assumed that in the case of a failure of an overlay link between nodes v and
w, both directed links (v, w) and (w, v) are broken. This follows from the fact that a
failure in an overlay network mainly impacts the transfer in both directions.

The nextmodel accounts for the uploading node failure, i.e., additional constraints
ensure that the trees are node disjoint. A new variable xvt denotes whether node v
uploads traffic in tree t .

OVR/M/FA/DTP/Node Disjoint
constants (additional)

M large number

variables (additional)

xvt =1, if node v uploads traffic in tree t ; o, otherwise (binary)

constraints (additional)

∑

w∈V

xvwt ≤ Mxvt , v ∈ V, t ∈ T (4.3.4a)

∑

t∈T

xvt ≤ 1, v ∈ V . (4.3.4b)
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The last model concerns the ISP link failure. As in the case of the overlay link
failure, ISP link failure includes the failure of both directed links connecting a pair
of ISPs. A new binary variable zi j t denotes whether there is at least one link between
a node located in ISP i and a node located in ISP j in tree t .

OVR/M/FA/DTP/ISP Disjoint
sets (additional)

I Internet Service Providers (ISPs)
ϒ(i) nodes belonging to ISP i

variables (additional)

zi j t =1, if in tree t there is at least one link between a node located in ISP i and a
node located in ISP j ; 0, otherwise (binary)

constraints (additional)

∑

v∈ϒ(i)

∑

w∈ϒ( j)

(xvwt + xwvt ) ≤ Mzi jt , i ∈ I, j ∈ I, t ∈ T (4.3.5a)

∑

t∈T

zi j t ≤ 1, i ∈ I, j ∈ I. (4.3.5b)

Maximum Delay and Throughput Objective Functions

Models (4.3.1) and (4.3.2) use the routing cost as the optimization goal. This sub-
section shows how to write corresponding optimization problems with two other
objective function which arise naturally in the context of overlay multicasting, i.e.,
maximum delay and throughput.

The maximum delay function in the context of overlay multicasting is defined as
themaximum transmission delaywhich occurs on a routing path established from the
root (streaming server) to a receiver [39, 62–64]. To formulate the maximum delay
function, we first assume that for each overlay link (v, w) constant ζvw denotes a com-
munication delay on this link given inmilliseconds. For each receiving node r ∈ R(t)
and tree t ∈ T , the delay can be calculated as a sum of delays of all links included in
the routing path from root node st to node r using formula

∑
v∈V

∑
w∈W xvwtrζvw. The

optimization goal is to minimize the maximum value of this delay over all receiv-
ing nodes and all trees. To formulate the survivable overlay multicasting problem
with the maximum delay objective, only flow formulation (4.3.1) is applicable, since
level formulation (4.3.2) does not include detailed information on each routing path
between root and receiver.

OVR/M/FA/DTP/Maximum Delay/Flow
constant (additional)

ζvw delay on the overlay link from node v to node w
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variables (additional)

x maximum delay (continuous, non-negative)

objective

minimize F = x (4.3.6a)

constraints (4.3.1b)–(4.3.1f) and

∑

v∈V

∑

w∈W

xvwtrζvw ≤ x, t ∈ T, r ∈ R(t). (4.3.6b)

The throughput function aims to maximize the aggregate receiving rate at each
participating node [19, 38, 39]. To formulate the survivable overlay multicasting
problem, we use the level formulation (4.3.2). However, note that flow formulation
(4.3.1)may also be applied in this context, although supplementary flow variables are
necessary, which further complicates the model. The main modifications compared
to model (4.3.2) is that h denoting the streaming rate of the tree is now used as a
variable. Using this technique, all constraints of themodel (4.3.2) remain unchanged,
although it should be pointed out that the right-hand side of (4.3.2c) is now not a
constant, but a variable.

OVR/M/FA/DTP/Throughput/Level
variables (additional)

h streaming rate (continuous, non-negative)

objective

maximize F = h (4.3.7a)

constraints (4.3.2b)–(4.3.2j)
Note that additional survivability constraints defined in (4.3.3), (4.3.4) and (4.3.5)

can be combined with the maximum delay model (4.3.6) and the throughput
model (4.3.7).

4.3.2 Numerical Results

The CPLEX solver [58] is used to solve the optimization models proposed in
Sect. 4.3.1 in the context of the survivable overlay multicasting optimization prob-
lem. As the goal was to obtain optimal results in a reasonable time, the size of overlay
networks was limited to 20 nodes. Twelve test scenarios were generated at random
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with the following assumptions: nodes either have symmetric access links (2048 or
4096 kb/s) or asymmetric access links (2048/256 or 4096/512 or 6144/768 kb/s),
each node is assigned to one of five ISPs, the link costs is in the range 3–109, and
two trees (|T | = 2) are used to stream with a bit-rate of h = 256 kb/s [38, 39].

The first goal of the numerical experiments was to compare flow (4.3.1) and level
(4.3.2). The CPLEX execution time was limited to 1 hour, so it was possible for the
solver to yield a solutionwithout the optimality guarantee in some cases. TheCPLEX
was run for both formulations and four failure scenarios referred to as SD (streaming
server disjoint), LD (overlay link disjoint), ND (uploading node link disjoint) and
ID (ISP link disjoint).

Table 4.3 presents results of the comparison of both models as a function of the
number of levels and survivability scenario. The third column denotes average cost
(value of objective function). Columns 4 and 5 include the average execution time
of each model is seconds. In turn, columns 6 and 7 present the number of cases
where a particular model reached the 1 hour time limit (i.e., the solution does not
have the optimality guarantee). The last column shows the average cost difference
between the level and flow formulation, i.e., a value greater than 0 denotes that the

Table 4.3 Comparison of level and flow formulations of the survivable overlay multicasting opti-
mization problem

Number
of levels

Failure
scenario

Average
cost

Execution time (s) 1h limits Cost
difference (%)

Flow Level Flow Level

Root nodes in separate ISPs

2 SD 1035 57.5 4.3 0 0 0.00

2 LD 1095 88.0 7.0 0 0 0.00

2 ND 1054 75.2 10.1 0 0 0.00

2 ID 1480 114.3 14.8 0 0 0.00

4 SD 671 736.2 1229.1 0 1 0.00

4 LD 707 1467.0 1192.2 4 2 0.75

4 ND 690 653.2 606.5 0 0 0.00

4 ID 838 2333.6 1386.9 3 0 0.59

Root nodes in the same ISP

2 SD 1086 9.9 5.6 0 0 0.00

2 LD 1176 100.2 10.9 0 0 0.00

2 ND 1119 9.8 10.7 0 0 0.00

2 ID 2023 100.0 43.5 0 0 0.00

4 SD 784 341.1 872.3 0 2 0.00

4 LD 836 1244.8 883.9 4 1 1.05

4 ND 807 794.6 638.2 0 0 0.00

4 ID 984 3600.0 2391.2 12 4 14.69
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level formulation provides a better (lower) value of the objective function. The last
column is connected to the corresponding results in columns 6–7. Note that each row
presents the average results of 12 test scenarios. Table 4.3 contains results run for
two different cases of the root (streaming server) location, namely, roots are located
in separate ISPs and both roots belong to the same ISP.

Results included in Table 4.3 confirm the complexity of the models analyzed in
Sect. 1.2.3. In particular, the level formulation has a significantly shorter execution
time than the flow formulation, especially for lower numbers of levels. On average,
the level model is approx. 9.25 and 3.11 times faster than the flowmodel for separate
and common IPSs scenarios, respectively. The corresponding values observed for
four levels are 1.18 and 1.25, respectively. In addition, only in ten of 192 cases the
level model does not finish the calculation within 1 hour, while the corresponding
number for the flowmodel is 23 and for four levels the reported numbers were larger
than for two levels. These observations are consistent with the fact that the level
model minimizes the number of variables according to the level limit.

Comparing the performance for different numbers of levels, increasing the number
of levels reduces the system cost by approx. 37% taking into account all survivability
scenarios. Moreover, the average execution time of both models increases with the
increase of levels. This data can be explained by the fact that fewer levels implies a
smaller solution space and, in consequence, a lower execution time.

Concerning the comparison between particular survivability scenarios, the SD
case protecting the network against streaming server failure only yields the lowest
cost, while the ID case protecting the network against ISP link failure returns the
highest cost, with the average gap from 20 to 46%. Two other scenarios, i.e., LD and
ND, return only slightly worse performance than the SD case. In terms of execution
time, the simplest SD scenario is usually the fastest model, while the additional
survivability constraints added to models (LD, ND and ID) increases the execution
time in most cases.

The next goal of the experiments was to compare all four failure scenarios and
investigate how the additional survivability constraints impact the objective functions
of routing cost, maximum delay and throughput. Table 4.4 presents the average
percentage value of additional overheads of particular objective functions imposed
by the fact that the basic SD model is enhanced with supplementary survivability
requirements. Note that due to low scalability of the optimization model, in the case
of the maximum delay function, the table includes results obtained for a smaller 15-
node network. A general trend noticeable for all cases is that the LD and NDmodels
provide results close to the reference SD model. A much larger gap is observed for
the ID model.

Figure 4.7 shows the routing cost as a function of the number of levels and
survivability scenario. The main observation is that the cost decreases as the number
of levels increases. The largest gap is identified between two and three levels. Next,
starting from five levels, the cost converges to a stable value for each curve. The
differences between particular survivability scenarios are comparable to the trends
presented in Table 4.3.

http://dx.doi.org/10.1007/978-3-319-30309-3_1
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Table 4.4 Overheads of using additional survivability constraints for the objective functions of
routing cost, maximum delay and throughput

Number of levels Root nodes in separate ISPs Root nodes in the same ISP

LD (%) ND (%) ID (%) LD (%) ND (%) ID

Routing cost

2 7.03 3.18 30.97 7.83 2.84 46.54

4 7.90 5.79 22.80 7.76 2.95 19.86

Maximum delay

2 1.75 0.29 29.91 2.19 1.18 39.83

4 0.83 0.22 28.05 2.98 0.12 32.63

Throughput

2 0.03 4.30 2.79 0.00 4.31 18.40

4 0.03 4.30 2.78 0.03 4.30 18.39

Fig. 4.7 Routing cost as a function of number of levels and survivability scenario

Figure 4.8 presents the routing cost as a function of the streaming rate h and
survivability scenario. When the streaming rate decreases, the routing cost drops
However, it should be noted that the streaming rate of 256 kb/s is a kind of a threshold,
i.e., the routing cost is reduced dramatically at this point. This follows from the fact
that the upload link capacity of some nodes is only 256 kb/s. In consequence, if the
streaming rate is above 256 kb/s, these nodes cannot upload and other, generallymore
expensive overlay links are used in the trees. Again, the difference of costs observed
for various survivability scenarios is largely consistent with the results reported in
Table 4.3.

In [39, 57] two metaheuristic algorithms solving the survivable overlay multi-
casting problem, i.e., Evolutionary Algorithm and Tabu Search, are presented and
evaluated. Papers [38, 39] report results of dynamic routing experiments run to evalu-
ate how additional survivability constraints guaranteeing failure-disjoint trees impact
the performance of overlay multicasting.
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Fig. 4.8 Routing cost as a function of the streaming rate and survivability scenario

4.4 Overlay Multicasting with Dual Homing Protection

This section concentrates on the optimization of overlay networks with multicast
flows protected by the concept of dual homing. Research into the idea ofmultihoming
began in the late 1980s, e.g., [65–68]. Multihoming can be defined as a network
architecture in which a user is attached tomore than a single node of the network. The
main goal of usingmultihoming is to increase network survivability by a user—being
connected to more than one network node—being equipped with several routing
paths. In consequence, if a network failure impacts one of the available routing
paths, the information can still be transmitted to/from the user. A situation where
the number of connections (homes) that a user is equipped with is limited to two is
called dual homing. Note that some works have focused on the application of the
dual homing approach to protect multicast flows realized in lower network layers
e.g., [69–72]. The idea of using dual homing protection (DHP) in the context of
overlay multicasting was proposed in [73, 74] and further elaborated in [56, 75–77].

In general, the scenario considered in this section is similar to the concept of
survivable overlay multicasting described in Sect. 4.3 and presented in Figs. 4.5
and 4.6. In particular, two disjoint multicast trees are used to transmit the same
information in order to provide survivability guarantees. Here, the main modification
following from the dual homing architecture is that it is assured that an access link
can carry the flow of only one of the trees. In other words, a node having two access
links (homes) uses one of the links to transmit the data of the first multicast tree,
while the second link transfers the data of the second multicast tree. In consequence,
a single failure of one access link affects only one of the trees, and the second tree
still can provide the service.

4.4.1 Formulation

The general notation is the same as in Sect. 4.3. However, in order to model dual
homing some new notation is required.More specifically, to model the fact that every
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node is connected to the overlay network by the use of two access links, a single
primal node with two access links is modeled by two virtual nodes, i.e., v and σ(v),
each having a single access link. Each primal node consisting of virtual nodes v and
σ(v) has in fact four capacity parameters: constants uv and dv are respectively upload
and download capacity of node v and constants uσ(v) and dσ(v) are the corresponding
parameters of the virtual node σ(v). It is assumed that set V includes virtual nodes,
and thus the number of nodes in V is two times higher than the number of primal
nodes. Additional variable xvt denotes whether the access link of node v is used to
download or upload flow of tree t .

The model presented model ensures a basic protection against a single access link
failure. Additional constraints to assure other survivability scenarios can be added
in an analogous way, as in Sect. 4.3.1.

OVR/M/FA/DHP/Cost/Flow
sets

V virtual nodes (peers)
L levels
T disjoint trees
R(t) receivers of tree t

constants

dv download capacity of node v (kb/s)
uv upload capacity of node v (kb/s)
ζvw unit routing cost on link (v, w)

st streaming node of tree t
h tree streaming rate of (kb/s)
σ(v) node associated with node v (virtual node)
M large number

variables

xvwtr =1, if in tree t the streaming path from the root to receiver r includes overlay
link from node v to node w (no other overlay nodes in between); 0, otherwise
(binary)

xvwt =1, if overlay link from node v to node w (no other overlay nodes in between)
is included in tree t ; 0, otherwise (binary)

xvt =1, if access link of node v is used to download or upload flow of tree t ; 0,
otherwise (binary)

objective

minimize F =
∑

v∈V

∑

w∈W

∑

t∈T

ζvwxvwt (4.4.1a)
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constraints

xvt + xσ(v)t = 1, v ∈ V, t ∈ T (4.4.1b)
∑

v∈V

∑

t∈T

xvwt +
∑

v∈V

∑

t∈T

xwvt ≤ Mxwt , w ∈ V (4.4.1c)

xvσ(v)t = 0, v ∈ V, t ∈ T (4.4.1d)

∑

v∈V

xvwtr −
∑

v∈V

xwvtr =
⎧
⎨

⎩

+xvt if v = r
−xvt if v = st ,

0 otherwise
w ∈ V, t ∈ T, r ∈ R(t) (4.4.1e)

xvwtr ≤ xvwt , v ∈ V, w ∈ V, t ∈ T, r ∈ R(t) (4.4.1f)
∑

v∈V

∑

t∈T

xvwt h ≤ dw, w ∈ V (4.4.1g)

∑

w∈V

∑

t∈T

xvwt h ≤ uv, v ∈ V (4.4.1h)

∑

v∈V

∑

w∈V

xvwtr ≤ |L|, t ∈ T, r ∈ R(t). (4.4.1i)

The objective denotes (4.4.1a) the overall routing cost. Constraints (4.4.1b)–
(4.4.1c) are used to define variable xvt . In more detail, due to the dual homing
protection, a single virtual node v can belong (download or upload) only to one
multicast tree, while at the same time node σ(v) belongs to the second multicast tree.
This requirement is assured by equality (4.4.1b). Inequality (4.4.1c) guarantees that
variable xvt is switched on if node v downloads or uploads in tree t . Constraint (4.4.1d)
imposes that there cannot be a transmission within any primal node between nodes v
and σ(v). Condition (4.4.1e) defines the flow conservation law for unicast paths from
the root node to each receiver. The key modification compared to constraint (4.3.1b),
is that in the right-hand side, i.e., variable xvt is used instead of 1, since due to the
concept of virtual nodes, node v ∈ V is connected to only one tree. Remaining
constraints are the same as in the model (4.3.1).

Model (4.4.1) implements a basic survivability scenario when two streaming trees
are disjoint with respect to dual homes (two disjoint access links connecting the
same node to the overlay network). In order to account for additional survivability
requirements on the overlay multicasting and to make the streaming trees overlay
link disjoint, uploading node disjoint or ISP link disjoint, the additional constraints
defined in (4.3.3), (4.3.4) or (4.3.5) must be added to the model (4.4.1), respec-
tively. For more details, check [75–77]. Moreover, once again the considered models
are N P-complete, since they can be reduced to the Hop-Constrained Minimum
Spanning Tree Problem [44].

Note that on the base of models (4.3.6) and (4.3.7), the DHP overlay multicasting
problem with maximum delay and throughput objective functions respectively, can
be formulated. For more details, see [56]. Moreover, references [76, 77] include
ILP formulations and corresponding results related to the overlay network design
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problemwithdual homingprotection. In turn, papers [56, 74–76] present and evaluate
metaheuristic algorithmsbased onTSandSAapproacheswhich are proposed to solve
various optimization problems for overlay multicasting with dual homing protection.

4.4.2 Numerical Results

The first goal of the numerical experiments was to compare the performance of two
ILP formulations of the multicast flow allocation problem in an overlay network
with dual homing protection—namely, flow formulation (4.4.1) and the correspond-
ing level formulation [74]. To solve ILP models in an optimal way, the CPLEX
solver [58] was applied. The tested overlay networks were generated at random with
the following assumptions: 20 primal nodes; 2 disjoint trees; link costs in ranges
1–20, 1–50, 1–100, 1–200; access link capacity either symmetric (1024/1024 or
512/512 kb/s) or asymmetric (1024/512 or 512/384 or 512/256 or 512/128 kb/s);
streaming rate 128 kb/s, levels in rage 2–20. The execution time of CPLEX was
limited to 3600 s.

Table 4.5 summarizes results related to the comparison of both optimization mod-
els in terms of the execution time. Note that each presented value is an average of
5 experiments run on different networks and the tested scenarios are divided into 4
groups according to the values of link costs. The presented running times belong to
three categories. Firstly, term ‘INF’ indicates that CPLEX using a particular formu-
lation was not able to find feasible results within the 3600 s time limit. Secondly,
value ‘3600’ denotes a case when CPLEX found a feasible solution but without opti-
mality guarantees. Thirdly, a value smaller than 3600 implies that CPLEX yielded
an optimal solution with an execution time smaller than 1h. The results clearly show
that the level model outperforms the flow model. However, the gap between both

Table 4.5 Comparison of ILP formulations performance for the multicast flow allocation problem
in overlay network with dual homing protection—average execution time in seconds

Number of levels Link cost 1–20 Link cost 1–50 Link cost 1–100 Link cost 1–200

Level Flow Level Flow Level Flow Level Flow

2 3 INF 1 INF 1 3600 3 3600

3 3 INF 8 INF 5 3600 7 3600

4 8 INF 13 INF 10 3600 14 3600

5 20 INF 28 3600 19 3600 19 3400

10 82 1439 171 3600 276 1009 201 1221

15 361 1581 3600 3168 442 1155 556 1316

20 589 1225 3600 2414 1150 913 971 962
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formulations decreases with the increase of the level number and the larger range
of link costs. The flow model for a small value of the level number was either not
able to yield a feasible solution or was not able to find an optimal solution. On the
contrary, the level model succeeds finding the optimum value for almost every case.
However, the execution time of the level formulation grows with the increase of the
levels. The general conclusion is consistent with the results presented in Sect. 4.3.2
in the context of the survivable overlay multicasting with DTP, i.e., in the case of
a smaller number of levels, the level model provides much better performance than
the flow model. Moreover, when the number of allowed levels becomes larger, the
flow model can be more efficient.

The second goal of the experiments was to examine how additional survivability
constraints—namely, overlay link disjoint (LD), uploading node disjoint (ND) and
ISP link disjoint (ID)—impact the performance of overlay multicasting protected
by the dual homing approach [56, 77]. Overlay networks were generated at random
assuming: link costs in range 1–50; streaming rate of 256 kb/s; level limit L in
range from 2 to 5; asymmetric link capacity nodes (1024/512, 2048/512, 6144/512,
10240/1024, 20480/1024, 51200/2048 kb/s); 5 ISPs. Three types of optimization
problems were examined: flow allocation with routing cost, flow allocation with
maximumdelay andnetworkdesignwith capacity cost. Table 4.6 reports the overhead
of using additional survivability constraints. The largest gaps are observed for theflow
allocation problemwith routing cost function, while the smallest ones are obtained in
the case of the network design problem with capacity cost. The reason for this lies in
the fact that the additional survivability constraints directly affect the multicast trees’
configuration, and accordingly the routing cost function is also affected to a large
extent. The maximum delay function in the lower extent depends on the detailed
configuration of the trees. Finally, in the context of the network design problem, a
change in the configuration of the multicast trees influences the objective function
only in an indirect way. Moreover, the fact that link capacity is allocated in some
modular units, not in a continuous way, must be accounted for, i.e., in many case a

Table 4.6 Overhead of using additional survivability constraints for objective function: routing
cost, maximum delay and capacity cost

Optimization problem Objective function Number of nodes Failure scenario

LD (%) ND (%) ID (%)

Flow allocation Routing cost 10 22.8 29.0 33.5

Flow allocation Routing cost 20 15.0 27.5 25.3

Flow allocation Maximum delay 10 12.4 0.1 22.7

Network design Capacity cost 10 2.7 2.9 4.1
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change of tree configuration due to the additional survivability constraint does not
change the assigned link capacities at all, since residual capacity is facilitated to
establish extra links.

For more results on dual homing protection including comprehensive evaluation
of heuristic algorithms the reader is referred to [56, 73–77].

4.5 Overlay Computing System for Machine
Learning Tasks

In recent years, due to the tremendous growth in popularity of various IT services
commonly applied in both industry and academia, many institutions have begun
to collect huge amounts of data, which cannot by efficiently analyzed by a human
being without the support of dedicated algorithms. In fact, traditional methods of
data analysis are not sufficient to answer the new challenges and increasing compe-
tition, since they do not allow the data to be used professionally for smart decisions,
for which the complex knowledge hidden in data is necessary. Therefore, a rapid
progress in the development of machine learning approaches, especially knowledge
data discovery and data mining methods, has been observed recently. Moreover,
the amount of currently collected data means that time-efficient parallel machine
learning methods implemented in a distributed network computing environment are
necessary. For this reason, this section is related to the optimization of overlay com-
puting systems. In particular, we focus on a k-nearest neighbors pattern recognition
algorithm as a representative example of a machine learning method, which is often
adapted to distributed computing. Note that the various machine learning approaches
are commonly applied to a wide range of practical tasks, e.g., credit approval, fraud
detection, prediction of customer behavior, designing of IT security systems like
IPS/IDS (Intrusion Prevention System/Intrusion Detection System), medical diag-
nosis [78–81].

The main goal of a classification task—known also as pattern recognition—is to
place an object included in the database into a predefined category, according to the
features describing the object. Various approaches have been proposed to for the
construction of efficient classifiers, e.g., neural networks, statistical learning, and
symbolic learning. The k-nearest neighbors rule proposed in [82] is one of the most
fundamental and simple classification algorithms. The minimal distance classifica-
tion is attractive from both a theoretical and practical point of view. The main idea
behind the k-nearest neighbors algorithm is to classify an object by a majority vote
of its neighbors included in the same database (data set used for classification). Typ-
ically, a Euclidean distance formula is used to calculate the distance metric between
objects. The computational load of a single object classification with the use of the
k-nearest neighbors algorithm is O(n d), where d denotes the dimension of the fea-
tures vector and n denotes the number of training samples. Consequently, the process
of classification is time consuming, especially if n is large. However, the potential
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advantage of the k-nearest neighbors algorithm is that the processing can be par-
allelized and processed in a distributed computing environment, since the original
database can be split into k partitions stored and processed in various sites. In more
detail, for each partition of data sets, a decision about the object classification is
made independently. Next, combining the aforementioned k decisions (one decision
for each partition), the final decision is determined using a fusion method such as
majority voting or weighted voting [79, 80]. For more information on various aspects
of machine learning check [78, 81, 83] and the references therein.

The general architecture of an overlay computing system design for performing
machine learning tasks was proposed in [84, 85] and further applied in the context of
various optimization problems in papers [79, 80, 86–88]. Thereafter, survivability
aspects of overlay computing systems have been examined in [89–92] (for more
details see Sect. 4.6).

4.5.1 Formulation

The optimization model presented below was formulated for the first time by
Walkowiak et al. in [80]. Let set R include all databases that are available in the
considered computing system. Each r ∈ R represents a separate database including
classification data (training samples) used in the k-nearest neighbors method. More-
over, each database is divided into uniform units including a particular number of
individual training samples. It is assumed that each unique unit requires the same
processing power to be analyzed. Let nr be the number of units in database r ∈ R.
Grouping various units in separate sets, the original database can be divided into
several partitions assigned to different computing nodes for processing.

The considered computing systemworks on the top of an overlay network.Overlay
nodes included in set V represent some computing resources (e.g., single machine,
cluster, data center) located at the same physical location. Let cv denote a limit on the
maximum number of units which node v can process. This limit accounts for various
constraints of each computing node, e.g., processing power, storage space, access
link capacity and others. For each node v ∈ V , constant pv denotes a processing rate
given in units/millisecond. This limit represents the number of units which node v can
process in onemillisecond. In addition, the model assumes that the overall number of
computing nodes involved in a particular database is limited by constant S. In other
words, constant S denotes the maximum number of partitions related to a single
database. For instance, S = 4 means that each database can be split to maximum of
4 computing nodes.

Set D contains demands (clients). The workflow of the system is as follows.
Client d ∈ D generates an object classification request related to one (or more) of
computational databases r ∈ R and expects to receive the classification decision as
quickly as possible. For this purpose, client d sends the request to all nodes involved
in database r . Next, all nodes included in database r run the k-nearest neighbors
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algorithm to obtain the local decision according to the partition of database stored
at a particular node. Finally, the local decisions are sent back to the client, which
makes the final decision.

Let binary constant brd denote, if demand d generates requests related to database
r . Every client d ∈ D has up-to-date knowledge about which computing nodes serve
particular databases.Note that this information is provided by a special central service
available for each demand. Let tvd denote a network delay between node v and the
node of client d given in milliseconds. For the sake of simplicity, it is assumed that
delay tvd is symmetrical (the same in both directions). Nevertheless, the described
model can easily be adapted to address asymmetric delays. The network delay can
be estimated by special networking mechanisms, e.g., using the ICMP protocol.

The main decision variable is zrv, which denotes the number of units of database r
assigned to node v. Accordingly, the processing time of database r at node v is zrv/pv.
In addition, an auxiliary binary variable urv denotes whether node v is involved in
database r , i.e., if at least one unit of database r is located at node v. Using variables
zrv and urv, variable wrvd = 2urvtvd + zrv/pv denotes the response time related to
database r , computing node v and demand d. Notice that wrvd includes the network
delay between the demand node d and computing node v (in both directions) as well
as the processing time related to database r calculated at node v.

Let variable wrd denote the overall decision time regarding requests related to
demand d and database r . Since wrd must account for all computing nodes involved
in database r (the final decision can be made only when the client collects all
responses), variable wrd is defined as the maximum value of wrvd over all net-
work nodes. Finally, let variable w represent the maximum response time of the
computing system accounting for all demands and databases. Variable w comprises
two elements: (i) network delay related to overall time required to send all requests
from the client node to processing nodes involved in the database and corresponding
replies, (ii) the processing time needed to make the local classification decision at a
particular processing node. The goal of the optimization is to minimize w.

Figure 4.9 illustrates the workflow of the system and the maximum response
time objective function. In particular, there are 3 computing nodes involved in the
considered database. Step 1 (the number of steps are shown on the figure in circles)
is generated by the client node of demand d, i.e., a query is sent to each computing
node r related to the considered database. The delay of this operation is tvd for each
computing node v. Afterward, each computing node processes the query (step 2)
what takes zrv/pv and returns to the client node the decision (step 3 and delay tvd ).
When, the client node collects all replies from computing nodes, the final decision is
made in a very short time which is a constant, and so is not considered in the model
(step 4).

Note that in order to make the optimization problem feasible, the computing
system is dimensioned according to the predicted load. In more detail, each new
request is processed almost immediately, without the need to queue the request.
Therefore, the optimization objective (i.e., maximum response time) does not include
any queuing delay. This can be accomplished by the parallel processing of arriving
requests and by the overprovisioning of network resources.
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Fig. 4.9 Workflow of an overlay computing system processing requests related to k-nearest neigh-
bors method

OVR/A/LD/Response Time
sets

V computing nodes
D demands (clients)
R databases (data sets)
R(d) databases, for which demand d generates requests

constants

cv capacity of node v
pv processing rate of node v (number of units that v can process in 1 ms)
nr size of the database r (number of database units)
tvd network delay between computing node v and client node of demand d (ms)
brd =1, if demand d generates requests related to database r ; 0, otherwise
S split limit (maximum number of computing nodes involved in one database)
M large number

variables

zrv number of units of database r assigned to node v (integer, non-negative)
urv =1, if database r uses computing node v; 0, otherwise (binary)
wrvd overall response time regarding requests related to database r , computing

node v and demand d (continuous)
wrd overall decision time regarding requests related to demand d and database r

(continuous)
w maximum response time of the system (continuous)
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objective

minimize F = w (4.5.1a)

constraints

∑

v∈V

zrv = nr , r ∈ R (4.5.1b)

∑

r∈R

zrv ≤ cv, v ∈ V (4.5.1c)

zrv ≤ Murv, r ∈ R, v ∈ V (4.5.1d)
∑

v∈V

urv ≤ S, r ∈ R (4.5.1e)

wrvd = 2urvtvd + zrv/pv d ∈ D, r ∈ R(d), v ∈ V (4.5.1f)

wrvd ≤ wrd d ∈ D, r ∈ R(d), v ∈ V (4.5.1g)

wrd ≤ w d ∈ D, r ∈ R(d). (4.5.1h)

The objective (4.5.1a) is to minimize the maximum response time. Condition
(4.5.1b) assures that for every database r ∈ R all units are assigned to computing
nodes. Inequality (4.5.1c) sets an upper limit to the number of units assigned to a
computing node. Constraint (4.5.1d) defines variable urv. Condition (4.5.1e) is the
model to control the split limit. Constraints (4.5.1f)–(4.5.1h) are used to express
the maximum response time. Model (4.5.1a)–(4.5.1h) is N P-complete, since it is
equivalent to the Multidimensional Knapsack problem proved to beN P-complete
in [93].

Note that in [79], a similar optimization model was presented and solved by
an evolutionary algorithm. However, a centralized service was assumed to control
the computing system. In turn, papers [84–87] concerned comparable optimization
problems of overlay computing systems, but with the objective of minimizing system
cost as well as system throughput. Corresponding ILP formulations were presented
with a heuristic algorithm based on the GRASP method and the results of numerical
experiments. Moreover, the authors of [88] considered a problem of joint scheduling
and access link capacity design in overlay computing systems. In addition to the
optimization model formulation, various heuristic algorithms (greedy, evolutionary
algorithm and tabu search) were proposed and evaluated.

4.6 Survivable Overlay Computing System

The previous Sect. 4.5 focused on the optimization of an overlay computing system
assuming a quite simple architecture, since access link capacity constraints were
not included in the optimization model. This section addresses a more comprehen-
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sive scenario of a survivable overlay computing system which embraces access link
capacity constraints, i.e. survivability aspects are considered and each computing
task is assigned to two disjoint computing nodes [89–92].

The main assumptions of the overlay computing system considered in this section
are made on the basis of previous works on this topic e.g., [5, 22, 23, 27], and real
computing systems like Seti@Home using the BOINC framework [24]. The goal of
the considered system is to process various computational projects and minimize the
system cost. Each project is divided into uniform tasks, and every task requires the
same amount of processing power to be calculated. Each project has one source node
which provides the input data, and one or more destination nodes which receive the
computational results. Each task must be assigned to an overlay node to be processed
and to obtain the output data sent to the destination nodes. The workflow of the
system can be described in the following way. The input data of a task is sent from
the source node to a computing node, which processes the data. Then, the output data
(results of computations) is transmitted from the computing node to the destination
nodes. It is assumed that computational projects are long-lived and established for
relatively long time periods. Such computing systems are applied in the context of the
following computational tasks: weather forecasting, scientific experiments (e.g., the
Large Hadrons Collider), data classification for IT security (e.g., anti-spam filters,
IPS/IDS), data mining (e.g., sales forecasts). Therefore, the assumed model does not
consider the time dependency of the projects (starting time, completion time, etc.).
The input and output data associated with each task is continuously transmitted in the
network, and can be expressed in bits per second. In consequence, computational and
network resources can be allocated in the system according to the offline optimization
approach.

Overlay nodes are able to process the computational tasks, since they are equipped
with various devices which can be applied for computing (e.g., computers, clusters,
data centers, etc.). Each node has a processing power limit defined as the maximum
number of uniform computational tasks that the node can calculate. In addition,
each node is connected to the overlay network by an access link with a specified
capacity, which is used only to transfer the input and output data of task processing.
In particular, each node v downloads two types of data: task input data (if node v
is selected for processing of the considered task), and task output data (if v is the
destination node of the considered task). Correspondingly, each node v uploads two
types of data: task input data (if v is the source node of the considered task), and
output data (if node v is selected for processing of the considered task).

To illustrate the workflow of the described overlay computing system a simple
example is shown in Fig. 4.10. Briefly, the overlay computing system includes five
nodes denoted as a, b, c, d, e. The system processes one project with three tasks.
Node a is the source node of all tasks, while nodes b and e are the destination nodes.
Node a provides the input data related to particular tasks (green rectangles labeled i1,
i2 and i3). Blue rectangles labeled p1, p2, and p3 denote the nodes where a particular
task is processed, i.e., node b processes task 1, node a processes task 2, and node d
processes task 3. Finally, red rectangles labeled o1, o2, and o3 denote results of
computations related to tasks 1, 2 and 3, respectively. The allocation of tasks for
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Fig. 4.10 Example of an overlay computing system

processing results in network flows between nodes. Solid lines represent the flow of
input data and a green circle with a number indicates the number of the task the input
data is related to. For instance, since node b computes task 2, the input data of this
task is transmitted from node a to node b. In turn, dotted lines represent the flow of
output data. Once more, the numbers in red circles indicate the number of the task
the output data is related to. For example, since node d processes task 3, this node
uploads the output data to nodes b and e (destination nodes). Notice that the input
data of task 2 is not uploaded from node a, since node a processes the task by itself.
In a similar way, the output data of task 1 calculated in node b is uploaded only to
node e.

Overlay systems are subject to various unintentional failures (e.g., natural dis-
asters, software errors, human errors) and intentional failures (e.g., sabotage) [59].
Such failures can impact the underlying network infrastructure connecting comput-
ing nodes, as well as the access links connecting tthe overlay nodes to the network.
In addition, elements of the systems responsible for processing are also subject
to various breakdowns. Consequently, if the overlay computing system is utilized
to process computational projects of large importance, some additional survivabil-
ity mechanisms are required to guarantee the computational tasks’ completion and
delivery of all required results.

To protect the overlay computing system against a failure that results in a situa-
tion where the results of computational projects are not delivered to all destination
nodes, a Dedicated Node Protection (DNP) mechanism is proposed. Specifically, for
each computational task, two computing nodes are assigned: a primary (working)
node and a completely reserved backup node. Both nodes simultaneously process the
same input data, and send the output data (results) to all destination nodes. The idea
of DNP is very similar to the 1+1 DPP method developed in the context of optical
networks [59]. The main advantage of the DNP approach is a very fast reaction time
after a failure. However, the main disadvantage is a relatively large cost following
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Fig. 4.11 Example of a survivable overlay computing system

from the system redundancy. The architecture of a survivable overlay computing
system with DNP protection is very similar to the overlay computing system intro-
duced above in this section. But the need to process an additional copy of every task
increases the network traffic and requires more computational resources.

Figure 4.11 shows a survivable overlay computing system with DNP protec-
tion using the same example as in Fig. 4.10. To account for additional survivability
requirements, each of three tasks is processed at two separate nodes, i.e., primary
tasks are marked with light blue rectangles p1, p2, and p3, while backup tasks are
labelled with dark blue rectangles b1, b2 and b3, respectively. For instance, task 1 is
processed at nodes b and d. As pointed out above, the duplication of task processing
generates extra network traffic compared to the example included in Fig. 4.10. For
example, node a uploads two copies of the input data related to tasks 1 and 3, and
one copy related to task 2.

4.6.1 Formulation

Set V includes overlay nodes which have the capability to process tasks as well as
being the source and/or destinations of the computational projects. Since according
to [30–36] capacity constraints of access links are typically sufficient in overlay
networks and the underlying network is assumed to be overprovisioned, the only
network capacity constraints in the model refer to access links.

Each node v ∈ V is assigned with a maximum processing rate pv, i.e., pv denotes
the number of uniform computational tasks that node v can calculate. Two types of
cost are assigned to the nodes. Firstly, letψv denote the cost related to the processing
of one uniform task at node v. For example, ψv can be interpreted as the OPEX cost
necessary to process the uniform computational tasks, including power consumption,
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maintenance, etc. The processing cost ψv can be different for various nodes, due the
fact that prices of energy and IT services apply to the particular node’s geographical
location. The second type of cost refers to access link capacity. Let ξv denote the cost
of one access link capacity module allocated for node v. Constant ξv can represent
the OPEX cost related to the leasing cost of the capacity module paid to the ISP and
all other OPEX costs such as power consumption, maintenance, etc. The size of one
capacity model of node v is given by constant mv. An integer variable yv represents
the number of capacity modules allocated to the access link of node v. Therefore, the
capacity of the access link of node v is denoted by termmvzv. Again, since computing
nodes can be spread geographically in different regions with various ISPs, energy
and maintenance costs as well as module size and cost can be different for each node.

The goal of the overlay computing system is to process computational projects
included in set R, where each project r includes a number of uniform tasks denoted by
set K (r). Each project and task is described by a source nodewhich provides the input
data, and destination nodes which receive the output data (results of computations).
Binary constants skv and dkv denote, if node v is the source or destination node of
task k, respectively. Input and output data transmission rates of task k are defined as
constants hk and gk , respectively.

Two binary variables zkv and bkv determine the allocation of task k to primary and
backup node, respectively. However, by using constant αk it is possible to indicate
which projects (tasks) require protection. In particular, only if task k is to be protected
(i.e., αk = 1), a backup computing node is assigned to process this task.

The goal of optimization is to minimize the cost of the computing system, includ-
ing expenses related to network resources (access links) and processing (computa-
tions). It should be stressed that the cost is perceived from the perspective of the
overlay computing system, not from the perspective of the underlying network oper-
ator. Consequently, the part of the cost related to network resources is limited only to
access links and does not account for costs related to the backbone network under-
lying the overlay computing system.

OVR/A/NDL/DNP/Cost
sets

V computing nodes
R projects
K tasks
K (r) tasks included in project r

constants

pv processing rate of node v (number of units which v can process in 1 second)
mv size of the capacity module for node v (Mb/s)
ψv cost of processing one uniform task for node v
ξv cost of one access link capacity module for node v
hk transmission rate of input data of task k (Mb/s)
gk transmission rate of output data of task k (Mb/s)
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nk number of destination nodes for task k
skv =1, if node v is the source node of task k
tkv =1, if node v is the destination node of task k
αk =1, if task k requires protection; 0, otherwise
S split limit (maximum number of computing nodes involved in one project)

variables

zkv =1, if task k is allocated to primary computing node v; 0, otherwise (binary)
bkv =1, if task k is allocated to backup computing node v; 0, otherwise (binary)
yv capacity of node v access link expressed as the number of capacity modules

(integer, non-negative)
urv =1, if project r uses computing node v; 0, otherwise (binary)

objective

minimize F =
∑

v∈V

ξv yv +
∑

k∈K

∑

v∈V

ψv(zkv + bkv) (4.6.1a)

constraints

∑

v∈V

zkv = 1, k ∈ K (4.6.1b)

∑

v∈V

bkv = αk, k ∈ K (4.6.1c)

(zkv + bkv) ≤ 1, k ∈ K , v ∈ V (4.6.1d)
∑

k∈K

(zkv + bkv) ≤ pv, v ∈ V (4.6.1e)

∑

k∈K

(1 − skv)hk(zkv + bkv) +
∑

k∈K

tkvgk(1 − zkv + αk − bkv) ≤ mv yv, v ∈ V

(4.6.1f)
∑

k∈K

skvhk(1 − zkv + αk − bkv) +
∑

k∈K

(nk − tkv)gk(zkv + bkv) ≤ mv yv, v ∈ V

(4.6.1g)

zkv ≤ urv, r ∈ R, k ∈ K (r), v ∈ V (4.6.1h)

bkv ≤ urv, r ∈ R, k ∈ K (r), v ∈ V (4.6.1i)
∑

v∈V

urv ≤ S, r ∈ R. (4.6.1j)

The optimization goal is to minimize the cost of the computing system (4.6.1a).
The objective function includes two elements: cost of access links and cost of task
processing at primary and backup computing nodes. Equality (4.6.1b) guarantees
that exactly one node is selected as the primary computing node for a particular
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task. In an analogous way, equality (4.6.1c) assures that if task k is to be protected
(αk = 1), then exactly one backup node has to be assigned for this task. The next
constraint (4.6.1d) implements the DNP protection method and ensures that primary
and backup computing nodes are disjoint. Since each computing node v ∈ V has
a processing limit, constraint (4.6.1e) ensures that node v cannot be assigned with
more tasks to calculate than it can process.

Inequality (4.6.1f) defines the download capacity constraint for an access link.
In more detail, the left-hand side of (4.6.1f) represents the flow incoming to node v
and comprises two elements. The first one denotes the flow related to transmission
of input data for computations, i.e., node v that is selected as a primary node of task
k (zkv = 1), or a backup node of task k (bkv = 1), must download the input data
with transmission rate hr . Only if the considered node v is the source node of task k
(skv = 1) is there no need to send the input data. The second element on the left-hand
side of (4.6.1f) denotes the output data transmission, i.e., each destination node v of
task k (tkv = 1) must download the output data of this task with rate of gk from both
primary and backup computing nodes. But if the considered node v is selected as the
primary node of task k (zkv = 1), data does not have to be sent to the primary node.
In the same way, if task k is protected (αk = 1) and node v is selected as a backup
node of task k (bkv = 1), there is no need to download data to the backup node. In
turn, the right-hand side of (4.6.1f) denotes the access link capacity.

Condition (4.6.1g) formulates the upload access link capacity constraints. Anal-
ogous to (4.6.1f), the left-hand side of (4.6.1g) defines the flow leaving node v and
again includes two terms. The former one denotes the flow of input data sent from
source node v of task k (skv = 1) to primary and backup computing nodes. However,
if the considered node v is selected as either the primary computing node (zkv = 1),
or the backup computing node (bkv = 1) of task k, the transmission is not established.
The latter term represents the flow of output data to all destination nodes of task k,
i.e., each node v that is selected as either the primary node of task k (zkv = 1), or the
backup node of task k (bkv = 1), must upload the output data to all nk destination
nodes of task k. If node v is one of destination nodes of task k (tkv = 1), then the
flow is decreased correspondingly.

Finally, constraints (4.6.1h) and (4.6.1i) define variable urv which is next used in
(4.6.1j) to set the limit on the number of computing nodes involved in one computa-
tional project. Note that the problem (4.6.1) isN P-complete, since it is equivalent
to the network design problem with modular link capacities [46].

4.6.2 Cut Inequalities

Recall that cut inequalities are added to the original optimization problem to improve
the performance of the branch-and-bound algorithm. This section introduces cut
inequalities for problem (4.6.1) [92]. It is assumed that the proposed cuts are applied
in the cut-and-branch variant of the branch-and-bound algorithm, i.e., cut inequalities
are added to the root node of the solution tree and are used throughout the whole
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branch-and-bound tree. For a more comprehensive discussion on cut inequalities,
refer to Sect. 2.6.2.

The first proposed cut is a constraint that formulates a lower bound of variable yv.
Notice that if node v is a destination node of task k (tkv = 1), it must download
the output data (results of computations) related to task k. Node v downloads this
data in two ways, i.e., (i) if node v is assigned to process task k, the data related
to task k is downloaded as the input data (which is later processed in this node to
obtain the output data), or (ii) as the output data from another node that processes
task k. However, if v is the source node of task k (skv = 1), the considered node does
not download the data related to task k. Firstly, a case when task k is not protected
(αk = 0) is analyzed. The download capacity of node v related to the processing
of task k must then exceed the following value tkv(1 − skv)min (hk, gk). If task k is
protected (αk = 1), node v receives the results of computations twice. Nevertheless,
on the base of constraint (4.6.1c), the same node cannot serve as both a primary and
backup computing node of task k. Consequently, two cases are possible, either node v
downloads both the input and output data of task k (i.e., node v is the primary or
backup node of task k) or node v downloads the output data of task k twice (node v is
neither primary nor backup node of task k). In consequence, the download capacity
of node v related to the processing of protected task k must exceed the value of
tkv(1 − skv)min (hk + gk, 2gk).

Similarly, the upload capacity of node v related to the processing of task k can be
analyzed. More specifically, if node v is the source node of task k, (skv = 1), the data
related to task k is sent to all destination nodes of this task. Again, data can be trans-
ferred either as the input data (rate hk) to another processing node, or node v performs
task k by itself and sends the output data (rate gk) to (nk − tkv) nodes (all destination
nodes excluding node v). In turn, if task k is not protected (αk = 0), the upload
capacity of node v related to task k must exceed skv min (hk, (nk − tkv)gk). If task k
is protected (αk = 1), again due to constraint (4.6.1c) node v cannot serve as both a
primary and a backup node. Therefore, two cases must be examined. Firstly, node v
uploads input data (rate hk) twice to the primary and backup nodes. Secondly, node v
processes task k and sends the output data (rate gk) to the destination nodes as well
as sending the data related to the backup task as input data (rate hk). Thus, the upload
capacity of node v related to task k must be above skv min (2hk, hk + (nk − tkv)gk).

Let dkv and ukv denote the lower bounds of a download and upload flow related
to node v and task k, respectively, formulated as follows:

dkv =
{

tkv(1 − skv)min (hk, gk) if αk = 0
tkv(1 − skv)min (hk + gk, 2gk) if αk = 1

(4.6.2a)

ukv =
{

skv min (hk, (nk − tkv)gk) if αk = 0
skv min (2hk, hk + (nk − tkv)gk) if αk = 1.

(4.6.2b)

http://dx.doi.org/10.1007/978-3-319-30309-3_2
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Combining definitions (4.6.2) with the MIR approach [94, 95], the following cuts
can be written:

⌈
∑

k∈K

dkv/mv

⌉
≤ yv (4.6.3a)

⌈
∑

k∈K

dkv/mv

⌉
≤ yv. (4.6.3b)

Moreover, cuts based on the Cover Inequality (CI) approach [96] can be formu-
lated using constraints (4.6.1e) and (4.6.1j). To limit the number of possible cover
inequalities, first the linear relaxation of the model (4.6.1) is solved. Afterwards, in
the obtained solution, variables zrv, brv and yv that are not integers are identified, and
for these variables the CI approach is applied in the context of constraints (4.6.1e)
and (4.6.1j).

4.6.3 Algorithms

Since problem (4.6.1) is N P-complete, to tackle larger problem instances three
algorithms are described in this section, namely, greedy method [91], tabu search
method [89, 90] and evolutionary algorithm [90]. Note that the algorithms are for-
mulated for the problem (4.6.1a)–(4.6.1g), i.e., the split constraint is not considered.

Greedy Algorithm

Algorithm GA/OVR/M/NDL/DNP processes all tasks included in set K in two runs;
first, all tasks are assigned one-by-one to the primary nodes, next, the same operation
is repeated for the backup nodes. Only feasible nodes (with available processing
resources) are considered as candidate nodes to assign the current task k. A special
metric ckv is used to evaluate the cost of allocation of task k to node v, i.e., the
algorithm selects an allocation pair v and k that provides the lowest cost of this
metric.

In particular, ckv is defined as a weighted sum of two elements. Firstly, an average
cost of allocation of task k to node v is calculated considering both the processing
cost of node v and the access link cost of node v. More specifically, allocation of
task k to node v results in an additional flow of input data from the source node
of task k to node v, and next additional flow of the output data from node v to
all destination nodes of task k. For instance, the extra cost related to the download
capacity is defined as ξvhk/mv, the extra cost related to the upload capacity is defined
as ξv(nk − tkv)gk/mv and the additional processing cost is simply given by ψv. The
second element of metric ckv is calculated in another way. The key idea is to check
if the allocation of task k to node v causes new capacity module(s) to be allocated to
some nodes in order to supply enough capacity to download/upload extra data. The
motivation behind this idea is the observation that, in some cases, allocation of task
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k to node v does not trigger the need to increase capacity of access links, since the
already allocated capacity resources are sufficient to send all the required data. To
find the best trade-off between both elements included in metric ckv, the GA method
uses a tuning parameter which weights the influence of both elements.

Tabu Search

The first step to implement a TS/OVR/M/NDL/DNP algorithm based on the Tabu
Search approach is to define the solution encodingwhich next allows the construction
of a move operation to search the neighborhood space. In the context of problem
(4.6.1), the encoding is defined as two sets Z and B including |K | elements, where
each element zk ∈ Z and bk ∈ B denote the primary and backup node selected to
process task k:

(Z , B) = [z1, z2, . . . , z|K |], [b1, b2, . . . , b|K |]. (4.6.4)

Two solutions are considered as neighbors, if they differ at exactly one position
considering both vectors Z and B. The move operation which allows the generation
of a neighborhood solution (Z , B) is defined as a triple (k, v, w), which denotes the
reallocation of task k from primary (backup) node v to primary (backup) node w.
However, to assure constraint (4.6.1c), it is not allowed to generate a neighbor solution
in which both primary and backup nodes of a particular task k are located at the same
node v, i.e., condition zk �= bk must be satisfied for every k ∈ K . Having solution
(Z , B), the values of variables yv are calculated in order to find theminimumpossible
values that satisfy link capacity constraints (4.6.1f) and (4.6.1g).

All constraints of the problem—excluding (4.6.1e)—are assured directly by the
solution encoding (4.6.4) and construction of the move operation. To address the
node processing limit constraint (4.6.1d), the penalty function approach is used, i.e.,
a function that evaluates the value of solution (Z , B) includes the problem objective
function (4.6.1a) and the additional term that represents the potential overrun of
constraint (4.6.1d). More details on the TS/OVR/M/NDL/DNPmethod can be found
in [89, 90].

Evolutionary Algorithm

TheEA/OVR/M/NDL/DNP algorithm is based on the same solution encoding (4.6.4)
as the TS/OVR/M/NDL/DNP method, i.e., chromosome (Z , B) includes individual
genes (zk, bk) that represent the primary and backup nodes selected for task k ∈ K .
In order to obtain values of link capacity variables yv, the same procedure as in the
case of the TS algorithm is to applied.

A crossover operation in points i and j (i < j) assumes an exchange of all
tasks from i to j between two individuals for both primary and backup nodes. Note
that such a crossover operation assures that the survivability constraint (4.6.1c) is
satisfied in the children chromosomes. A mutation operation is defined as a random
modification of some genes, i.e., some primary and/or backup nodes are changed for
randomly selected tasks.However, new solutions generated by themutation operation
must be controlled to assure the survivability constraint (4.6.1c).
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To tackle the processing limit constraint (4.6.1c), both penalty function and repair
function approaches are utilized. The repair function simply reallocates some tasks
fromnodes exceeding the processing limit to the nodes that still have residual process-
ing power. The number of tasks to be moved is always selected as the lowest required
to repair a particular chromosome. The repair function is executed for every individ-
ual in the population with a given frequency defined as a tuning parameter of the EA
algorithm. A more comprehensive description of EA is presented in [90].

4.6.4 Numerical Results

The goal of the numerical results [89–92] was threefold: to evaluate performance
of cut inequalities, compare heuristic algorithms and examine the impact of protec-
tion levels on the system cost. To obtain the optimal results, the CPLEX solver was
used [58]. Two types of overlay computing systems were created at random: small
systems embracing 30 nodes and large systems containing 200 nodes. In particular,
for both small and large systems, six sets of systems and six sets of computing tasks
were generated randomly according to ranges of particular parameters reported in
Table 4.7. The size of one capacity module was equal to 100 Mb/s. Additionally,
several configurations related to protection requirements were created with the fol-
lowing values of the protected tasks percentage (PTP): 0, 10, 20, . . . , 100%. For
instance PTP = 20% indicates that on average 20% of tasks are protected (i.e.,
assigned to two disjoint computing nodes), while the remaining 80% are not pro-
tected. The overall number of individual cases for each size of the system was 396
(i.e., 6 × 6 × 11). The preliminary experiments showed that CPLEX with default
setting of the optimality gap (i.e., 0.0001) was not able find optimal results for 30-
node systems. Therefore, the optimality gap of CPLEX was set to 0.01. In turn, for
200-node systems, CPLEX was not able to yield a feasible result.

The first goal of the experiments was to evaluate cut inequalities proposed in
Sect. 4.6.2. Table 4.8 presents results regarding the execution time of CPLEX as well
as the number of branch-and-bound nodes obtained for 30-node systems. Four cases

Table 4.7 Parameters of tested systems

Parameter name Small systems Large systems

Number of computing nodes 30 200

Number of tasks 300–700 1200–4800

Cost of one access link
capacity module

120–400 120–400

Processing cost of one task 50–150 50-150

Processing limit per node 10–40 10–40

Number of destination nodes 1–4 1–8

Input and output data rates 5–15 5–10
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Table 4.8 Performance of additional cut inequalities as a function of PTP

PTP (%) Av. execution time in seconds Av. number of BB nodes

NoCut MIR CI AllCuts NoCut MIR CI AllCuts

0 58 109 365 108 514 521 3079 536

10 225 417 572 388 2365 2360 3043 2510

20 86 163 2019 506 521 521 16725 2636

30 458 888 833 574 4533 4564 4529 2516

40 116 221 486 257 470 471 1316 495

50 507 979 2480 3309 2881 2900 12606 15383

60 1488 2913 1118 453 6189 6191 4047 879

70 4119 8203 6057 3685 20551 20570 22512 8443

80 1256 1213 3807 1589 4299 4299 17587 8586

90 11530 11324 4500 2056 74287 74307 20705 9516

Sum 19844 26430 22237 12925 116607 116702 106148 51498

are reported, namely, branch-and-bound without additional cut inequalities (NoCut),
branch-and-bound only with MIR cut inequalities (MIR), branch-and-bound only
withCI cut inequalities (CI) andbranch-and-boundwith bothCI andMIRcut inequal-
ities (AllCuts). It is easy to see that the application of both additional cuts (MIR and
CI) provides the best performance, since the execution time is reduced by about
35% compared to the case without additional cuts. On the other hand, the number of
branch-and-bound nodes is reduced by about 55%. Nevertheless, a detailed analysis
of results obtained for individual cases indicates that the trends are not stable, i.e., for
some cases, additional cuts do not improve the performance of the CPLEX solver.

The next goal of the numerical experiments was to compare heuristic algorithms
GA, TS and EA proposed to solve the survivable overlay computing system opti-
mization. Note that complete information on tuning of TS and EA algorithms can be
found in [89, 90]. Table 4.9 reports a comparison of two types of system, i.e., 30-node
and 200-node. For the former case, the average optimality gap with corresponding
lengths of 95% confidence intervals are presented. In the case of larger systems, the
table includes the average gap to GA method with corresponding lengths of 95%
confidence intervals. Note that the average execution time for small systems was (in
seconds): 29, 0.4, 2.5 and 150 for CPLEX, GA, TS and EA methods, respectively.
The average execution time for large systems was (in seconds) 1, 6 and 1020 for AE,
TS and EA, respectively. Combining information on the average quality of results
reported in Table 4.9 and execution times, the TS algorithm seems to be the best
optimization method for the considered problem.

Finally, Fig. 4.12 reports the average values of the relative cost for 200-node
systems as a function of the PTP parameter. In more detail, the result obtained
for the case without protection (PTP = 0%) is the reference result that is next
applied to calculate the relative cost yielded for larger values of PTP. Moreover, the
cost is divided into two categories: capacity cost and processing cost (see objective
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Table 4.9 Comparison of algorithms—average gap to reference results and corresponding lengths
of 95% confidence intervals

Algorithm 30-nodes systems 200-nodes systems

Av. gap to
opt. (%)

Conf. interval (%) Av. gap to
GA (%)

Conf. interval (%)

GA 10.17 0.25 – –

TS 5.77 0.11 −8.10 0.20

EA 7.16 0.11 −4.14 0.11

Fig. 4.12 Relative capacity
and processing costs as a
function of the protected
tasks percentage for
200-nodes systems

function (4.6.1a)). The numbers shown in the figure denote the percentage share of
a particular type of cost assuming that the overall cost obtained for PTP = 0% is
100%. The general trend is that both types of cost increase almost linearly with the
PTP parameter. However, the processing cost rises slightly faster when compared to
the capacity cost. The reason for this lies in the fact that relatively cheaper nodes (i.e.,
nodes with lower values of costs related to capacity and processing) are saturated
before selecting more expensive nodes. Consequently, when the number of tasks to
be protected increases, some tasks have to be allocated to more costly nodes. Notice
that the average cost of the system with full protection (PTP = 100%) is about
106% larger when compared to the case when all tasks are not protected. For more
results and discussions on the performance of survivable computing systems refer
to [89–92].

4.7 Optimization of Peer-to-Peer Flows

The concept of Peer-to-Peer (P2P) systems is a popular networking approach applied
mostly to provide efficient delivery of various content. Numerous services including
file-sharing, distributed computing, Internet based telephony, Internet television, have
been successfully developed using various P2P mechanisms. Deployment of P2P
systems has triggered a broad range of research challenges, but in this section we
focus only on one aspect of P2P systems, namely the modeling and optimization
of P2P flows. This problem is a natural consequence of the requirement to optimize
performance of P2P systems from the network perspective. This section presents only
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ILP formulations. However, note that various heuristic and metaheuristic algorithms
have been proposed and tested in the context of P2P flow optimization, e.g., see [9,
26, 97–99].

4.7.1 Formulations

The optimization models of the flow allocation in a P2P system presented in this
section were for the formulated first time in [99, 100] and next applied in the context
of various optimization problems related to P2P systems, e.g., [26, 97, 101].

The main modeling assumptions are made according to analysis of real P2P sys-
tems such as BitTorrent and the previous works on the optimization of overlay and
P2P systems, e.g., [2, 5, 7, 10, 20, 30–32, 34, 102–107]. The key challenge com-
pared to previous optimization models presented and discussed in this book, is the
fact that a P2P system changes over time. Up to now, it was assumed that the infor-
mation to be transferred in the network is statically provisioned for requesting nodes.
Here, in the context of P2P systems, along with the running of the system, nodes
(peers) download more information, which is next made available for requesting
nodes, which influences the traffic patterns. Therefore, a time scale of the system
must be included in the model.

The P2P system consists of set V including nodes. Each node is connected to an
overlay network by an accesses link defined by upload capacity uv and download
capacity dv. To model the time scale of the considered P2P system, a concept time
slots is applied [31, 32, 99, 100, 102, 103]. In particular, the P2P system operates in
subsequent iterations and the length of one iteration is equal to one time slot. Set T
contains all available time slots. For the sake of simplicity, it is assumed that each
time slot has the same length. However, the model presented below can be modified
to address some other scenarios (for more details see [100]). Furthermore, at the end
of each time slot, the indexing service is updated and all operations completed in
the particular time slot are recorded. Thus, at the beginning of the next time slot, the
detailed information on current availability of blocks at network nodes is delivered to
all requesting nodes. For instance, if block b was downloaded by node v in iteration
t , in the next time slot t + 1, all other peers can try to get this block from node v.
According to [20], a P2P system modeled as described above is called synchronous.
Note that the considered model is not limited to a single particular implementation of
the indexing service, since the system can work with an indexing system organized
either in a centralized manner (e.g., similar to tracker used in BitTorrent), or in a
decentralized manner (e.g., DHT).

Data to be delivered in the system is divided into blocks (pieces) and set B includes
all blocks to be transferred. It is assumed that a transfer of one block is completed
within one time slot. However, the model presented below can easily be modified
to include some more heterogeneous scenarios, e.g., the transfer of one block takes
more than one time slot. For each block b ∈ B, constant hb denotes a bit-rate required
to deliver this blockwithin one time slot. Before the P2P system begins the operation,
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some nodes called seeds hold the blocks, denoted by constant gbv which equals 1 if
block b is located at node v before the P2P transfer starts, and 0 otherwise. There is
one binary variable in the problem, namely, xbvwt denotes if block b is transferred
from node v to node w in time slot t .

OVR/P2P/FA/Cost
sets

V nodes (peers)
T time slots (iterations)
B blocks

constants

dv download capacity of node v (kb/s)
uv upload capacity of node v (kb/s)
hb bit-rate required to transfer block b in one time slot (kb/s)
gbv =1, if block b is located at node v before the P2P transfer starts; 0, otherwise
ζvw cost of block transfer from node v to node w
M large number

variables

xbvwt =1, if block b is transferred from node v to node w in time slot t ; 0, otherwise
(binary)

objective

minimize F =
∑

b∈B

∑

v∈V

∑

w∈V

∑

t∈T

ζvwxbvwt (4.7.1a)

constraints

gbw +
∑

v∈V

∑

t∈T

xbvwt = 1, b ∈ B, w ∈ V (4.7.1b)

∑

b∈B

∑

w∈V

xbvwt hb ≤ uv, v ∈ V, t ∈ T (4.7.1c)

∑

b∈B

∑

v∈V

xbvwt hb ≤ dw, w ∈ V, t ∈ T (4.7.1d)

∑

w∈V

xbvwt ≤ M

(
gbv +

∑

i∈T :i<t

∑

s∈V

xbsvt

)
, b ∈ B, v ∈ V, t ∈ T . (4.7.1e)

The objective function (4.7.1a) is to minimize the overall routing cost required to
deliver all blocks to all requesting nodes using the P2P approach. Equality (4.7.1b)
assures that each node receives requested blocks within all available time slots. There
are two possible situations to fulfill this condition. In essence, either node v is the
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seed of block b (gbw = 1) or block b is delivered to node w in one of possible time
slots t ∈ T (

∑
v∈V

∑
t∈T xbvwt = 1). It is assumed in (4.7.1b) that every node w ∈ V

requests all blocks included in set B. But this constraint can easily be adjusted to
address the requirement that a particular node needs to download only selected blocks
by using the right-hand side of (4.7.1b)—instead of 1—abinary constant rbw denoting
if node w requests block b. Inequalities (4.7.1c) and (4.7.1d) denote the upload
and download node capacities, respectively. Finally, (4.7.1e) defines a possession
constraint [100, 104] assuring that block b can be transferred from node v to node w
in time slot t , only if node v holds block b before time slot t begins [100, 104]. To
be more specific, node v can possess block b in time slot t due to two situations.
Firstly, node v can be simply the seed node of block b (gbv = 1). Secondly, node v
downloaded block b from any node s ∈ V in any time slot i ∈ T preceding time slot t
(i < t). Problem (4.7.1) isN P-complete, since an equivalent Minimum Broadcast
Time problem is also isN P-complete [108].

Another objective function which can be used in the context of P2P flows is
to minimize the overall download time, i.e. the time in which all requesting peers
download all requested blocks [6, 31, 32, 34, 100, 103, 106, 109, 110]. To formulate
a model with the time objective, a new variable zt is introduced. In particular, zt

denotes if in time slot t there is at least one transfer between nodes. The below
model (4.7.2) formulates the P2P flow allocation problemwith the objective function
of the download time.

OVR/P2P/FA/Time
variables (additional)

zt =1, if in time slot t , there is at least one transfer; 0, otherwise (binary)

objective

minimize F =
∑

t∈T

zt (4.7.2a)

constraints (4.7.1b)–(4.7.1e) and

∑

b∈B

∑

v∈V

∑

w∈V

xbvwt ≤ Mzt , t ∈ T . (4.7.2b)

An alternative criterion function is throughput defined as the number of blocks
(which can be interpreted as the size of a file) which can be delivered to all nodes
within given time slots. Let binary variable ubv denote, if block b is delivered to
node v during the system operation. In turn, binary variable ub equals one, if block
b is delivered to all requesting nodes. Model (4.7.3) defines the P2P flow allocation
problem with the objective related to system throughput.
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OVR/P2P/FA/Throughput
variables (additional)

ubv =1, if block b is delivered to node v; 0, otherwise (binary)
ub =1, if block b is delivered to all requesting nodes; 0, otherwise (binary)

objective

maximize F =
∑

b∈B

ub (4.7.3a)

constraints (4.7.1c)–(4.7.1e) and

gbw +
∑

v∈V

∑

t∈T

xbvwt = ubw, b ∈ B, w ∈ V (4.7.3b)

|V |ub ≤
∑

v∈V

ubv, b ∈ B. (4.7.3c)

Note that constraint (4.7.3b) is a modified version of the condition (4.7.1b), since
here it is not required that all blocks b ∈ B must be delivered to every node. In turn,
constraint (4.7.3c) defines variable ub, i.e., only when all nodes download block b
(right-hand side of (4.7.3c) equals |V |), variable ub can be switched to 1.

4.7.2 Additional Constraints

Model (4.7.1) is a basic and generic formulation of the flow allocation problem in
P2P systems. In the following, we will present some additional constraints that can
enhance model (4.7.1), in order to account for requirements following from real P2P
systems.

Stochastic P2P Systems

It is quite common in P2P systems such as BitTorrent that nodes (peers) join and/or
leave the system frequently, which can make the system stochastic and dynamic [2,
5, 7, 10]. Offline optimization models considered in this book are deterministic.
However note that the basic P2P model formulated in (4.7.1) assumes that the time
scale of the system is divided into time slots. Consequently, the stochastic nature
of a P2P system can be modeled using a special constant avt which denotes the
availability of node v in time slot t . Specifically, let avt = 1, if node v is available in
time slot t and 0 otherwise. The formulated model (4.7.4) shows how to incorporate
the information on node availability into the node capacity constraint.

OVR/P2P/FA/Stochastic
constants (additional)

avt =1, if node v is available in time slot t ; 0, otherwise
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constraints

∑

b∈B

∑

w∈V

xbvwt hb ≤ avt uv, v ∈ V, t ∈ T (4.7.4a)

∑

b∈B

∑

v∈V

xbvwt hb ≤ awt dw, w ∈ V, t ∈ T . (4.7.4b)

Constraints (4.7.4a) and (4.7.4b) are adapted versions of constraints (4.7.1c) and
(4.7.1d). The onlymodification is visible in the right-hand side of the new constraints,
i.e., the available upload anddownload capacity ismultiplied by constantavt to denote
whether particular node v is available in time slot t .

Fairness

An important aspect of P2P systems is fairness [2, 34, 109]. In essence, the resource
contribution in P2P systems should be fair, i.e., the average resource contribution
of a single node should be within defined bounds according to average statistics
observed in the system. Consequently, a peer should not be forced to upload much
more than it downloads. Fairness can be regarded as a type of incentive for nodes
to participate in the system, especially in situations where there is a shortage of
upload capacity or ISPs charge users based on upload capacity usage. To impose
fairness in a P2P system, a following constraint can be used. Let 
v denote fairness
of node v defined as the maximum proportion between the amount of uploaded and
downloaded information. For instance, 
v = 1.5 means that node v uploads at most
1.5 times more information than it has downloaded during the whole period of the
P2P system’s operation. Note that peers which are seeds can be excluded from the
fairness constraint.

One of requirements in enforcing fairness in the P2P system is to avoid nodes
which are free riders or selfish peers. Free riders are defined as nodes which use
resources of the P2P system and download files without contributing to the system.
In turn, a selfish peer uploads much less than it downloads, or stops uploading when
all blocks are collected [2, 5, 6, 34, 109, 111]. To tackle the problemof free riders and
selfish peers, constant �v is defined to represent the minimum proportion between
upload and download for node v. For instance, �v = 0.5 indicates that node v must
upload at least 50% of downloaded information considering all time slots. Note that
�v = 0 allows node v to be a free rider.

OVR/P2P/FA/Stochastic
constants (additional)


v fairness of node v
�v minimum proportion between upload and download for node v

constraints

∑

b∈B

∑

w∈V

∑

t∈T

xbvwt ≤ 
v

∑

b∈B

∑

w∈V

∑

t∈T

xbwvt , v ∈ V (4.7.5a)
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∑

b∈B

∑

w∈V

∑

t∈T

xbvwt ≥ �v

∑

b∈B

∑

w∈V

∑

t∈T

xbwvt , v ∈ V . (4.7.5b)

Constraint (4.7.5a) assures that nodes use the P2P system with defined fairness,
while (4.7.5b) limits selfish behavior of peers. Note that the sum on the left-hand
side of both inequalities denotes the number of blocks uploaded by the peer during
all considered time slots. In turn, the sum on the right-hand side of both constraints
represents the number of blocks downloaded by node v.

Neighbors

In some P2P systems, a new node which joins the system is provided with a list of
peers it can connect to and next cooperate to exchange blocks (e.g., BitTorrent). Such
peers are called neighbors [10, 106, 112]. To model this feature, binary constant ewv

is used to denote whether peers v and w are neighbors or not.

OVR/P2P/FA/Neighbors
constants (additional)

evw =1, if nodes v and w are neighbors

constraints

∑

b∈B

∑

t∈T

xbvwt ≤ Mevw, v ∈ V, w ∈ V . (4.7.6a)

Constraint (4.7.6a) imposes that a transfer between nodes v and w is only allowed
if they are neighbors.
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Chapter 5
Conclusions

Due to the rapid evolution of cloud computing and content-oriented services, net-
work operators and service providers are obliged to periodically rethink the way
their networks are designed and controlled. This trend is enhanced by the fact that
cloud computing and content-oriented services are diverse in terms of bandwidth and
usage patterns. Therefore, there is a strong need to develop new effective approaches
enabling modeling and optimization of cloud-ready and content-oriented networks.

This book covers these state-of-the-art topics and the latest results of research
conducted by the author and his team. In particular, we present several optimiza-
tion problems related to three various network layers which can be used to imple-
ment and deliver cloud computing and content-oriented services, namely, application
layer, network layer and optical layer. The optimization problems concern up-to-date
technologies and protocols currently used or planned to be applied in near future,
including MPLS, Connection-Oriented Ethernet, Elastic Optical Networks, overlay
and P2P systems. As well as presenting the problems as mixed-integer program-
ming or integer programming models, numerous optimization methods are shown to
solve the problems, including branch-and-cut, Lagrangian relaxation, heuristics and
metaheuristics. In addition, results of extensive numerical experiments are reported
and analyzed to show the performance of the optimization methods proposed and
to report the impact of various parameters of the scenarios. Moreover, the experi-
mental part of this book illustrates how to plan and run numerical experiments in the
context of cloud-ready and content-oriented networks. It should be stressed that the
problem formulations and algorithms are generic and can be modified and enhanced
in order to address new constraints and challenges that can occur in the future as a
consequence of the ongoing evolution of computer and communication networks.

The issues addressed in this book are still subject to research, although we can list
several recent inventions and trends which we believe will receive much attention in
the near future and serve to drive further developments in the field of computer and
communication network optimization:
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• Software Defined Networks (SDN). Themain idea behind SDN is to decouple the
control and data planes, centralize network intelligence and abstract underlying
network infrastructure from the applications. The centralization supported in SDN
uses efficient algorithms to control the network, which can drive the development
new optimization methods [1–4].

• Network Function Virtualization (NFV). The concept ofNFVseparates software
from hardware platforms using various virtualization technologies. The network is
transformed from hardware appliances with customized application-specific inte-
grated circuits (e.g., switches, routers, controllers) into software virtual machines
run on common off-the-shelf (COTS) hardware. The key benefit of this approach
is to make network services easy to use with increased flexibility and lower cost.
The shift in network architecture caused by the introduction of the NFV concept
generates novel optimization challenges including service chaining [1, 4–6].

• Space Division Multiplexing (SDM). TheSDMtechnology is perceived as the key
approach for overcoming a potential capacity crunch in existing optical networks
based on single-mode fibers andWDM technology. The main idea behind SDM is
the ability to flexibly assign various spatial resources to different traffic demands.
Specifically, the spatial resourcesmay refer to strands of fiber in a fiber bundle, fiber
cores in multi-core fibers (MCFs) or modes in multi-mode fibers (MMFs). Since
additional degrees of freedom are introduced, the network complexity increases
and in consequence efficient optimization approaches are required to design SDM
networks [7–10].

• 5G networks. The fifth generation (5G) represents the next major phase of mobile
standards beyond the current 4G standards. 5G architecture has been developed
in recent years as the key emerging technology addressing growing demand and
improving mobile network performance in terms of capacity, bit-rate, end-to-end
latency, usage cost and Quality of Experience. As well as new advancements in
the radio domain, 5G networks will require many new solutions in the backhaul
and backbone networks, including new optimization approaches [11–14].

• Cross stratum optimization. To improve performance of various network sys-
tems, a tighter coordination between network layers is needed. For instance, a
cooperation between the application layer and the network layer allows for more
efficient allocation of resources. The cross stratum cooperation also provides a
better user experience and delivers more resilient service. However, cross stratum
optimization leads to exceptionally complex problems, sincemulti-layer modeling
and optimization are required [15, 16].

Forecasting the near future in the ICT domain is extremely challenging, since
the majority of emerging network services and trends are initiated not by long-term
efforts of the research community or business parties, but by individual users in an a
prompt, independent and uncontrolled way. This book focuses on the modeling and
optimization of cloud-ready and content-oriented networks, and we hope it provides
a good starting point in the development of new efficient optimization approaches
for various networking problems in the future.
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Appendix A

A.1 Network Topologies

A.1.1 INT9

The INT9 network includes nine nodes and 46 directed links. The average link length
is 1062km (Fig.A.1 and TableA.1).

Fig. A.1 INT9 network topology
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Table A.1 INT9 network topology, link lengths in km

1 2 3 4 5 6 7 8 9

1 0 1342 913 0 0 0 0 0 0

2 1342 0 1303 0 1705 0 0 0 0

3 913 1303 0 1330 0 0 0 0 0

4 0 0 1330 0 818 690 0 0 0

5 0 1705 0 818 0 0 0 0 1385

6 0 0 0 690 0 0 1400 905 1045

7 0 0 0 0 0 1400 0 278 0

8 0 0 0 0 0 905 278 0 700

9 0 0 0 0 1385 1045 0 700 0

A.1.2 DT14

DT14 German national network that includes 14 nodes and 46 directed links. The
average link length is 182km. Network DT14 is taken from [1] (Figs.A.2 and A.3
and TableA.2).

Fig. A.2 DT14 network
topology
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Fig. A.3 DT14 network
topology in geographical
view

Table A.2 DT14 network topology, link lengths in km

1 2 3 4 5 6 7 8 9 10 11 12 13 14

1 0 115 161 306 0 0 0 0 0 0 0 0 0 0

2 115 0 121 0 279 0 0 0 0 0 0 0 0 0

3 161 121 0 295 0 0 0 220 257 314 0 0 0 0

4 306 0 295 0 0 0 0 0 173 0 0 0 0 0

5 0 279 0 0 0 37 0 37 0 0 0 0 0 0

6 0 0 0 0 37 0 41 0 0 0 0 0 0 0

7 0 0 0 0 0 41 0 84 0 182 0 0 0 0

8 0 0 220 0 37 0 84 0 0 0 0 0 0 0

9 0 0 257 173 0 0 0 0 0 353 275 0 0 0

10 0 0 314 0 0 0 182 0 353 0 224 207 0 0

11 0 0 0 0 0 0 0 0 275 224 0 189 0 181

12 0 0 0 0 0 0 0 0 0 207 189 0 87 0

13 0 0 0 0 0 0 0 0 0 0 0 87 0 146

14 0 0 0 0 0 0 0 0 0 0 181 0 146 0

A.1.3 NSF15

TheNSF15 network is aUS backbone network that includes 15 nodes and 46 directed
links. The average link length is 1022 km. NetworkNSF15 is taken from [2] (Fig.A.4
and TableA.3).



264 Appendix A

Fig. A.4 NSF15 network topology

Table A.3 NSF15 network topology, link lengths in km

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

1 0 1131 1709 0 0 0 0 2831 0 0 0 0 0 0 0

2 1131 0 692 958 0 0 0 0 0 0 0 0 0 0 0

3 1709 692 0 0 0 0 2092 0 0 0 0 0 0 0 0

4 0 958 0 0 566 0 0 0 2340 0 0 0 0 0 0

5 0 0 0 566 0 732 1451 0 0 0 0 0 0 0 0

6 0 0 0 0 732 0 0 716 0 0 0 0 0 0 0

7 0 0 2092 0 1451 0 0 0 0 1135 0 0 1976 0 0

8 2831 0 0 0 0 716 0 0 0 0 704 0 0 0 0

9 0 0 0 2340 0 0 0 0 0 0 0 596 0 788 0

10 0 0 0 0 0 0 1135 0 0 0 834 0 0 0 0

11 0 0 0 0 0 0 0 704 0 834 0 365 0 451 0

12 0 0 0 0 0 0 0 0 596 0 365 0 385 0 446

13 0 0 0 0 0 0 1976 0 0 0 0 385 0 247 0

14 0 0 0 0 0 0 0 0 788 0 451 0 247 0 373

15 0 0 0 0 0 0 0 0 0 0 0 446 0 373 0

A.1.4 Euro16

The Euro16 network is an European backbone network that embraces 16 nodes and
48 directed links. The average link length is 486 km. The Euro16 network is included
in [3] as Core Topology and in [4] as COST266-CT network (Fig.A.5 and TableA.4).
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Fig. A.5 Euro16 network
topology

Table A.4 Euro16 network topology, link lengths in km

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

1 0 514 0 540 0 0 0 0 0 0 0 0 0 0 0 0

2 514 0 393 0 594 0 600 0 0 0 0 0 0 0 0 0

3 0 393 0 259 0 0 0 0 474 0 0 0 0 0 0 0

4 540 0 259 0 0 0 0 552 0 0 0 0 0 0 0 0

5 0 594 0 0 0 507 0 0 0 0 0 0 0 0 0 0

6 0 0 0 0 507 0 218 0 0 327 0 0 0 0 0 0

7 0 600 0 0 0 218 0 0 271 0 0 0 0 0 0 0

8 0 0 0 552 0 0 0 0 592 0 0 381 0 0 0 0

9 0 0 474 0 0 0 271 592 0 0 456 0 0 0 0 0

10 0 0 0 0 0 327 0 0 0 0 522 0 720 0 0 0

11 0 0 0 0 0 0 0 0 456 522 0 757 0 0 534 0

12 0 0 0 0 0 0 0 381 0 0 757 0 0 0 0 420

13 0 0 0 0 0 0 0 0 0 720 0 0 0 783 0 0

14 0 0 0 0 0 0 0 0 0 0 0 0 783 0 400 0

15 0 0 0 0 0 0 0 0 0 0 534 0 0 400 0 376

16 0 0 0 0 0 0 0 0 0 0 0 420 0 0 376 0

A.1.5 UBN24

The UBN24 network is a US backbone network containing 24 nodes and 86 directed
links. The average link length is 998km. Network UBN24 is taken from [5] (Fig.A.6
and TableA.5).
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Fig. A.6 UBN24 network topology

A.1.6 Euro28

The Euro28 network is a European backbone network containing 28 nodes and 82
directed links. The average link length is 625km. The Euro28 network is included
in the SNDLib as nobel_eu [6] (Figs.A.7 and A.8 and TableA.6).

A.1.7 US26

The US26 network is a US backbone network containing 26 nodes and 84 directed
links. The average link length is 754km.TheUS26network is included in theSNDLib
as janos-us [6] (Figs. A.9 and A.10 and TableA.7).
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Fig. A.7 Euro28 network topology
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Fig. A.9 US26 network topology

Fig. A.10 US26 network topology in geographical view
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