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Preface

Zusammenfassung

In der industriellen Automation werden zunehmend drahtlose Technologien einge-
setzt, um Anwendungen zu erméglichen, die bewegliche Komponenten wie rotierende
Anlagenteile beinhalten oder eine gesteigerte Flexibilitdt erfordern. Eine Vielzahl
von Anwendungen, beispielsweise drahtlos vernetzte regelungstechnische Systeme,
koénnen jedoch aufgrund ihrer hohen Anforderungen an die Echtzeitfahigkeit der
Datenkommunikation noch nicht oder nur mit Einschrénkungen umgesetzt wer-
den.

Das Ziel dieser Arbeit ist daher die Realisierung eines isochronen drahtlosen
Kommunikationssystems fiir echtzeit-kritische regelungstechnische Anwendungen
der industriellen Automation. Die wesentlichen Herausforderungen resultieren aus
den eingesetzten Medienzugriffsverfahren, dem gemeinsam genutzten Medium und
dessen begrenzter Kapazitit sowie dem asynchronen Verhalten von drahtlosen und
drahtgebundenen Systemen, welches das Zeitverhalten solcher hybrider Netzwerke
erheblich verschlechtert.

Basierend auf den ermittelten Anforderungen von realen industriellen Anwen-
dungen und der Charakterisierung des industriellen Funkkanals fiir das Anwen-
dungsszenario, wird ein Losungsansatz vorgestellt, der einen koordinierten, TDMA-
basierten Medienzugriff verwendet, eine dynamische Ressourcenzuweisung erlaubt
und die Etablierung einer globalen Zeitbasis im drahtlosen und drahtgebundenen
Netz ermoglicht. Die globale Zeitbasis erlaubt eine synchrone Integration des draht-
losen Systems in bestehende Echtzeit-Ethernet-Netzwerke.

Eine prototypische Implementierung der Losung sowie eine Simulationsstudie
werden zur Evaluierung des Losungsansatzes in zwei Fallstudien herangezogen. Die
prototypische Implementierung wird fiir die Evaluierung in einer realen Umge-
bung der Fertigungsautomatisierung und fiir die Validierung des Simulationsmod-
ells eingesetzt. Aufgrund der begrenzten Skalierbarkeit der prototypischen Imple-
mentierung, wird eine weitere Fallstudie anhand einer realistischen Simulation-
sstudie durchgefiihrt. Das Simulationsmodell zeichnet sich unter anderem durch
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eine reale Modellierung des drahtlosen Kanals aus, die auf den Ergebnissen der
durchgefiihrten Kanalcharakterisierung basiert.

Die vorliegenden Evaluierungsergebnisse zeigen, dass mit dem vorgestellten Lo-
sungsansatz Latenzzeiten im Bereich < 10 ms mit einem maximalen Jitter < 100 s
moglich sind, wenn alle Komponenten aktiv sind. Der Lésungsansatz erlaubt daher
den Einsatz in regelungstechnischen Anwendungen, die den genannten Anforderun-
gen entsprechen. Sobald einzelne Komponenten deaktiviert werden, wird die Leis-
tungsfahigkeit erheblich reduziert und die Anforderungen kénnen nicht mehr erfiillt
werden.
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Abstract

In industrial automation systems the deployment of wireless technologies is more
and more common. This is mainly due to applications which consist either of mov-
ing components, for example rotating machine parts, or require a high degree of
flexibility. However, due to their high real-time requirements the implementation
of applications, such as wireless networked control systems (NCS), is rather limited
or even impossible with existing wireless technologies.

The objective of this dissertation is to design an isochronous wireless network
for industrial control applications with guaranteed latencies and jitter. The main
challenges are a non-deterministic medium access of existing systems, the uncon-
trolled, shared wireless medium and its limited capacity, as well as the asynchronous
behaviour of wireless and wired communication systems degrading the temporal
behaviour of such hybrid systems.

Based on the requirements analysis of real industrial applications and the char-
acterisation of the wireless channel for the application scenario, a solution approach
is presented consisting of a deterministic, TDMA-based medium access control, a
dynamic resource allocation and the provision of a global time base for the wired
and the wireless network. The global time base allows a seamless and synchronous
integration into existing wired Real-time Ethernet systems.

An implementation prototype of the proposed wireless system and a simulation
case study are used for the evaluation of the solution approach in two case studies.
The prototype is used for the evaluation in a real factory environment and for
the validation of the simulation model. Due to given scalability constraints of the
prototype, a second case study based on a realistic simulation model is conducted.
A realistic channel model for the simulation, implemented based on the channel
characterisation, allows more realistic simulation results.

The obtained evaluation results show that latencies < 10ms and a maximum
jitter < 100 s can be achieved with the presented solution approach as long as
all components are active. Thus the solution approach allows a deployment within
NCSs with the given requirements. As soon as components are deactivated, the
behaviour of the network is significantly degraded and the requirements cannot be
satisfied any more.
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1

Introduction

Wireless communication systems are almost ubiquitous and can be found in many
application areas today. The advantages of using wireless solutions in all sorts of
applications including residential, office, and industrial are considerable and in-
clude: major flexibility, reduced installation and maintenance costs, and increased
mobility. Due to these advantages as compared to wired networks, a great tendency
towards deploying wireless networks can also be observed in industrial automation
systems. Especially, automation applications with either mobile entities or with
moving parts can greatly benefit from wireless communication [131]. Moreover,
completely new and innovative applications, which are even impossible without
wireless solutions, might be realized. However, it has to be taken into consideration
that industrial applications have specific requirements regarding real-time commu-
nication and reliability, which must be implicitly met for a successful deployment.

In this dissertation an isochronous wireless communication system is proposed,
addressing these challenging requirements of industrial applications. In the first
chapter, the targeted application scenario for this dissertation is described by two
different examples. The scenario is used to define requirements and to identify
the existing problems for wireless solutions in industrial automation. Finally, the
solution approach addressing the derived problems is briefly introduced.

1.1 Application Scenario

Existing industrial automation systems are usually categorized according to their
deployment considering the structure of the automation pyramid [171] as shown in
Fig. 1.1. The automation pyramid integrates all levels of an enterprise, i.e., from
the business processes down to the factory floor, into a hierarchical architecture
to partition and to structure the information processing in order to cope with the
given complexity [62].

The automation pyramid abstracts the whole enterprise with respect to three
levels and is used in different fields of automation applications. The three levels
can be separated by their different functionalities as well as their communication

H. Trsek, Isochronous Wireless Network for Real-time Communication in Industrial
Automation, Technologien fiir die intelligente Automation 2,
DOI 10.1007/978-3-662-49158-4_1, © Springer-Verlag Berlin Heidelberg 2016



2 1 Introduction

characteristics (transmission frequency, amount of data, real-time requirements).
The transmission frequency is very high at the lowest level and decreases towards
the top of the pyramid, whereas the amount of data to be transferred is at its
maximum at the highest level and decreases towards the bottom. While the real-
time behaviour is not important at the top level, it is of vital importance at the
lowest level.

~GB <10s

Payload size

Factory level

~MB
Cell and control level
= Bytes
Field level

I T

‘ Technical process ‘

<100ms

\
ments
ments

< 10ms

Real-time require

Fig. 1.1: The automation pyramid

The factory level is dominated by Enterprise Resource Planning (ERP) systems.
They are in charge of controlling the overall business processes and the supply chain
management. On this level, process data is only required for accounting, production
planning, etc., which is provided by the systems of the underlying level. Usually,
standard IT infrastructure is used for communication networks, since no data with
real-time constraints has to be transferred. The ERP system works only with a
coarse degree of detailing and cannot influence the real manufacturing process.

Therefore, the Manufacturing Execution System (MES) at the cell and con-
trol level are managing the manufacturing process itself and provide an important
functional addition. They are directly planning and controlling the manufacturing
process and ensure the process transparency [173]. Control functions also reside
on the lower part of this level. They are executed by Programable Logic Con-
trollers (PLCs) and directly influence the field level, resulting in higher real-time
requirements as compared to the factory level.

The field level is the lowest level of the automation pyramid and provides the
physical interface to the actual technical process by means of sensors and actuators.
It has the highest temporal requirements for any deployed communication network,
because of the direct interaction with the manufacturing process. On this level, a
very small amount of payload data has to be transferred, because digital sensor val-
ues or commands to actuators consist of a few bytes only. System components at the
field level, i.e., decentralized peripherals, sensors, and actuators, mainly exchange
cyclic traffic with PLCs, because the control loops used within the industrial pro-
cess require a cyclic behaviour. Additionally, the reliability of data transmissions
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must be considered, since communication errors on the field level might cause a
severe damage to the plant or even endanger the life of humans.

On all levels three different types of functions must be supported by a com-
munication network, which are control, diagnostics, and safety [126]. Whereas the
third type, safety, is not part of this work, the other two types are considered with
a focus on the more challenging part of control.

Control networks are deployed on the field and the control level to connect
the controller, usually a PLC, to its decentralized peripherals, sensors and actu-
ators in order to form a closed-loop control system. Together with the system to
be controlled, i.e., the technical process, it is being called an Networked Control
System (NCS). Its generic architecture is shown in Fig. 1.2.

—:?—> Controller

T

L

g
7oL

Sensors Actuators

1o

Technical process

I.

Fig. 1.2: Generic architecture of a Networked Control System (NCS)

The main advantage of NCSs is the possibility for a spatial distribution and
their flexibility. Therefore, they are considered as the motivating application sce-
nario for this dissertation. NCSs are amongst the most challenging industrial ap-
plications, because the stability of the control loop highly depends on the time
varying behaviour of the network. This is illustrated as uplink latency TgaLt for
the link between sensors and the PLC and as downlink latency TPL for the link
between the PLC and the actuators. The overall quality of the control loop turns
out to be severely affected by the properties of the network [50]. Unreliability, due
to effects as packet loss or jitter, has a negative influence and is critical in this
context. Several research activities in this area are investigating new approaches
(cf. [116, 103, 23]) for dealing with the time varying behaviour of communication
networks. However, a network still has to provide real-time guarantees and suffi-
cient reliability when used in an NCS, both depending on the specific application.
Existing generic real-time classes for control networks are shown in Table 1.1 list-
ing their specific temporal requirements as well as the type of control as defined in
[37]. Real-time class 1 (cf. Table 1.1) is used for the communication between PLCs
and Human-Machine Interfaces (HMIs), i. e., whenever humans are involved in the
control loop. Real-time class 2 (cf. Table 1.1) is required for communication be-
tween PLCs and decentralized peripherals. The highest requirements are imposed
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by real-time class 3 (cf. Table 1.1), because it addresses motion control applications
to synchronize axes.

Table 1.1: Real-time classes and their requirements [80, 37|

Real-time requirements Real-time

Type of control Level Latency Jitter class
Monitoring and human control Control/Field 10 - 100 ms - 1
(PLC to PLC)

Process control Control/Field 1 - 10ms < 1lms 2
(PLC to decentralized peripherals)

Motion control Field < lms < lps 3

In general, wireless solutions are interesting for networked control loops in all
applications where the communication link must be established between moving or
mobile system components. The type of mobility can be described as (i) rotating
components, such as the following wind energy example, (ii) linear movements,
like in automated storage and retrieval systems, and (iii) mobile components fol-
lowing a given path, e.g., Automatic Guided Vehicles (AGVs) as used in discrete
manufacturing for logistics.

In order to identify existing problems for industrial wireless solutions and to
derive valid requirements, the application scenario of wireless NCSs is further di-
vided into two different application categories. The first category is characterised
by a dynamic, open environment. The wireless channel changes frequently due to
movements of objects or personnel and other wireless nodes are present using the
same system. It is represented by a reconfigurable discrete manufacturing system
consisting of flexible modules. The environment of the second category is almost
static and is represented by a wind energy plant and its closed control loop for ad-
justing the blade pitch angle. Here, slight changes are only caused by the periodic
rotation of the rotor itself, no other changes or movements occur.

Reconfigurable Manufacturing System

The first application category is represented by Reconfigurable Manufacturing Sys-
tems (RMSs), which are a concept addressing demand driven production processes
[185], i. e., a consumer driven market that will demand customized goods in smaller
production batches. Hence, flexible production lines are needed, that will be able
to adapt quickly to a completely new manufacturing process. Reconfigurability
is required at different levels and for different functionalities. In this work only
the communication part of reconfigurability is considered by flexibly providing the
needed network resources in a sufficient quality, which is also identified as an en-
abler for implementing the German strategic initiative Industry 4.0 [86, 43].
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The SmartFactory OWL (SFOWL)! is an example for a reconfigurable manufac-
turing system based on a modular mechatronic approach. The current architecture
of the SFOWL is shown in Fig. 1.3 with a focus on flexible modules.
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Fig. 1.3: Flexible modules within the SmartFactory OWL

It allows to add and remove certain production modules (depicted as Module 1
(flexible) ... Module n (flexible)) in order to adapt the overall manufacturing pro-
cess. Each module is equipped with a local PLC, which uses a cyclic data exchange
to acquire its local sensor values and to set its actuators, i. e., whenever a new mod-
ule is added, it must be integrated into the whole system and therefore establish
a real-time communication channel to a central PLC. A manufacturing system of
this category is analyzed in Sect. 3.1 and it is found that within the modules a
latency of < 10ms is required. The requirements for the communication between
different modules can be classified into real-time class 1 (cf. Table 1.1), because the
time critical control loops are implemented within the module on the local PLC.
In addition to this, such systems require several remote HMIs, which are equipped
with standard Commercial-of-the-shelf (COTS) wireless hardware, for monitoring,
and maintenance.

! http://www.smartfactory-owl.de
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Wind Energy Automation

The second application category belongs to the area of renewable energies which
is becoming more and more important in power supply systems. In Germany, it is
expected that they will provide 47% of the overall energy consumption [11] in 2020.
More than half of this capacity will be provided by wind energy plants. The market
for automation solutions for wind energy will grow accordingly. For instance, an
increase of the annual investments in this area by 80% is expected until 2020 [45].
Hence, industrial automation solutions for wind energy plants, for both on- and
off-shore, are a tremendously growing field of application and gain an increasing
relevance in industry.
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Fig. 1.4: Wind energy automation application

Wind turbines are very complex systems. Their internal automation architec-
ture is shown in Fig. 1.4. Several different sensors and actuators are necessary for
its control, e. g., to detect the wind direction, to detect the rotor position and adjust
it accordingly, etc. Most of the available systems are variable speed wind turbines,
which are controlled to optimize the generated power [44]. This is achieved by a
closed-loop control system for adjusting the pitch angle. This is a challenging task,
due to the rotation. The closed control loop of the pitch drives requires latencies
of < 10ms and a jitter of <100ps [84, 34], belonging to real-time class 2. Cur-
rently, the control loop is implemented by using wired fieldbuses with error prone
and maintenance intensive slip rings to connect the controller in the nacelle and
the sensors and actuators in the rotor. An automation device vendor, specialized
for wind energy solutions, recently stated in [52] that it would be desirable to
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use wireless communication to connect the nacelle and the rotor, because of the
very expensive slip rings, but existing wireless solutions are lacking the necessary
determinism and reliability.

Besides controlling the wind turbine, several sensors are built-in for diagnostics.
They are used to check whether all modules and system components are in an
operational state, because downtimes of wind turbines are very costly, especially
for off-shore systems: every maintenance case means that maintenance personnel
must fly by helicopter to the turbine. In order to avoid such costly unplanned
maintenance cases, the condition monitoring must also be improved for the blades
and service technicians should be enabled to visually monitor the current condition
of the blades online. To allow this, future systems require a video connection from
the nacelle to the rotor resulting in a higher throughput demand.

Application Requirements

After analysing the application scenario including both application categories, sev-
eral requirements are derived and must be fulfilled by the proposed concept. The
requirements are grouped into a) temporal requirements, b) reliability require-
ments, and ¢) further functional /non-functional requirements. Formal definitions
of the requirements and their relevant metrics are provided in Sect. 4.1.

The temporal requirements mainly determine the control-loop quality of an
NCS. The temporal requirements of the application are timeliness and simultane-
ity. Timeliness is defined as the successful transmission of data within a given
time bound, which is determined by the technical process. The relevant Quality
of Service (QoS) parameter for timeliness is latency. The simultaneity requirement
defines the maximum allowed deviation of consecutive cyclic data transmissions.
The corresponding QoS parameter is jitter. Both requirements are quantified in
terms of their metrics and separated into different real-time classes in Table 1.1.
The described application categories belong both to real-time class 2 and require
the corresponding latency and jitter.

The reliability of the communication system is another important requirement
for the envisioned application scenarios. It is mainly influenced by the wireless chan-
nel and its time varying behaviour. The reliability of the wireless communication
system is defined as the Packet Loss Rate (PLR) perceived by the application. The
resulting omission failures are tolerated by the application up to a given bound. If
this boundary is exceeded, the application will not work as intended, e. g., resulting
in a degraded manufacturing process. In the worst case, the manufacturing system
or the wind energy plant is shutdown, which is very expensive and must be avoided
under any circumstances. In the wind energy example, it might even cause dam-
ages of the system. If the communication is interrupted for a period longer than
the omission degree, the system immediately goes into a safe state causing huge
mechanical loads imposed on the tower. This is only possible for approximately
ten times throughout the whole life time of the turbine. Both described application
categories typically tolerate an omission degree OD of 2.

Further functional and non-functional requirements cover the remaining ser-
vices and functionalities that are required for the application. Usually, a wireless
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network is integrated into an existing automation system as an extension of a wired
communication network. In order to meet the challenging temporal requirements,
an integration of our wireless solution into existing real-time Ethernet networks
must be possible and both systems must allow a synchronous operation. Remote
monitoring using visual inspection enables operators to diagnose specific parts of
remote systems. For instance, when operating an off-shore wind energy plant down-
times are extremely costly and must be avoided. A predictive maintenance using
visual inspection of the blades requires a video stream from the rotor to the nacelle.
Therefore, the communication system must provide a sufficient capacity for this
kind of monitoring. Reconfigurable manufacturing systems are undergoing frequent
changes of the plant due to adding or removing new modules in order to adapt the
current technical process. The wireless communication system shall be therefore
flexible enough to allow additional nodes to enter and to leave the system during
its operational phase. Moreover, the concept must also support the integration of
other wireless nodes, such as monitoring interfaces for operators as they are fre-
quently used to maintain and operate the system. However, a degradation of the
QoS parameters of real-time traffic due to the integration of such nodes can not be
tolerated and must be avoided.

The identified requirements are summarized in Table 1.2 separated with respect
to the application category.

Table 1.2: Requirements of both application categories

Reconfigurable manu- Wind energy
Requirement facturing system automation
Real-time 1 2
class
Throughput > 1.5Mbps > 1.5Mbps
capacity Video stream for monitoring Video stream for monitoring
System Required Required
integration
Global time Required for Required for
base synchronous operation synchronous operation
Standard nodes Required for monitoring Minor importance

interoperability =~ and maintenance nodes

1.2 Problem Exposition

Existing wired industrial Ethernet standards, for instance Profinet [60], are already
able to fulfil the identified application requirements. After introducing them a few
years ago, it is expected that they will be extensively used in future automation
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systems. This leads to a demand for a wireless counterpart to implement several
applications, which is shown by the successful deployment of wireless technologies
at different levels of the hierarchical pyramid. An example for the enterprise level
is mobile access to the ERP system or a first prototype of a plant in its design
phase which can be easily implemented neglecting the cabling. Wireless HMIs for
monitoring and operation of plants are another example on the control level, which
has already been deployed. However, all of these examples belong to diagnostics
networks, as defined in Sect. 1.1. Neither temporal requirements nor reliability
requirements are critical and must be met.

On the other hand, the NCS performance strongly depends on meeting these
requirements. Unreliable communication networks degrade their behaviour severely
and lead to instabilities. It may even result in equipment damage or even worse
in personnel injuries. A few industrial wireless solutions for such control networks
in factory automation are available. Industrial Wireless Sensor Networks (WSNs)
are specifically tailored for usage at the field level [153, 94]. They are able to
provide the required timeliness and have been explicitly developed for sensor and
actuator communication. Thus, they are designed to transport only very small
amounts of payload and their provided capacity is limited. Applications with a
higher bandwidth demand, such as visual inspection and surveillance applications,
are not supported by these solutions.

Another related approach are fault-tolerant industrial Wireless Mesh Networks
(WMNSs) [106], which provide a flexible infrastructure for control networks with
application level end-to-end guarantees. They are able to achieve a high flexibility,
due to the WMN, but a trade-off regarding their temporal behaviour must be made.
The achievable guaranteed round trip times belong to real-time class 1 and can not
satisfy the needs of the application scenario.

Due to its similarity to Real-time Ethernets (RTEs), the IEEE 802.11 [70] stan-
dard is another promising candidate for an industrial wireless communication sys-
tem. It can provide the required capacity and can be transparently integrated
into existing wired systems. However, IEEE 802.11-based Wireless Local Area Net-
works (WLANS) are not able to satisfy the application requirements in their current
state, because of several identified reasons listed below:

The common distributed Medium Access Control (MAC) protocols are non-
deterministic in nature, due to their backoff procedure and the uncoordinated, de-
centralized MAC protocol. This results in random latencies, and high latency jitter
values, which must be avoided. They are very critical for the envisaged applications
of NCS and cannot be tolerated by them. Even though coordinated mechanisms
are provided, they turn out to be very inefficient for frames with small payloads,
as usually found on the field level in industrial automation [42].

The shared wireless medium has a limited capacity and can be only used in
half duplex mode. If its utilization increases in an uncontrolled manner, undesired
overload situations might be the result and cause an unpredictable behaviour of
the wireless network, which must be prevented. In this context, the interoperabil-
ity with standard IEEE 802.11-based wireless nodes must be considered to avoid
additional communication interferers.
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Finally, a synchronous end-to-end delivery of application data is very important
for achieving control loops having the expected quality for the second application
category of wind energy plants. Existing wireless solutions are usually operated
asynchronously and totally decoupled from the wired backbone. Considering typ-
ical industrial automation systems, a hybrid communication system of wired and
wireless networks is very common [150]. Their asynchronous operation will decrease
the achievable temporal behaviour significantly.

1.3 Solution Approach

In order to address the previously identified problems, this dissertation aims at
designing an isochronous wireless network for industrial control applications. The
system is based on IEEE 802.11 [70] to allow a seamless integration of the wireless
system into existing RTEs and to ensure a sufficient capacity.

‘ Control Application
- == Application
Real-time Communication Network
Isochronous Wireless Network
Resource Global time Global time Middleware
allocation
‘ Deterministic medium access control Data link layer
Physical layer

’ Technical Process

Fig. 1.5: Solution approach: Isochronous wireless network for industrial control

The solution approach is a flexible wireless real-time network for providing real-
time communication services for Networked Control Systems. Several components
of the approach are provided as integral parts to the system architecture of the
European research project 1** WARE- Flexible Wireless Automation in Real-Time
Environments [163]. The solution approach is shown in Fig. 1.5. The approach con-
sists of three main components: the medium access control, the resource allocation,
and the provision of a global time base. In addition to this, the application, the
industrial channel characteristics and the integration into existing wired networks
are considered. All of these aspects are further described in the remainder of this
section.

Deterministic medium access control is a very important characteristic of the
system and guarantees a coordinated access to the wireless medium by means of
using a Time Division Multiple Access (TDMA) based approach. It avoids random
delays by using appropriate mechanisms on layer 2. The proposed MAC [164] is
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designed with a focus on transmitting small payloads [168] and, at the same time,
supporting an adequate capacity for video surveillance applications. This can be
achieved by using the existing WLAN physical layer and a modified MAC layer.
A flexible flow control allows an adaptive retransmission handling to reduce the
latency jitter. Furthermore, it is interoperable with existing wireless nodes and
their operation does not influence the system.

Resource allocation is responsible for preventing overload situations in the wire-
less network and for providing mechanisms to guarantee that the real-time appli-
cation requirements are met on the basis of admitted flows in the system. A cross
layer frame inspection is used at the application interface to collect the applica-
tion requirements, which are needed for the flow admission procedure [30]. The
requirements are defined as tuples consisting of the relevant attributes, such as
their send period and payload size. An online admission control in combination
with an online scheduling allows new nodes to enter the system during operation
[169]. The admission control is based on the specified requirements of a new flow,
the current utilization of the system and the status of the wireless resource. It also
considers priorities defined by the application to be able to reject flows with a lower
priority. Once a new flow is admitted, the scheduling component adapts the assign-
ment of time slots, i. e., the existing communication schedule, in accordance to the
additional traffic flows without negatively influencing the existing flows. In order
to optimize the communication jitter in the presence of frame errors, an adaptive
retransmission handling following different policies depending on the application
requirements is deployed.

Provision of a global time base allows the synchronization of all system compo-
nents, i. e., all system components including the wired nodes rely on the same global
time base. This avoids a significant deterioration of the temporal system behaviour
by asynchronous communication processes. Besides guaranteeing a synchronous
communication, a basic requirement for real-time communication systems, which
rely on TDMA-based protocols, is that the nodes must share the same notion of
time. For the sake of this coordinated access, which is not only limited to TDMA
approaches, a common notion of time between the wireless nodes is mandatory.
The global time base will be provided by a wireless clock synchronization system
which relies on the Precision Time Protocol (PTP) [68] on the application layer
[112]. Since this is also deployed in many RTEs, a simple integration of the wireless
and wired clock synchronization is possible. The wireless clock synchronization is
designed in a very efficient way, i.e., no additional overhead is introduced. This is
a crucial property, especially in wireless networks with a limited capacity due to
the shared medium.

Application and wireless channel pose additional constraints and challenges
on the wireless communication system and are important to be considered. Both
aspects have been analyzed in this work to derive valid application and channel
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models [83, 9]. The application mainly determines the requirements for our sys-
tem, especially with respect to temporal behaviour. The characterization of the
industrial wireless channel has a major influence on designing suitable mechanisms
for the MAC and for the resource allocation.

1.4 Structure of the Thesis

The remainder of this thesis is structured as follows. In Chapter 2 related work
and relevant background for this work is discussed and existing limitations are
pointed out. The industrial environment is characterised in Chapter 3 in terms of
industrial traffic characteristics and the industrial wireless channel. The approach
of an isochronous wireless network for industrial automation and its integration
into existing wired networks is discussed in Chapter 4. The following chapters de-
scribe the main concepts of the proposed solution approach in detail. In Chapter 5
a new medium access control protocol is presented and evaluated. The scheduling
and admission control components for resource allocation are introduced in Chap-
ter 6. Chapter 7 deals with all aspects related to the provision of a global time
base. In Chapter 8 the prototypical implementation of the whole system and the
implemented simulation model including the developed wireless channel model are
described, followed by an evaluation of the overall system in two different case
studies for both application categories. Finally, Chapter 9 will conclude this work
and point out possible directions for future research.
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Related Work and Background

This chapter provides a general state of the art and relevant background for this
work. Both wired and wireless communication systems for industrial automation
have been considered with their characteristics, even though the main focus is put
on wireless systems. Existing technologies and solutions are analysed with respect to
the relevant application requirements as identified in Sect. 1.1. The related work for
the three main components of the solution approach, i.e., medium access control,
resource allocation, and the provision of a global time base is discussed at the
beginning of their corresponding chapter.

2.1 Communication in Industrial Automation

Nowadays, three generations of field level networks exists [152]. Even though tra-
ditional field bus systems are still used in many applications, future field level
networks will be based on Real-time Ethernet (RTE), because of vertical integra-
tion aspects [151]. Hence, this section is focussed on existing real-time Ethernet
protocols, and their characteristics. A specific focus is put on approaches based on
TDMA, because they are able to provide the lowest latencies, i. e., the most power-
ful real-time communication features. Due to the fact that the wired system is not
a research subject of this work, the considered solutions for the wired system are
based on international standards and selected real-time Ethernet standards from
TEC 61784-2 [63] are analysed for the real-time communication part.

2.1.1 Real-time Ethernet

Most of the existing RTE solutions are based on the IEEE 802.1 standard with
switched Ethernet [65] and use the prioritization 802.1q [64]. However, depending
on the required determinism, this might be not sufficient [78] and several extensions
are developed which can be classified accordingly.

In general, RTE protocols can be also classified according to real-time classes
(cf. Table 1.1). The classification and the differences of the protocol stack are

H. Trsek, Isochronous Wireless Network for Real-time Communication in Industrial
Automation, Technologien fiir die intelligente Automation 2,
DOI 10.1007/978-3-662-49158-4_2, © Springer-Verlag Berlin Heidelberg 2016
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both shown in Fig. 2.1. The protocols are becoming more powerful from class 1 to
class 3, while additional functionality on the data link layer is introduced at the
same time [77]. Modbus/TCP [58] and Ethernet/IP [61] are representatives of the
first category. The protocols are using Ethernet as it is, only adding an industrial-
automation specific application layer on top of TCP /IP. Because of using the whole
TCP/IP protocol stack, their real-time characteristics suffer, and cyclic update
times of about 100 ms can be typically achieved.
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Fig. 2.1: Classification of Real-time Ethernet protocols 77|

Industrial communication systems, which use protocols of the second category,
are perceived as a compromise between the native Ethernet standard and achievable
real-time data transfer. An example for this category is given by Profinet (confor-
mance class A and B) [60]. These protocols use a priority scheme at the Ethernet
MAC layer. For an additional optimisation the transport and the network layer has
to be bypassed for real-time data. Implementing this optimisation, cyclic update
times in the range of < 10ms can be achieved.

Further enhancements are only possible by adapting the scheduling procedure of
the MAC layer. Protocols which are changing the original MAC scheme of Ethernet
are part of real-time class 3. In order to use those protocols, specific hardware or
software is necessary. For example, Profinet (conformance class C) [60], Ethernet
Powerlink [56], and Time-triggered Ethernet [92] belong to this category. Protocols
which belong to class 3 are able to support cyclic update times in the range of
< 1ms.



2.1 Communication in Industrial Automation 15

Common comparison criteria, also referred to as performance indicators, of
the existing RTE communication standards are defined in [63] as communication
profiles. It should be noted that all performance indicators highly dependent on
the selected application scenario, i. e., payload, real-time class, chosen topology, etc.
Relevant performance indicators for this work are briefly introduced in this section
and summarized in a comparison table (cf. Table 2.1) followed by a description of
the most relevant communication profiles.

Physical Layer The supported physical layers of the communication profiles are
listed in the second column of Table 2.1. These can include IEEE 802.3 (Ethernet),
IEEE 802.11 (wireless) and others. Ethernet is the common denominator of all
communication profiles, even though always in a modified version for providing
real-time.

Real-time mechanism The Real-time guarantee mechanism is used by a com-
munication profile to guarantee an upper bound of the delivery time through the
network. This is guaranteed in different ways. Frame prioritisation allows to send
frames with a higher priority before frames with a low priority. It gives only mod-
erate results as compared to the other two mechanisms. In the event-based/event
triggered synchronization the communication partners synchronise their transmis-
sions based on events generated by a defined master. This mechanism is usually
referred to as polling. In TDMA all communication entities have a common sched-
ule and their own time-slot for transmission. The mechanism requires synchronized
distributed clocks with a high accuracy.

Communication model The communication model of each communication pro-
file describes the method of organizing the communication on the application layer.
The model is either a master/slave or a producer/consumer model. The mas-
ter/slave or client/server model has at least one station which coordinates the
communication by sending a request for data to its slaves, and the slaves reply
accordingly. This model is considered as a confirmed service from the masters view-
point and consists of the four service primitives request (master), indication (slave),
response (slave), and confirmation (master). In the producer/consumer model, a
producer (sender) sends data to one or more consumers (receivers). The data is sent
either cyclically or event-based to the consumers. This model is considered as an
unconfirmed service and consists of the two service primitives request (producer),
and indication (consumer).

Delivery time The delivery time is the whole transmission time needed for a real-
time Application Protocol Data Unit (APDU), i.e., from the sending station to the
receiving station. It is measured at the application interface (cf. [63]). Therefore, a
maximum delivery time or a range is given, indicating at which point the maximum
value can be considered as a worst case. The delivery time depends on several
factors, such as the cycle time, or the network topology (number of switches).
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The delivery time can be considered as equivalent to the latency 77, defined in
Sect. 4.1, which is used as a central metric for this work.

Network topologies Each communication profile supports a discrete set of net-
work topologies which are star (hierarchical star), line, mesh (partial or full), and
ring. Combining different topologies is also possible, for example, a tree topology
is considered as a combination of a line and a star topology.

Table 2.1: Most common RTE profiles and their comparison criteria [63]

RTE Profile Physical Real-Time Communication Delivery Network
Layer mechanism model Time topologies

Ethernet /TP IEEE 802.3 Prioritization Producer/ < 20,4ms Star

Consumer Star

Profinet 10 IEEE 802.3 TDMA Producer/ < lms Line, ring

Conformance Class C Consumer star

TTEthernet IEEE 802.3 TDMA - - Line, star

EtherCAT IEEE 802.3, Summation Master/ < 150ps  Line, star
TEC 61158-2 frame Slave

ETHERNET IEEE 802.3 Polling Master/ < 1100 ps Line, star

Powerlink mechanism  Slave

Ethernet /1P

Ethernet/IP [61] is an application layer protocol which makes use of TCP/IP at the
lower layers to transfer the information across the network. The physical layer is
Ethernet and the MAC layer uses CSMA /CD for channel sensing. Because of such
a channel access scheme, deterministic communication across the whole network
is impossible. There are two profiles which are available for Ethernet/IP. The first
profile is based on frame prioritisation and does not need special hardware on
the end-stations or the switches. In this profile, the frames are prioritised and
the scheduling algorithm allows a faster processing of high priority messages. In
the second profile, the clocks of the devices are synchronized to each other with
IEEE 1588v2 [68] and allow a scheduling of messages. Hence, the communication
becomes more deterministic. The cyclic real-time frames between a producer and
other consumers are tagged as implicit and transferred through UDP /IP.

Profinet 10

Profinet 10 [60] is currently the most important view for Profinet. It is allowing real-
time communication and addresses decentralized field devices. Profinet IO has three
conformance classes supporting different real-time requirements. Conformance class
C, formerly referred to as Profinet IRT (Isochronous RT), is specifically designed for
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NCS, and supports real-time constraints. In Profinet the standard MAC of Ethernet
is modified and the medium access is based on TDMA. The whole real-time data
traffic is scheduled a priori based on different requirements of the application. The

nodes share a common notion of time which is obtained by the precision time
control protocol (PTCP), a modification of IEEE 1588v2 PTP [68].

Time-triggered Ethernet

The TTEthernet system [92] uses the same infrastructure for real-time communi-
cation and best-effort traffic by adding a TDMA scheme to a switched Ethernet
system. All TTEthernet share a common schedule which is provided by a global
scheduler and transferred to all TTEthernet nodes and switches. The clock synchro-
nization for the global time is based on IEEE 1588v2 [68]. The protocol supports
time-triggered traffic as well as rate constraint traffic and best-effort traffic. Rate
constraint traffic is used for applications with reduced real-time requirements.

Ethercat

Ethercat [55] is a master/slave based system and uses a summation frame for
transmitting real-time critical process data. The network is segmented into Ether-
cat segments. The Ethercat master sends cyclic frames to its slaves. Each slave
processes the received frame on-the-fly and forwards it to the next slave. Ethernet
frames are transmitted through all slaves on the segment, in sequence, from the
first slave device (the owner of the MAC address of the segment, or the segment ad-
dress slave) to the last slave device. No intermediate switches between master and
slave are used in Ethercat, since every slave is a 2-port switch. However, the slaves
require special hardware to support the on-the-fly frame processing. The profiles of
Ethercat are based on an event-based synchronization and a clock synchronization
scheme, the second one allowing for real-time communication.

Ethernet Powerlink

Ethernet Powerlink [56] is based on a master/slave communication model on a
shared Ethernet segment. The master, which is also called managing node, coor-
dinates the communication with every slave and ensures deterministic real-time
communication. Four phases are forming a cycle, start, cyclic, asynchronous, and
idle. In the start phase the master multicasts the start of cycle (SoC) message to
start the cyclic phase. In this phase the master polls each slave separately and gets
a reply from the slaves. After polling the active nodes, there are some slots reserved
for asynchronous communication where non real-time traffic is sent followed by the
idle phase until the next cycle. There are no restrictions on which topologies Ether-
net Powerlink when using hubs. Even though switched Ethernet can also be used, it
is not recommended. Switches will cause an additional jitter and path delay which
reduces the achievable performance of the protocol.



18 2 Related Work and Background

2.1.2 Engineering Aspects and Flexibility

The commissioning of today’s Real-time Ethernet (RTE) systems requires a time
consuming and error-prone manual system configuration process. The correspond-
ing common engineering cycle is always based on a static offline configuration phase
as discussed in [33|. This is due to the need to maintain a high level of determinism
for the production process and avoiding costly production interruptions. It consists
of three steps, (i) the control application is implemented in an engineering tool,
(ii) the physical structure of the automation system, including all devices, is added
to the engineering tool and configured accordingly, and (iii) The logical variables
of the control software are mapped to the physical sensor and actuator data. Only
the second step is further considered here.

The procedure for the second step is as follows. The device information of all
IOD of the system, referred to as Device Description (DD) files, is transferred
offline to an engineering tool. The DD file is then used to create a project with
configuration and parameterisation as required by the application. In this step
the parameters and the communication schedule is calculated for all devices of the
system, even the ones that are inactive. Afterwards, it is passed from the engineering
to the PLC which configures all available IO Devices (IODs) in the start-up phase
of the system.

Hence, the existing systems are very static and flexibility as required for the
first application category of RMS must be engineered a priori. Interesting solution
approaches are discussed by Diirkop et al. in [32] for the configuration and by
Wisniewski et al. in [183] for scheduling, but not further considered in this work.

2.2 Industrial Wireless Communication

Typical application areas for industrial wireless networks can be found in the
Process Automation (PA) as well as in the Factory Automation (FA) domains.
Building automation is also relevant, but not further considered in the context of
this work. Both domains have different requirements [172]. Wireless systems in the
PA domain are mainly used for monitoring, process control and asset management.
The wireless technology has to span distances of more than 1km, but with moder-
ate latencies. Whereas applications in the FA domain might even deal with control
loops, i. e., stationary and mobile sensors, and monitoring. In many applications of
FA you have to cover a limited range (e. g., one single manufacturing cell), but the
temporal requirements are in the range of real-time class 2 and very challenging.
This section provides an analysis of existing industrial wireless solutions and their
characteristics based on the identified requirements of the application categories
(cf. Table 1.2).

The existing wireless solutions for industrial automation are based on COTS
technologies, due to economical reasons and a wider market acceptance [39]. In FA
existing IEEE 802.11 and IEEE 802.15.1 conform components are typically used
with a few proprietary protocol extensions. For instance, the iWLAN system of
Siemens [157] or the Wireless Interface for Sensors and Actuators (WISA) system of
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ABB [153]. Another solution is the Wireless Sensor and Actuator Network (WSAN)
for factory automation [94], which is specified by the Profibus and Profinet user
organization (PNO). Its fundamental concepts are based on WISA, but it has been
extended with a few modifications.

In the PA domain, system based on IEEE 802.15.4 are used due to their low
energy consumption. Based on this, the standards WirelessHART and ISA 100.11a
are developed by the HART communication foundation and the international so-
ciety of automation (ISA), respectively.

2.2.1 Systems Based on IEEE 802.15.1

The IEEE 802.15.1 standard [66] specifies the Physical Layer (PHY) and the
Medium Access Control Sublayer (MAC) of the well-known Bluetooth (BT) tech-
nology and it operates in the 2,4 GHz-ISM-Band. A typical application for the
802.15.1 would be for instance a connection between a cell-phone and a headset
or a headphone and an audio device. However, the system is also attractive for
the use in industry applications [181], since its medium access method allows a
deterministic data delivery.

According to 802.15.1 every physical channel used, is called a piconet consist-
ing of one master, and up to seven slaves. The master device within a piconet
coordinates the traffic within a piconet and starts the connection setup procedure.
Furthermore, the wired and the wireless network are connected via the master de-
vice. The other devices are called slave devices. These are only able to directly
communicate with their master. Slave devices within a piconet are either in an
active or inactive operation mode. An active slave device communicates with the
master device, inactive devices are in an energy saving state and only start a com-
munication upon a wake up call by the master device.

Piconet traffic is based on TDMA with a duplex scheme, allowing the master
to communicate in odd-numbered time slot. The slaves are only permitted to reply
in time slots which are even-numbered and after they have been polled by the
master. The channel access is divided into slots, each of 625us length. A data
transmission may occupy the channel for 1, 3 or 5 consecutive slots. A frequency
hopping spread spectrum (FHSS) modulation with 79 different 1 MHz channels is
used to deal with the ISM-Band requirements. In order to avoid problems with the
coexistence to other technologies, an adaptive FH (AFH) can be used to render
occupied frequencies.

The Data Link Layer protocol is mainly divided into asynchronous connection-
less (ACL) and Synchronous Connection Oriented (SCO) frames. The SCO trans-
mission is attractive for industrial usage. The SCO transport mechanism reserves
time slots on the physical channel. It is therefore able to provide QoS guarantees.
The transmission of an SCO packet takes 366 us and typically transmits data with
a rate of 64kb/s [181]. This is done by reserving periodic slots for a specific com-
munication between the master and a slave device. An extension to the SCO data
transmission is the eSCO data transmission. It also uses reserved time slots and has
the advantage that it can deal with different, but still static, transmission rates and
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is able to transport non voice data [66]. Nonetheless, in most cases, it is necessary
to have more than one piconet, because of the existing slave limitation to seven.

Wireless Interface for Sensors and Actuators

The WISA system [153, 90] has been developed by ABB and is targeted at typical
factory automation applications. It has been designed to cover wireless communica~
tion as well as wireless power supply. This enables truly wireless connected sensors
and actuators without having the need for a seperate power supply.

The wireless communication WISA COM is based on IEEE 802.15.1 physical
layer. In a system that needs to achieve the delivery of messages with a very high
probability of success and high number of devices, the medium access is impor-
tant. The medium access in WISA is time division multiple access with frequency
division duplex and frequency hopping (TDMA/FDD/FH). The WISA frequency
hopping scheme guarantees that the frequencies used in successive frames are widely
spread. The downlink transmission from the base station to the wireless devices is
always active, for the purpose of establishing frame and slot synchronization for
the devices, but also to send acknowledgements and data.

In order to save power, uplink transmissions from a sensor only occur when it
has data to send. The requirement of wireless real-time communication combined
with a need for a high number and high density of devices, makes efficient use of
the available bandwidth very important. A number of input modules (base sta-
tions) can be distributed in the plant, with short-range communication to local
sensors/actuators. The input modules (base stations) are connected to the control
network via any field bus and communicate with the local wireless devices. A so-
phisticated input module (base station) ensures that the complexity resides in the
input module rather than in the wireless sensors or actuators. One input module
can handle up to 120 devices (sensors) or 13 wireless sensor input/output pads.
Since in typical applications only sensor and actuator devices are targeted the ca-
pacity of the system is very limited. It is possible to exchange only a few bytes of
payload.

Wireless Sensor and Actuator Network for Factory Automation

The WSAN for factory automation is developed by the Profibus User Organiza-
tion and is partly based on the previously introduced WISA system. It also uses
the PHY layer of IEEE 802.15.1 and provides a frequency hopping multiple ac-
cess, i.e., a combination of frequency hopping and TDMA. The whole system is
specifically designed for the sensors and actuators on the field level. WSAN is able
to address up to 120 wireless nodes in the system, targeting applications of real-
time class 2. The reliability is achieved by allowing up to four retransmissions on
different frequencies. In this case the update time must be decreased. Moreover,
a blacklisting of certain channels is provided to minimise interference with other
system. However, the capacity of the system is limited due to the same reason as
for WISA.
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2.2.2 Systems Based on IEEE 802.15.4

The IEEE 802.15.4 standard [69] has become a communication standard for low
data rate, low power consumption and low cost Wireless Personal Area Network
(LR-WPAN). The protocol focuses on very low cost communication, which requires
very little or no underlying infrastructure. The basic framework supports a com-
munication range of < 10m. The capacity of the system varies depending on the
selected data rate of 20, 40, 100, and 250 kbps. The protocol provides flexibility
for a wide variety of applications by effectively modifying its parameters. It also
provides real-time guarantees by using a Guaranteed Time Slot (GTS) mechanism
for time sensitive applications. Hence, two kinds of network configuration modes
are provided in [69]. The beacon enabled mode, where a PAN Coordinator period-
ically generates beacon frames after every Beacon Interval (BI). In the non beacon
enabled mode, all nodes can send their data by using an unslotted CSMA/CA
mechanism which does not provide any time guarantees to deliver data frames.

The Physical Layer (PHY) is responsible for transmission and reception of data
using a selected radio channel according to the defined modulation and spread-
ing techniques. The spreading in all frequency bands is based on Direct Sequence
Spread Spectrum (DSSS). The different modulation schemes are Binary Phase
Shift Keying (BPSK), Amplitude Phase Shift Keying (ASK) and Offset Quaternary
Phase Shift Keying (QPSK). The choice of a modulation scheme depends on the
desired data rate.

The IEEE 802.15.4 MAC layer provides features like: beacon management,
channel access, GTS management, frame validation, acknowledgment frame de-
livery, association, and disassociation. In the beacon enabled mode, the PAN Co-
ordinator uses a superframe structure in order to manage the communication be-
tween its associated nodes. The superframe structure is defined by means of two
parameters: Beacon Order (BO) and Superframe Order (SO). The active period
(superframe duration (SD)) is divided into 16 equally sized time slots for data
transmission. Within the active period two medium access coordination functions
are defined in IEEE 802.15.4: a mandatory Carrier Sense Multiple Access (CSMA)
mechanism for the contention access period and an optional GTS mechanism for the
Contention-free Period (CFP). The contention access phase shall start immediately
after the beacon and complete before the beginning of the CFP on a superframe
slot boundary. The CFP shall start on a slot boundary immediately after the CAP
and it shall complete before the end of the active period of the superframe. The
CFP can be activated by a request sent from a node to the PAN Coordinator.

1. CSMA: Two versions of CSMA/CA are defined, the unslotted for the non
beacon-enabled mode and the slotted CSMA /CA for the beacon-enabled mode.
For both versions it is based on backoff periods.

2. GTS: GTS provides real time guarantees for time sensitive applications. GTS
can be activated by the request sent from a node to the PAN Coordinator.
At the reception of this request, the PAN Coordinator checks whether there
are sufficient resources available for the requested node in order to allocate
requested time slot. Maximum of 7 GTSs can be allocated in one superframe.
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Existing industrial solutions are described in the next two subsections. They are
based on IEEE 802.15.4 and mainly targeting applications of the process automa-
tion domain and building automation, because during designing the IEEE 802.15.4
standard the focus was put on a very low power consumption of the nodes rather
than on their real-time capabilities [93, 51].

WirelessHART and ISA 100.11a

WirelessHART and ISA 100.11a are quite similar with only a few differences which
are not relevant for this work (cf. [140]). Therefore, only Wireless HART is intro-
duced here, since it is accepted as international standard TEC 62591 [59] since 2010
and gains a wider acceptance at the moment. WirelessHART [59] can be considered
as the wireless extension of the Highway Addressable Remote Transducer (HART)
protocol extensively deployed in process automation. The system is based on the
802.15.4 standard with several modifications of the MAC layer, a network layer,
a transport layer and the HART application layer. The MAC is a combination
of TDMA with a synchronized frequency hopping called time synchronized mesh
protocol (TSMP). It defines time slots of 10 ms which are grouped into periodic
superframes. The system is deployed in a mesh topology and gateways provide the
access to the plant backbone network. The scheduling assigns different receive and
transmit timeslots to individual devices and along certain routes in the network.
The scheduling is done by a centralized network manager which is the core compo-
nent of the wireless system and also responsible for a continuous monitoring and
adaptation if necessary. Unfortunately, for both systems the network manager is
not, part of the standard and depends on proprietary implementations. The min-
imum achievable latency for both systems is approx. 100 ms but depends on the
application [140].

Time Synchronized Channel Hopping and 6 TiSCH

Recently, the IEEE 802.15.4e [71] standard was introduced as an amendment of
IEEE 802.15.4 which is targeting industrial applications. Its main features are the
time synchronized channel hopping (TSCH) to increase the reliability of transmis-
sions, being similar to TSMP, and reduce the energy consumption of nodes. TSCH
is based on time slots which are typically 10 ms and grouped into one slot frame.
The slotframe is periodically repeated. The mechanism requires that all nodes in
the network are synchronized and adhere to a schedule which defines the time of
transmission, time of reception, sleep time, etc. for each time slot. The mecha-
nism also defines a channel offset for each slot which is used to calculate different
transmission frequencies for consecutive slotframes resulting in a channel hopping.
Due to the mesh topology of the network, the achievable latency is in the order of
> 100 ms [125]. The required accuracy of the clocks is in the range of 1 ms [159].
In this context the 6TiSCH activities within a new Internet Engineering Task
Force (IETF) working group must be considered [134]. 6TiSCH is working on an
architecture to use IPv6 in 802.15.4e based networks using an operation sublayer
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(6top). This sublayer will be mainly responsible for the scheduling of data trans-
missions, i. e., the resource allocation, because 802.15.4e is only specifying the MAC
but not the resource allocation itself.

2.3 IEEE 802.11

The IEEE 802.11 standard [70], generally referred to as WLAN; is part of the IEEE
802 standards family. The comprised standards fall within the scope of layer one
and layer two of the ISO/OSI reference model and specify the data link layer in two
sublayers, the Logical Link Control (LLC) and MAC. They have some standards
within the data link layer in common, such as IEEE 802.2 for the LLC layer and
the IEEE 802.1 standards for bridging, but they differ significantly when it comes
down to the physical layer (PHY) and some other parts of the MAC sublayer. The
main direction of this section is towards the specified medium access control and
its analysis, but first a brief overview of the physical layer is provided.

2.3.1 Physical Layer

The original 802.11, dating back to 1997, supports three different options of a PHY
layer, which are an optical Infrared (IR) PHY layer, a Frequency Hopping Spread
Spectrum (FHSS) layer and a Direct Sequence Spread Spectrum (DSSS) layer,
all supporting basic data rates of 1 and 2 Mbps. In addition to this further high
rate extensions were developed. IEEE 802.11b operates in the 2,4 GHz-ISM-band
for data rates up to 11 Mbps still using DSSS. IEEE 802.11a in the 5 GHz-ISM-
band for max. data rates of 54 Mbps based on the Orthogonal Frequency Division
Multiplex (OFDM) technology. 802.11g was specified to allow data rates of 54 Mbps
in the 2,4 GHz-ISM-band, is also based on OFDM and backwards compatible with
802.11b. The 802.11n extension was recently added. It allows a further increase of
the capacity up to 600 Mbps by using multiple independent channels, referred to as
Multiple Input Multiple Output (MIMO), as well as mechanisms to aggregate data
and channel bonding to increase the available channel bandwidth. The available
data rates, spreading technologies and modulation types are shown in Table 2.2 for
the most common standard amendments.

In today’s 802.11 systems only DSSS and Orthogonal Frequency Division Mul-
tiplexing (OFDM) based modulation types are relevant. In the Direct Sequence
Spread Spectrum Signaling (DSSS), the data symbols are spread over the full
bandwidth (spectrum) of a device’s transmitting frequency. The data signal at
the sending station is combined with a higher data rate bit sequence, or chip-
ping code, that divides the user data according to a spreading ratio. The chipping
code is a redundant bit pattern for each bit that is transmitted, which increases
the signal’s resistance to interference. OFDM is a Frequency-Division Multiplex-
ing (FDM) scheme utilized as a digital multi-carrier modulation method. OFDM
splits the radio signal into multiple smaller sub-signals that are then transmitted
simultaneously at different frequencies to the receiver. OFDM is used in all recent
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Table 2.2: WLAN 802.11 modulation types and data rates

Standard ISM-band Max. data rate Modulation types FEC
(Release) (GHz) (Mbps) (code rate)
802.11a (1999) 5.0 54 OFDM 1/2,2/3,
(BPSK, QPSK,16-QAM, 64-QAM) 3/4
802.11b (1999) 2.4 11 DSSS, CCK -
(BPSK, QPSK)
802.11g (2003) 2.4 54 OFDM 1/2,2/3,
(BPSK, QPSK, 16-QAM, 64-QAM) 3/4
802.11n (2009) 2.4 /5.0 600 OFDM 1/2,2/3,
(BPSK, QPSK, 16-QAM, 64-QAM) 3/4, 5/6
802.11ac (2014) 5.0 1600 OFDM 1/2,2/3,
(BPSK, QPSK, 16-QAM, 64-QAM 3/4,5/6
256-QAM)

standard amendment 802.11a/g/n/ac due to the increased robustness especially in
environments with many interferers [147]. It can be used with different modulation
schemes and Forward Error Correction (FEC) code rates ranging from BPSK with
a code rate of 1/2 to 256-QAM (quadrature amplitude modulation) with a code
rate of 5/6.

2.3.2 Medium Access Control

According to the original IEEE 802.11 MAC protocol [166], the architecture of the
MAC sublayer includes a mandatory Distributed Coordination Function (DCF) and
an optional Point Coordination Function (PCF). However, due to the limitations of
this architecture for transmitting time critical traffic flows, real-time enhancements
were introduced. They are addressed by the standard amendment IEEE 802.11e
which has been included into the standard in 2007. It provides advanced QoS
capabilities by adding the Hybrid Coordination Function (HCF), which defines
two new access mechanisms.

The DCF is totally distributed and can be used within both ad-hoc and in-
frastructure network configurations. Conversely, the PCF is centralized and can be
used only on infrastructure network configurations. In the DCF, each station senses
the shared channel and transmits when it finds a free channel according to a carrier
sense mechanism. In the PCF, a coordinator station polls the other nodes thus en-
abling them to transmit in a collision-free way. The Enhanced Distributed Channel
Access (EDCA) is based on the DCF medium access, except of the ability to assign
different priorities to various kinds of traffic flows. The HCF Controlled Channel
Access (HCCA) defines a parameterized QoS support. It is also relying on a polling
procedure with an underlying TDMA principle, but more flexible as compared to
the legacy PCF. Currently, the most widely used channel access mechanisms are
DCF and EDCA, while the PCF and the HCCA have received little attention so far.
Especially as far as commercial products are concerned, because available chipsets
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are still lacking support for these mechanisms. In the remainder of this subsection,
the four different access methods are described.

Distributed Coordination Function

The DCF is based on a Carrier Sense Multiple Access mechanism with Colli-
sion Avoidance (CSMA/CA) and works as follows: first it determines whether the
medium is idle or busy, as soon as the idle state is detected, the station waits for
an DCF Interframe Space (DIFS). If the channel remains idle, a backoff procedure
starts. A backoff timer is set to a number randomly chosen out of a contention
window CW and then decremented periodically. When it reaches zero the station
starts to transmit its pending data frame. However, no QoS is supported by this
function, since no means to differentiate the frames in terms of different priorities
are provided.

According to the IEEE 802.11 MAC protocol, an Acknowledgment (ACK) frame
has to be sent by the receiver to notify the transmitter about a successful reception
of a data frame. The time interval between the reception of a data frame and the
transmission of the relevant ACK is defined as Short Interframe Space (SIFS). This
small gap between transmissions gives priority to this frame exchange sequence, by
preventing other nodes from accessing the channel, because they have to wait for
the medium to be idle for a longer time interval, at least for a DIFS.

In 802.11 physical and virtual carrier-sense functions are used to determine
the state of the medium. Either function is able to indicate a busy medium. The
physical carrier-sense mechanism is provided by the 802.11 PHY, while the virtual
carrier-sense mechanism is provided by the MAC and is referred to as the Network
Allocation Vector (NAV).

Point Coordination Function

The central component of the PCF is a Point Coordinator (PC). It is acting as the
polling master, which determines which station is currently allowed to transmit.
The operation of the PCF may require additional coordination, that is not spec-
ified in the standard, to permit efficient operation in cases where multiple point-
coordinated networks are operating on the same channel and share an overlapping
physical space.

The PCF uses a virtual carrier-sense mechanism aided by an access priority
mechanism. The PCF distributes information using Beacon management frames to
gain control of the medium by announcing the start of a CFP and setting the NAV
in the stations. In addition, all frame transmissions under the PCF may use a PCF
Interframe Space (PIFS) that is smaller than the DIFS for frames transmitted via
the DCF. This means that point-coordinated traffic has priority in accessing the
medium over stations in overlapping networks operating in the DCF mode. Such
an access priority may be utilized to realize a contention-free access method. The
PC controls the frame transmissions of the stations, so as to eliminate contention
for a limited period of time. Although the ability of providing support for collision-
free transmissions would be very beneficial to industrial communication, especially
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when handling time-constrained traffic, PCF has not been implemented in real
devices, because of lacking support from chipset vendors.

Enhanced Distributed Channel Access

The EDCA is an extension of the DCF and defines eight different priority levels.
The priorities are mapped into four Access Categories (AC) in compliance with the
IEEE 802.1D standard [65] thereby providing differentiated and distributed channel
access. Within a QoS enabled wireless station (QSTA) and a QoS enabled (QAP)
every AC is represented as an independent transmission queue. Every single queue
contends for the medium separately and has different parameter sets for accessing
the channel.
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AIFS [BE AC] Contention window |
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Fig. 2.2: IEEE 802.11 channel access with different priorities

The parameter set consists of the Arbitration Interframe Space number (AIFSN),
the two bounding values for the contention window CW,,;,[AC] and CW,,,.[AC]
and the maximum allowed transmission time for one station TXOP;;:. The
ATFSN depends on the AC and is used to derive the Arbitration Interframe
Space (AIFS) with Eq. (2.1), where aSlotTime and SIFS depend on the used
physical layer (e.g., 9us and 16 ps for 802.11a or 9 ps and 10 ps for 802.11g).

ATFS[AC] = AIFSN[AC] - aSlotTime + SIFS (2.1)

Similar to the DCF, a station always has to wait an AIFS before it can contend
for the medium an. The backoff procedure is also similar to the DCF, except of dif-
ferent values for CW,,,;,, and CW,,,42- The contention for the medium with different
priorities is shown in Fig. 2.2. As a result, the EDCA parameter sets of the four
ACs cause different waiting times, i.e., a decreased waiting time for high priority
frames and a longer waiting time for low priority frames. Therefore the probability
of a successful data transmission of the high priority traffic is increased.
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HCF Controlled Channel Access

The contention-free medium access in 802.11 [70] is realized with the HCF Con-
trolled Channel Access (HCCA). The HCCA is the replacement of the previously
defined PCF and used for controlled channel access. The time between two con-
secutive beacon frames is called a superframe. A superframe is divided into an
optional CFP and a Contention Phase (CP). During the CFP the Hybrid Coor-
dinator (HC) controls the access to the channel by polling its associated stations
with QoS requirements. Besides, the HC is allowed to initiate a Controlled Access
Phase (CAP) during the CP after detecting that the channel is idle for a time inter-
val longer than a PIFS (PIFS = SIFS + aSlotTime) and whenever there is a need
to transfer time critical data. An example for a superframe is shown in Fig. 2.3. A
polled station is granted a Transmission Opportunity (TXOP) allowing the station
to occupy the channel for a time period equal to the TXOP value. This concept
elevates the HCCA with greater flexibility than its predecessor, although the time
for generating CAPs is limited to a maximum duration in order to leave space for
stations operating under the EDCA.
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Fig. 2.3: Example of an IEEE 802.11 superframe

2.3.3 Admission Control and Scheduling

A very important concept for QoS support in 802.11e is the admission control.
Whenever a station wants to associate with a certain Basic Service Set (BSS) it has
to specify its requirements during a Traffic Specification (TSPEC) negotiation as it
was introduced in the integrated services architecture [74]. The negotiation is done
using TSPEC frames which may contain parameters related to the time critical
traffic flow, such as mean data rate or delay bound. They are exchanged between
the QAP and the QSTAs to establish a Traffic Stream (TS). The admission or
rejection of the new T'S depends on the adherence of its requirements. Every station
can have up to eight different TS with different QoS requirements. In order to be
enable the HC to compute a schedule three mandatory parameters are necessary,



28 2 Related Work and Background

namely the Nominal MSDU Size (L), the Mean Data Rate (p) and either the delay
bound (D) or the maximum service interval (M ST).
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Fig. 2.4: A sample TXOP schedule for HCCA

After a successful negotiation, the HC calculates the new polling-schedule for
all admitted stations based on the specified requirements. Three mandatory pa-
rameters are necessary, the Nominal MSDU Size (L), the Mean Data Rate (p) and
the maximum service interval (M ST). The simple scheduler uses the negotiated pa-
rameters and schedules TXOPs for each station with a fixed length and at constant
intervals. First of all, it calculates the Service Interval (ST) for successive TXOPs
for the same station. It takes the minimum of all MSTIs for all TSs and chooses
the ST lower than this value and as a sub-multiple of the beacon interval. Then
the number of arriving frames (N) during one ST is computed with Eq. (2.2) for
every traffic stream i of a station.

N’:Pl.ﬂ i=1...n (2.2)
L;

After this the TXOP duration for this particular station j is calculated with
Eq. (2.3). It is the sum of the maximum of the time to transmit IV; frames at the
PHY rate R; and the time to transmit one maximal MSDU at R;, both plus the
additional overhead O for MAC and PHY header.

n N - L: M
TXOP; =) max ( lR L4+ 0, # - o) (2.3)
i=1 ' v

Figure 2.4 illustrates an allocation schedule of the simple scheduler, which can
be obtained with Egs. (2.2) and (2.3). It consists of CAPs that are constructed by
concatenating TXOPs from all stations. The CAP is always repeated with a period
equal to the ST value and a length of the sum of all TXOPs. This simple scheduling
algorithm will be used later on as a benchmark for our proposal, because it is a
recommendation of the standard [70].

2.3.4 Relevant Amendments

Several other amendments exist which are dealing with improvements of the stan-
dard. However, only some of them are relevant for this work. A brief description of
these additional features follows.
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Dynamic Link Protocol and Block Acknowledgment

In order to decrease the protocol overhead IEEE 802.11 defines a way to directly
communicate with other clients in infrastructure networks and to acknowledge more
than one frame with a block acknowledgement. The direct link setup (DLS) enables
two stations belonging to the same BSS to communicate directly to each other
without directing the frames through the AP. Before the transmission starts, the
direct link has to be setup via a request to the AP which is forwarded to the
intended other station.

The block acknowledgement is also an optional feature which increases the
throughput efficiency. With this option enabled, a station is allowed to transmit
several frames within one TXOP. All transmitted frames form a single block which
is acknowledged by only one block acknowledgement frame in the end, leading to
a reduction of necessary control message exchanges.

Wireless Network Management

The IEEE 802.11v amendment enhances management services in the WLAN stan-
dard and has been integrated into the latest version of IEEE 802.11-2012 [70].
For instance, it will enable simplified wireless network management and will in-
crease the scope of control for network administrators. The 802.11v improvements
include procedures for wireless client control, which have influence on optimal work-
ing conditions of the network infrastructure. This standard will be responsible for
load balancing, where mobile clients will be diffused between different APs. An-
other important aspect is the extension of clock synchronization features, because
it specifies timing measurement frames and the inclusion of additional time infor-
mation.

Robust Audio Video Transmission

Within the standard amendment IEEE 802.11aa [72], extensions for a robust and
reliable transmission of audio and video data are defined. Furthermore, it promises
to provide a full compatibility to the relevant mechanisms of IEEE 802.1AVB
(802.1Qat, 802.1Qav, 802.1AS), which has been moved into the IEEE 802.1 TSN
task group. Especially the stream reservation protocol (SRP) and its procedures
for resource reservation is of interest, i.e., additional control frames are defined
to allow an Access Point (AP) to act as intermediate node in a path between a
talker and a listener [115]. Moreover, IEEE 802.11aa allows to prioritize between
different video transport streams belonging to the same EDCA access category.
The amendment explicitly addresses a better link reliability and low jitter char-
acteristics by defining different policies for a group transmission service, but only
for broadcast and multicast frames. Hence, the mentioned improvements are not
relevant for this work, because the most relevant type of traffic within the defined
application scenarios is unicast.
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Security

It is well-known that security is of utmost importance in every industrial sys-
tem, wired and wireless. Wireless systems are even more critical due to the shared
medium with no access restrictions. However, it is sufficient for this work to apply
the available security measures provided by IEEE 802.11, no further extensions are
necessary. For a later deployment of this solution it is recommended to follow the
procedural approach proposed by Treytl et al. in [161].

2.3.5 Industrial Extensions

The Scalance W series [157] is a range of wireless components based on IEEE
802.11, also referred to as industrial WLAN (iWLAN), which have been developed
by Siemens for industrial wireless communication. In order to allow a determinis-
tic data communication, an industrial version of the point coordination function,
called iPCF, was specified and implemented in their wireless components. The
1PCF mechanism has been modified as compared to the standard PCF. For in-
stance, the DCF is not supported and every transmission is based on polling [149].
Hence, it is a proprietary solution and not interoperable with standard IEEE 802.11
devices from other vendors. The ¢{PCF relies on a central node, usually the AP,
which cyclically polls all other associated nodes. The polling avoids the typical con-
tention for the shared medium and a possible backoff procedure leading to a cyclic
deterministic data transfer with network update times (NUT) Txyr > 16 ms. In
order to minimise interferences with other wireless systems, it is recommended to
deploy the Scalance W system with special radiating cables as antennas. These an-
tennas provide a precisely defined coverage area, but they are limiting the mobility
of nodes to positions in close proximity along the installed cable.

Even though the i{PCF provides a coordinated medium access and allows only
one node at a time to transmit data, the system is operated asynchronously to
existing RTEs and no global time base is established. Moreover, the system is
not interoperable with standard WLAN nodes which could result in additional
disturbances from standard nodes.

To the best of the authors knowledge [28], all other existing 802.11-based in-
dustrial solutions are using standard EDCA allowing only to prioritize process
data transmissions without providing guarantees. None of the systems provide a
coordinated medium access and the desired temporal requirements for an NCS as
identified in Sect. 1.1.

2.3.6 Existing Limitations of IEEE 802.11

Even though mechanisms to provide QoS guarantees have been added to the IEEE
802.11 s