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Preface

The 30th anniversary of the International Symposium on Computer and
Information Sciences (ISCIS) series, which have regularly over this long period of
time brought together Computer Scientists from around the world and from Turkey,
was held at Imperial College London, UK during 21–24 September 2015.

This year the conference attracted 82 submissions from 21 countries—with
contributions coming mostly from Europe, America and the Far East—out of which
39 carefully refereed proposals were selected, along with two Invited Papers, for
inclusion in the proceedings. Several other Invited Papers were presented orally.

In addition to the papers that are contained in these proceedings, the symposium
was preceded by a conference comprising some 50 keynote and invited presenta-
tions in honour of Prof. Erol Gelenbe, who started ISCIS back in 1986, and kept it
going constantly with the help of several colleagues from Europe and Turkey.

This volume provides a compact yet broad view of recent developments in the
Computer and Information sciences, and covers exciting research areas in the field
including Green and Cloud computing, Performance Modelling, Cybersecurity, Big
Data, and Smart Algorithm design for computer, biological and chemical systems.
This symposium also highlights recent results from the EU FP7 NEMESYS Project.

We are very grateful to the authors of all of the submitted papers, and to the
authors of accepted papers, for their contributions, and to the technical programme
committee members who each evaluated several papers, without whom this exciting
programme would not have been possible.

The ISCIS 2015 Chairs

London Omer H. Abdelrahman
Houston Erol Gelenbe
September 2015 Gokce Gorbil

Ricardo Lent

v
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Part I
Invited Papers



ISCIS and Erol Gelenbe’s Contributions

Mehmet Ufuk Çag̃layan

Abstract We celebrate the 30th annual ISCIS (International Symposium on Com-
puter and Information Sciences) that Erol Gelenbe started in 1986 and pursued each
year since then uninterruptedly as a service to the Turkish Computer Science and
Engineering Community. We also outline his scientific contributions and wide col-
laborations over the last fifteen years covering half of the life-time of ISCIS. These
include his innovative work on a new representation of Intermittent or Renewable
Energy Sources, and Energy Packet Networks which are a convenient representation
for the flow, storage and consumption of electrical energy, both at the microscopic
level (in electronic chips) and at the macroscopic level (e.g. in buildings or data cen-
tres), his work on ICT systems that parsimoniously use energy in order to achieve
quality of service (QoS). Pioneering work on Autonomic Communications and the
Cognitive Packet Network is also reviewed, followed by network security, Emer-
gency Management Systems, Gene Regulatory Networks, and analytic models of
computer systems and networks.

1 Introduction

The International Symposia on Computer and Information Sciences (ISCIS) was
started in 1986 by Erol Gelenbe to provide the Computer Engineering and Computer
Science community in Turkey with a venue for their academic research, interacting
with their peers from abroad, creating a tradition of refereed international quality
publications in this new community. Since 1986, ISCIS has been held annually
without interruption, with the 30th held at Imperial College in September 2015. In
recent years, the Proceedings have been published by Springer.

The first ISCIS was held at Bilkent University, Ankara, with the active support
of Professor Ali Dog̃ramacı. Bilkent University was newly formed, and emphasised
Computer Engineering, Electrical and Electronic Engineering and Industrial Engi-
neering, as key areas for Turkey’s future. Very quickly, several Turkish universities,

M.U. Çag̃layan (B)
Department of Computer Engineering, Bog̃aziçi University, Bebek, Istanbul, Turkey
e-mail: caglayan@boun.edu.tr

© Springer International Publishing Switzerland 2016
O.H. Abdelrahman et al. (eds.), Information Sciences and Systems 2015,
Lecture Notes in Electrical Engineering 363,
DOI 10.1007/978-3-319-22635-4_1
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4 M.U. Çag̃layan

including theMiddle East Technical University, Bog̃aziçi University in Istanbul, Ege
University in Izmir, Istanbul Technical and Yıldız Technical Universities. Sabancı
University in Istanbul participated in organising this annual event. In the early years
ISCIS was actively supported by the Department Chairs Council for Computer Engi-
neering, itself chaired by the late Professor Og̃uz Manas of Ege University. Active
colleagues included Professors Erol Arkun and Cevdet Aykanat of Bilkent Univer-
sity, Professors Ugur Halıcı, Hakkı Toroslu and Adnan Yazıcı of the Middle East
Technical University, Professors Ali Rıza Kaylan and myself at Bogaziçi University.

Erol each year selected the venues and teams thatwould run the conference, “trans-
ferred” the know how and procedures to make it all work, training his colleagues
in the “art” of organising scientific events without relying on subsidies, including
the organisation, venues, publicity, refereeing and paper selection, identifying and
attracting invited speakers from abroad, and remaining within budget. There were
indeed difficulties for lack of funds, speakers from across Turkey with limited travel
funds, quality control issues, third party attempts to obstruct the publication of pro-
ceedings due to foreign political pressure, as in North Cyprus in 2009. Since 1998,
the conference was held in Europe, Turkey and America:

• 29. ISCIS 2014: Krakow, Poland [20],
• 28. ISCIS 2013: Paris, France [85],
• 27. ISCIS 2012: Paris, France [83],
• 26. ISCIS 2011: London, UK [89],
• 25. ISCIS 2010: London, UK [90],
• 24. ISCIS 2009: North Cyprus [1],
• 23. ISCIS 2008: Istanbul, Turkey,
• 22. ISCIS 2007: Ankara, Turkey,
• 21. ISCIS 2006: Istanbul, Turkey [146],
• 20. ISCIS 2005: Istanbul, Turkey [161],
• 19. ISCIS 2004: Antalya, Turkey [11],
• 18. ISCIS 2003: Antalya, Turkey [160],
• 17. ISCIS 2002: Orlando, Florida, USA [39],
• 15. ISCIS 2000: Istanbul, Turkey,
• 14. ISCIS 1999: Ege University, Izmir, Turkey,
• 13. ISCIS 1998: Ankara, Turkey.

Turning to Erol himself, it is hard to describe the scientific content of an ongoing
career starting in the early 1970s for a highly productive researcher whose curios-
ity ranges widely in Computer Science, Applied Probability, Operational Research,
Electrical Engineering and even Theoretical Biology. The variety of Erol’s work
over the past fifteen years is unknown to those who know him through some specific
research area. Thus our brief review points to his work in several areas since the year
2000, such as energy efficiency of ICT [14] and autonomic communications [24]
where Erol has authored influential papers.
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2 Energy Packet Networks

Erol’s first work published in 2015 analyses the link between the random nature
of harvested energy, and the random nature of the data collection activities of a
wireless sensor [59], leading to an original analysis of “synchronisation” between
the two resources that enable wireless communications: the data packets and the
energy packets, first studied in a paper published in 2014 [58]. However in earlier,
he had introduced of a novel way to view energy as a “packet-based” resource that
can be modelled in discrete units which he called Energy Packets [53, 54]. While
Ohm’s Law is a good way to analyse the flow of electricity in RLC networks, there
are areas where other models are needed:

• At a nano-scopic level, say at the level of the flow of individual electrons, both
the stochastic nature of the sources and the physical non-homogeneities which
govern the medium (e.g. metal) imply that different models may be needed; thus
Erol recently proposed a stochastic flow model that addresses the conveyance of
energy and information by individual particles [30, 57].

• At a more macroscopic level, when one deals with intermittent sources of energy
so that energymust be stored in batteries or other storage units (such as compressed
air cylinders) that can include conversion losses to and from the electrical stor-
age, and energy usage itself is intermittent, models descended from G-Networks
[35, 38] become useful [5, 55, 56].

• This approach has raised interesting questions about how such large networks may
be analysed in the presence of flow of energy and flow of work [58, 62] and some
recent interesting results regarding “product form solutions” for such multi-hop
networks have also been obtained [100].

3 Energy in ICT and Its Optimisation

However, Erol’s concern for energy consumption for communications actually started
a decade earlier [40, 80] in the context of Wireless Ad-Hoc Networks, contributing
a technique to extend overall life of a multi-hop network by using paths that have the
most energy in reserve, i.e. the most full batteries. This work was pursued in papers
related to network routing and admission control based on energy considerations
[96, 98, 102, 103, 115, 116, 123, 157] and this resulted in a practical design for an
energy aware routing protocol.

His research group’s involvement with energy consumption in information tech-
nologywas also developed through their participation in EUFit4Green Project which
resulted in a widely cited paper [14] regarding the energy optimisation of Cloud
Computing servers and of software systems [152].

Although energy consumption by ICT is an important issue, it must be viewed as
a compromise between the two aspects, where a reduction in energy consumption in
the manner a specific system is being operated, for instance as a function of workload
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or of workload distribution, is “paid for” by a loss in performance or an increase in
the response times experienced by users. This issue has been studied in several of
Erol’s recent papers [81, 82, 86, 152].

Similar problems arise in wireless communications, but of course at far lower
levels of energy consumption. Here the purpose is to minimise the amount of energy
consumed per correctly received packet or bit. Indeed, in the wireless case, increas-
ing the transmission power is often possible. This will overcome noise, but it has
the opposite (negative) effect if all cooperating transcievers raise their power level,
resulting in greater wireless signal interference and hence larger error probabilities
for all parties. This in turn will lengthen the time needed to correctly receive a data
unit, and hence will also increase the net energy consumed per correctly received bit
or packet [69, 84, 109, 150].

4 Autonomic Communications and CPN

Erol has been long intrigued with the adaptive control of computer systems and
networks since the 1970s [12, 13, 77, 78, 110, 154], where the challenge is to deal
both with the very large size of the systems encountered in computer science, the
imperfection of the dynamic models that describe them, and the very large size of
these dynamic models.

His most recent foray into this area, starting with early papers [66, 79, 108, 127]
that describe the Cognitive Packet Network (CPN) routing algorithm both for wired
and wireless networks that uses reinforcement learning to provide network Quality
of Service (QoS) in an automatic manner, is a pioneering initiative in the field of
Autonomic Communications [41]. He is also the co-author of a paper that made this
field popular a few years later [24].

CPN related was a clear break with Erol’s traditional research which has relied
essentially on mathematical mdeling and simulation [31–33, 104, 117]. Related
work [114, 151] suggests that decisions that have a “natural” appearance could
also be incorporated in a similar manner, simulation systems where complex agent
interactions occur, and agents take decisions based on their collective best interest.
Similar questions have also been discussed with other methods in the context of
search algorithms in dangerous environments [61].

The basic idea of CPN, amply tested in many experiments [87, 88, 91, 92, 94] is
to use probe or “smart” Cognitive Packets (CPs) to search for paths and to measure
QoS while the network is in operation. The search for paths is run via Reinforcement
Learning using a Random Neural Network, based on the QoS objective of goal
pursued by the end user. The CPs furnish information to the end user about the QoS
offered by different paths, and in particular those actually being used by the end user,
but in CPN it is the end user, which may be a representative decision maker for a QoS
Class, that actually decides to switch to a new path or select a given path [50, 80,
93]. An extension to CPN that uses genetic algorithms to construct hitherto untested
paths based on predicted QoS was also proposed [147].
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More recent work has considered CPN for specific applications. For instance
in [73] the issue of dealing with web access applications where the uplink may
require short response times for Web requests, while the download may require high
bandwidth and low packet loss for video downloads, is considered, and a specific
system that supports these needs is designed, implemented and tested. Similarly, other
recent work deals with the QoS needs of Voice, and a VoCPN system is designed
and evaluated [158] on an experimental test-bed.

One of the interesting developments of CPN relates to novel energy aware routing
algorithms [96, 97] that link to Erol’s concern with energy savings. Other useful
application concerns admission control [111] and denial of service defense [65,
95]. Other work that is unrelated to CPN but that proposes adaptive techniques for
the management of wireless sensor networks in order to achieve better QoS are
discussed in [105–107, 148], while adaptivity for the management of secondary
memory systems is discussed in [163].

Of course, the Random Neural Network was reported in Erol’s earlier work [34,
36, 37, 63, 64, 71, 99]. Some of its other applications can be found in [2–4, 8–10,
18, 19, 67, 74–76, 118, 133] and several papers reviewing this subject can be found
in the papers of the special issue in [38].

4.1 Network Security

Erol’s work on network security came through some work on the impact of Distrib-
uted Denial of Service (DDoS) Attacks on network QoS, and a proposal to use CPN
as a way to detect DDoS, counter-attack by tracing the attacking traffic upstream and
use CPN’s ACK packets as a tool to give “drop orders” to upstream routers that are
conveying the attacking traffic [95, 149]. This approach was also evaluated on a large
network test-bed as a means to detect worm attacks and react to them by sending the
users’ traffic on routes that avoid the infected nodes [155, 156]. His work on security
continued with more algorithmic issues [162], but recently moved to the analysis of
signalling storms in mobile networks [7, 128, 129] and is currently one of the main
centres of his attention.

5 Emergency Management Systems

Like many people around the world who have a personal experience of large scale
disasters, Erol was deeply struck by what he saw in Turkey in 1999, right after the
major earthquake that took place near Istanbul, in the areas around Izmit and Yalova.
Although he was not present during the earthquake, he went to the sites just after the
earthquakes with family members in order to to try to find two family members who
were missing and who has in fact perished during the event. Finding, identifying,
and transporting the bodies was a traumatic experience. He was impressed by the
very rudimentary nature of technology that was being used to seek, locate and try
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to evacuate the victims. The destruction of roads, bridges, electrical power lines and
telecommunication networks, meant that only rudimentary construction technolo-
gies could be used by the numerous family members and professional rescuers who
flocked to the area in the days that followed the earthquake.

Since that time, Erol has devoted a part of his research effort to better under-
standing the ongoing research of emergency management technologies [124, 126],
and developing a deeper understanding of the appropriate models and algorithms
which are specific to this domain of research [21, 22, 68, 125]. Unfortunately, many
aspects of emergency management have a significant overlap with tactical planning
of military operations [72, 121, 122] whose purpose is to destroy the capabilities of
an adversary but also to save the lives of friendly forces and evacuate the injured of
both sides. In particular, his team has investigated different simulation approaches
[25, 70, 72] that could be used to represent the extremely dynamic and fast chang-
ing “transient” events in an emergency, and then developed a novel agent based
simulator named the Distributed Building Evacuation Simulator (DBES) [23] for
evacuation planning and simulation. A constant concern of this work has been to
develop decetralised techniques that do not require large and expensive infrastruc-
tures [28], and his team has organised a series of annual workshops related to the
Pervasive Communications conferences of the ACM [26, 112, 113].

His team studied fast decision algorithms based on learning a wide range of
problem instances and their optimal rescuer and rescue vehicle allocations [29, 119,
120], and selecting in real-time the allocation that best matches the current observed
emergency situation. They also studied low-cost, light-weight and disruption tolerant
techniques that can offer robust communications in emergency environments [132],
and many ofthese methods actually span both the military and the civilian doman
[27, 130, 131, 145, 159]. More recent work has been devoted to autonomic routing
techniques based on ideas derived from CPN or from directional techniques so that
the management of evacuees can be carried out without the intervention of any
centralised decision making agent [15–17, 60, 144]

6 Gene Regulatory Networks

Erol’s interest in Gene Regulatory Networks [45], a very important topic in health
sciences, started fortuitiously during a visit in the mid 2000s to the well known
French gene splicing centre, the Genopole in Evry, near Paris. He had been invited
there by a friend, Gabriel Mergui who was then the Genopole’s industrialisation
and marketing director and who knew about Er’s interests in the interface between
biology and computer science [52], to give a seminar (on his work in general) and
to meet other colleagues.

At the Genopole, hemet Professor Gilles Bernot who had knownErol whenGilles
was an Assistant at the Laboratoire de Recherche en Informatique, co-founded by
Erol at the Université de Paris Sud in Orsay, south of Paris, towards 1978–1979.
As we say in Turkish “nereden nereye”—as an expression of surprsie about the
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fortuitious chains of events· · · “from where to where”. At the Genopole, Gilles
(whose background is in Formal Methods in Computer Science) was heading a
group the specialised on the formal specification and simulation of Gene Regulatory
Networks ... and he handed to Erol some of the early papers on graph models of gene
regulatory networks (GRNs). On his return to London, Erol jumped into the subject
and came up with the basic model that was published in the previously cited paper
[45] and various conferences such as [42]. This initial paper took some time to attract
interest from biologists, but it did attract interest in two directions.

It gave rise to an interesting development regarding the use of Erol’s GRN model
to detect anomalies in genetic data that can help detect or point to predisposition to
certain diseases [135–137, 139, 141, 142]. Typically, this line of work involved using
Erol’s GRN model to represent a set of gene interactions, including some measure
of the time scale of these interactions through appropriate time constants, and then
estimating the parameters from measured micro-array from known “normal” (i.e.
non-disease) data [138, 140], for instance using a learning algorithm similar to some
earlier work [36, 71]. Once this phase of model identification is complete, the model
can be used for comparison with other micro-array data, to determine whether this
other data shows an anomaly or a propensity for some disease such as cancer [134,
143]. Another line of collaboration also emerged with biologists [153] regarding
difficult problems of protein interaction networks. Interestingly enough, Erol also
investigated how some of the underlying chemistry could be modelled [48].

7 How About Analytical Models?

In fact, in all of the areas we have listed, Erol’s work has been driven by the use, or
invention, of appropriate probability models [101]. However, an interesting devel-
opment has been Erol’s incursion into the literature on Statistical Physics with his
theoretical papers on analytical solutions for chemical master equations [47], and
the related issue of stochastic modeling in gene regulatory networks [46]. Another
multi-disciplinary link he has been able to make links the behaviour of adversarial
biological populations (such as germs and cells) to viruses in software or in computer
networks [43]. His recent work has also linked particle motion in non-homogenous
media [6, 51], where he has studied both the time it takes for a set of particles to
attain a target, and the energy that is consumed in the process, which is related to the
random motion of packets in a very large multi-hop sensor network [44].

Finally in my list of unusual analytic results, let me mention his work where
he considers an (economic) market composed of N English auctions [49] where
customers arrive according to a random process, select some auction and bid for
a product with a probability that may depend on the current value that has been
attained by that product, leave the marketplace if they are successful in purchasing
the product, and may go to some other auction (or may leave the market) if they
are unsuccessful. This analysis leads to a closed form expression for the equilibrium
prices of all the products in the market.
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Interoperability and Semantics:
A Never-Ending Story

Erich Neuhold and Elmar Kiesling

Abstract Sending and receiving data is an important requirement of all computing
infrastructures with components that need to interact. This interoperability require-
ment has been the focus of research since the beginning of the computer age. In this
paper we will illustrate that in order to achieve interoperability, computer hardware
and software have to be able to interpret data, i.e., understand their structure and their
meaning. That understanding has to be conveyed somehow from the real world by
the creators of the computing components and brought into a machine-processable
form. In most cases, that means that formal models of those real world aspects have
to be created and transferred into the computing environment. Here we will show
from a data-centric point of view how those models developed over time from early
relational database models, via document models and the (Semantic) Web to Linked
Data and the Internet of Things.

1 Introduction

Over the last decades, the complexity of information systems has increased consid-
erably. These systems have grown tremendously from single (large) computers to the
virtually unlimited network hosting theWorldWideWeb. The need to exchange data
whenever multiple system components interact has existed from the early days of
computing andmotivated interoperability research for decades. Data interoperability
is required to facilitate communication (networks), to interface with the real world
(sensors and actuators) or to enable cooperation between (application) processes. In
all cases, the meaning, i.e., semantics of those data has to be interpreted by humans
as system developers or programmers and as a consequence made processable by
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machines. When meaning is attached to data, they become information objects or
entities and we will use those terms to distinguish between raw and interpreted data.
In this paper, we focus on interoperation and integration issues that arise in applica-
tion systems rather than problems to be handled in the network layers of complex
systems. Hence, networks, network standards, network protocols and optimization
issues remain outside the scope of this paper.

The size of complex systems makes it mandatory that the understanding of data
can be derived (semi-) automatically from the environment and the context in which
those systems are operating. The modeling of semantics therefore has played a fun-
damental role in all interoperation and data integration efforts since the beginning of
the computer age.

In this paper, we trace the progress that has been made in coping with these prob-
lems and argue that few issues have been resolved definitely. As new interoperability
challenges arise constantly, much remains to be done. The current discussions of
Linked Open Data and Big Data are just intermediary steps with more to come.

Heterogeneities in data and processes and the problem of ‘semantics’ have been
investigated in the context of interoperability and integration in various domains
(e.g., [1–4]). These heterogeneities have roughly been categorized into (i) technical
heterogeneities, (ii) structural and syntactic heterogeneities, and (iii) semantic het-
erogeneities. Those heterogeneities give rise to three parallel types of interoperability
and integration challenges: technical, structural and syntactic, and semantic. In the
following, when we refer to interoperability, we shall refer to the latter two notions.
Because of space restrictions, we will concentrate on the ‘data’ aspects of inter-
operability and integration and will mostly disregard related research and solution
approaches developed within the Artificial Intelligence, Data/Information Mining
and Service Science communities.

The remainder of this paper is structured as follows. In Sect. 2, we will start with
early approaches to represent the meaning of data that were developed to exchange
data between application programs, to access data from different sources, and to
integrate them into conceptually consistent aggregates. In Sect. 3, we discuss semi-
structured and document models, based on the notion that large amounts of data
are textual with embedded structural elements. In Sect. 4, we analyze in some detail
the largest document and data store in existence—the Web and the Semantic Web
as its machine-interpretable extension. In Sect. 5, we move to interoperability and
semantic interpretation problems of the Linked Data world. We conclude in Sect. 6
with a summary and some ideas on what issues future research in interoperability
and integration may have to tackle.

2 Database Models Then and Now

It has been nearly 50years since data interoperability problems first arose, originally
in the context of concurrent access to data. As it became necessary for multiple
programs to access and process the same data, it became evident that this could
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not be solved satisfactorily with the then widely used file systems and file system
descriptions. Hence, more powerful tools for pulling all those files together and
integrating them in some fashion would be needed. To this end, various organizations
and corporations developed what was to become known as (model-driven) database
management systems. Early such models were the CODASYL standard, that was
developed by the database task group at CODASYL and published in 1971 (cf.
Taylor and Frank [5]), and the relational model published by Codd in 1970 [6].
Arguably due to its structural clarity and relative simplicity, the relational model
found widespread adoption in early database systems and today still remains the
most widely used model for structured data.

2.1 Relational Model

With its strong mathematical foundation, its table representations, and with SQL as
a simple query language, the relational model had a seminal influence on data inte-
gration and application interoperability research and practice. Through the concept
of normal forms, the meaning of data as a model of the real world can be expressed
simply and explicitly. The first normal form still allows for redundancy and interde-
pendency, whichmay cause anomalies. These problems can be reduced by functional
dependency rules and the foreign key concept of the third normal form.

Around the time the relational model established itself as the dominant database
paradigm, the rise of networks and communication systems fueled the need for inte-
grated use of multiple remote databases in a single application. As a consequence,
research turned towards distributed databases and mechanisms to handle those mul-
tiple databases. In particular, two approaches towards distributed database design
emerged: (i) homogeneous modeling was grounded in a top-down design paradigm
starting from a single (global) schema that got split into multiple sub-databases; (ii)
heterogeneous modeling, by contrast, followed a bottom-up design approach starting
from multiple separate databases to form a homogenized global schema.

In the first case, interoperability of the constituent databases was assured. Proto-
type homogeneous systems that were developed include Distributed INGRES [7]
and POREL [8]. In the second case, the problem of interoperability required a
more general approach and explicit mappings from the individual databases to the
global schema. Research prototypes of heterogeneous distributed databases include
MULTIBASE [9] and SIRIUS-DELTA [10].

Over time, the homogeneous approach became a feature of all major database
management system products, whereas the heterogeneous approach remains difficult
to handle. The main problem lies in the scarcity of semantics in the relational model,
which is not expressive enough to describe the various mappings from local to global
scheme and then on to the applications.
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2.2 Entity-Relationship Model

As the limitations of the relationalmodel in terms of semantic expressiveness became
increasingly apparent, programmers and system developers required a more explicit
language to express the meaning of data. Such a conceptual modeling language
became available in 1975 when Peter Chen published the Entity-Relationship Model
[11], which is based on the concept of modeling entities, attributes and relationships
between them. Over the years, a conference dedicated to the ER-model has explored
the model and expanded it with additional concepts such as is-a inheritance, which
was added in 1985.

The ER-model, together with the Object-Role Model [12], formed one of the
foundations of what later became the Unified Modeling Language (UML), which is
today widely used in software and system design (see the 2090 ISO standard 19505).

2.3 The Object-Oriented Data Model

In the 1980ies, object-oriented programming (Smalltalk, C++, Java) came to the
center of software engineering research. The object-oriented paradigm conceives the
real world as a collection of objects, each described in terms of their properties and
associated behavior. The goal was to provide a ‘natural’ way to model meaning, i.e.,
to represent semantics as it is to be processed by computers. With respect to data, the
ER-model was considered a sound basis for object-oriented abstractions. In addition,
the data was extended by behavior to the entities, attributes, and relationships of
the model. Other important concepts that were introduced by the object-oriented
model include object identity (today typically implemented by means of URIs),
type-extensibility, multi-instance objects, and property inheritance.

The need for persistence of such objects resulted in what became known as object-
oriented databases (OODBs). A number of commercial products were developed
based on this paradigm, but the expected success did not materialize and “pure”
OODBs remain a niche product until today. However, all of the major database
products today incorporate selected object-oriented aspects.

3 Semantics in Semi-structured and Document Models

Databases provide persistent storage for well-structured and well-understood data.
Driven by developments such as the rise of the web less well-structured data such
as documents, gained in importance. Interoperability problems on the semantic level
spun off an array of different approaches to represent semi-structured data of all kinds
in machine-processable form, including textual, visual, and other forms of media.
To this end, appropriate modeling concepts had to be developed.
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One such approach arose from the need of the publishing industry to use new
means for electronic document exchange, which required standardized computer
processable information about documents and their structure. This meta-information
mostly reflected structural information through formatting tags, indexing tags, author
and publisher information etc. The need to represent such information led—invarious
steps—to the standardization of the Standard General Markup Language (SGML)
as ISO 8879 in 1986. In effect, SGML is not a markup language per se, but a meta-
language for describing mark-up languages. To this end, it introduced document type
definitions to declare the syntax for themark-up and the allowed structural and textual
elements. Despite initial success, SGML’s complexity soon led to the development of
HTML (Hypertext Markup Language) as a more specialized, presentation-oriented
mark-up language [13]. Derived from SGML, it allowed users to easily create struc-
tured electronic documents and, with the addition of the Universal Resource Locator
(URL), the distribution of the documents via the rapidly developing communication
networks. Those networks, characterized by the 7-layer Open System Interconnec-
tion (OSI)Model standardized in 1984 as OSI 7498, introduced a Hypertext Transfer
Protocol (HTTP) in the application (7th) layer. It could beused to distribute and access
HTML documents all over the network—the World Wide Web was born.

However, it soon turned out that despite the success of the web and the flexibility
of the HTTP/HTML concept, the representation of meta-information was not defined
well enough to allow for automated processing of the information by machines. As
a consequence, a stricter approach was developed in the form of XML (Extensible
Modeling Language) and XML Schema as the corresponding meta-language for
describing the allowed concepts for an XML model. XML is a somewhat simplified
derivative of SGML/DDT and became widely used. However, it did not replace
HTML in the web context, but rather enhanced it.

The various models that have been developed in the database, information, and
document systems communities have facilitated persistent storage and exchange of
widely distributed data. However, when processing or integrating those data, the
lack of semantic information as part of the meta-information increasingly became a
problem.

As the web grew in size and complexity, the necessity to integrate the wealth of
available disparate information increased. In this context, it became apparent that this
was not just a structural or technical problem. XML allows users to impose arbitrary
structure on their documents, but it does not define the meaning of this structure.
This flexible approach has many benefits and has arguably spurred the growth of the
early web, but it largely precluded automatic integration and interoperation. In order
to satisfy information needs, web users need to search for relevant web documents,
access them with their browser, and integrate the information (often implicitly) in
a tedious manual process. This unsatisfactory situation gave rise to the vision of a
machine-interpretable semantic web “where software agents roaming from page to
page can readily carry out sophisticated tasks for users” [14].
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4 Interoperation and the Semantic Web

With the advent of the Web, the focus of interoperability research shifted from inte-
grating well-structured databases to also integrating semi- and unstructured data in
large-scale distributed document systems. This shift was associated with new con-
ceptual challenges. Distributed databases could, at least in principle, be integrated by
mapping local schemas to a single global schema. On the scale of the web, agreeing
on such a centralized global schema—which requires users to subscribe to a sin-
gle conceptualization of the world—is neither feasible nor desirable. Furthermore, a
database schemawould not provide sufficient explicit semantics to interpret data con-
sistently and unambiguously [2]. Object-oriented integration approaches can support
structural homogenization through abstraction, classification, and taxonomies, but
they do not resolve the central issue of large-scale semantic integration of distributed
content.

To tackle these issues and release the value locked in relational databases [15]
Berners Lee et al. proposed the idea of a semantic web that should emerge from
“a new form of Web content that is meaningful to computers” [14]. The seman-
tic web would be decentralized, i.e., it would not rely on a single semantic model
of the world, but rather allow users to define and use their own context-specific
conceptualizations. For the sake of scalability, flexibility and versatility, the choice
of this decentralized paradigm accepted that the different conceptualizations used
cannot always be matched completely and that inconsistencies will be introduced.
The vision was that once semantics become encoded into web pages, autonomous
programs called agents would be able to interpret semantic documents, use rules to
make inferences, exchange results with other programs, choose courses of action,
and answer users’ questions [14].

To accomplish this ambitious goal, a stack of semantic languages was developed
to express data and rules for reasoning about the data. RDF (Resource Description
Framework, originally proposed in 1997) constitutes the basis of this stack on top
of the XML structural description. It is influenced by knowledge representation
formalisms and designed as an infrastructure that enables the encoding, exchange,
and reuse of structured metadata [16].

RDF encodes meaning in sets of subject-verb-object expressions called triples,
which are used to make statements about resources, in a similar vein as earlier con-
ceptual approaches, such as E-R or object-oriented modeling, make statements about
entities or objects. A defining characteristic of RDF, however, is its use of URIs (Uni-
form Resource Identifier) or IRI (Internationalized Resource Identifier) as identifiers
to refer to resources. Whereas identifiers in a typical database have no meaning out-
side the database, URIs/IRIs are globally unique and referable. Associating a URI
with a resourcemeans that anyone can link to it, refer to it, or retrieve a representation
of it [15]. Multiple data sets can refer to the same identifier, which facilitates data
integration. According to the semantic web vision, URI/IRIs should also ensure that
concepts are tied to a unique definition that everyone can find on theWeb, rather than
being just words in a document [14]. In particular, the subject and the predicate of
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an RDF statement must always be resources identified by a URI (or IRI); the object
can either be a resource or a literal node (cf. the example in Fig. 5, where subjects
are represented as ellipses, predicates as arrows, and literals as boxes).

A collection of RDF statements expressed as triples form a labeled, directedmulti-
graph. This multi-graph does not necessarily have a predefined schema and can grow
arbitrarily as additional statements are added. Compared to the relational model,
RDF hence provides a much more flexible schema-less and distributed data model to
express arbitrary statements. Without any external means to describe the vocabular-
ies used to make such statements, however, their precise meaning remains unclear.
Therefore, additional stack layers are necessary to incorporate explicit semantics. In
this context, RDF Schema (RDFS) was developed to provide basic constructs for
the description of vocabulary terms used in an RDF model. It took the basic RDF
specification and extended it to provide a minimal ontology representation language.
RDFS allows the definition of classes and properties and to arrange them in simple
subsumption hierarchies. Its overall expressiveness, however, is limited.

The Web Ontology Language (OWL) [17] was developed to address these limi-
tations. The term ontology has developed a distinct meaning within information sci-
ence, with limited grounding in philosophy, the domain from which it was originally
adopted. In the context of the semantic web, “an ontology is an explicit specification
of a conceptualization” [18]. OWL ontologies provide formal descriptions of con-
cepts and their relationships that exist in a certain universe of discourse, together with
a shared vocabulary to refer to these concepts [19]. OWL is based on attribute-like
and relationship-like properties and also includes several other expressive modeling
primitives (e.g., class union and intersections, cardinality restrictions on properties,
etc.). Today, OWL is not a single language but a family of sublanguages with varying
levels of expressiveness (in increasing order): OWL Lite, OWL DL, and OWL Full.

Ontologies were considered the key to solve the problem of semantic heterogene-
ity by allowing users to explicitly define the structure of their knowledge of a domain.
The vision was that this explicit semantic specification would allow communities to
reach a shared understanding and thereby reduce semantic heterogeneity. Despite
varying vocabularies, agents would then be able to discover common meaning by
referring to concepts in (interlinked) OWL ontologies.

Many of the standards developed within the semantic web framework, includ-
ing RDF, RDFS and the expressive query language SPARQL are in widespread use
today. The amount of data published in RDF has grown tremendously and OWL has
also seen significant adoption as a representation in particular knowledge domains
and for particular applications (particularly in scientific communities, e.g., the life
sciences). Interlinked ontologies (through RDF), which allow ontologies to be dis-
tributed across systems and refer to each other’s terms, by contrast, remain relatively
uncommon today. Overall, OWLhas not played the envisaged central role as “seman-
tic glue” that brings representation to the open web. Hence, it is not surprising that
the additional layers proposed in the original semantic web stack such as unifying
logic, proof, and trust (as well as cryptography as an orthogonal aspect) have not
been realized. As a consequence, the vision of a semantic web in which agents auto-
matically perform tasks for their users has so far largely failed to materialize. The



26 E. Neuhold and E. Kiesling

focus of interoperability research has therefore shifted again, concentrating mostly
onmore successful aspects of the semantic web vision, which gave rise to the concept
of Linked (Open) Data.

5 Linked (Open) Data and Micro Formats

Linked (Open) Data can be seen as a more pragmatic approach towards a “web of
data”, which leaves the vision of a completely semantic web and intelligent agents
aside. Tim-Berners Lee postulated a set of LinkedData principles [20] that accentuate
the data-centric aspects of existing semantic web technologies. These principles are
(i) use URIs to identify things; (ii) use HTTP URIs so that people can look up those
names; (iii) when someone looks up a URI, provide useful information, using the
standards (RDF, SPARQL); and (iv) include links to other URIs, so that one can
discover more things.

All datasets published as Linked Data use RDF as a common data model. The
encoding used, however, is not uniform. The use of RDF/XML proposed in the initial
RDF standard [21] turned out to be an impractical compromise between readability
for humans andmachines. Therefore, various other syntax notations and serialization
formats for RDF have emerged and are in widespread use (e.g., N-Triples, Turtle,
N3, JSON-LD). Based on the common data model, syntactic integration of different
Linked Data sets is straightforward, even if they are encoded in different formats.

The use of URIs as a resource identification mechanism remains a key princi-
ple. When an RDF triple contains URIs from different namespaces in subject and
object position, this triple establishes a link between the entity identified by the
subject (which may be described in a source dataset using namespace A) with the
entity identified by the object (described in another target dataset using namespace
B). Through the typed RDF links, data items are effectively interlinked [22]. De-
referencability means that URIs are not just used for identifying entities, but also
enable locating and retrieving resources describing and representing these entities
on the Web.

The use of URIs as identifiers does not, however, entail standardization. Even
though reuse of existing URIs is encouraged, data providers are free to publish their
data in RDF using arbitraryURIs. Identity resolution therefore remains amajor issue.
Pre-defined concepts (e.g., rdfs:seeAlso, owl:sameAs, skos:closeMatch, etc.) can be
used to establish explicit links, which facilitates vocabulary mapping, i.e., translating
terms from different vocabularies into a single target schema. Complex semantic
integration requires schema and instance matching techniques and expressing found
matches as alignments of RDF vocabularies and ontologies in terms of additional
triple facts [22]. It also requires the resolution of conflicts between data sources. Such
complex integration workflows are a far cry from the original semantic web vision of
fully automated semantic integration and reasoning, but they do make it possible to
reconcile, reuse, and find new applications for previously isolated data withmoderate
effort. It that sense, the Linked Data approach has been highly successful in bringing
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Fig. 1 Linked open data example visualization (http://en.lodlive.it/?http://dbpedia.org/resource/
The_Library_of_Babel, accessed May 14, 2015)

us closer to a web of data. The number of open datasets published based on these
principles has grown tremendously in recent years.Asof 2015, the globalLinkedData
Graph spanned by these datasets has grown to approximately 90 billion triples from
almost 4,000 working datasets.1 Figure1 shows a small example of an excerpt of this
global graph. It visualizes the DBpedia entry of an example book using LODlive.
Amongst others, the book is linked to the Wikipedia article the information was
derived from, to author, country, and language information, and the literary genre
(for space reasons, only selected links are shown).

A relateddevelopment that has emerged fromwebdesignpractice and that has seen
increasing adoption in recent years is the use of HTMLmarkup tags to attach seman-
tics to structured data embeddedwithinweb pages. Typical use cases include calendar
entries, contact information, blog posts, products, reviews, or cooking recipes. Like
earlier attempts tomake theweb of documentsmachine-readable, these practices aim
to make the content accessible to applications. Compared to more “heavyweight”
approaches, however, they tend to value ease of authoring and human-readability

1http://stats.lod2.eu, accessed April 30, 2015.

http://en.lodlive.it/?http://dbpedia.org/resource/The_Library_of_Babel
http://en.lodlive.it/?http://dbpedia.org/resource/The_Library_of_Babel
http://stats.lod2.eu
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above machine-interpretability, convention over formal standardization, and sim-
plicity over explicitly codified semantics. Therefore, these approaches do not use
ontologies to formally standardize vocabularies, but normalize conventions derived
from web-publishing behavior. Whereas the semantic web approach is based on a
complex stack of technologies and languages, these approaches embed semantics in
HTML directly following commonly accepted markup formats. Thereby, they aim
to lower the barrier of adoption among web developers to avoid the deadlock that has
plagued most semantic web technologies. Major web companies, including Google,
Facebook, Yahoo!, and Microsoft, have started to make use of the data embedded
into web pages in microformats e.g., to enrich search results. The currently most
prevalent formats used (cf. [23]) are Microformats,2 which annotate html with terms
from a fixed set of vocabularies; RDFa [24], which can be used to embed any kind
of RDF data into html pages; and Microdata [25], a recent format developed in the
context of HTML 5.

Microformats make structured use of the class and rel attributes to associate web
content with a particular meaning, e.g., through vCards, iCal events, and friendship
relations. Microformats result in very compact syntax with little explicit semantics,
which are rather implicitly defined by codified convention and embodied in parser and
application code. Development and extension of the format is based on a community
process and no mechanisms for custom extensions exist.

RDFa [24], developed and supported by the W3C, is a set of rules that can be
used as a module for XHTML2. It reuses the meta and link attributes from standard
XHTML and makes it easy to extract RDF triples from an RDFa annotated docu-
ment. Compared to Microdata and Microformats, RDFa is more versatile and allows
publishers to use arbitrary vocabularies and modular schemas.

Finally,Microdata [25] is a recent approach that is driven by themajor web search
companies. Standardization through theW3Chas been initiated [26], but the standard
has not advanced to the state of a Candidate Recommendation. Microdata uses a
supporting vocabulary to describe an item and name-value pairs to assign values to its
properties. Search engines publish markup vocabularies via schema.org. Publishers
are encouraged to re-use such existing vocabularies, but ad-hoc vocabularies are also
possible.

All three formats have found considerable adoption and led to a growth of seman-
tics on the Web. The structural richness of the published data, however, is limited,
as most websites only use a small set of rather generic properties to describe entities
[23]. As a consequence, interoperability issues remain largely unresolved.

6 Conclusions and an Outlook on the Future

Looking retrospectively at the long history of interoperability research against the
backdrop of changing tides of technological development, we find that few issues
have been ultimately solved. Early on, it became clear that in order to facilitate inter-

2http://microformats.org, accessed April 30, 2015.

http://microformats.org
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operability, it was necessary to make data machine-interpretable. This has motivated
various attempts to add semantics to raw data in order to facilitate meaningful inter-
actions between machines.

In the database community, this led to the development of conceptual approaches
such as Entity-Relationship modeling. In the programming domain, it was reflected
in the development of the object-oriented paradigm as a way to represent reality
more naturally and hence facilitate interpretation. In the context of documents, it
first led to the development of semi-structured document models that are machine-
interpretable at least to the extent necessary to present them to the user. Subsequently,
it led to the vision of a web of documents that could be navigated and interpreted
by machines. This triggered the development of various semantic web languages,
technologies, and concepts, but the vision of interoperable intelligent agents that can
reason and draw conclusions autonomously, while automatically resolving semantic
issues using logical connections of terms, failed to materialize.

Linked Data took a step back from the ambitious vision of a completely semantic
web and followed amore pragmatic approach that centers on data publishing. Finally,
microformats, which have seen increasing adoption, are even more pragmatic in that
they instill meaning into arbitrary web documents only selectively where it provides
tangible benefits. This approach is much more in line with actual incentives for
developers to invest into interoperability.

More generally, a lesson we can draw from the retrospective in this paper is that
the lack of interoperability that still exists is largely not caused by technological
limitations, but is rather driven by economic and social factors. The semantic web,
for instance, is plagued with some technical issues (such as computational complex-
ity, limitations of reasoning engines and triple stores, limited network bandwidth
etc.), but the more fundamental issues are arguably a lack of concrete incentives for
adoption on the one hand, and the social nature of semantics on the other hand. The
idea that semantic models can be specified independently by users in a decentralized
manner to accommodate their individual needs, contexts and respective worldview is
necessary. However, the assumption that this semantic heterogeneity could be tack-
led technologically through additional mechanisms, if only the same language were
used to express semantics explicitly, proofed unfounded. It did not hold up to reality
because communities need to arrive at agreed-upon semantics in a social process.
Semantics is also not absolute, but subject to personal interpretation and frequently
a moving target. This is critical, because inconsistencies on the semantic web can be
introduced easily by anyone, breaking its logic and hence its interoperability.

More successful recent approaches that foster interoperability, such as Linked
Data and Microformats, are focused more on the actual needs of data publishers and
consumers. They are successful in facilitating limited interoperability because they
require less codified semantics. However, Linked Data tends to shift the problem
of interpretation to data publishers, which may lead to highly fragmented and iso-
lated datasets. To achieve interoperability, Linked Data requires strong links between
datasets and strong vocabularies that anchor the data expressed. Microformats shift
interpretation even further from explicit models back into the parser and applica-
tion implementations. Programmers must hence hardcode a consensus on accepted
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practices into their applications. That consensus must either emerge socially, or be
promoted by actors with sufficient leverage, such as search engines. In practice, top-
ics, formats, and vocabularies used to represent data are therefore largely determined
by the major consumers the data is targeted at [23].

Overall, recent pragmatic approaches, which are based around the idea that “a
little semantics goes a long way”, have improved interoperability, but they have not
solved the actual problem of semantic interoperability on a large scale. With the
onset of even larger issues in the context of “Big Data” and the “Web of Things”
[27], new challenges for integration will surely arise.
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Performance of an Autonomous Energy
Harvesting Wireless Sensor

Erol Gelenbe and Yasin Murat Kadioglu

Abstract While complex autonomic self-organising systems have received much
attention, simple autonomous systems are also needed for remote sensing applica-
tions, as well as for the Internet of Things. Such autonomous stand-alone unattended
devices may not have access to reliable sources of mains power, and will have to har-
vest energy locally from ambient sources such as vibrations, heat or light. However
energy leakage will also be a problem. This paper proposes a mathematical model
to analyse the performance of such systems in the presence of a random source of
energy, as well as a random source of data. The equilibrium between random energy,
random data and random leakage results in an interesting performance analysis of
these small but ubiquitous systems as a whole. A discussion is also provided about
the effect of transmission errors.

Keywords Autonomous energy harvesting ·Performance evaluation ·Autonomous
wireless sensor

1 Introduction

In recent years, much work has been conducted on self-organised or “autonomic”
communication systems [1] and biologically inspired [2] or adaptive control meth-
ods [3] have been suggested for their management. However many stand-alone
autonomous systems require a very simple organisation for unattended long term
operation. One such area of application is in stand-alone wireless sensors which need
to operate remotely without a change of batteries. Such systems are also motivated
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by the cost or difficulty of access, and also by the potential environmental damage
when one discards batteries, and by the need to save energy in ICT [4, 5].

Thus energy harvesting from solar, thermal, vibrationial, or ambient electromag-
netic radiation including light, are of particular interest [6, 7], especially in remote
sensing and security applications [8–10], and recent research has addressed such
technologies for communications [11]. However much work still needs to be done
to understand the performance of such systems which need to operate autonomously
for very long periods of time.

Earlier work [12] studied the performance of an autonomous energy harvesting
communication node as a function of the random flow of harvested energy using an
“energy packet” model which discretises both the data flow and the energy flow in
the sensor node [13] based on queueing networks [14]. Here we extend the work
to study the ability of such a system to operate in an unattended and autonomous
manner, in the presence of leakage from energy storage units such as batteries or
capacitors.

1.1 The Mathematical Model

An energy harvesting wireless sensor communication node collects data to transmit
at rate λ data packets (DPs) per second from sensing activities, and harvests energy
at rate Λ energy packets (EPs) per second, where one energy packet is the unit of
electrical energy, e.g. micro-joules, collected from light, heat or vibrations, that is
needed to transmit one data packet. The energy harvesting rate Λ and data gathering
rate λ are assumed to be small (i.e. very slow) as compared to the time it takes to
create and transmit a packet via wireless, which may be in the nano or picoseconds.
The node stores energy in a capacitor or battery, and energy leaks in a randommanner
at rate of μ energy packets per second.

The state of the system is represented by K (t), the number of data packets stored at
the node, and by M(t) the number of energy packets that are stored, at at time t ≥ 0.
Since the transmission time at the node is very short, whenever energy is available
and there are data packets waiting they will be instantaneously transmitted till the
energy is depleted: from a state K (t) > 0, M(t) > 0 the system instantaneously
moves to either state (0, M(t) − K (t)) if M(t) ≥ K (t), or to (K (t) − M(t), 0) if
K (t) ≥ M(t).Writing p(n, m, t) = Prob[K (t) = n, M(t) = m], we therefore only
consider p(n, m, t) for pairs of integers (n, m) ∈ S with S = {(0, 0), (n, 0), (0, m) :
n > 0, m > 0}.

2 Finite Capacity Data and Energy Buffers
with Energy Leakage

First note that if both the data buffer and the energy storage capacity are finite, the
system can be modelled as a finite Markov chain whose set of states are given in
Sect. 1.1 with 0 ≤ n ≤ B, 0 ≤ m ≤ E . We note that the process [K (t), M(t), t ≥ 0]



Performance of an Autonomous Energy Harvesting … 37

is an irreducible and aperiodic Markov chain so that the stationary probabilities
p(n, m) = limt→∞ Pr [K (t) = n, M(t) = m] exist and are computed from the
equations:

p(0, 0)[λ + Λ] = Λp(1, 0) + λp(0, 1) + μp(0, 1), (1)

since state (0, 0) is reached if either there was just one data packet and it was trans-
mitted as soon as an energy packet arrived, or there was one energy packet and it
was consumed as soon as a data packet arrived, or one energy packet was lost due to
leakage. When 0 < n < B we have:

p(n, 0)[λ + Λ] = Λp(n + 1, 0) + λp(n − 1, 0), (2)

while:

p(B, 0)Λ = p(B − 1, 0)λ. (3)

We note that these equations have a solution of the form:

p(n, 0) = αnCd , α = λ

Λ
, (4)

where Cd is a constant. For the energy storage system, when 0 < m < E we have:

p(0, m)[λ + Λ + μ] = Λp(0, m − 1) + λp(0, m + 1) + μp(0, m + 1), (5)

while:

p(0, E)[λ + μ] = p(0, E − 1)Λ. (6)

We note that these equations have a solution of the form:

p(0, m) = θmCe, θ = Λ

λ + μ
, (7)

where Ce is a constant. Since the unique stationary probability distribution exists,
we must have Cd = Ce = p(0, 0) by considering Eq. (1):

p(0, 0)(λ + Λ) = Λ(
λ

Λ
)Cd + (λ + μ)(

Λ

λ + μ
)Ce, (8)

0 = (p(0, 0) − Cd)λ + (p(0, 0) − Ce)Λ. (9)
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Using the fact that the probabilities sum to one we have:

1 = p(0, 0) +
B∑

n=1

p(n, 0) +
E∑

m=1

p(0, m), (10)

= p(0, 0)[1 +
B∑

n=1

αn +
E∑

m=1

θm], (11)

= p(0, 0)[1 + (
α(αB − 1)

α − 1
) + (

θ(θ E − 1)

θ − 1
)]. (12)

Hence:

p(0, 0) = 1 − α − θ + αθ

αB+1(θ − 1) + θ E+1(α − 1) + 1 − αθ
, (13)

p(n, 0) = αn 1 − α − θ + αθ

αB+1(θ − 1) + θ E+1(α − 1) + 1 − αθ
, 0 ≤ n ≤ B, (14)

p(0, m) = θm 1 − α − θ + αθ

αB+1(θ − 1) + θ E+1(α − 1) + 1 − αθ
, 0 ≤ m ≤ E . (15)

Also, we can express the marginal probabilities for the queue length of DPs
and EPs as:

pd(n) =
∞∑

m=0

p(n, m) = p(n, 0), n > 0, (16)

pd(0) =
∞∑

m=0

p(0, m) =
∞∑

m=0

θm p(0, 0) = 1 − θ E+1

1 − θ
p(0, 0). (17)

Similarly,

pe(m) =
∞∑

n=0

p(n, m) = p(0, m), m > 0, (18)

pe(0) =
∞∑

n=0

p(n, 0) =
∞∑

n=0

αn p(0, 0) = 1 − αB+1

1 − α
p(0, 0). (19)

Hence:

pd(n) = αn 1 − α − θ + αθ

αB+1(θ − 1) + θ E+1(α − 1) + 1 − αθ
, 0 < n ≤ B, (20)

pe(m) = θm 1 − α − θ + αθ

αB+1(θ − 1) + θ E+1(α − 1) + 1 − αθ
, 0 < m ≤ E . (21)
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3 Energy and Data Packet Loss Due to Finite Energy
and Data Buffers

When the energy storage capacity is finite, or the data packet buffer is finite, we are
bound to have some level of energy loss or data packet loss. These loss rates Le, Ld

in energy and data packets per second, respectively, can easily be computed as:

Le = Λ

∞∑

n=0

p(n, E) = Λθ E 1 − α − θ + αθ

αB+1(θ − 1) + θ E+1(α − 1) + 1 − αθ
. (22)

Ld = λ

∞∑

m=0

p(B, m) = λαB 1 − α − θ + αθ

αB+1(θ − 1) + θ E+1(α − 1) + 1 − αθ
. (23)

For the assumption of very large buffer sizes i.e., both B and E tend to infinity, the
following cases can be considered:

Case 1 If α > 1 and hence θ < 1 or equivalently Λ < λ, so that the energy is not
sufficient enough for the data and Le → 0 and Ld → λ − Λ, as would be expected.

Case 2 If α = 1 and hence θ < 1 or equivalently Λ − μ < λ, the expressions for
Le and Ld are in indeterminate form. However, after some algebra we get Le → 0
and Ld → 0.

Case 3 If α < 1 and θ < 1 or equivalently λ < Λ < λ + μ, in this case there is no
leakage for both buffer, and Le → 0 and Ld → 0.

Case 4 If α < 1 and θ > 1 or equivalently Λ > λ + μ, so that the energy is more
plentiful than it is needed, and Le → Λ−λ−μ and Ld → 0, as would be expected.

Case 5 If α < 1 and θ = 1 or equivalently Λ − λ = μ, the expressions for Le

and Ld are in indeterminate form. However, after some algebra we get Le → 0 and
Ld → 0.

4 Sensors with Transmission Errors

When a transmission error is detected, the same DP will be retransmitted until an
error-free transmission occurs or until energy is depleted. Thus if a DP is waiting in
queue and an EP arrives, the DP is is transmitted and a transmission error may occur
with probability π , so that the DP is not deleted from the queue. Similarly, if a DP
arrives to the node when one or more EPs are waiting, then a transmission error may
occur with probability p and the transmission will be repeated independently with
the probability of error p, and this will be repeated until success occurs or until all
the EPs are depleted.
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When the transmission errors are considered, we still have the same leakage rate
(μ), DP arrival rate (λ) and EP arrival rate (Λ) and these rates are responsible for the
state transitions (0, m) → (0, m −1), (n, 0) → (n +1, 0) and (0, m) → (0, m +1),
respectively. On the other hand, due to existence of π and p, we need to define some
new state transition rates.

The rate Λπ is for the transition (n, 0) → (n, 0) when n ≥ 1. For this transition,
an EP arrives to an empty energy buffer and since upon arrival of an EP, if another DP
transmission is requested immediately just after a DP transmission with probability
π , then due to lack of an EP, the new DP transmission will not be successful and
will replace the previous one. Similarly, Λ(1 − π) is the rate for the transition
(n, 0) → (n − 1, 0) when n ≥ 1, for which an EP arrives to an empty energy buffer
and another DP transmission is not requested after the DP transmission caused by the
arrival of an energy packet. The rate λp is for the transition (0, 1) → (1, 0) which
occurs when a DP arrives to an empty data buffer and another DP transmission is
requested after the DP transmission caused by the EP already in the queue. In this
case, the DP will have to wait for arrival of another EP. Furthermore, the transition
(0, m) → (0, m −1) when m > 0 occurs with rate λ(1− p). We have this transition
when a DP arrives to an empty data buffer and the transition is served by an EP
already in the queue so that the number of EPs is reduced by 1. Likewise, arrival of
a DP results in a sequence of k successive repetitions of DPs arriving to the node so
that there will be a set of transitions starting from states of the form (0, m), m > 0,
with probability pk(1 − p) where m ≥ k ≥ 0. Therefore, the rate λpk−1(1 − p) is
responsible for the transition (0, m) → (0, m − k) when m ≥ k > 1. Finally, when
we consider arrival of a DP, the number of EP reduces by 1 in energy storage and it
may be followed by another DP transmission request. The number of EPs decreases
with the each DP transmission request so that the mth and final transmission request
cannot be satisfied due to the fact that EPs are depleted. The system moves into state
(1, 0) having depleted all its EPs and having one final DP waiting to be transmitted.
Thus, this transition is (0, m) → (1, 0) with rate λpm . Notice that for any m > 0 the
sum of these probabilities is one:

m−1∑

k=0

pk(1 − p) + pm = 1. (24)

These transitions lead to the equilibrium equations:

p(0, 0)[λ + Λ] = λ

∞∑

l=1

pl−1(1 − p)p(0, l) + Λ(1 − π)p(1, 0) + μp(0, 1), (25)

p(1, 0)[λ + Λ(1 − π)] = λ

∞∑

l=0

pl p(0, l) + Λ(1 − π)p(2, 0), (26)

p(n, 0)[λ + Λ(1 − π)] = λp(n − 1, 0) + Λ(1 − π)p(n + 1, 0), n > 1, (27)



Performance of an Autonomous Energy Harvesting … 41

p(0, m)[λ + Λ + μ] = λ

∞∑

l=1

pl−1(1 − p)p(0, m + l) (28)

+Λp(0, m − 1) + μp(0, m + 1), m > 0. (29)

Theorem If (Λ−μ)(1− p) < λ < Λ(1−π), the stationary distribution exists and
is given by:

p(0, m) = p(0, 0)Qm, m ≥ 0, (30)

p(n, 0) = p(1, 0)qn−1, n ≥ 1, (31)

where

q = λ

Λ(1 − π)
, Q = λ + μ + Λp − √

(λ + μ + Λp)2 − 4μΛp

2μp
, (32)

and

p(1, 0)

p(0, 0)
= q

(1 − pQ)
= λ2μ

Λ(1 − π)[μ − λ − Λp + √
(λ + Λp + μ)2 − 4μΛp] , (33)

with

p(0, 0) = (1 − q)(1 − Q)(1 − pQ)

q(1 − Q) + (1 − q)(1 − pQ)

= (

2μλ
(Λ(1−π)−λ)

[μ − λ − Λp + √
(λ + Λp + μ)2 − 4μΛp]

+ 2μp

2μp − (λ + Λp + μ) + √
(λ + μ + Λp)2 − 4μΛp

)−1. (34)

Proof To proceedwith the proof, we substitute (30) in (28), which after some algebra
becomes:

Qm[λ + Λ + μ] = λ(1 − p)Qm+1 1

1 − pQ
+ ΛQm−1 + μQm+1, (35)

0 = (Q − 1)[Q2(μp) + Q(−Λp − λ − μ) + Λ], (36)

Q1,2 = λ + μ + Λp ± √
(λ + μ + Λp)2 − 4μΛp

2μp
, (37)

note that Q has to be smaller than 1,

λ + μ + Λp + √
(λ + μ + Λp)2 − 4μΛp

2μp
≥ λ + μ + Λp

2μp
>

1

2
(
1

p
+Λ

μ
) > 1,

(38)
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since p < 1 and μ < Λ. The root Q1 should not be considered, and Q2 is the only
viable root which leads (Λ − μ)(1 − p) < λ.

Also we must have q < 1 and we note that the equation in (31) has a solution of
the form:

p(n, 0) = qn−1Cd , q = λ

Λ(1 − π)
and Cd = p(1, 0) wi th λ < Λ(1 − π). (39)

After further analysis using the fact that the probabilities must sum to one, and q < 1,
Q < 1, we obtain p(0, 0):

(

2μλ
(Λ(1−π)−λ)

[μ − λ − Λp + √
(λ + Λp + μ)2 − 4μΛp]

+ 2μp

2μp − (λ + Λp + μ) + √
(λ + μ + Λp)2 − 4μΛp

)−1.

��

5 Conclusions

Complex autonomic self-organising systems have been at the centre of attention
over the last decade and have included several EU research projects and have met
with wide interest in the literature. On the other hand, simple autonomous systems
which have to operate in unattended remote environments havemetwith less research
interest. Yet important areas such as remote sensing applications, as well as for the
the Internet of Things, require that unattended autonomous systems operate reliably
over long periods of time.

One important area of application is when one cannot change batteries of simple
devices which may also be difficult to connect to the mains for their power needs. In
such cases, the autonomous systemswill have to harvest energy locally from ambient
sources such as vibrations, heat or light, and energy leakage from temporary storage
units, such as rechargeable batteries or capacitors, will also be a problem.

This paper analyses the performance of such systems that are devoted to gathering
data and transmitting it, andwhich use energy harvesting for their operation.We have
proposed a mathematical model to analyse the performance of such systems in the
presence of a random source of energy, a random source of data, and random energy
leakage. The equilibrium between random energy, random data and random leakage
results in an interesting performance analysis of these small but ubiquitous systems.
A preliminary discussion has also been given about how transmission errors can be
included in the model.

Future work will have to incorporate the actual transmission scheme, including
noise and interference, to better understand the optimum autonomous performance
of such systems.



Performance of an Autonomous Energy Harvesting … 43

Acknowledgments The authors gratefully acknowledge the support of the ERA-NET ECROPS
Project under grant No. Grant No. EP/K017330/1 from the UK Engineering and Physical Science
Research Council (EPSRC) to Imperial College.

References

1. Dobson, S., et al.: A survey of autonomic communications. ACM Trans. Auton. Adapt. Syst.
1(2), 223–259 (2006)

2. Gelenbe, E.: Steps towards self-aware networks, Commu. ACM 52, 66–75 (2009)
3. Gelenbe, E.: Sensible decisions based on qos. Comput. Manage. Sci. 1(1), 1–14 (2003)
4. Pettey, C.: Gartner estimates ict industry accounts for 2 percent of global CO2 emissions, vol.

14, p. 2013 (2007). https://www.gartner.com/newsroom/id/503867
5. Uysal-Biyikoglu, E., Prabhakar, B., El Gamal, A.: Energy-efficient packet transmission over a

wireless link. IEEE/ACM Trans. Networking 10(4), 489–749 (2002)
6. Rodoplu, V., Meng, T.H.: Bits-per-joule capacity of energy-limited wireless networks. IEEE

Trans. Wireless Commun. 6(3), 857–865 (2007)
7. Meshkati, F., Poor, H.V., Schwartz, S.C., Mandayam, N.B.: An energy-efficient approach to

power control and receiver design in wireless data networks. IEEE Trans. Commun. 53(11),
1885–1894 (2005)

8. Gelenbe, E., Hussain, K., Kaptan, V.: Simulating autonomous agents in augmented reality,
J. Syst. Softw. 74, 255–268 (2005)

9. Alippi, C., Galperti, C.: An adaptive system for optimal solar energy harvesting in wireless
sensor network nodes. IEEE Trans. Circuits Syst. I: Regul. Pap. 55(6), 1742–1750 (2008)

10. Seah, W.K., Eu, Z.A., Tan, H.-P.: Wireless sensor networks powered by ambient energy har-
vesting (wsn-heap)-survey and challenges. In: IEEE, 1st International Conference on Wireless
Communication, Vehicular Technology, Information Theory and Aerospace and Electronic
Systems Technology, Wireless VITAE, p. 15 (2009)

11. Gelenbe, E., Gesbert, D., Gunduz, D., Kulah, H., Uysal-Biyikoglu, E. :Energy harvesting com-
munication networks, optimization and demonstration: The e-crops project. In: 24th TIWDC,
Tyrrhenian InternationalWorkshop 2013 onDigital Communications: Green ICT, IEEEXplore
(2013)

12. Gelenbe, E.: A sensor node with energy harvesting. SIGMETRICS Perform. Eval. Rev. 42(2),
37–39 (2014)

13. Gelenbe, E.: Energy packet networks: ict based energy allocation and storage. Green Commun.
Network. 186–195 (2012)

14. Gelenbe, E.: The first decade of g-networks. Eur. J. Oper. Res. 126(2), 231–232 (2000)

https://www.gartner.com/newsroom/id/503867


Towards Assessment of Energy Consumption
and Latency of LTE UEs During
Signaling Storms
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Abstract Signaling storms inmobile networks, which congest the control plane, are
becomingmore frequent and severe becausemisbehaving applications can nowadays
spread more rapidly due to the popularity of application marketplaces for smart-
phones. This paper aims to investigate how signaling storms affect both the energy
consumption and bandwidth allocation of normal and misbehaving LTEUser Equip-
ments (UEs) by constructing a mathematical model which captures the interaction
between the UE traffic and the Radio Resource Control state machine and bandwidth
allocation mechanism at the eNodeB. Our results show that even if only a small pro-
portion of the UE population is misbehaving, the energy consumption of the radio
subsystem of the normal UEs can increase significantly while the time spent actively
communicating increases drastically for a normal data session. Moreover, we show
that misbehaving UEs have to spend an increasing amount of energy to attack the
network when the severity of the signaling storms increases since they also suffer
from the attacks.
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1 Introduction

Signaling storms [2, 9] are becoming more frequent and severe due to the large num-
ber of smartphones which have access to marketplaces where users can download
both malicious [8] and non-malicious [5] applications which adversely interact with
the control plane ofmobile networks to cause signaling overloads. This paper investi-
gates how a particular type of signaling storms, which leverages the Radio Resource
Control (RRC) state machine of a User Equipment (UE), can cause increased energy
consumption of both normal and misbehaving UEs, and severe bandwidth conges-
tion and excessive signaling overhead at the eNodeB. This holistic investigation of
the different impacts that signaling storms can have is different from previous works
which investigate either the impact of different RRC-based attacks on the mobile
network in terms of signaling overhead and delay only [1, 10, 12, 13, 16, 17] or the
impact of traffic behavior on the energy consumption of the misbehaving UEs only
without considering other UEs [3, 14, 18].

2 The Mathematical Model

2.1 Energy Consumption of the UE’s Radio Subsystem
for One Data Session

LTE differs from 3G in that the RRC may either be in IDLE (I ) or CONNECTED
(C) mode, and transitions between the 2 modes will cause signaling messages to be
exchanged between the LTE UE and the mobile network [1, 7]. In the RRC C mode,
the radio subsystem of an LTE UE has four decreasing power states: H , h, S and L
as shown in Fig. 1 where:

Fig. 1 State transition diagram representing the behavior of a UE in the different LTE RRC states
(left) and its effect on the data and control planes of eNodeB (right). Different states will also
correspond to different power consumption levels of the radio subsystem.
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• In the H state the UE is actively communicating with the eNodeB.
• In the h state the UE has finished communicating and if new data is received before
a certain timeout Th , the UE will become active again (i.e. be in H ) otherwise the
UE will be moved to the S state.

• The short DRX state S corresponds to a UEwhich is in short intermittent reception
mode where it sleeps most of the time but wakes up periodically to check whether
data is buffered at the eNodeB for its reception or it needs to transmit data to the
eNodeB and if so, the UE moves to state H . If no data is communicated by the
UE for a certain timeout TS , the UE will be moved to the long DRX state L .

• The long discontinuous reception mode L is similar to S except that the UE wakes
up less frequently and if the UE does not communicate within TL seconds, it finally
enters the idle mode I .

Through the use of either statistical observations or mathematical models, the
following UE behavior can be obtained:

• The average relative number of times pX,Y that a state Y is visited from state X ,
where X, Y ∈ {I, H, h, S, L}, X �= Y .

• The average time τX spent in state X each time it is visited.
• The average time TXY (shown in Fig. 1) that it takes to accomplish the transition
from state X to state Y .

• The power consumption of the radio subsystem of the UE during each state occu-
pation and state transition, which are denoted ΠX and ΠXY , respectively, for
X, Y ∈ {I, H, h, S, L}.
Given the information above, the total average energy consumption of the radio

subsystem of a UE for each complete cycle that starts when the UE exits state I
and ends upon its next departure from I (refereed to here as a data session) can be
expressed as:

E =
∑

X∈{I,H,h,S,L}
nXτXΠX +

∑

X,Y∈{I,H,h,S,L}
nX pX,Y TX,Y ΠX,Y (1)

where nX denotes the total number of visits to state X during the cycle, which can
be calculated from the relative frequency pX,Y using the system of linear equations:

nY =
∑

X,Y∈{I,H,h,S,L}
nX pX,Y (2)

Notice that nI = 1 since we are considering a single data session only, and pI H =
pHh = 1 because there is only one possible transition out of I and H . In order to
obtain the remaining nX values in terms of the relative frequencies, Eq. (2) and the
state transition diagram of Fig. 1 can be used leading to:

nH = nh = 1

phS pSL pL I
, nS = 1

pSL pL I
, nL = 1

pL I
(3)
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Since energy is also consumed when moving between power states, it is necessary to
calculate the number of times nXY that a single UE makes the transition from X to Y
during one data session,which can be calculated from the relationship nXY = nX pXY

and using (3):

nI H = 1, nh H = ph H
phS pSI pL I

, nSH = pSH
pSL pL I

, nL H = pL H
pL I

,

nHh = 1
phS pSL pL I

, nhS = 1
pSL pL I

, nSL = 1
pL I

, nL I = 1
(4)

Now the rate at which the normal UE makes data sessions is simply the inverse of
the average session duration:

λn = [
∑

X∈{I,H,h,S,L}
nXτX +

∑

X,Y∈{I,H,h,S,L}
nX pXY TXY ]−1 (5)

During signaling storms, the time τH that a UE spends in each visit to state H
will be affected since the number of UEs which are connected to the same eNodeB
and in states H or h determines the bandwidth allocated to a UE for communication;
therefore, signaling storms may lead to congestion in the data plane. On the other
hand, control plane congestion affects mainly TI H and TL I because significant sig-
naling is required to setup and release RRC connections; the other transition times
Th H , THh , ThS , TSL , TSH and TL H involve negligible signaling between the UE and
eNodeB and are therefore marginally affected by the attack. This coupling between
the state transitions of UEs and signaling and bandwidth congestion at the eNodeB
is illustrated in Fig. 1.

2.2 Signaling Behavior of Misbehaving UEs

We assume that a misbehaving UE will cause excessive signaling through a contin-
uous cycle of promotions I→H and demotions L→I which is triggered by sending
a small amount of data when the UE is in state I and waiting for demotion back to
I after undergoing the timeouts. The rate λa at which a misbehaving UE can attack
is then:

λa = [ ∑

X∈{h,S,L}
TX +

∑

XY∈{I H,Hh,hS,SL ,L I }
TXY + τ A

I + τ A
H

]−1 (6)

where the sum of the timeout periods TX and the transition times TXY represents
the minimum duration that a misbehaving UE must spend before returning to I . We
assume that misbehaving UEs spend negligible amount of time τ A

I � 0 in I during
the storm, and τ A

H is the amount of time the misbehaving UE spends in H , typically
to send a small amount of data to trigger a promotion from I to H .
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Table 1 General parameters for LTE network

Parameter Value

Total no. of UEs, β 175

Total no. of eNode-Bs, keNode-Bs 1

Rate of CQI messages at eNodeB, λc 100s−1

Processing time of CQI messages at eNodeB, δc 2ms

Inter-arrival time distribution of normal traffic bursts Exponential

Mean inter-arrival time of normal traffic bursts, E[Ω] 60s

Total bandwidth at eNodeB, Be 150Mbps

Average size of normal bandwidth requests, DN 1.88MB

Average size of misbehaving bandwidth requests, DA 10KB

Timeout for demotion from h state, Th 100ms

Timeout for demotion from Short DRX state, TS 200ms

Timeout for demotion from Long DRX state, TL 10s

Proportion of user uplink traffic, U 0.3

No. of signaling messages exchanged during I → H promotion, rI H 16

Average processing time of each I → H promotion message at eNodeB, δI H 3ms

No. of signaling messages exchanged during L → I demotion, rL I 5

Average processing time of each L → I demotion messages at eNodeB, δL I 3ms

Power consumed when in I state, ΠI 0.031W

Power consumed when in L state, ΠL 1.076W

Power consumed when in S state, ΠS 1.091W

Power consumed when in h state, Πh 1.29W

Power consumed when transmitting at 1Mbps in H , π t x
H 0.438W/Mbps

Power consumed when receiving at 1Mbps in H , πr x
H 0.052W/Mbps

2.3 Control Plane Congestion at eNodeB

Following our approach in [1, 13] for 3G networks, the times TI H and TL I that it
takes for a single LTEUE to promote from I to H , and to demote from L to I depend
on the signaling queueing delay we at the eNodeB and can be characterised by the
following expression:

TXY = rXY we +
rXY∑

n=1

(tXY [n] + δXY [n]), XY ∈ {I H, L I } (7)

where rXY is the number of messages sent between the UE and eNodeB (which is
given in Table1) during the transition X → Y [7, 17], and tXY [n] and δXY [n] are the
propagation delay and processing time of the n-th signaling message, respectively.
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The signaling queueing delay we at the eNodeB can be calculated as follows: we
first obtain the rate of signaling messages γe generated by a single normal UE on the
eNodeB:

γ N
e = λn[rI H + rL I + nH λc(τ

N
H + τh)] (8)

where λn , given in (5), is the rate at which a normal UE generates data sessions,
and λc is the rate at which a UE sends Channel Quality Information (CQI) messages
while in H and h [6] so that nH λc(τ

N
H + τh) is the total number of CQI messages

sent within a session. Similarly, the total signaling rate of a misbehaving UE during
the storm is given by:

γ A
e = λa[rI H + rL I + λc(τ

A
H + τh)] (9)

From (8) and (9), it is possible to obtain the total rate of signaling messages at the
eNodeB due to the whole population of UEs connected to the eNodeB as:

Γe = (1 − Z)βγ N
e + Zβγ A

e (10)

whereβ is total number ofUEs connected to the eNodeB, Z is the effective proportion
of misbehaving UEs in the total population, which are only sending misbehaving
traffic and no normal traffic.

From the above, the average signaling queueing delay we at the eNodeB can be
obtained by approximating the signaling server at eNodeB by an M/M/1 system
[11] as in [13].

2.4 Data Plane Congestion at eNodeB

We now proceed with obtaining the time and energy that a UE spends in the H state,
which require modeling the bandwidth congestion between the UE and the serving
eNodeB in both the uplink and downlink directions. A bandwidth congestion model
can be developed based on the following generic characteristics of mobile networks:

• The total uplink and downlink bandwidth of an eNodeB are different and are shared
between theUEs in states H andh according to theallocation and retention priority
(ARP) of the mobile operator.

• The bandwidth occupation in H is different from that in h.
• The traffic flow between a UE and its attached eNodeB can be asymmetric, e.g. as
in web browsing and video streaming.

Furthermore, we can make the following assumptions to simplify the analysis:

• The data link between a UE and eNodeB is shared using time division duplexing.
• Requests for data communication are assumed to be made up of a fixed proportion
of uplink U and downlink data 1 − U .
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• There are two types of bandwidth requests that UEs make during visits to H : (i)
normal bandwidth requests with DN amount of data to transfer on average and
(ii) misbehaving bandwidth requests with average data transfer size of DA with
DA << DN .

• The total data bandwidth Be of the eNodeB (both uplink and downlink) is shared
equally among all the UEs which are currently in the H and h state.

The bandwidth sharing assumption above is accurate enough to capture the different
effects of signaling storms onUEs but it should be noted that in an operational mobile
network, users usually obtain different data rates depending on various factors such as
the specific ARP used by the network operator, the Quality of Service Class Identifier
of data bearers and the agreed data plan with the network operator. It is left for future
work to investigate if a more complex bandwidth sharing model is necessary to fully
characterize the effect of signaling storms on different types of normal users.

Based on the above discussion, an egalitarian processor sharingmodel [4, 15]with
two classes of bandwidth requests, each requiring a different service demand, can
be used to represent bandwidth congestion at the eNodeB. Specifically, the service
demand μi s of a bandwidth request of type i ∈ {N , A} consists of two components:
(i) the time it takes to actually transfer Di bytes of data, and (ii) the time that the
UEwaits after active communication while reserving bandwidth, before either going
into short DRX after timeout or going back into H because new data is available
before timeout. Hence, the service demand of bandwidth requests is given by:

μN = DN

Be
+ τh, μA = DA

Be
+ Th (11)

The average number of concurrent normal and misbehaving bandwidth requests in
an egalitarian processor sharing system are [4, 15]:

G N = ρN

1 − ρA − ρN
, G A = ρA

1 − ρA − ρN
(12)

where ρi = λiμi , with λi denoting the total rate of bandwidth requests of type i :

λN = (1 − Z)βnH λn, λA = Zβλa (13)

Note that data plane congestion occurs when ρN + ρA is close to 1. Using Little’s
theorem, the time that a UE of type i spends in both H and h per visit is Gi

λi
, from

which the times spent per visit to H become:

τ N
H = G N

λN
− τh, τ A

H = G A

λA
− Th (14)
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Finally, the energy spent by the radio subsystem of a UE per visit to H is given by:

Ei
H = τ i

H [Πh + U
Di

τ i
H

π t x
H + (1 − U )

Di

τ i
H

πr x
H ] (15)

where power consumption is assumed to follow a linear relationship with throughput
based on the experimental evaluation in [14]. Here, Πh is the power consumed when
the radio subsystem is awake but not transmitting or receiving data (i.e. the intercept),
whileπ t x

H (resp.πr x
H ) is the increase in power consumptionwhen the bit rate increases

by 1Mbps in the uplink (resp. downlink). Notice that since we only consider the
average throughput and energy consumption, τ i

H remains only in the intercept of
(15).

3 Results

Table1 shows the numerical values which have been chosen for each parameter
of the mathematical models during the evaluation. In order to calculate the energy
consumption of the radio subsystem of a UE, the estimated values obtained for the
power levelsΠX were taken from [14] and are given in Table1. The power expended
by the radio subsystem of the UE when moving from I to H was measured to be
1.21W. We assumed that the same power is consumed by the radio subsystem when
it is transitioning back from L to I . For the other transitions between power states,
we use the approximation: ΠXY = 0.5(ΠX + ΠY ).

In addition, a simple user traffic model which allows us to estimate the transition
probabilities pXY and the average time τX spent in each visit to state X �= H of Fig. 1
was also developed, where we represent data transfer between the UE and eNodeB
as traffic bursts of average size DN bytes with the idle time between traffic bursts (i.e.
time when there is no communication between the UE and eNodeB) being a random
variable Ω which is independent of the control and data plane congestion. We chose
Ω to have an exponential distribution of mean 60s, but any other distribution could
be used to obtain the numerical values of pXY and τX .

Figure2a shows that the energy consumed by the radio subsystem of a normal
UE to complete one data session increases rapidly with increasing Z and therefore,
signaling storms do not only have a negative impact on the access time of normal users
but also on their energy consumption. Note that from Fig. 1, there are four variables
which affect energy consumption and change with Z : τH , τh—the times spent in
H, h, and TI H , TL I–the connection setup and release times. Figure2c, d show that
both TI H and τ N

H increase during signaling storms respectively. However, τ N
H drops

after Z � 0.2 because signaling congestion becomes so high that the normal UEs
find it difficult to access the network, resulting in lower bandwidth congestion.
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(a) (b)

(d)(c)

Fig. 2 a Shows the percentage increase in energy consumption of radio subsystem of a normal UE
for 1 data session when Z increases, and b shows the corresponding percentage increase in energy
consumed by a misbehaving UE. The energy consumed by a normal UE when no attack is 15.9 J. c
and d Show the percentage increase in the time TIH spent transitioning and in active communication
τ N

H for the normal UE, respectively, with increase in Z .

Figure2b shows that the percentage increase in the energy consumed by the radio
subsystem of a misbehaving UE during the time period of one normal data session
compared to if the misbehaving UE was a normal UE increases with Z , because
similar to the normal data sessions, the misbehaving UEs suffer from increased
bandwidth and signaling congestion, and therefore they require more energy in order
to setup and release connections. It is also worth mentioning that the increase in
energy consumption by the radio subsystem of a misbehaving UE during the time
period of one normal data session compared to if the misbehaving UE was idle is
quite significant at 2740% when Z = 0.01. This is due to the fact that the power
consumed by the radio subsystem of a UE when it is idle is much lower than the
power consumed when the radio subsystem is in other power states, e.g. h state, as
shown in Table1.
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4 Conclusions

This paper demonstrates that signaling storms do not only affect the waiting time that
normal users experience before accessing the network but also significantly increase
the energy consumption of the radio subsystem and the time it takes for a normal UE
to communicate the same amount of data after gaining access to the network. These
important results were obtained through three coupled mathematical models which
capture the adverse effects of signaling storms on the control and data plane of LTE
mobile networks including UEs.
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A State-Dependent Control
for Green Computing

Evsey Morozov and Alexander Rumyantsev

Abstract In this paper, we consider a state-dependent mechanism which can be
used to reduce mean power consumption in modern communication and computer
systems. This mechanism allows to change flexibly the service rate so as to increase
the energy efficiency of the system.We focus on computer systems with sojourn time
dependent service rate, and present a new regenerative proof of the sufficient stability
conditions for a wide class of such systems. We develop both performance analysis
in stationary regime and asymptotic analysis of the mean power consumption as the
switching threshold increases. Some numerical results are presented and discuss in
detail.

Keywords State-dependent system · Green computing · Power consumption ·
Stability · Regeneration · QoS requirement

1 Introduction

In this paper, we describe a state-dependent queueing system with service rate
depending on the sojourn time of an arrived customer. The main motivation of this
work is the so-called green computing. Constantly high energy consumption of mod-
ern data centers contrasts dramatically with their under-utilization during a consider-
able fraction of time. This motivates hardware vendors to imply diverse technologies
allowing the data center owners to reduce their power budget. These technologies
allow switching between the full capacity utilization (or even performance boost
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states) see e.g. [11], and the low-power states, either on the CPU level [4, 10, 12],
or on the level of the machine and it’s components [1]. However, operating these
tools may cause a performance degradation. To the best of our knowledge, there is
no commonly recognised scenario that guarantees optimal energy saving provided
a QoS constraint. Moreover, as we show below, in some cases such scenario does
not exist. In this research, following the papers [7–9], we aim a threshold-based
switching policy to minimize the mean power consumption, which is an important
metric of the modern server farms working under power constraints. This problem
can also be reformulated as the minimization of the long-run average cost under a
given policy and is closely connected with the power optimization, discussing for
instance in [2, 5, 6]. We also study the dependence between the mean workload and
the switching threshold in stable regime.

In Sect. 2 we apply a regenerative approach to prove sufficient stability conditions
of the aforementioned state-dependent system, and it is the first main contribution
of this paper. The second contribution, given in Sect. 3, is the analytical investiga-
tion of the mean power consumption reduction in the system with threshold-based
sojourn time dependent service rate. Finally, in Sect. 4we present and discuss in detail
numerical results to illustrate theoretical analysis. These results show that there are
non-intuitive scenarios under which the reduction of the mean power consumption
is possible, while in other cases such a reduction is impossible.

2 Stability Analysis

We consider an initially empty single-server FIFO system with a renewal input with
arrival instants {tn}, inter-arrival times τn = tn+1 − tn and input rate λ := 1/Eτ ∈
(0, ∞), where τ is a generic interarrival time. It is assumed that customer 0 arrives at
instant t0 = 0. Customers have i.i.d service times {Sn, n � 0}with a generic element
S and the mean ES ∈ (0, ∞). Let Wn be the workload at instant t−n and Vn be the
sojourn time (the workload at instant t+n ) of customer n, so Vn = Wn + Sn, n � 0.
Assume that there are M thresholds,

0 = x0 < x1 < · · · < xM < xM+1 := ∞,

such that, if Vn ∈ [xi , xi+1), then the service speed (rate) is ri > 0, i = 0, . . . , M .
Thus service rates ri = ri (Vn) depend on the accumulated work. It is assumed that
service time becomes available at the arrival instants, and service rate is constant
during the next inter-arrival time. (Such an opportunity exists in some modern com-
puter systems,where the customer runtimebecomes knownat the arrival instant [14].)
The sequence {Vn} constitutes aMarkov chain defined by the following Lindley-type
recursion

Vn+1 = (Vn − r(Vn)τn)+ + Sn+1, n � 0 ((x)+ := max(0, x)).
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The regenerations of this system are defined as

θn+1 = min{tk > θn : Wk = 0}, n � 0 (θ0 := 0),

that is, as the arrival times of non-waiting customers. We denote a generic regener-
ation period by θ. The process {Wn} is called positive recurrent if Eθ < ∞. This
condition is crucial for stability analysis [13]. More exactly, define the remaining
regeneration time at instant tn as

θ(n) := min
k

(θk − tn : θk − tn > 0).

Then Eθ < ∞, if θ(n) � ∞ (in probability), as n → ∞. Let ρi := λES/ri ,
i = 1, . . . , M .

Theorem 1 Assume that ρM < 1 and that

min
1�i�M

P(ri τ > S) > 0. (1)

Then E θ < ∞.

Proof Denote Δn = Vn+1 − Vn . Then for any x � 0,

EΔn = E(Δn, Vn � x) + E(Δn, Vn > x). (2)

Because

−r(Vn)τn � Sn+1 − r(Vn)τn � Δn � Sn+1, (3)

then the following (uniform in n) bounds hold:

− ∞ < − max
1�i�M

ri Eτ � inf
n�0

EΔn � sup
n�0

EΔn � ES < ∞. (4)

On the other hand, we obtain for all x � xM (denoting r = rM )

E(Δn, Vn > x) =
∫

y>x
E

(
(y − r τn)+ + Sn − y

)
P(Vn ∈ dy)

=
∫

y>x
E(Sn − y)P(r τn > y)P(Vn ∈ dy)

+
∫

y>x
E

(
(Sn − r τn)I (r τn � y)

)
P(Vn ∈ dy), (5)

where I is the indicator function. Assume Vn ⇒ ∞. Then, by (3) and (4), for each x ,
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E(Δn, Vn � x) = E(Δn | Vn � x)P(Vn � x) � E S P(Vn � x) → 0,

E(Δn, Vn � x) � − max
1�i�M

ri Eτ P(Vn � x) → 0, n → ∞. (6)

Moreover, since Eτ < ∞, then

yP(y < r τ ) = yP(τ > y/r) → 0, y → ∞,

and the middle term in (5)

∫

y>x
E(Sn − y)P(y < r τn)P(Vn ∈ dy) → 0, x → ∞. (7)

Because I (r τn � y) ⇒ 1 (in distribution), as y → ∞, then also

(Sn − r τn)I (r τn � y) ⇒ (S − r τ ), y → ∞.

Since −r τn � (Sn − r τn)I (r τn � y) � Sn , then the uniform integrability of the
family {(Sn − r τn)I (r τn � y), y � 0} follows. Thus,

E
(
(Sn − r τn)I (r τn � y)

) → E(S − r τ ), y → ∞, (8)

and we can take y0 � xM so large that E
(
(S − r τ )I (r τ � y0)

)
is arbitrary close to

E(S − r τ ). It remains to take n0 so large that P(Vn > y0) is arbitrary close to 1 for
all n � n0. Now we can conclude, from (2), (5)–(8), that (recall that r = rM )

EΔn → E(S − r τ ) = r
ρM − 1

λ
< 0, n → ∞, (9)

implying lim supn→∞ EΔn < 0. It contradicts the assumption Vn ⇒ ∞, implying
Vn � ∞. In other words, infk P(Vnk � D) � ε, for some finite constant D,
some ε > 0 and a deterministic subsequence of the arrival instants {tnk }, tnk → ∞,
k → ∞. Then, using condition (1), we can prove as in [13] that a non-waiting
customer arrives in a finite interval [tnk , tnk + C] with a positive probability, and
both the constant C and the probability do not depend on tnk and nk . In other words,
infk P(θ(nk) � C) > 0. Thus θ(n) � ∞, and we obtain Eθ < ∞. �

3 Performance Analysis of the Mean Power
Consumption Model

In some systems the CPUmaywork in different regimes, alternating between the full
capacity performance (e.g., Intel Turbo Boost technology) and partial performance
modes, where the frequency and/or voltage decreases (DVFS technology). A widely
used system software that operates performance modes is, for instance, a cpufreq
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linux subsystem [12], which allows switching between two modes with different
performance/power consumption. Although switching between these modes takes
microseconds, it may give a significant energy saving. Motivated by this scenario,
we consider the following particular case of the system, described in Sect. 2, with the
Poisson input with rate λ and exponential service time with rate μ = 1/ES. Assume
that there is a single threshold xM = K such that the service rate after arrival of
customer n is r(Vn) := r1 I (Vn � K ) + r2 I (Vn > K ), n � 0. We also accept
the natural assumption r1 � r2. Assume that stability condition ρ2 < 1 holds, see
Theorem 1. Then it follows from [3] that the stationary sojourn time density fV (K )

and waiting time density fW (K ) are

fV (K ) (x) =
{

Q1e−μ(1−ρ1)x + Q2eμρ2x , 0 < x � K ,

Q3e−μ(1−ρ2)x , x > K ,
(10)

and

fW (K ) (x) =
{

Q1ρ1e−μ(1−ρ1)x + Q2(1 + ρ2)eμρ2x , 0 < x � K ,

Q3ρ2e−μ(1−ρ2)x , x > K ,
(11)

where

Q1 :=Q3
1

ρ2 − ρ1 + 1
eμ(ρ2−ρ1)K , Q2 := Q3

ρ2 − ρ1

ρ2 − ρ1 + 1
e−μK ,

Q3 :=μ
[ ρ1 − ρ2

ρ2(ρ2 − ρ1 + 1)
e−μK − ρ1 − ρ2

ρ2(1 − ρ1)(1 − ρ2)
e−μ(1−ρ2)K

+ 1

(1 − ρ1)(ρ2 − ρ1 + 1)
e−μ(ρ1−ρ2)K

]−1
,

and moreover,

P(W (K ) = 0) = Q1 + Q2

μ
. (12)

Denoting

ϕ(c, a) :=
∫ K

0
cxeax dx = c

a2 (aK − 1)eaK + c

a2 ,

we obtain from (11) the following (convenient for calculation) expression for the
mean stationary workload

EW (K ) =ϕ(Q1ρ1,μ(ρ1 − 1)) + ϕ(Q2(1 + ρ2),μρ2)

− ϕ(Q3ρ2,μ(ρ2 − 1)) + Q3ρ2

μ2(ρ2 − 1)2
.

We remark that this model becomes classic (state-independent) M/M/1 systemwith
traffic intensity ρ2, if either K = 0, or ρ1 = ρ2 < 1, in which case (in an evident
notation)
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fV (0) (x) = μ(1 − ρ2)e
−μ(1−ρ2)x , x > 0,

fW (0) (x) = μρ2(1 − ρ2)e
−μ(1−ρ2)x , x > 0,

EV (0) = 1

μ(1 − ρ2)
, EW (0) = ρ2

μ(1 − ρ2)
,

P(W (0) = 0) = 1 − ρ2. (13)

Denote by c0 the power consumed in an empty state, and let c j be the power con-
sumption for the service rate r j , j = 1, 2. (The power consumption is often linearly
connected with the CPU frequency [5], in which case we may take ci = ri .) By the
property PASTA, P(W = 0) is also the limiting fraction of the idle time. (The same
interpretation holds true for other stationary probabilities.) Then the mean power
consumption is defined as

E (K ) =c0P(W (K ) = 0) + c1P(W (K ) > 0, V (K ) � K )

+ c2P(W (K ) > 0, V (K ) > K ). (14)

We note that

P(W (K ) > 0, V (K ) � K ) = P(V (K ) � K ) − P(W (K ) = 0, S � K )

= Q1(eμ(ρ1−1)K − 1)

μ(ρ1 − 1)
+ Q2(eμρ2K − 1)

μρ2

− Q1 + Q2

μ
(1 − e−μK ), (15)

while

P(W (K ) > 0, V (K ) > K ) = P(V (K ) > K ) − P(W (K ) = 0, S > K )

= Q3e−μ(1−ρ2)K

μ(1 − ρ2)
− Q1 + Q2

μ
e−μK . (16)

It is easy to see that, for K = 0, relations (14)–(16) give the following mean power
consumption in the system M/M/1 with service rate r2,

E (0) = c0(1 − ρ2) + c2ρ2, (17)

which is consistent with (13).
Now we develop the asymptotic analysis of the mean power consumption E (K )

as the threshold K → ∞. We consider two main cases: (i) ρ1 > 1 and (ii) ρ1 < 1.
(i) In this case, after some algebra, we obtain from (10) and (12) that

P(V (K ) > K ) = Q3e−μ(1−ρ2)K

μ(1 − ρ2)
→ ρ2(ρ1 − 1)

ρ1 − ρ2
, (18)
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and P(W = 0) → 0, as K → ∞. Because

lim
K→∞ P(V (K ) � K ) = ρ1(1 − ρ2)

ρ1 − ρ2
, (19)

it then follows from (14) that, provided ρ1 > 1,

lim
K→∞ E (K ) = c1

ρ2(ρ1 − 1)

ρ1 − ρ2
+ c2

ρ1(1 − ρ2)

ρ1 − ρ2
. (20)

(It is important to stress that the limits in (18)–(20) are taken in such a way that
first, for each K , the system achieves stability, and then we let K → ∞.) Relation
(20) has clear intuitive interpretation: for each fixed K , the stationary process V (K )

lives in a neighborhood of the threshold K . At that, the 1st and the 2nd terms in (20)
represent the fraction of the consumption when the workload is below K and above
K , respectively. An asymmetry of (20) (in comparison with (14)) is caused by the
influence of the lower reflecting barrier W (K ) = 0 in (14), which is non-negligible
for K relatively small. Moreover, in this case, after a routine algebra, we obtain the
following asymptotic expression for the mean workload,

EW (K ) = K − 1 − ρ1 − ρ2

μ

(
2 − ρ1

1 − ρ2
+ 1

ρ2(1 − ρ1)

)
+ o(1), K → ∞, (21)

that is, the mean workload increases (approximately) linearly in K .

(ii) In this case we rewrite (14) as (15) and (16)

E (K ) = Q1 + Q2

μ
(c0 − c1 + e−μK (c1 − c2)) + c1 + Q3e−μ(1−ρ2)K

μ(1 − ρ2)
(c2 − c1),

implying
lim

K→∞ E (K ) = c0(1 − ρ1) + c1ρ1. (22)

Moreover, after some algebra, one obtains the following asymptotic expression for
the mean workload:

EW (K ) = ρ1

1 − ρ1
+ o(1), K → ∞. (23)

To explain (22) and (23), we note that, by stability condition ρ1 < 1, the stationary
process V (K ) is tight regardless of K , and, thus limK→∞ P(V (K ) > K ) = 0. As
a result, the original system approaches the state-independent system M/M/1 with
service rate r1 and traffic intensity ρ1.

The developed performance analysis allows in general to select both the rates ri

and the threshold K in such a way to reduce the mean power consumption E (K )

(in comparison with state-independent system with rate r2), keeping a given QoS
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requirement. For instance, we could select these parameters to satisfy the upper
bound of the expected stationary workload, EW (K ) � EW (0)(1 + δ), for a given
δ > 0, or, alternatively, the upper bound of the overflow probability

P(V (K ) > K0) � γ, (24)

for a given (small) probability γ > 0 and a level K0. To illustrate the theoretical
analysis, we consider an important particular case

r1
r2

>
c1 − c0
c2 − c0

. (25)

(This relation has a clear intuitive interpretation and holds true if the power consumed
is linearly connected with the CPU frequency.) It is easy to check in this case that,
by (17), (20), and (22), the gain G(K ) := E (0) − E (K ) → C > 0, as K → ∞ (C
is an explicit constant), and thus there exists a threshold K ∗ such that G(K ) > 0 for
all K � K ∗. Note that if ρ1 > 1, then we anyway must use a finite threshold K
(and speed r2), to avoid instability. However, as (18) shows, the requirement (24) and
positivity of G(K ) may be inconsistent. Conversely, if ρ1 < 1 then, under condition
(25), both requirements (24) and G(K ) > 0 are satisfied for all K large enough.

4 Numerical Analysis

We numerically illustrate our performance analysis by Fig. 1, where, for λ = μ =
c0 = 1, c1 = 2, we depict G(K ) versus K for the following sets of parameters
(r1, r2, c2): (a) (0.5, 2, 5.5); (b) (0.5, 2, 4.5); (c) (1.3, 3, 3.5); (d) (1.3, 3, 3.1). These
four cases correspond to the following alternatives: (i) ρ1 > 1 for (a), (b); ρ1 < 1
for (c), (d); and (ii) condition (25) holds for (a), (c); (25) is violated for (b), (d). As
Fig. 1 shows, the gain is positive only under condition (25) (cases (a) and (c)). In
general, as we see, a dependence of G(K ) on the parameters is rather complicated
(in particular, G(K ) is not monotone, as one might expect).

Now we consider simulation results in more detail. It is worth mentioning that,
as it will be shown below, the asymptotic results are achieved in all scenarios with a
high accuracy for K relatively small. In case (a), the workload grows linearly in K ,
since the system is unstable below K . By this reason we are forced to use the higher
speed r2 to stabilize the system, however to have a gain, we must take K > 10. In
case (b), G(K ) is negative for any K > 0, and thus value K = 0, that is constant
speed r2, minimizes the energy consumption. In case (c), the system is stable under
speed r1, and one can see that the gain becomes positive for K relatively small.
However, if in this case ρ1 ≈ 1, then the QoS requirement (24) might be essential for
the final decision. In case (d), like in case (b), the quantity G(K ) is always negative,
and constant speed r2 becomes less consuming. The main reason of the negativity
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Fig. 1 The gain G(K ) versus threshold K . (i) ρ1 > 1: (a), (b); ρ1 < 1: (c), (d).
(ii) Condition (25) holds: (a), (c); (25) is violated: (b), (d)

of G(K ) in this case is that the slowly working system becomes idle less often, while
the idle state power consumption is significantly less than that in active regimes.

Below we present simulation results for a quad-core Intel Core i7 model of 2014
year. We consider the following settings: the normal working frequency is 3.4 GHz,
while the Turbo Boost regime frequency is 3.9 GHz. The idle power consumption
(in C1E state) is 26 W, normal power consumption is 84 W, and the Turbo Boost
consumption is 105 W. In other words, we take r1 = 3.4, r2 = 3.9, c0 = 26, c1 =
84, c2 = 105. Also we take μ = 1. Now we consider two scenarios: (i) λ1 = 3.6,
implying ρ1 = λ/r1 > 1, implying instability at normal speed (Fig. 2); (ii) λ = 3,
implying ρ1 < 1 (Fig. 3). It is seen that in case (i) there exists a tradeoff between the
gain G(K ) and stationary mean workload EW (K ). That is, in scenario (i) we have to
use the Turbo Boost regime, since the system is unstable, otherwise. In this scenario
we compare the system in Turbo Boost regime (with rate r2) with the system, which
uses two regimes (r1, r2) and switching at the threshold K . It is seen, that relatively
small K (e. g., K = 20, see Fig. 2) may give a tradeoff between the mean workload
and the gain.

Eventually, in case (ii) the system is stable at normal speed, but switching to a
Turbo Boost regime (say, at level K = 10, see Fig. 3) may be still useful to decrease
the mean workload comparing to the system with constant normal speed. On the
other hand, this decision will also decrease the gain.
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Fig. 3 The gain G(K ) (left) and mean workload EW (K ), case (ii) ρ1 < 1, λ = 3

5 Conclusion

We propose and analytically investigate the mean power consumption of the model
describing a serverwith the threshold-based sojourn time dependent service rate. Suf-
ficient stability conditions of such a model are proved by the regenerative method.
Moreover, stationary performance analysis is developed for the model with expo-
nential distributions and two different sojourn time dependent service rates. The
numerical results are given, which illustrate a complicated dependence between the
mean power consumption gain and given system parameters. This work shows an
opportunity of an effective state-dependent control for green computing, however
a detailed analysis of various scenarios, including energy optimization under QoS
constraint, requires a future research.
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Environment Friendly Energy Efficient
Distributed Data Centers

Ahsan Ali and Oznur Ozkasap

Abstract Geographically distributed data centers form a significant technology used
by the Internet users to fulfil the demand of storage, processing and large scale com-
putations. Most of the operational cost of such data centers is due to the electricity
cost, which affect both service providers and consumers. In this paper, we addressed
the problem of energy consumption of data center entities and reviewed state-
of-the-art solutions proposed to reduce the electricity cost. We present the full view
of the problem by providing the widely used energy consumption and/or operational
cost models. We identified key characteristics of efficient techniques proposed for
reduction of the electricity cost, carbon emission and financial penalties in case of
SLA violations. These techniques include environment friendly cost minimization,
energy efficient load migration, job scheduling and resource allocation. We also
identified open challenges as guidelines for future research.

Keywords Distributed data centers · Environment friendly · Energy efficient

1 Introduction

In the present era of technology, cloud data centers are becoming more popular due
to the features such as on demand computing resources, user only pay for what they
use, multiple users can use the same physical infrastructure, and high computational
power. Cloud Service Providers (CSP) are responsible for managing and allocating
resources, Scheduling of tasks, power consumption optimization and management
of network traffic. The operational cost in data center is affected by the power con-
sumption. A data center’s 30–50 % operational cost consists of electricity bills [1].
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Table 1 Characterization of cost minimization techniques

Category Description

Environment friendly cost minimization Encouraging use of renewable energy sources
for power generation

Energy efficient load migration Migrating load from higher electricity price to
cheap electricity price data centers

Energy efficient job scheduling Utilizing spatio temporal variation of
electricity prices

Energy efficient resource allocation Efficient allocation of data center resources and
using energy efficient entities

To reduce the energy cost, different techniques have been proposed, that includes
use of energy efficient servers, server consolidation by moving virtual machines
(VM), using renewable energy sources such as solar, wind, wave, tidal with traditional
electricity grid power, exploiting the temporal and geographical variation of
electricity prices. There are two different charging schemes being used in electric-
ity market of US: retail pricing and wholesale pricing. In retail pricing, electricity
prices are announced in advance and remain constant for a certain period, while
in wholesale market electricity prices vary on 15 min to one hour basis. Different
geographical locations and regions exhibit different price variations on daily as well
as hourly basis. Therefore, geographically distributed nature of data centers and the
spatio-temporal variation of prices is being used by researchers to minimize the
energy cost.

We group cost minimization techniques for distributed data centers into four cate-
gories (Table 1), identify key characteristics in each category along with the proposed
solutions, and discuss open challenges. These aspects distinguish our review in com-
parison to the previous studies. For instance, green energy aware power management
problem for data centers is investigated in [2]. Another prior work [3] focuses mostly
on reducing the losses and wastage of electricity by supporting subsystems in data
center for minimizing the cost, while [4, 5] focus on energy consumption of data
center networks.

2 Modelling of Energy Consumption

In the system model, we assume a CSP with M geographically distributed data
centers consisting of N servers in each. There exist K regions generating λ requests
with deadline restriction μ agreed in the SLA. Each request is initially received by
a front-end server or scheduler, which assigns the request to a server in a particular
data center. The unit price of the electricity in location of data center M j is expressed
as α j . Total electricity consumed in M j is the summation of energy consumed by
the servers, energy consumed by the cooling systems and the energy consumed by
the network elements. Electricity generation from carbon-intensive fossil fuels is
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expensive due to high fuel prices and carbon emission taxes. While green energy
sources are cheap but highly unpredictable for the unexpected load spikes.

Power usage efficiency (PUE) is a benchmark for calculating the power efficiency
of a data center, which is defined as the ratio of overall power consumption to power
consumed for performing actual computation by different entities of data centers.
Usually the value of PUE is between 1 and 2, the lower the value of PUE the better is
the energy efficiency. Qureshi et al. [6] modelled the power consumption of a server
Si as:

Poi = Pidle + (Ppeak − Pidle) × Ui

where Pidle is the average power consumed by the server when there is no operation
being performed, Ppeak is the power consumption of the server while running at full
capacity and Ui is the utilization of Si . The electricity cost of Si can be calculated
by the product of unit price of electricity and the total power consumed:

Esi = Poi × αi

The cooling system of a data center is responsible for maintaining the temperature
within a safety zone. Guo et al. [7] modelled the electricity consumption of a cooling
system defined as the ratio of power consumed by active servers in data center M j

to the coefficient of performance (COP).

Ec j =
∑i=N

i=1 Esi

COP

Suppose the cost of transferring a single request from the scheduler to the data
center is Rc. Electricity cost of network element for the data center M j can be
calculated as the product of the total number of requests being transferred to the data
center and the cost of single request:

En j = λ j × Rc

Total electricity cost of a data center with N servers can be calculated as the
summation of individual electricity cost of all servers, network elements and overall
cooling cost. Electricity cost of data center M j can be represented as:

Etc j = (

i=N∑

i=1

Esi ) + Ec j + En j

While providing the services, CSP needs to maintain the quality of service (QoS)
mentioned in Service Level Agreement (SLA). QoS includes the fairness among
users and the delay constraints. In case of any violation of the SLA, CSP faces a
financial penalty which results in an additional cost for them.
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3 Environment Friendly Cost Minimization

It is suggested that the carbon footprints in the process of electricity generation can be
reduced by using the green reusable energy resources such as wind, solar, and hydro.
Table 2 represents an overview of the research carried out to minimize the energy cost
by using green energy sources with other constraints. Workload prediction techniques
are being used to find out the future workload based on the previous requests and
workload. Latency is also taken into consideration for SLA and QoS purposes, which
refers to the time required to transfer the user request from user’s end to the data
center. Queuing delay refers to the time a user request waits before it is processed. As
data centers host multiple users and applications, it is necessary that each user would
get equal time for processing and fair resource allocation. Server provisioning is the
technique to monitor the activities of servers in a data center to avoid overloading or
under loading.

The way geographical load balancing (GLB) can enhance the use of green renew-
able energy and minimize the use of carbon intensive fuels for electricity generation is
explored in [8]. Two distributed algorithms for achieving optimal GLB are proposed
and the feasibility of powering the data center entirely with on-site renewable energy
source (i.e. wind or solar) is explored. It is shown that by efficient use of dynamic
electricity pricing GLB provides significant reductions in brown energy use. This
work jointly optimizes energy cost and delays keeping in consideration price diver-
sity and network delay diversity. However, study of [8] ignores some aspects such
as reliability and availability of on-site renewable energy sources.

A request routing framework named FORTE (Flow Optimization based frame-
work for requesting-Routing and Traffic Engineering) is proposed in [9]. FORTE
consists of three algorithms providing three way trade-off among electricity cost,
access latency and carbon footprint. Although the work of [8] considered the cost
for the carbon emission, [9] argues that the carbon emission taxes are negligible as
compared to the overall cost of data center. However, the cost of carbon tax consid-
ered by Gao et al. [9] is less than 2 % of overall electricity cost which is far less than
the real carbon market [2].

On-line algorithms to minimize number of active servers in each data center
to fulfill load requirement are suggested in [10]. Receding horizon control (RHC)

Table 2 Characteristics of environment friendly cost minimization

Methods Workload
prediction

Latency Queuing
delays

Fairness Server
provisioning

Carbon
emission
taxes

GLB [8] × � � × � �
FORTE [9] × � � × × �
RHC/AFHC [10] � � � × � ×

Green fair [11] � � � � × �
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is proposed to determine the minimum number of active servers by predicting the
future workload for homogeneous data centers. It is shown that Performance of RHC
is better for homogeneous environment, however it is also proved that in case of het-
erogeneous setting RHC performs poorly. Average Fixed Horizon Control (AFHC)
is suggested for heterogeneous environment which guarantees good performance in
such settings. This study also proposed the idea of powering the data centers entirely
using green renewable energy sources.

A novel approach of using green renewable energy resources to minimize the queu-
ing delays by scheduling the jobs to the data centers closer to the user is proposed
in [11], which incorporates SLAs. The proposed green fair algorithm ensures fair-
ness amongst the consumers providing the service capacity constraints and latency
constraints. Optimal electricity, social and latency costs are sought within fairness
constraints agreed in the SLAs.

4 Energy Efficient Load Migration

Techniques in this category investigate how much workload should be scheduled
in the current time slot and how much to be put in a queue and move to another
data center in a future time slot. In an event of price change of electricity, the user
requests as well as VMs are moved to a data center with a cheaper electricity price.
Table 3 characterises the main features of Energy Efficient Load Migration. Delaying
the requests might lead to miss the deadline resulting an SLA violation and incurring
financial penalty. The SLA penalties increase the overall cost for the CSP. Bandwidth
cost is the network cost while transferring the user requests or VMs from one data
center to another. Load of data center refers to the number of requests handled by
the data center in the current time slot.

An online algorithm for migrating batch jobs between data centers is proposed
in [12]. The proposed solution considers multiple energy sources at each data center
with continuous variation of prices and availability. Migration decision is based on
current cost as well as the future uncertainty of electricity price and availability.

Table 3 Characteristics of energy efficient load migration

Methods SLA
penalties

Workload
prediction

Latency Bandwidth
cost

Load of data
center

Efficient online
algorithm [12]

× × × � �

Dispatcher/datacenter
level sched. [13]

� × � × �

CP-LNS [14] × � × � �
VR-HM [15] � � × � �
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Bandwidth cost, as an important factor in job migration is included in overall cost
calculation.

A cost reduction off-line algorithm is proposed in [13] for assignment and migra-
tion of requests depending on the electricity price and load of data center. The theo-
retical information is then used to design an online algorithm for GLB, migration and
error prediction. Performance of the suggested algorithm depends on the duration
between price fluctuation and the quality of error prediction. This algorithm does
not consider server provisioning, heterogeneity, and availability of the renewable
sources.

By using the migration of VMs and outside temperature for reducing the cooling
cost, a solution for cost minimization problem is proposed in [14]. Inter and intra data
center migrations of VMs are used to reduce the cost by following the lowest energy
price in the geographically distributed data centers. By using workload prediction,
assignment of the VMs for the longer time frame is performed which reduces the
migration cost.

A migration method for VMs, namely Virtual machine Resizing Heuristic Migra-
tion (VR-HM), to handle server failure and SLA is proposed by Ghoreyshi and
Mohammad [15]. For tolerating the high failure rate in cloud environment, a heuris-
tic migration model is presented for online migration of VMs between data centers
by considering energy and deadlines constraints when failures occur. There is a local
manager for each data center which monitors the utilization, fault occurrence and
energy consumption of VMs, and issues orders for VM resizing and migrations.

5 Energy Efficient Job Scheduling

The aim of research in this category is to find the data center for processing user
requests with minimum possible electricity cost. It is also necessary to meet the QoS
constraint while scheduling the requests to data centers. Table 4 summarizes the main
features of energy efficient job scheduling with the key common factors to maintain
the QoS and minimize the cost. In order to reduce the cost, both inter data center and
intra data center constraints should be considered. Cooling cost is also an important
factor in the overall electricity cost of the data center.

A latency and cost request dispatching policy is presented in [6]. This price aware
optimizer observes the locational time-varying fluctuation of electricity prices and
distributes the user requests to data centers with the cheapest price within a maximum
radial geographical distance. While routing the requests to data centers, the algorithm
uses two parameters: a distance threshold and a price threshold. Apart from reducing
the electricity cost by dispatching the request to cheaper data centers, the scheduler
also reduces the energy consumption.

Study of [16] optimizes the intra data center workload distribution for the effi-
ciency of cooling system, and divides the data center into three temperature zones
based on the airflow: hot, warm and cool. The hot zone requires more power to main-
tain the temperature as compared to the cool zone. Therefore, requests are assigned
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Table 4 Characteristics of energy efficient job scheduling

Method SLA
penalties

Data
center load

Latency Inter data
center

Intra data
center

Cooling
cost

Distance
construction electric
price optimizer [6]

� × � � × ×

Power trade/surge
guard [16]

× � × � × �

Brenner’s algorithm
[17]

� � × � × ×

Energy price driven
dispatcher [18]

� � � � × ×

GreFar [19] � � × � × ×

Cheapest-DC/S [20] � × × � × �
JET [7] × � × � � �

to servers accordingly to reduce the cooling cost. In order to reduce the overall cost,
two schemes are proposed: power trade and surge guard. Power trade dynamically
distributes the load between and within zones based on the temperature of each
zone. Surge guard improves the response time of servers in case of an unexpected
load spike, and uses server provisioning to meet the load requirements.

The electricity cost under multiple electricity market is aimed to be minimized
in [17]. The problem is formulated as the minimum cost flow problem and Brenne’s
algorithm is used to find the solution in polynomial time. The algorithm assigns
job requests according to the electricity prices, data center workload and it saves
the energy consumption by keeping minimum number of active servers to meet the
delay requirement.

An energy-price-driven dispatcher, that forwards the client requests to data centers
with cheap electricity price and can meet the latency threshold, is presented in [18].
No request is assigned to the data center if the resource utilization exceeds 80 % which
is not being considered in [6]. The results are compared with the policy proposed by
Qureshi et al. [6] and random dispatching policy, which show that in terms of cost
the policy of [6] is more efficient but it may overload the cheapest data centers as it
does not consider the load of data centers while assigning the requests.

GreFar algorithm is proposed by Ren et al. [19] that minimizes the energy cost
and ensures fairness between data center consumers with keeping in consideration
queuing delay. GreFar schedules requests based on the trade-off between cost-delay
and energy-fairness. With the cost-delay parameter, the jobs are scheduled to avoid
the queuing delay, to meet the delay constraint or when electricity prices meets the
cost constraint. In the energy-fairness scheduling, all the resources are allocated
based on a specific fairness weight. The energy cost marginally increases in energy
fairness but the average delay decreases. If these two parameters are fine-tuned,
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this scheduling scheme will provide better fairness, minimum queuing delay and
minimum cost.

A recent study [20] suggests using the outside temperature for the cooling of data
centers along with temporal and spatial variation of electricity prices. Two types
of algorithms for scheduling the batch jobs are proposed. Immediate scheduling
algorithm schedules jobs on the basis of FCFS among the available cheapest data
center. Delayed scheduling algorithm schedules the jobs in a future time slot where
the electricity price is cheaper. Besides, the SLA penalties are also included in the
cost calculation in case of any SLA violations.

As the scheme in [16] only focuses on workload management within data center
and also does not consider electricity price variation in geographically distributed
data centers, the recent work of [7] proposed a joint inter- and intra-data center
workload management scheme called JET, which considers both electricity price
variation among the distributed data centers and the efficiency of cooling system. It
reduces the cooling cost by minimizing the number of active severs which results in
reducing the electricity cost.

6 Energy Efficient Resource Allocation

In recent years, several efficient resource allocation techniques have been proposed
which consist in multitasking on each server to reduce the energy consumption,
efficient dynamic allocation of virtual machines, and adapting the rate of operations
of active servers according to the load (DVFS). Resource allocation, when done
efficiently, can save the cost for both the user and the provider as well as it can
also improve the QoS in terms of response time and related parameters. Table 5
highlights the main features of energy efficient resource allocation. Virtualization
is the technique of running more than one VM on a server. Server provisioning
refers to monitor the activities of servers in a data center to avoid overloading or
under loading. DVFS is the technique to control the CPU frequency according to the
current processing and load.

An automated server provisioning system (ACES) proposed in [21] faces three
way trade-off between cost, performance, and reliability to perform energy-aware
server provisioning. It has two key components, load predictor and optimization
framework, to reduce the energy consumption, meet the load requirement and mini-
mize the reliability cost.

A scheduling scheme, taking into consideration electricity price, carbon emission
rate, workload, server power efficiency and the deadline of the requests, is presented
in [22]. Various meta scheduling policies are provided to maximize the profit, mini-
mize the carbon emission and reduce the power consumption of servers by varying
the CPU frequency (DVFS). The meta scheduler finds an optimum CPU frequency
for servers in order to process as many requests as possible without missing request
deadlines.
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Table 5 Characteristics of energy efficient resource allocation

Methods SLA penalties Virtualization Server
provisioning

DVFS

ACES [21] � × × �
Meta scheduling
[22]

� × × �

ECE-CIS [23] � � × �
Cost and deadline
optimization [24]

� � � ×

Fair [25] � × � ×

Cloud aware
scheduling
algorithm [26]

� � � �

MPC [27] � × � ×

A carbon efficient heuristic for VM placement is presented in [23]. The users send
their requests with the predefined requirements to the cloud provider. The heuristic
places the VM in geographically distributed data centers taking into account the
carbon footprint rates, energy sources, QoS and PUE in order to minimize the overall
electricity cost.

A resource allocation model in which a CSP and CSC are encouraged to share the
information for the efficient resource allocation is presented in [24]. The Asymmetry
Algorithm is proposed for allocating the resources to different users according to the
capacity and the load. VMs are migrated according to the server utilization and
putting servers on standby mode or idle mode. If a requested job deadline is below
a threshold, it is immediately scheduled, otherwise the job is not scheduled until it
meets the cost constraints.

The cost minimization, fair request rate allocation problem with SLA constraints
and spatio temporal variation of electricity price are studied in [25]. Distributed data
centers and the scheduler with requests to be allocated are represented as minimum
cost multi commodity flow problem. An algorithm named Fair is proposed that is
based on the optimization framework, which determines the number of servers to be
in active state in each data center to meet the workload and SLA requirements.

The intelligent scheduling is combined with DVFS to utilize cheap electricity
as well as to reduce the electricity consumption of the servers in [26], that also
considered server consolidation which helps in processing user requests before the
defined deadlines.

The cost minimization problem from a resource buffering prospective is tackled
in [27]. The novel idea of buffering electricity in batteries while the electricity cost is
low and use this buffered power to operate the servers while the prices are higher is
proposed. A power management controller per battery is used to make the decision
of charging batteries or use them as a power source for servers. They adopt the model
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predictive control (MPC) for smart charging under the varying price of electricity.
MPC predicts the future electricity cost of server by solving the current electricity
price and the battery power levels.

7 Conclusions

In this study, we analysed different techniques used to reduce the electricity cost of
geographically distributed data centers. First, we presented the model of energy con-
sumption with some basic knowledge of data center infrastructure, energy sources,
different electricity markets and carbon emission taxes. We classified the current
research to reduce the data center operational cost into four categories and identified
the key characteristics in each category. Open issues which need attention are opti-
mizing the use of green energy sources for powering data center entirely and efficient
methods for reducing delays along with the cost minimization especially for delay
sensitive requests. Data center cooling systems need to be optimized to reduce the
cooling cost. These problems have not been fully analysed and can be investigated
as future research directions.
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Modeling Power Consumption
in Multicore CPUs with Multithreading
and Frequency Scaling

D. Cerotti, M. Gribaudo, P. Piazzolla, R. Pinciroli and G. Serazzi

Abstract The rapidgrowthof energy requirements in largedata-center hasmotivated
several research projects focusing on the reduction of power consumption. Several
techniques have been studied to tackle this problem, and most of them require sim-
ple power models to estimate the energy consumption starting from known system
parameters. It has been proven that the CPU is the component of a server that is most
responsible for its total power consumption: for this reason several power models
focusing on this resource has been developed. However, only a few accounts for
standard CPU features like dynamic frequency scaling and hyperthreading, which
can have a significant impact on the estimation accuracy. In this paper, we present the
results from a set of experiments focusing on these CPU features, and we propose
a simple power model able to provide accurate power estimates by taking them into
account.

1 Introduction

Power consumption reduction in datacenter is one of the most important research
topics that is being addressed in different ways and with different techniques by
many scientists both from the industry and the academia. However, most of the
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proposals require a suitable power model that can estimate the energy consumption
starting from simple system parameters, like the utilization of its resources, and the
time required to complete the considered tasks. Especially when the considered tech-
niques are based on results that exhibit non-linear behavior, the accuracy of the power
consumptionmodel is of paramount importance to correctly identify the optimal sys-
tem configurations that can achieve the target performance with the lowest possible
energy budget. In different works, such as [9, 16], the instantaneous power consump-
tion of a server was observed to have a linear relation with the CPU utilization. Such
works present also a non-linear estimation, which however requires the computation
of a coefficient that must be extrapolated from a large set of measurements collected
from the analyzed system. Both models consider the CPU as the main index of the
server activity. Since the CPU is involved in managing any server components, there
is a strong correlation between the utilization of CPU and the utilization of all other
resources. For such reason, the CPU utilization alone is representative of the server
activity and thus of the entire power consumption.

The typical use of analytic expressions for the power computation is the inclusion
of energy characterization inmodels of the system defined using suitable formalisms,
such as queuing networks, Petri nets, and so on. Quite often the system models are
designed to evaluate techniques or policies for energy saving aiming to analyze
the benefits obtained on a single server. In most of the cases, the system models can
provide estimates not only for the utilization, but also for other configuration settings
such as the number of cores used and the frequency at which the system is running.
Thus, taking into account widespread commercial power reduction techniques, like
dynamic and voltage frequency scaling (DVFS) and hyperthreading, we can provide
a more detailed power consumption expressions that can compute more accurate
estimates.

In this paper we will focus on multicore CPUs that exploit hyperthreading, i.e.,
each physical core can execute two or more threads simultaneously. This number
of thread is usually referred to as Simultaneous MultiThreading (SMT) level. The
operating system (OS) can thus concurrently execute as many threads as the product
of the number of cores and the SMT level. Moreover, the OS can control the so
called clock governor by setting the maximum and minimum frequency that the
DVSF mechanism can use. Initially, we will present a set of experiments designed
to assess the impact on the power consumption of the number of cores used, of the
level of SMT exploited and of the maximum clock frequency set. Then, we will
show how the models presented in [9] may be affected by large relative errors if
the above described features are not considered correctly. We finally propose a new
power consumption model that can effectively take into account the considered CPU
settings to provide more accurate energy estimations.

The paper is organized as follows. The main related work of the literature is
described in Sect. 2. In Sect. 3, we describe the setup of the performed experiments.
Section4 presents and analyses the experimental results. Section5 proposes various
power models of increasing complexity able to capture the impact of hyperthreading
and dynamic frequency scaling. The conclusion of the paper is provided in Sect. 6.
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2 Related Work

As data-centers continue to consume an ever-greater share of the world’s electricity,
estimated to be 91 billion kWh of electricity in 2013 only [12], a huge amount
of researches are dedicated to improve the energy efficiency and develop effective
energy-preserving strategies. These researches has produced a wide spectrum of
techniques that exploit, albeit in different ways, two basic mechanisms: the dynamic
scaling of components performances (Dynamic Speed Scaling) and the dynamic
hibernation of components (Dynamic Resource Sleeping), see e.g. [2, 11, 15].

In the first studies that applied power control techniques on specific components
of data-centers [9], the power consumption of a whole server was assumed propor-
tional to the CPU utilization. The evidence of such a behavior was investigated and
confirmed in further studies, see e.g. [16]. Recently, in order to providemore accurate
estimates, authors started to isolate also the contribution of other components to the
whole energy consumption [7]. Some of these newer works focus on CPU, see e.g.,
[17], other focus on memory, e.g. [10], while others on disks, [6].

To the best of our knowledge, only a few works propose power models taking
into account hyperthreading and dynamic voltage and frequency scaling (DVFS) and
none considers both of them together. For instance, [14] proposes an operating system
facility to profile the power requirement of server requests, but without considering
hyperthreading norDVFS. Instead, [19] provides a detailed hyperthread-awaremodel
to profile the power consumption of individual application, but ignore the DVFS
impact. Such effect may be significant, as shown in [3] where the authors combine
CPU indexes with instantaneous voltage demand information to improve the DVFS
setting and achieve an average speedup of 7.3% over Windows Vista default DVFS
algorithm.

In the literature, energy consumption behavior in data-centers has been modeled
using different evaluation formalisms or metric models. Petri Nets are used in works
like [8] where the authors, using a non-Markovian Stochastic Reward Networks
modeling approach, investigate power-performance efficiency. Queueing theory has
been widely applied for investigating optimal power allocation and load distribution
in clouds, like e.g. [5]. In works like e.g.: [1] or [13], queueing theory is exploited
for proposing tools to manage energy efficiency in datacenters. However, the effec-
tiveness of such model may be hindered without a proper estimate of the power
consumption of an individual server.

3 Experimental Setup

We perform the power evaluation experiments on two different servers. The first
called Server1 is a PC with an i3-2120 CPU@3.3GHz. with two CPU cores and
6 GB of RAM, an hard disk drive and an integrated graphic card. Server2 is a PC
with an i7-3770 CPU@3.4GHz with four cores and 16 GB including two hard disk
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drives and a solid state disk with a dedicated GeForce GTX 560 graphic card. Both
machines have an SMT level of two, meaning, for instance, that the i3-2120 CPU
architecture provides two cores to the user, but is capable to concurrently run a total
of four threads.

In all experiments the servers run CPU-bound applications, in particular instances
of the Sunflow benchmark from the daCapo [4] suite. It renders a set of images using
ray tracing, splitting the load into several concurrent threads. The number of threads
used by the benchmark is set equal to the maximum number of threads that the server
is capable to run concurrently. The server OS is Linux Ubuntu, but with different
version: Ubuntu 12.04 for Server1, 14.04 for Server2. In both versions the maximum
CPU frequency can be directly set editing the “scaling_max_freq” file. Moreover, it
is possible to manually turn on and off each available threads editing the “online”
file in “/sys/devices/system/cpu”. It is also allowed to separately set the maximum
frequency at which each thread run and switching off the multithreading on a specific
CPU core.

The power consumption during each experiment is periodically measured by the
the Yokogawa WT210 digital power meter [18] directly attached to the analysed
server. The CPU utilization is monitored by the io_stat command which period-
ically produces CPU statistics calculated as the average among all threads. Finally,
the CPU frequency is monitored by inspecting the “/proc/cpu_info” file.

4 DVFS and Hyperthreading

In this Section we analyse the power consumption of a CPU-bound application
taking in consideration two main technologies integrated in the CPUs: DVFS and
hyperthreading. We expect a significant effect of such technologies on the power
consumption. In fact, in a CMOS circuit the dynamic power [2] can be computed
as Pdyn(U ) = α · V 2 f r , where α is a positive constant. Thus, changing the clock
frequency f r or the voltage V will clearly have an energetic impact. Furthermore,
in hyperthreading, emulating an additional CPU core by concurrently executing two
hardware threads should consume less power than using twophysical cores.However,
in both cases such effects are not captured by considering the CPU utilization only.

To investigate such phenomena, we measure through the power meter the server
power consumption of the Sunflow benchmark fixing in each execution both the
maximumCPU frequency and the number of threads used.We perform a full factorial
experiment on the machine Server1 with a maximumCPU frequency ranging on the
set {1600, 2500, 3300} MHz. By selecting as maximum 1600MHz. the frequency
scaling is disabled; with 2500MHz., during the execution of the benchmark, the CPU
frequency may span from 1600 to 2500MHz., and so on. The number of concurrent
threads ranges from1 to4. For each configuration 20 executions havebeenperformed.

The histograms in Fig. 1a show the resulting power consumption with 95% con-
fidence intervals. As expected, the power linearly increases with respect to the
maximum CPU clock frequency. Such increment grows according to the number



Modeling Power Consumption in Multicore CPUs … 85

(a) (b)

Fig. 1 CPU-bound application power varying CPU frequency with several CPU cores and hyper-
threading: a dual-core; b quad-core CPU. In the legend, a configuration with a number x of threads
running on y CPU cores is denoted by the label x − y

of parallel threads used; for instance, using four of them the increment from 1600
to 3300 MHz is slightly more than 50% (40–63W). Instead, the power does not
increases linearly according to the number of threads used, but it follows a step
behavior with a gap of nearly 10W from the second to third configurations. Indeed,
the configurations with 1 or 2 threads involve just a single CPU core, while in the
remaining ones both CPU cores work together, thus consuming more power.

An analogous set of experiments was performed on the Server2 machine with
a maximum CPU frequency ranging on the set {1600, 2500, 3401}MHz. and the
number of parallel threads ranging from1 to 8.As shown in Fig. 1b, a similar behavior
is obtained. In this case, a further gap is present using two or four CPU cores.

5 Power Modeling

The first powermodel proposed in [9] for the estimate ofwarehouse-sized data-center
consumption was the following:

P(UC PU ) = PI dle + UC PU · (PMax − PI dle) (1)

where UC PU is the CPU utilization, PI dle is the power consumed when no user
applications are running and PMax is the maximum power consumption when the
server is 100% utilized. In the same work also a more accurate non-linear estimate
was proposed:

P(UC PU ) = PI dle + (2UC PU − (UC PU )r ) · (PMax − PI dle) (2)

with r experimentally computed by data collected from the analyzed system.
We compute the values of the parameters PMax , PI dle and r by a fitting procedure

from the collected experiments. The fitting procedure was performed by the DEPS
Evolutionary Algorithm, a variant of the DEPSO algorithm proposed in [20], for
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Table 1 Fitted parameters

Cores Power
model

U Def. PI dle PMax αth αcr η r Error
(%)

4 Eq.1 Eq.3 32.99 52.884 – – – – 13.756

4 Eq.2 Eq.3 32.99 52.931 – – – 0.934 13.754

4 Eq.1 Eq.4b 28 61.363 – – – – 4.12

4 Eq.2 Eq.4b 28 62.855 – – – 0.938 4.273

4 Eq.8 – 30.256 67.143 0.277 0.71 1.533 – 1.14

8 Eq.1 Eq.3 65.147 92.761 – – – – 9.943

8 Eq.2 Eq.3 64.804 92.675 – – – 1.045 9.928

8 Eq.1 Eq.4b 60.905 105.293 – – – – 4.712

8 Eq.2 Eq.4b 65.225 11.216 – – – 0.731 4.456

8 Eq.8 – 63.708 115.514 0.364 0.723 2.101 – 2.99

non-linear optimization. It integrates together the Differential Evolution and Particle
Swarm Optimization techniques. To prevent over-fitting, we use half of the collected
measurements to perform the fitting, thus computing the value of the parameters.
The remaining half is used to validate the obtained model and compute the resulting
mean absolute percentage error (MAPE).1

The straightforward applicationof suchmodels to estimate the power consumption
of the experiments in Sect. 4 provides results with a very low MAPE. Indeed, during
all the experiments the CPU utilization is nearly 100%, thus according to Eq.1
the energetic power consumption should be maximum, even if the server is not
fully exploited since only a fraction of the available computational power (i.e. CPU
frequency or number of threads and cores) is used.

As a first solution to avoid such problem, we weight the CPU utilization with the
fraction of used threads:

U (Cth) = UC PU
Cth

Tth
(3)

where Cth is the number of used threads and Tth is the total number of threads that
the CPU is capable to run concurrently. Using Eq.3 to compute the models of Eqs. 1
and 2 of the dual cores CPU, the values of MAPE obtained are 13.756 and 13.754%,
respectively, as shown in Table1.

We can improve the results considering also the CPU frequency, thus defining the
value of UC PU as either one of the two following expressions:

U ( f r, Cth) = UC PU
Cth

Tth

f r

f rMax
(a) , U ( f r, Ccr) = UC PU

Ccr

Tcr

f r

f rMax
(b) (4)

1The mean absolute percentage error is defined as: M AP E = 1
N

∑ ∣∣∣ At−Ft
At

∣∣∣, where At is the actual

value and Ft is the estimated one.
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(a) (b)

Fig. 2 Comparison of simple linear and non linear models with experimental results: a dual-core;
b quad-core CPU

where Cth (Ccr ) is the number of used thread (cores), Tth (Tcr ) is the total number
of threads (cores). Moreover, f r and f rMax are the average and maximum CPU
frequency, respectively. We will call O = {Cth, Ccr , f r} the operative parameters
which may be set by software applications. Instead M = {Tth, Tcr , f rMax } is the set
of machine parameters which are fixed and depend on the HW characteristics of the
server.

We performed the aforementioned fitting procedure between the power values
collected in the experiments and the model of Eq.1 (called Linear) and Eq.2 (Not
linear), for both the expressions in Eq.4. Figure2 shows a comparison plot between
the experimental and the estimated power consumption fitted using U ( f r, Ccr ),
which achieves the best accuracy between the two expressions in Eq.4. Both the
linear and not linear models achieve nearly the same accuracy, in particular the
linear model has a MAPE of 4.12 and 4.712% for the dual-core and quad-core CPU,
respectively.

Our proposal to further improve the results is introducing the scaling factor:

Δ(O, M) =
(

Cth

Tth
αlog + Ccr

Tcr
αcr

) (
f r

f rMax

)η

(5)

where αth , αcr and η are coefficients evaluated by the fitting procedure.
We define the maximum power consumption PMax (O, M), dependent on the

current operative conditions and the server features, as:

PMax (O, M) = PI dle + Δ(O, M) · (PMax − Pidle) (6)

Finally, we define the power value P(O, M) as:

P(O, M) = PI dle + (PMax (O, M) − PI dle) UC PU (7)

Substituting Eq.6 in Eq.7 we obtain:

P(O, M) = Pidle + Δ(O, M) · (PMax − PI dle) UC PU (8)
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(a) (b)

Fig. 3 Comparison of proposed model with experimental results: a dual-core; b quad-core CPU

As before, we perform a fitting procedure with the DEPS Algorithm to compute
the coefficients αth , αcr , PI dle and PMax . The values obtained are shown in Table1.
The comparison plot between the resulting estimate and the experiment results is
shown in Fig. 3. The accuracy is further improved with a MAPE of 1.14% for the
dual core and 2.99% for the quad core.

6 Conclusion

In thisworkwe have considered the power consumption of CPUswithmultiple cores,
hyperthreading anddynamic frequency scaling. The next stepwill be including differ-
ent types of resources such as disks, memory, and network: even if their contribution
to the power budget of a server is much smaller than the CPU it is still important to
include them for having a complete picture of the energy consumption of a server.
The Graphic Processing Unit (GPU) can require even more energy than the CPU:
this device however is needed only for very specific tasks like video-transcoding,
and currently it is only marginally used in most of servers in a data-center. Finally,
the impact of virtualization should be considered, since the “trap-and-execute” tech-
nique employed by most of the virtual machine managers correlates the virtualized
resources and the utilization of the CPU on the hosts, leading to different energy
foot-prints.
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A Role and Activity Based Access Control
for Secure Healthcare Systems

Naim Alperen Pulur, Duygu Karaoğlan Altop and Albert Levi

Abstract We introduce a novel access control mechanism in order to safeguard pri-
vacy of medical data of patients in dynamic environments. Our access control model
takes advantages from role-based access control (RBAC) and criticality aware access
control (CAAC). In this way, our original approach allows the medical professionals
with different roles to be granted access to medical records of patients automati-
cally and without explicit request in case of a medical emergency. In this context,
we design secure and privacy aware protocols from initial login to patients’ medical
data transmission and retrieval by the medical professionals. Moreover, we formally
define access control policies for our system. Finally we show the feasibility of our
approach by implementation and performance evaluation.

1 Introduction

Access control has been an important issue since certain resources are not open
for public usage. In a cyber environment, those resources should be reachable by a
limited number of subjects and those subjects must be defined within the system.
An access control model restricts the unauthorized parties to access resources. It
also impedes unauthorized modifications during legitimate accesses to resources by
authorized parties [9].

The access control issues become more and more important when the system
deals with private data of the subjects. The reason behind this importance comes
from the fact that any failure during access to information brings about private data
leakage which also has some legal consequences [2].
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1.1 Motivation

The traditional identity based access control (IBAC) model is not scalable due to
requirement of having each user having separate access control rights. Thus, role-
based access control (RBAC) models are receiving increasing attention as a gen-
eralized approach [8, 10, 11]. In RBAC schemes, system administrators predefine
roles and their associated authorized actions according to access policy decisions.
Permissions determine the actions which are required to be performed when a par-
ticular service is requested. Once role-permission mappings are defined, users are
assigned to the abstractions known as “roles” [1]. In case of medical environments,
access control can basically be maintained by utilizing RBAC. National Institute of
Standard and Technology (NIST) claimed that RBAC addresses the commercial and
governmental requirements such as user confidence, personal information privacy,
hampering unauthorized distribution of financial assets [4].

RBAC model is more effective as compared to IBAC in the integration of small
changes within the system. Roles should be predefined in the system and users are
required to be mapped to those roles in order to have access to permitted resources.
It is also same in IBAC, except that if one of the role permissions is required to be
changed, each user’s permissions should be updated one by one. On the other hand,
changing a permission in RBAC just requires a single permission change defined on
the role itself. Even though RBAC gives more flexibility over IBAC, it still suffers
from certain disadvantages: (i) What if some users in the system should access certain
information for a limited amount of time? (ii) What if some of the subjects’ access
are required to be changed dynamically due to some critical events? In our proposed
model we overcome these problems as detailed in Sect. 2.

1.2 Related Work and Our Contributions

Today’s access control models mainly use RBAC principles in order to reduce the
number of control operations over a target subject. Zheng et al. [13] defines partici-
pation, act and activity in order to obtain a dynamic version of RBAC. Act is defined
as an operation of application systems and role is defined as a set of subjects sharing
the same access control policies to certain objects. Participation denotes a functional
role and co-works with act. It is new abstraction between roles and acts. First, the
role of a subject that requests access is found within the system. Then according to
that role, subject is granted participation controlled by defined rules in access control
policy. If participation of a subject is mapped to requested act in activity cell, then
access is granted to user.

A RBAC mechanism is also constructed for cyber-physical systems by
Muppavarapu and Chung [6]. They try to reduce the administration overhead, which
stems from the role privileges of the individuals by a middleware. They apply a pro-
tocol to gain access control credentials and once those credentials are obtained, the
protocol communicates with the resource manager in order to perform the requested
operation.
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The above mentioned two studies [6, 13] do not address the criticality manage-
ment requirement of our proposed model.

Venkatasubramanian [12] claims that in a medical environment access control
should be adaptive, and therefore, dynamic for emergency management. This versa-
tility provides the required privileges to the subjects implicitly for short periods of
time. With the use of critical-aware access control, he constructed a model, which
behaves like context based access control (CBAC) in normal state. In CBAC, context
information of the subject determines the access control. For instance, context can
be constrained by time and space. If a subject requests access in different places at
the same time, system rejects requests according to the policy of having a subject
not to appear in different places at the same time. Other than normal states, when
someone experience criticality, it shifts from this model to another, which is more
proactive in nature.

Undoubtedly, this work [12] is closely related to our study since it supports critical-
ity management. However, it achieves the regulation of critical situations by applying
regular checks over the system in certain periods. Another drawback of [12] is that
it tries to automate the responsive actions over patients for a calculated amount of
time. This is a medical risk, because treatments cannot be applied to all patients in
the same way even if they suffer from same disease. Therefore, we come up with a
model which interprets patients’ medical information whenever the data are received
by system. Under critical circumstances, system dynamically gives extra control to
medical professionals in order to recover the patients from their critical diseases.

In a nutshell, our contributions in this paper are as follows:

1. Our model allows the predefined access policies over patients to be changed
dynamically according to medical criticalities. More importantly this dynamicity
directly affects the access rights of the medical professionals for a prompter
treatment.

2. Our system allows real-time interpretation and analysis of medical data for auto-
mated management of access rights and policies.

3. System users are able to have more than one access right at the same time.

The remainder of this paper is organized as follows. In Sect. 2, we introduce our
access control model. Section 3 evaluates the system performance with respect to
security related delay and average time required to interpret medical data. Finally in
Sect. 4, we conclude the paper.

2 Our Proposed Access Control Model: Role and Activity
Based Access Control for Healthcare Systems

Our access control model is composed of 2 phases: (i) Client login to the system. (ii)
Access request from authenticated client. Symbols used in the protocol definition
are given in Table 1.
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Table 1 List of identifiers used in our R-ABAC mechanism

ATOS Authentication and Ticket
Obtainment Server

KServer Public Key of ATOS

ADPS Authorization and Data
Processing Server

KCS Shared Key between Client
and ADPS

APM Access Policy Manager M Set of Medical Experts

CCP Constraint and Control
Policy

OTP One-Time Pad

D Set of Diseases P Set of Patients

E(key, plain) Symmetric key encryption
of plain using given key

Pj Assigned patient to doctor
mj ∈ M

H Set of Health Information T Set of Time

IdADPS Identity of ADPS T S Time Stamp

KAA Pre-shared key between
ATOS and ADPS

PU(key, plain) Public key encryption of
plain using given key

KAT OS Key which is only known
by ATOS

T icketIdADPS Ticket assigned to server
identifier

2.1 Login to System

Healthcare systems should be defined carefully since they naturally work with med-
ical data. For this reason, the approach should possess high level of data security.
To ensure the security, our protocol requires a trusted third party, which is called
authentication and ticket obtainment server (ATOS). Our login protocol is a ticket
based one as in Kerberos [7]. Clients who would like to login to the hospital servers,
named authorization and data processing server (ADPS), should first identify them-
selves to ATOS. Our login protocol is composed of two phases: (i) authentication
and ticket generation, (ii) ticket validation.

2.1.1 Phase 1: Authentication and Ticket Generation

This phase can be visualized in Fig. 1. At the beginning, client sends its identity to
ATOS together with a nonce in an encrypted form. Using the nonce and id, both sides
compute a session key. After that, ATOS authenticates itself to client by sending a
signed message. Then client sends its pin to authenticated ATOS in encrypted form to
complete mutual authentication. ATOS also sends the session key to the designated
ADPS securely. In the final step, ATOS generates a ticket for the communicating
client. This ticket contains information about the identifier of the ADPS, to which
the client requested to login. The ticket is going to be checked again by ATOS. Tickets
cannot be modified by an unauthorized user since its content is encrypted by a key
known only to ATOS.
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1. PU(KServer ,Nonce‖id)

Both sides produce session key
KCS = H(Nonce

⊕
id)

2. H(KCS)‖Sign(KCS)

3. PU(KServer , id‖pin‖IdADPS)

4. E(KAA, id‖KCS)

5. E(KCS,TicketIdADPS )

TicketIdADPS = E(KATOS,OTP‖TS‖IdADPS)

Fig. 1 Authentication and ticket generation protocol

Client

ATOS

ADPS

�

�

�

�

�

�

1. Authentication Request

2. E(KCS,TicketIdADPS )

3. Authorization Request

id‖E(KCS,role‖Ticket)

4. E(KAA, id‖[Ticket]‖IdADPS) 5. E(KAA,response)

6. Authorization Response

E(KCS,response)

Fig. 2 Ticket validation

2.1.2 Phase 2: Ticket Validation

Once the ticket is controlled by ATOS, it will decide whether the client is valid for
logging in ADPS or not, as visualized in Fig. 2. If the ticket is validated, ADPS checks
the identity of the client and its role within the system. During the protocol, client
also generates a session key, KCS , which is going to be used for the confidentiality
and integrity of the private data. If a valid user does not send its role during the login
protocol, then it will have limited access over resources, i.e., time and/or resource
restriction. In this case, the client can perform certain operations for a restricted
amount of time.
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2.2 Role and Activity Based Access Control

Our proposed R-ABAC model, set definitions and critical state conditions are
explained in this subsection.

2.2.1 R-ABAC

Access control is based on RBAC, so we designed it as the following. Users are
assigned to roles. Each role has certain capabilities over the system. Administrators
are capable and responsible for adding and removing users, assigning patients to
doctors. Patients are able to transmit their medical data to ADPS and request their
medical record. Finally doctors are able to request medical data of assigned patients.
However, the most important access policy is “any role other than the health profes-
sional or patient, even the administrator, does not have access over health data”. This
is important due to the fact that the privacy of the data should be maintained.

Roles defined in R-ABAC are mapped into participations. Here, the roles are
more like static groups and the participations provide the dynamicity of the access
control mechanism. The reason behind this is that access can be obtained by the
users when they participate in an act. The act set is defined according to the control
policy. Participations and acts are mapped with each other within a directed graph
called the activity cells. The mapping defines which participation instances are able
to do predefined acts. While controlling the roles, the system also addresses the
problem of time constraints over the roles. As a unique feature of our model, we
extend RBAC by assigning users to roles for a given amount of time. Consider the
scenario that a doctor is going to access the system for a short period of time. If the
administrator adds this new doctor to the system, then (s)he becomes a legitimate
user for the system as a doctor from that time on. This is not an expected behaviour of
the system, because the system itself handles with private data and should perpetuate
the requirements of the access control policy. To overcome such issues, we designed
R-ABAC such that the users are valid between certain periods of time.

2.2.2 Set Definitions

Proposition 1 and Proposition 2 explain the system requirements over patients and
doctors. In a hospital environment, generally patients are assigned to certain doctors,
who are responsible for monitoring their health status. Under normal conditions,
patient’s medical data are collected and transmitted to the hospital server. Proposi-
tion 3 defines a function which gives medical record of a patient at a given time.
This health information can be seen only by the patient and the preassigned doctor;
meaning that other users cannot access that data.

Proposition 1 ∀pi ∈ P, the system is responsible for monitoring the medical data
of the patient pi.
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Proposition 2 Let g be a function such that g(mj) = Pj, where Pj is the set of
assigned patients to medical expert mj. Then ∀mj ∈ M, the system is responsible for
revealing the medical information of the patient pi ∈ Pj ⊆ P to the medical expert
mj

Proposition 3 For a given time t ∈ T , we define the function θ such that
θ(pi, t) = hit , where pi ∈ P and hit ∈ H at time t.

2.2.3 Medical Data Interpretation and Analysis

In our model, we interpret the data with six different vital signs. Those signs are
used for the diagnosis of emergency anomalies. A patient’s singular medical record
consists of body temperature, blood pressure, respiration, oxygen saturation, Elec-
trocardiogram (ECG) and heart rate (pulse). Interpretation starts with the analysis of
ECG, which is the most time consuming operation. During this analysis P, Q, R, S
and T waves, QRS complex of the ECG data and other wave intervals are inferred.
Pulse information is also extracted from ECG. Other five vital signs can be directly
interpreted without extra operation. After that, medical data is evaluated with a func-
tion by checking the values of interpretation results. This function checks whether
the vital signs are normal or there is a problem with the patient’s health condition.

For instance, “Hypokalemia” has the following disease characteristics: low ampli-
tude of T wave, prolonged QT interval, flattened or inverted T wave. These infor-
mation can be directly extracted via ECG interpretation. The disease also shows the
vital signs as low respirations and high blood pressure. Once ECG is analysed, other
vital signs of the medical data are also taken into account of analysis. The ADPS has
predefined set of diseases which has been mapped with certain combination of the
interpreted results of vital signs. From the predefined mapping across diseases and
vital sign characteristics, potential diseases that a particular patient is suffering from
are figured out by the system. If there is not any potential diseases captured, system
continues its regular operation. However, if it discovers an anomaly for a patient, the
system automatically triggers an emergency action for this patient.

2.2.4 Critical State

Patient’s medical data may contain vital information, indicating a disease. This dis-
ease could threaten the patient’s life. As a result, emergency conditions should take
over the access control mechanism in order to be able to cure the critical disease.
This problem is addressed in Proposition 4.

Proposition 4 If the patient pi experiences a fatal disease for a given health infor-
mation hit ∈ H at time t ∈ T . Define function f such that f (hit ) = dk ∈ D and
dk �= ∅.

Such conditions are the so-called critical state of a patient. Accordingly, the main
assumption is that the preassigned medical expert may not be able to take action
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against the critical condition at that moment. As a result, the system should give the
ability to monitor the patient to some other medical experts. While roles are defined
for R-ABAC, doctors’ speciality is also defined. This is done due to finding on-line
doctors who are assumed to be more knowledgeable to cure certain critical diseases.
The diseases are categorized to a specialities of doctors. For instance, “Hypokalemia”
is categorized with speciality internal medicine. Once the patient experiences a crit-
ical disease, the system should find which medical expert(s), mj ∈ M, are going to
be granted with extra access over the patient pi /∈ Pj. In the “Hypokalemia” case,
medical experts who are specialized in internal medicine should be selected for crit-
icality. Predefined number of doctors to be notified is a system parameter. System
finds that number of on-line medical experts of internal medicine and sends notifi-
cation message to selected doctors. Algorithm 1 outlines the process of analysis and
system response to criticality. In our proof of concept implementation, doctors are
notified via desktop computers; but in real life implementations this notification can
be done through mobile devices.

Those doctor(s) should advise the patient pi according to health condition so
that the patient should recover from critical state to normal state. After the patient
pi returns to his normal state, extra privileges given to those medical experts are
revoked by the system.

Algorithm 1 Critical State Response
Require: hit ∈ H , n: number of doctors to be notified

analysisResult = Analyse(hit )
possibleDiseases = GetPossibleDiseasesFromAnalysis(analysisResult)
for each dk ∈ possibleDiseases do

doctorsToBeAlarmed = FindOnlineDoctorsWithSpeciality(dk , n)
for each mj ∈ doctorsToBeAlarmed do

NotifyDoctor(mj)
end for

end for

3 Performance Evaluation

We have implemented our proposed R-ABAC model using C# programming lan-
guage. Initially, servers start to communicate with each other in order to generate keys
for secure communication. Once their channels are established, they become ready
for the incoming clients. We have randomly generated some of the health information
such as body temperature, respiration, oxygen saturation and blood pressure. These
are also known as primal vital signs of fatal diseases. We obtained real Electrocar-
diogram (ECG) data for 50 different patients from the publicly available PhysioBank
MIMIC II Waveform database [5]. ECG signals are interpreted using MATLAB. We
have simulated the hospital environment in a local computer, which has Windows 7
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64-bit OS, i7-2600 CPU with 3.40 GHz frequency and 8 GB RAM. Our primary aim
is to measure the amount of the consumed system resources. Performance metrics
and analyses are given in the following sections.

3.1 Performance Metrics

The metrics measured in our system are: (i) confidentiality delay, (ii) end-to-end
latency and (iii) ECG signal interpretation delay. Confidentiality delay is the addi-
tional time required for symmetric encryption and decryption on private data. End-
to-end latency is total time for total time need for entire processing, data transmission
and receiving acknowledgement. These time related metrics are important since in a
healthcare system, we need fast responses in order to manage critical states. More-
over, the bottleneck of analysis is the interpretation of ECG signal. Thus we also
measure it separately. Interpretation of ECG signal is done by first finding QRS
complex intervals [3] from the signal. Afterwards interval changes are statically
observed and interpreted by system.

3.2 Analyses

In the Fig. 3a, confidentiality delay versus data length is shown for 50 patients sep-
arately. Since symmetric encryption is applied, overhead caused by security with
respect to time is very low. Moreover, as expected, confidentiality delay linearly
increases with respect to data length, independent of the medical content. As it is
mentioned before, ECG requires a special interpretation and processing. Figure 3b
shows time variations of ECG signal processing and interpretation among 50 patients.
As can be seen in this figure, ECG signal interpretation delay varies between 1200
and 1700 ms and is independent of the length of the sample. Thus, it changes from
patient to patient due to the characteristics within the ECG signal. Figure 3c shows
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Fig. 3 Performance analysis results. a Confidentiality delay, b ECG interpretation delay, c end-to-
end latency
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the total end-to-end delay of our proposed R-ABAC model. As shown in this figure,
the general trend in increase of delay is linear with respect to data length although
there are some variations due to patients medical record characteristics.

4 Conclusions and Future Work

In this paper, we designed a role and activity based access control mechanism (R-
ABAC) for healthcare systems. In our model, we extended classical RBAC by adding
dynamicity. Moreover, our system finds out emergency conditions of patient and noti-
fies doctors about this situation in an automated way. We implemented our system and
performed simulation based analyses. We conclude that average end-to-end latency
is in acceptable level and the additional cost of security is insignificant.

As a future work, our R-ABAC mechanism can be enhanced to integrate several
hospitals in a peer-to-peer or hierarchical manner. This feature can help to handle crit-
icalities with the additional assistance of medical experts who are assigned in other
hospitals. However, this process would require additional security requirements and
improvements to access control model in order not to leak medical information.
Another improvement for current server architecture is introducing a hierarchical
organization of services. Our ticket based authentication and authorization infrastruc-
ture helps to support such a hierarchical organization.
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Bandwidth Usage—Based Detection
of Signaling Attacks

Mihajlo Pavloski, Gökçe Görbil and Erol Gelenbe

Abstract In the last couple of years, both the number of smart devices using mobile
networks’ services, and the number of security threats for mobile devices have
increased rapidly. This growth generates new challenges for mobile network opera-
tors. One of the recent challenges is fighting the signaling attacks and storms, that
represent a type of distributed denial of service (DDoS) attacks, which overload the
signaling plane of the networks, and threat networks’ stability. This paper proposes
a detection mechanism for such attacks. A cost function is defined using the low
bandwidth usage characteristic and is calculated in a exponential weighted mov-
ing average manner to enable real-time detection of attack intervals. The detector
is implemented in a simulation environment in a 3G UMTS network and evaluated
using metrics of interest such as: detection delay and probability of false positive
and false negative detections. Finally, a simple attack mitigation technique is used
together with the detector in a network under attack and manages to reduce the
signaling load and end-to-end delay to the level of an unattacked network.

Keywords Signaling attacks ·Detection ·Denial of service ·Exponential weighted
moving average · Mitigation

1 Introduction

The use of smart devices and mobile data services in mobile networks record a
great increase in the last couple of years. The number of global mobile devices
and connections rose for almost half a billion in 2014 out of which smartphones
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accounted for 88% of the growth. The mobile data traffic grew 69% from 2013 to
2014, reaching 2.5 exabytes per month [2]. In parallel, the number of security threats
for mobile devices is rapidly growing with a tenfold increase of mobile malware
attacks per month from August 2013 to March 2014 [1].

Signaling attacks that have emerged as novel security threats to mobile networks
are instrumented by such mobile malware. Their purpose is to develop a distributed
denial of service (DDoS) attack [4, 6] on the control plane of network rather than
the data plane [10]. The impact of these attacks can be maximised by using groups
of mobile devices—botnets [13] and by adapting the attack to the networks’ para-
meters [3]. Similar attacks can also happen due to poor development of smart device
applications which use frequent background messages, and are known as signaling
storms [5, 11]. Both of these attacks cannot be detected by traditional flooding-based
attack detection systems.

The exploited vulnerability by these attacks is located in the radio resource control
(RRC) part of the system. Whenever a mobile terminal wants to transfer some data,
it needs to ask for some communication resources by the network which triggers a
signaling procedure called connection/radio bearer setup in 3G UMTS networks or
random access in 4G LTE. This procedure involves exchange of up to 20 signal-
ing messages in the radio access network (RAN) and core network (CN) parts in
UMTS, while a smaller number of messages are exchanged in LTE. If this behaviour
is repeated by a decent number of mobile terminals in the network it can cause over-
loading of the signaling servers which leads to service degradation and even system
outages [5, 8, 9]. For the mobile user this is manifested in high battery consumption
and even unwanted billing.

Our previous work [7, 12] has shown that these attacks can be identified not only
by their repetitive pattern but also by their low usage of communication resources in
order to evade getting detected by flooding security mechanisms. In this paper we
use this characteristic to develop a simple detection mechanism that is capable of
identifying attack behaviour in real-time. The paper is organised as follows. Section2
covers the details of the detector defining the cost function and the decision making.
In Sect. 3 we implement and evaluate the detector in the SECSIM simulator [12] in
UMTS networks. Furthermore, based on insights from [14] we use a simple mitiga-
tion technique on top of the detector and show its influence in reducing the load in
the signaling servers in the network and keeping system’s stability.

2 Detection

The proposed detection mechanism described in this paper is based on the low band-
width usage characteristic. More precisely, when a malicious mobile terminal gets
some communication bandwidth (time and frequency resources), it does not use them
or only uses a small portion of them. Since the needed information is available in
both the mobile terminal and in the network controller, it can be implemented in both
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sides of the system. Our main goal was to develop a simple detector that would not
impose any high computational, storage or energy demands, and that would be able
to distinguish a malicious behaviour in a real-time manner.

2.1 A Cost Function

In the following, we describe how the detection works on a single mobile terminal.
There are two input values that the mechanism needs. The first value is the total time
that the terminal spends in a ‘High’ state in a given time window tw. The ‘high’ state
represents a communication state where communication resources are granted to the
mobile terminal and is equivalent to states CELL_DCH or CELL_FACH in UMTS
or state Connected in LTE. These values are denoted with tD and tF for DCH and
FACH states in UMTS. Note that DCH stands for dedicated channel and FACH is
a forward access shared channel. The second value is the time at which the mobile
terminal spends in ‘high’ state but does not transfer any data (stays Idle), also in a
time window tw. This is denoted with tDi and tFi respectively for DCH and FACH in
UMTS. The ratio tFi+tDi

tF+tD
is calculated whenever resources are (de)allocated, i.e. for

every state change. Then we use the exponential weighted moving average (EWMA)
to define a cost function C as:

C(k) = α
tFi(k) + tDi(k)

tF(k) + tD(k)
+ (1 − α)C(k − 1), (1)

where k > 0 is the index of the state change, 0 ≤ α ≤ 1 is a weight parameter and
C(0) = tFi(0)+tDi(0)

tF (0)+tD(0)
. This cost function enables detection of attacks on both FACH

and DCH channels in UMTS. With suitable adjustments it could be adapted to any
network with similar functionality, like LTE. The calculation of the cost function
should be run as a background process in each mobile terminal or in a centralised
network node that has the needed information for all terminals. That node is the RNC
in UMTS and the eNodeB in LTE.

2.2 Decision Making

As defined, the cost function has values between 0 and 1 with values closer to 1 indi-
cating an attack. To definewhen an attack is detected let’s suppose that themechanism
is running for long enough time so that the average value of the cost function Cavg is
stable with minor changes. Then we can say that a malicious behaviour is detected if
C ≥ βCavg where β is a value close to but larger than 1.A suitable choice would be
β = 1.5 meaning that 50% increase of C above its average is an indicator of attack.
Note that C is calculated within a time window tw while Cavg is calculated from the
activation of the mobile terminal.
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Fig. 1 Threshold setup based on the histogram of simulated data for a Prob{false negatives}=0.01
and b Prob{false positives}=0.01

There are a couple of problems with this type of decision making. First, if Cavg is
higher then a value 1/β, an attack cannot be detected. This could happen if an attack
is ongoing from the moment of activation of the mobile terminal, thus producing
high Cavg value such that βCavg > 1. Another problem appears for heavy traffic
users, for example users who use video streaming or voice communication. These
terminals use a big portion of the granted resources and therefore have very lowCavg .
In this case the product βCavg is still very small and normal usage is often clarified
as attack.

To address this issue we propose setting up two thresholds for C: an upper thresh-
old θ+ above which wemake a decision of an attack, and a lower threshold θ− below
which we make a decision of normal behaviour. Both decisions are irrespective of
Cavg . Setting up these thresholds should be based on offline traffic analysis by the
mobile operators. A frequently used thresholding technique is one based on a fixed
value for the probability of false positives. Having the probability distribution of C
values for bandwidth requests classified as normal, we set θ+ as the threshold above
which statistically 1% of normal requests will be declared as attack. Similarly, θ−
is set up for a 1% fixed probability of false negatives based only on C values of
bandwidth requests classified as attack. Figure1 shows the threshold setup on sim-
ulated data, while Fig. 2 shows an example of C in time and setup thresholds. The
simulated data for normal traffic is modelled using web metrics used by Google [15]
and closely resembles the real life communication in mobile networks. The model
of the attack traffic is based on previous research publications.

It is important to highlight the advantages of this kind of decision making com-
pared to a simple single threshold based one. Setting a single threshold on C ∈ [0, 1]
could be done by fixing the probability of false positives like we did with θ+. Then
a decision of attack is done in the case C > θ+ and a decision of normal sample
is in the case C ≤ θ+. The approach we selected allows us to detect attacks with
C samples even below θ+. This is enabled by knowing the average value of C and
gives us the advantage of detecting attack by checking if C > βCavg .
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Fig. 2 An example of the
cost function in time and
thresholds set to θ+ = 0.88
and θ− = 0.83, with two
attack intervals
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Another important consideration is that decision making should be adjusted to
fit different types of mobile terminals. For example, the data traffic of machine to
machine communication or sensor communication is small in volume and does not
efficiently use the allocated bandwidth, thus resulting in higher C samples. On the
other hand, terminals usually transferring video streaming have small C samples.
Web browsing should be somewhere in between. One approach towards this issue
would be to classify terminals by type and assign different values of β, θ+ and θ−
to each class.

2.3 Mitigation

Previous analyticalwork in the area [14] has given us some guidelines how tomitigate
signaling attacks. The paper suggests that a possible mitigation approach is to delay
mobile’s requests for bandwidth allocation. However, our simulation analysis have
shown that a better approach is to block the whole activity of the malicious mobile
terminal for a given period tb which is in the range of one to couple of minutes.

3 Evaluation and Simulation Results

In this section we briefly describe the developed SECSIM simulator and evaluate the
proposed mechanism in terms of detection delay and probability of false detection.
Further on, we add a simple attack mitigation technique and show some results of
the RNC load and end-to-end delay for unattacked users.
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3.1 Simulator Description

The SECSIM simulator represents a tool for modeling and simulation of cybersecu-
rity in mobile networks, with a focus on the signaling layer in the radio access part.
Based on Omnet++ [16] it is an object-oriented discrete event simulator. It is also
modular solution, allowing network components to be easily modified using smaller
components—modules. Its current version contains models of functional compo-
nents of both UMTS and LTE networks, such as: UE, RNC, NodeB, SGSN, GGSN,
eNodeB, SGW, Internet hosts etc. For evaluation purposes of this mechanism we
will use the UMTS model. In the control plane, the UE model consists of the session
management (SM), GPRS mobility management (GMM) and RRC layers. In the
data plane, it contains the application layer containing both circuit switched and IP
applications, the transport layer with TCP and UDP protocols and a simplified IP
layer. MAC and PHY layers are not modelled, while changes in radio conditions are
modelled as random variations. The RNC model has the RRC containing a single
signaling server, RANAP, NBAP and GTP protocols. The signaling server plays a
crucial role in the signaling attacks and their mitigation.

3.2 Evaluation

Theproposedmechanismallowsdetectionof signaling attackbehaviour in a real-time
manner. It works with calculating the cost functionC(k) for each data transmission at
instance k. In any case, single data transmissions are not classified as attack/normal
but rather a decision is made upon a group of data transmissions in a time window
tw. This is because single attack transmissions or attacks with low frequency cannot
form a signaling attack and cause danger to the network. The mechanism works in
real-time because the observation window slides through time and the cost function
is calculated using the EWMA averaging.

One of the metrics of interest is detection delay τ—the time delay between attack
starts and it is detected. It depends on the moving average parameter α and the
width of the sliding window tw. Furthermore, to see the influence of the detector
on UEs in unattacked time intervals (or unattacked UEs) we can define the false
positives probability PFP as the fraction of time in which an attack is detected but
not existing, and the false negatives probability PFN which is the fraction of time
in which an attack is ongoing but is not detected. To quantify these metrics, we run
the simulation for α ∈ {0.01, 0.1, 0.3, 0.5, 0.7, 1} in a network of 500 UEs out of
which 150 are attacked. The simulation is repeated five times for each α value with
different seeds for the random number generators and results are averaged over all
runs. Attacks happen at a random time of the simulation and in intervals of random
length. Note that in this case only the attacked UEs are of interest to be analysed,
and that the ratio of attacked/total UEs does not influence the performance of the
detector.
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Fig. 3 Average detection delay τ for tw = 60 s, β = 1.5, θ− = 0.83 and θ+ = 0.88, 95%
confidence interval used

Figure3 shows the average detection delay for different values of α. A smaller
value for α in the calculation of the cost function gives more importance to previous
C values and makes the detection more rigid which is shown by the high values
of the detection delay. Increasing α makes the detector more flexible and improves
the detection delay. However, for higher values of α we expect the cost function to
change too rapidly and increase the number of false detections.

As shown on Fig. 4,PFP is smaller than 0.005 for all values ofα exceptα = 0.001.
As mentioned earlier, using a very small α makes the detector un-flexible and has
a negative influence on normal users as it wrongly detects normal traffic as attack.
For α = 0.3 the detector shows best results for the probability of false positive
detections, while as α increases, the detector is more unstable and PFP increases
again. In the case of the probability of false negative detections, its value increases
with the increase of α for the same mentioned reasons. Note that in our experiments
during an attack, the attack traffic is mixed with the traffic of normal applications.
This causes thePFN to have higher values as some parts of the attack interval will still
be identified as normal. In case of a deliberate attack with only an attack application
installed on mobile devices, the detection will improve its performance.
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Fig. 4 a Probability of false positive detection and b probability of false negative detection, 95%
confidence interval used



112 M. Pavloski et al.

3.3 Mitigation

Now we’re interested in using the detector with a simple mitigation approach as
described in Sect. 2. To mitigate the attack we will use blocking of the attacking UEs
for a time duration of tb = 60 s. The blocking is done immediately when attack is
detected.

Since the main purpose of the signaling storms is to overload the signaling servers
in the network, we will look at the load on the signaling server in the RNC in terms
of processed messages per second. High loads on the signaling server are causing
delays in the communication of users in the network, both attackers and normal ones.
The metric of interest in this case is the end-to-end delay measured on application
layer experienced by normal users.

The simulation scenario for this purpose is organised as follows. We have 500
UEs among which 150 (25%) are attackers. All UEs use web browsing communica-
tion while attackers use an additional second application to perform the attack. The
duration of the experiment is 3 simulated hours. After a period of normal work in
the network, attackers start the attack gradually in the period (45, 55min) which is
randomly chosen. The detector runs during the whole experiment and the mitigation
starts exactly at 117min (7000s). This value is chosen such that there is enough time
for the network to get congested (around 62–72min), and also enough time to show
the stabilizing of the network before the simulation ends. Results are shown on Fig. 5.

Results show that in the period without attacks (0–45min) the network load has a
small peak because of the activation of mobile terminals (which includes exchange
of signaling messages with the RNC), after which the load stabilizes. The end-to-
end delay is also stable. In the period when the attack is ongoing (45–117min) the
load on the RNC starts to increase until a certain point when it reaches a maximum
value. At this point the buffers in the signaling server are congested which results in
higher delays for the normal users. Using the proposed detector with a simple attack
mitigation technique, since the 117min, manages to decrease the load in the network
and stabilize the experienced delay.
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4 Conclusion

Signaling attacks and storms are a reality in the last couple of years, forcing many
mobile operators to look for solutions. These attacks threaten the stability of net-
works, and onmany occasions havemanaged to reduce the quality of offered services
and even cause complete network outages. We have distinguished some basic char-
acteristics of these attacks and used the ‘low bandwidth usage’ to define a detection
technique which is capable of detecting attacks in real-time. The technique could be
implemented on both mobile terminal and network sides of the system. Furthermore,
we have evaluated the proposed detector calculating the average detection delay and
the probability of false positive and false negative detection. In all cases, results
are satisfactory. Further improvements could be done in dynamically adapting the
parameters of the detector (α, θ+ and θ−) to the type of the communication of the
mobile terminal (human generated, machine to machine communication, sensor data
communication etc.).
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A BRPCA Based Approach for Anomaly
Detection in Mobile Networks
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Abstract Researchers have recently uncovered numerous exploitable vulnerabili-
ties that enable malicious individuals to mount attacks against mobile network users
and services. The detection and attribution of these threats are of major importance
to the mobile operators. Therefore, this paper presents a novel approach for anomaly
detection in 3G/4G mobile networks based on Bayesian Robust Principal Compo-
nent Analysis (BRPCA), which enables cognition in mobile networks through the
ability to perceive threats and to act in order to mitigate their effects. BRPCA is
used to model aggregate network data and subsequently identify abnormal network
states. A major difference with previous work is that this method takes into account
the spatio-temporal nature of the mobile network traffic, to reveal encoded periodic
characteristics, which has the potential to reduce false positive rate. Furthermore, the
BRPCA method is unsupervised and does not raise privacy issues due to the nature
of the raw data. The effectiveness of the approach was evaluated against three other
methods on two synthetic datasets for a large mobile network, and the results show
that BRPCA provides both higher detection rate and lower computational overhead.
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1 Introduction

Mobile networks have evolved rapidly in recent years both in terms of speed and
market penetration, and users are becoming increasingly reliant on mobile devices
for both personal and business use. At the same time, they have become susceptible
to attacks due to the rise in cyber-crime and the fact that attackers are more orga-
nized and technically savvy than ever. This paper focuses on anomaly detection in
mobile networks using aggregated control plane data (i.e. signaling) or data plane
information from Call Detail Records (CDR).

1.1 Related Work

This section reviews the literature on detection of attacks against mobile networks
and subscribers. There are a number of anomaly detection techniques that have been
proposed for signaling denial of service attacks (SDoS) in 3G/4G networks. One
of the first approaches was introduced in [13] using the cumulative sum (CUSUM)
method, which is able to detect SDoS attacks that cannot be identified with tra-
ditional flooding-based detection systems, and is designed to make it hard for the
attackers to evade detection. Another approach was presented in [14] which applies
statistical techniques on time-series of unidimensional feature distributions. Specif-
ically, empirical distributions of individual features over a predefined time interval
are produced based on traffic counter values for the network subscribers. Then, the
algorithm detects change points in the feature timeseries by comparing the exam-
ined distributions with previously observed ones within a time window. While this
approach can copewith the non-stationarity of network traffic, it does not incorporate
the observation time to increase classification accuracy, and it processes data on a
per user basis which may lead to technical and privacy problems.

For the detection of attacks against mobile subscribers, [20] proposed SMS-
Watchdog which uses multiple information theoretic metrics to identify abnormal
activities of SMS users based on their normal past behaviors. In [12], the use of
statistical metrics for the identification of mobile devices that participate in SMS-
flooding attacks was suggested, showing to outperform SMS-Watchdog on a simu-
lation dataset. One limitation of the aforementioned approaches is that they require
the actual CDRs instead of aggregate traffic, and in some cases also the context of
the communications [6], thus demanding high computational power and also raising
privacy concerns. The use of aggregated CDR data for the detection of anomalies,
as performed in the present work, has not been considered in the literature.

In addition to the above threats, security vulnerabilities of the existing femtocell
architecture can be exploited for various illicit activities [2, 8]. Indeed, a compro-
mised femtocell can be utilized to either passively monitor traffic, or send traffic
on the behalf of the mobiles attached to it, effectively enabling attackers to steal
user information, intercept communications, send spam or premium SMS, and even
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launchDoSattacks against the core network [8]. Thus, anomalydetection in femtocell
architecture has recently received some attention in the literature. A novel concept
called cellpot was proposed in [15] whereby multiple femtocells act as honeypots
that monitor traffic and detect anomalies related to SMS spam, mobile theft and
mobile malware. A similar system was also suggested in [5] which monitors traffic
from femtocells and utilizes the Snort open-source intrusion detection software.

1.2 Motivation

Traffic flows in computer and mobile networks have been studied extensively (e.g.
[4]), and they are known to be non-stationary, exhibiting steep variations between
certain hours of the day,with themajority of trafficvariables havingperiodicity of 24h
following the diurnal cycle. Based on these observations and going beyond existing
works which treat only the spatial characteristics (i.e. shape) of the traffic variables
(e.g. curve tilt, variance), this paper proposes a BRPCA-based approach to exploit
the spatio-temporal nature of the data. Unlike existing techniques which are tailored
for specific attacks, the proposed approach can be deployed in many mobile network
components and is able to combine information from various heterogeneous traffic
variables to detect numerous types of attacks. Furthermore, the BRPCA method
does not require training as it exploits the global structure of the measurements. In
summary, the contributions of the present work are twofold: (a) evaluation of three
existing anomaly detection methods for mobile networks, and (b) development and
evaluation of a novel approach which is shown to outperform the state of the art on
two synthetic mobile network datasets.

2 System Overview

The proposed anomaly detection system processes raw data collected by traffic mon-
itoring sensors deployed within the mobile network. The raw data is filtered through
a data preprocessing unit which utilizes Shannon’s entropy in order to omit traffic
variables that have entropy lower than a user-defined threshold. The anomaly detec-
tor then analyses data originating directly from the monitoring system and computes
anomaly scores in realtime. Four anomaly detection techniques are examined in this
paper: the first three use CUSUM, Local Outlier Factor (LOF) and Hidden Markov
Model (HMM), while the fourth is our proposed BRPCA-based approach. Finally,
the score produced by the anomaly detector is fed into a binary classifier which
determines whether there is an ongoing attack. Note that semi-supervised anomaly
detection algorithms such as HMM utilise some of the input data as ground truth of
normal behavior.
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2.1 Problem Definition

Anomaly detection refers to the process of identifying instances that do not conform
to normal behavior. We formulate this problem using two matrices: a matrix G =
{gi, j |i ∈ [1, K ], j ∈ [1, Y ]} which serves as ground truth for semi-supervised
algorithms and contains only normal traffic instances; and a matrix E = {ei, j |i ∈
[1, K ], j ∈ [1, Z ]} describing the current traffic instances to be classified. Here
gi j and ei, j are the elements of the matrices G and E, K is the number of traffic
variables, Y is the number of observations of normal traffic and Z is the number
of observations that need to be evaluated. In both G and E, each row corresponds
to a traffic variable and each column to an observed traffic instance. It should be
noted that the time intervals between consecutive instances are fixed. We denote the
observation sequence of a traffic variable from E as Erow(i) = {ei j ,∀ j ∈ [1, Z ]},
where i ∈ [1, K ] and a traffic instance as Ecol( j) = {ei j ,∀i ∈ [1 . . . K ]}, where
j ∈ [1, Z ]. Based on these definitions, the anomaly detection problemcanbe posed as
the identification of the traffic instances Ecol(n)which deviate fromnormal behavior.

2.2 Evaluated State-of-the-Art Techniques

This section presents a brief overview of the application of CUSUM, LOF and HMM
methods in the detection of network traffic anomalies. The CUSUM test was used
in the detection of SDoS attacks [13], and it is based on the premise that anomalous
events are likely to trigger several consecutive irregular measurements. CUSUM
aggregates these discrepancies in consecutive measurements and signals an anomaly
if a certain threshold is exceeded. However, the approach presented in [13] does
not have a mechanism to reset the anomaly score which continues to affect future
values even if network conditions are restored. To remedy this effect, if the score
is low for a number of consecutive measurements we reset it to a default value (set
to 5 in our experiments). The opposite case is also problematic, i.e. if the network
conditions are not restored for a large period of time, the anomaly score will start
to drop since no changes are detected. In addition, the presence of a small number
of very large deviations can significantly affect the performance of the method. For
these reasons, the CUSUM method is utilized in a semi-supervised manner in this
paper, where annotated normal traffic instances are used to calculate the CUSUM
model’s parameters, and new instances are then checked for large deviations with
respect to the normal traffic.

As mentioned previously, each traffic instance is modeled as a point in a K -
dimensional space. The LOF method [3] operates by comparing the spatial density
around a given point with the density around its k nearest points, and computes a
score which indicates if the examined point resides in a low-density area or not. In
the case of normal traffic instances, the LOF score is typically∼1, whereas abnormal
instances exhibit significant deviations from this base [3]. Although the LOFmethod
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can be unsupervised, we apply it in a semi-supervised manner by using normal traffic
instances in order to define the outlier score of every new traffic instance, with respect
to this (normal) traffic.

HMM is a popular technique that has been widely applied for anomaly detec-
tion [11, 19]. The considered approach is based on a Continuous Density HMM
(CDHMM) [16] and consists of two steps: (a) a training step, where matrix D is
used to train the HMM, and (b) an evaluation step, where the HMM computes the
anomaly score for every traffic instance of matrix E. Each state of the HMM model
corresponds to a specific time of the day, and therefore the initial state distribution
was set to uniform in all training examples, since it is equally possible for an obser-
vation sequence to begin with any state. The Viterbi and Baum-Welch algorithms
[1, 16] and their combination were considered in the training of the model, and the
Baum-Welch algorithm was finally selected since it performed better. The trained
HMMs were then used to compute the probability of each instance in the obser-
vation matrix, i.e. P(Ecol( j)|λ), where λ denotes the parameter set of the model
learned in the training phase. This probability is obtained using the forward part of
the forward-backward algorithm outlined in [16].

Finally we note that the threshold, above which an anomaly score is considered
to represent malicious behaviour, is manually defined for each of the algorithms
presented in this paper.

2.3 Bayesian Robust Principal Component Analysis

This section describes how we applied BRPCA [7] in order to perform anomaly
detection in mobile networks. BRPCA exploits the linear dependency of measure-
ments across different traffic variables in order to reduce dimensionality of the data.
The rationale behind the use of BRPCA is that although numerically E will have
full rank due to small perturbations across different traffic variables, in reality its
columns are linearly dependent and its actual rank is much lower. Indeed, under
normal circumstances each traffic variable in the mobile network is expected to vary
in a similar fashion compared to the others during the course of a day. Based on this
assumption, the observation matrix can be written as E = L + Q, where L ∈ R

K×Z

corresponds to the low rank component, and Q ∈ R
K×Z models small magnitude

perturbations. A common method to recover the low rank matrix L is PCA [1, 10]
computed using Singular Value Decomposition (SVD) [17]. Initially, by applying
SVD, E is decomposed as:

E = DΛW T =
r∑

i=1

λi diw
T
i (1)

where r is the rank of E, Λ ∈ R
r×r is a diagonal matrix containing the singular

values λi of E sorted in descending order, and D = [
d1, . . . , dr

] ∈ R
K×r and
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W = [
w1, . . . ,wr

] ∈ R
r×Z contain the left and right singular vectors, respectively.

To extract the low rank component L, singular values close to zero and the respective
singular vectors are ignored yielding: L = ∑r ′

i=1 λi diw
T
i , where r ′ is the number of

singular values exceeding a predefined threshold ε close to zero, and is also the rank
of L. If the linear assumption on the observation vectors Erow(1), . . . , Erow(K )

holds, then it is anticipated that r ′ � r ≤ min{K , Z}.
For mobile network traffic, the traditional PCA will readily recover the low rank

component L from the observation matrix E in the absence of anomalous events.
However, if there is an attack, e.g. malicious premium SMSmessages in SMS traffic,
the linearity assumption is violated and PCA will fail since arbitrary magnitude
observations can change dramatically the singular values and vectors of E even if
they constitute a small percentage of the elements in the observationmatrix.However,
in order to detect attacks on mobile networks it is crucial to recognize and isolate
anomalous observations. To accomplish this goal, we model the observation matrix
as proposed in the BRPCA method:

E = L + S + Q (2)

where as before L and Q correspond to the low rank (i.e. normal traffic) and noise
components, whereas S ∈ R

K×Z is a sparse matrix representing anomalous events
that cause an arbitrary change in the observations. To recover the terms of (2), the
Bayesian model used by BRPCA is:

E = D(ZΛ)W︸ ︷︷ ︸
L

+ B ◦ X︸ ︷︷ ︸
S

+ Q (3)

where Z is an N × N diagonal matrix with binary entries, Λ ∈ R
N×N is a diagonal

matrix, D = [
d1, . . . , dN

] ∈ R
K×N , W = [

w1, . . . ,wZ
] ∈ R

N×Z and the parame-
ter N corresponds to the largest rank that can be inferred for L. The decomposition of
L is similar to SVD, however the matrix corresponding to the singular values is ZΛ

instead of a single matrix. This permits BRPCA to decouple rank learning from sin-
gular value learning. The rank of L is inferred from Z and is set equal to ‖Z‖0, while
the magnitude of the singular values is deduced from Λ. The sparse component S
is factorized into X = [

x1, . . . , xZ
] ∈ R

K×N and B = [
b1, . . . , bZ

] ∈ {0, 1}K×Z ,
where ◦ denotes Hadamard (pointwise) product. Notice again that this model sep-
arates the learning of sparseness from the learning of values, such that the zero
component in S is exactly zero. To recover the matrices of (3), BRPCA applies a
Markov ChainMonte Carlo scheme in order to perform posterior inference, in which
the joint posterior distribution of the model’s parameters are approximated by a set of
samples, iteratively drawn for each random variable, using the conditional posterior
distribution given the most recent values of all the other parameters. Further details
on the algorithm can be found in [7].

For the detection of time instances with anomalies, the calculated sparse matrix
S = {si, j |i ∈ [1, K ], j ∈ [1, Z ]} is evaluated. Each component of the sparse matrix
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si, j represents the anomaly score of the i-th traffic variable on the j-th instance.
A traffic instance Ecol( j) is considered anomalous if there exists at least one si, j for
i ∈ [1, K ] such that si, j > Th , where Th is the anomaly score threshold.

The proposed BRPCA approach is able to efficiency identify anomalies in the
mobile network traffic. The reason for this is that the different traffic variables exhibit
linear dependence, which is the main assumption of BRPCA, and therefore instances
that deviate from this linearity, either positively or negatively, are easily identified as
anomalies. However, if the linear dependence between the traffic variables does not
hold, such as when the majority of the traffic instances in the dataset are anomalous,
then the BRPCA method cannot work efficiently.

3 Performance Evaluation

The effectiveness of the proposed approach was evaluated and compared with other
methods by performing experiments on two synthetic datasets. The first dataset repre-
sents a SDoS attack scenario in which 100 days of signalling traces were generated
using a normal distribution model fitted from 5-day real traces collected from a
3G/4Gmobile network of a European telecommunications provider. The traffic vari-
ables were collected from core network components and are in the form of aggregate
counters, where each traffic variable corresponds to the number of signaling requests
of each type that were sent to the examined core network component within a pre-
defined time interval. A small percentage of anomalous instances (∼ 1%) were then
manually inserted into the dataset so as to reflect the attacks and possible network
component failures outlined in [18].

For the seconddataset, themobile network simulator described in [9]was extended
to generate traffic traces from a network with two compromised femtocells which
send 1–4 premium SMS on behalf of each user that attaches to them. The network
has an area of 5×5km2, fully covered by 7 macrocells, and with 13 open access
femtocells distributed within the area, each with a randomly assigned range of 20 or
50m. There are 10,000 UEs that move within the boundaries of the simulated area
according to a femtocell-aware random waypoint mobility model as follows. Each
femtocell has a rectangular attraction area and an attraction probability, such that
when aUEdecides tomove, it has a probability p f of choosing femtocell f . If theUE
does not select any of the femtocell areas, which occurs with probability 1−∑

f p f ,
then it moves to a random destination that may still be covered by a femtocell. The
amount of time the UE spends in its chosen destination before repeating this process
is drawn from a probability distribution specific to the cell type. The UEs have a
diurnal cycle which is also followed by the compromised femtocells to avoid raising
suspicions. There are three classes of SMS users in the network: light, moderate and
heavy. Each UE generates messages to chosen destinations, and also responds to
received messages with a given probability. The destination address (number) of a
generated message determines its type, which can be either in-network mobile, out-
network mobile, premium, or other. In-network mobiles are naturally represented by
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Table 1 Comparison of the different anomaly detection methods

Speed Accuracy Unsupervised

CUSUM � – –

LOF � � –

HMM – � –

BRPCA � � �

the UEs explicitly simulated, while the rest of the destinations are represented by
servers outside the mobile network. The aggregated data in this case represent the
number of sent, received, and sent premium SMSs.

Table1 presents a high level comparison of the different anomaly detection meth-
ods considered in this paper. We found the CUSUM method to be very fast, but
it performed poorly in the scenario under investigation. Although LOF and HMM
performed well, they involve a training phase that can be computationally intensive.
Furthermore, the training procedure also has the risk of over-fitting thus and making
inaccurate generalizations. On the other hand, the BRPCA on top of being fast and
very accurate, it is also unsupervised since it exploits the correlations between the
different traffic variables.

Figure1a illustrates the performance of the four methods on the SDoS dataset,
using ROC curves. The results show clearly that the BRPCA approach outperforms
the other methods, since its area under curve is larger. On the other hand, CUSUM
performs the worst while LOF and HMM appear to be reliable but are inferior to
BRPCA. Moreover, when comparing the methods’ curves at the point of equal error
rate, the BRPCA, HMM, and LOF perform much better than CUSUM, while the
BRPCA maintains its superior performance over HMM and LOF.

Figure1b shows detection results (upper half) at different time instants during
the first 200h of the SDoS dataset. The lower half of the figure depicts the temporal
behavior of the following signalingmessages: B17 (General data transfer with circuit
duplex asynchronous), CFU (Call Forwarding) and B1F (General data transfer with
circuit duplex synchronous). One can see that BRPCA and HMM clearly outper-
form the other methods, accurately identifying periods in which the distribution of
the signals changes, with fewer number of false positive and false negative alerts.
Specifically, CUSUM has a larger number of false positives and higher latency in
detecting when the network is under attack. Also, both LOF and CUSUSM generate
false negatives in this scenario, since they are unable to identify some of the increases
in the network signaling, particularly in the CFU signal. HMM performs well and is
able to detect the time periods of anomalies but with a small number of false posi-
tives. The BRPCAmethod achieves the best performance in this case, since it is able
to detect all the anomalous instances with zero false positives.

Detection results for the compromised femtocell dataset are presented on the
upper half of Fig. 1c. The lower half of the figure shows the SMS activity over time
in terms of sent, received, and sent premium messages. Again, the CUSUM method
suffers from high latency in the detection of anomalies, due to the fact that it requires
more time to accumulate high anomaly scores. Furthermore, compared to BRPCA,
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Fig. 1 Evaluation of the LOF, CUSUM, HMM, and BRPCAmethods. a ROC curves for the SDoS
dataset. b Detection results for the first 200h of the SDoS dataset. c Detection results at different
time instants on the compromised femtocell dataset

all the other methods generate a larger number of false positives (highlighted in the
figure). BRPCA shows very good responsiveness in identifying periods in which the
number of premium SMS is large or small, unlike the other methods which continue
to report anomalies when the number of premium SMS is small in one time period
and large in the time periods right before and after it. This also contributes to the
reduction of false positives reported by BRPCA.

4 Conclusions

Anomaly detection approaches for mobile networks have traditionally considered
only the spatial characteristics of the network traffic. However, various studies have
shown that network traffic variables are non-stationary and exhibit 24h periodicity.
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Thus the temporal characteristics of mobile network traffic convey valuable infor-
mation for the detection of anomalies. Based on this premise, this paper proposed a
novel BRPCA-based anomaly detection approach which represents network traffic
as a sequence of traffic variable vectors, thus allowing to exploit the spatio-temporal
characteristics of the network traffic. The efficiency of the proposed approach was
evaluated against three state-of-the-artmethods on two synthetic datasets correspond-
ing to a signalling DoS attack against the mobile network core and a femtocell-based
attack targeting mobile users. The experimental results indicate that BRPCA outper-
forms the other methods on both datasets.
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1 Introduction

The demand for high quality images resulted in mass production of gadgets capa-
ble of capturing and sharing media through on-line services. Digital images are
widely used in many fields such as medicine for diagnosis, evidence in judiciary
and in press to report news. Users want to edit images to improve quality by image
editing applications. Easy to use linear and non-linear image editing tools can be
used to tamper images. Thus, approving the fidelity of digital images is a challeng-
ing problem. Researchers suggest techniques to examine the originality of digital
images. Techniques reported in the literature can be grouped into active and passive
methods.

Digital watermarking or digital signatures fall into the first category. The methods
in this category require additional information to be transmitted and they also need
key management procedures. Passive forgery detection techniques use only some
features of the image to judge the originality of the image. They don’t necessitate
any extra information and the image can be authenticated even if it has not been
taken with a specially equipped camera. The advantages of the passive techniques
make them attractive to researchers in recent years.

One of the most popular forgery techniques is the copy move forgery since even
a novice can select, copy and paste on the same image by freely available image
editing tools. This type of forgery copies a portion of the image and pastes it into
another region on the same image to hide an object or to replicate an object. Fridrich
et al.s work is the first attempt in the literature to detect the copy move forgery
operation [1]. Their method is not robust to against some post processing operations
such as scaling, translation and rotation. After this work, Hanry and Farid proposed
a method with principal component analysis [2]. Their method aims to decrease the
dimension of the feature vector. Experimental results show that their method is robust
to against the JPEG compression attack and additive noise. Luo et al. extract seven
features from the overlapping blocks and use these vectors to determine the forgery
[3]. Their method calculates the average intensity values from the RGB (red, green,
blue) channels and extracts diagonal ratios from the blocks. Results show that the
method can detect forged regions even if the post processing operations has been
applied after the forgery operations. In recent years, many research based on DCT
are proposed tomake their methods robust against JPEG compression [4–8]. In 2011,
Huang et al. quantize DCT coefficients after zigzag scanning [4]. The method also
uses first k elements of the feature vector to decrease the dimension of the vector.
Results show that the method can detect forgery operation even if the forged image
has been compressed using JPEG transform. After this work, Cao et al. suggested
to divide the DCT coefficients extracted from a sub-block into four regions [5].
Gaussian blurring or noise addition operation has no effect on the performance of
the method.

We proposed a method based on LBP and DCT. Our method is the first one to
combine LBP with DCT in copy move forgery. Results show the effectiveness of the
method to detect the copy move forgery compared to other DCT based methods. Our
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method divides the image into overlapping blocks of size 8× 8. LBPvalue is obtained
from each block and DCT is applied on the LBP values. After zigzag scanning of
the DCT coefficients, we extract the sign information of the first 15 elements of the
vector. Feature vectors of size 1× 15 will be compared to determine the forgery.
Experimental results show that the method gives higher accuracy ratios and lower
false negative values compared to other DCT based works in the literature [4, 5]. The
rest of the paper is organized as follows. Section2 gives a brief introduction to LBP
approach. The method is explained with details in Sect. 3. The experimental results
and conclusions are given in Sects. 4 and 5 respectively.

2 General View of the LBP

Ojala et al. assume that a texture has locally two complementary aspects, a pattern
and its strength [9]. Their method works in a 3× 3 pixel block of the images. The
central pixel of the block is used to binarize the other pixels in the current block.
The eight neighborhoods of the center pixel becomes 1 and 0s. They are multiplied
by powers of two and then summed to obtain a label for the center pixel. A total of
256 different labels can be generated by the method for a center pixel. Ojala et al.
proposed a generalized version of LBP after years [6]. Generic LBP has no restriction
on the number of sampling points and size of the neighborhood. However basic LBP
uses eight pixels of a 3× 3 block. Assume that gray level image denoted by I and
a pixel at xth row and yth column denoted by ic = I (x, y). Circular neighborhood
of point (x, y) with evenly spaced P sampling points and radius R will be used. Let
any point i p denotes the gray value of sampling point from the P points. Sampling
point (x, y) at will be calculated as in (1). Local neighborhood for R=1 and P=8
is shown in Fig. 1.

i p = I (x p, yp), p = 0, . . . , P − 1 x p = x + R cos(2πp/P) yp = y − R sin(2πp/P)

(1)

Fig. 1 Neighborhood of
center pixel for R = 1
and P = 8
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Assume that s(t) is the step function. If t ≥ 0, the function returns one otherwise
the function returns zero. Using the step function, LBP value of a point with radius
R and P sample points can be calculated as in (2).

L B P(xc, yc) =
p−1∑

p=0

s(i p − ic)2
p (2)

3 Proposed Method

The proposed method consists of two stages: (i) feature extraction and (ii) matching
and marking.

Feature Extraction Themethod converts the test image into YCbCr space before
the feature extraction to make the method more robust against JPEG compression
attacks. Assume that the test image of size N×M in YCbCr space denoted by I. The
test image is then divided into overlapping sub blocks of size 8× 8. Each block of
the image denoted by Bi , i = 1 . . . (N − 7)(M − 7) is used to extract the features.
For each block the algorithm will apply the following steps.

Step 1 Calculates the average intensity values of the three channels (Y, Cb, Cr) for
the current block.Let averagevalues for each channel denotedbyYavg, Cbavg, Cravg .

Step 2 Obtain the LBP values for each pixel on the current block with Radius = 2
and Points=8 using generic LBP operator given in (2). Let the new block with LBP
labels generated for the current block Bi be Li . In this step we use the Y channel of
the current block.

Step 3The block that contains LBP labels Li is transformed into frequency domain
using DCT. The new block after the transformation is denoted by Di = DCT (Li ).

Step 4 The block Di in the frequency domain is zigzag scanned and first fifteen
elements of the ZigZag scanning operation are extracted to create the vector Vi . The
algorithm takes the first a few coefficients to make the method more robust against
compression attacks.

Step 5 Vector Si = {si j | j = 1 . . . 15}which contains sign information of the DCT
coefficients, is determined as in (3). Corresponding vector Vi = {vi j | j = 1 . . . 15}
is used to determine the sign vector.

∀vi j < 0 ⇒ si j = −1 ∀vi j > 0 ⇒ si j = 1 ∀vi j = 0 ⇒ si j = 0 (3)

Step 6 Sign vector Si and average intensity values of the channels yavg, Cbavg,

Cravg constitute the corresponding feature vector Fi = { fi j | j = 1 . . . 18} of size
1× 18 as in (4).

∀ j ∈ [1 − 15] ⇒ fi j = si j fi16 = Yavg, fi17 = Cbavg fi18 = Cravg (4)

Feature extraction algorithm generates a corresponding block for each block,
which contains LBP labels and then transform the LBP block to frequency domain
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usingDCT.DCT transformensures themethod robustness against JPEGcompression
attacks. We use only sign information from the DCT coefficients that can take values
from ({−1, 0, 1}). Thematching algorithm to eliminate comparison of the blockswith
different color characteristic uses last three elements of the vector. Feature vectors of
each block constitutes amatrix denoted by A of size [(N −7)(M−7), 18]. Thematrix
is lexicographically sorted to make the similar vectors closer. Lexicographically sort
operation before the matching procedure decreases the processing time because a
vector will be compared to only predefined amount of neighboring feature vectors
to judge the similarity.

Matching and Marking The proposed method will determine the similarity
between the vectors in this section and generate shift vectors from the similar vec-
tors. Matrix A that contains feature vectors is consulted to judge the similarity. Each
feature vector is compared to tn feature vectors to determine the similarity. Process-
ing time of the matching algorithm will be decreased because the algorithm uses
fixed number of neighboring feature vectors for comparison. If any two vectors are
similar, the algorithm will calculate the corresponding shift vector and records the
vector into a list denoted by sh. Matching algorithm for a feature vector denoted by
Fi can be given in the form of steps as the following. Vector Fi will be compared to
tn feature vectors. Following algorithm will be applied to all feature vectors in the
matrix A.

Step 1Last three elements of the vector Fi is compared to next vector Fj determine
the color characteristic of the vectors. If the following condition is satisfied, the
algorithm continues with the next step, otherwise step 1 is repeated to evaluate the
next vector. The algorithm to determine if two vectors correspond to blocks with
similar color distribution uses threshold tc .

∀(| f j16 − fi16| < tc)∧(| f j17 − fi17| < tc) ∧ (| f j18 − fi18| < tc) ⇒ goto step 2.

otherwise ⇒ k = k + 1; goto step 1

Step 2 If two vectors are similar, the next condition is about the how two blocks
are far away. This step ensures that similar vectors do not represent a smooth region.
Assume that upper left coordinate of the vectors Fi and Fj be (xi , yi ) and (x j , y j )

respectively. The following criterion is used to test the distance between blocks is
appropriate or not. The method necessitates that the distance between the two block
must be at least threshold td .

∀
√

(xi − x j )2 + (yi − y j )2 ≥ td ⇒ goto Step 3, otherwise ⇒ goto step 1

Step 3 The following condition will be tested for k = 1 . . . 15 to determine the
similarity between the elements of the vectors.

∀( fik − f jk) = 0 ⇒ cnt = cnt + 1
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If two vectors are the same, value of cnt will be 15. The method compares cnt/15
with predefined threshold value ts to test the similarity. If cnt/15 > ts , the algorithm
will continue with the next step. Otherwise, next step to be executed will be 1.

Step 4 Shift vector between two vectors is calculated and inserted into list sh. The
same list also accommodates the upper left coordinates of the corresponding blocks.
The vector [|xi − x j ||yi − y j |xi yi x j y j ] will be inserted into list sh to represent the
current comparison. After insertion, the algorithm will continue with the step 1 to
evaluate the next vector. The algorithm will sign the corresponding blocks of the
image if the amount of the same shift vectors exceeds predefined threshold value
tshi f t . The method must choose a smaller value for tshi f t to detect the small copied
and pasted regions and vice versa.

The list sh will be scanned to determine the same shift vectors. Assume that the
amount of vectors whose first two elements are the same be f. If the value of f is
bigger than tshi f t , the marking algorithm signs the blocks corresponding to these
vectors.

4 Experimental Results

This section gives the detailed analysis to show the effectiveness of the method.
All the experiments will be realized on a 2.4 GHz dual core (4 threads with hyper-
threading) Intel Core i5 processor. The tampered images were created by an open
source image editing software, GIMP, using images of size 200× 200 and 300× 350
pixels from Google image search . In our experiments we set all the parameters as
tn = 50, tc = 2.8, td = 40, ts = 13

15 = 0.86, tshi f t = 200. The success of the detec-
tion method is measured with a metric called accuracy ratio p in [0–1] range. An
accuracy ratio of 1 corresponds to detection of all copied and pasted regions. Accu-
racy ratio decreases if the method marks regions not forged as forged. False negative
ratio, f is also used during experiments to have a measure of the regions detected as
forged whereas they are not. The success of the detection algorithm improves as the
value of f approaches to zero. Let copied and pasted regions in a fake image be D1
and D2 respectively, whereas copied and pasted regions detected by the algorithm be
R1 and R2 respectively. The accuracy ratio of the algorithm is calculated by using (5).

p = |D1 ∩ R1| + |D2 ∩ R2|
|D1| + |D2| , f = |D1 ∪ R1| + |D2 ∪ R2|

|D1| + |D2| − p (5)

Thefirst experiment is realized to show the visual results of the detection algorithm
when the copied and pasted region has regular shape. The original image given in
Fig. 2a is changed using the mask given in Fig. 2c to create the forged image given in
Fig. 2b. The visual result of the detection algorithm (Fig. 2d) shows that the method
can detect the copied and pasted region. Accuracy ratio and false negative value are
also reported to be approximately 1.00 and 0.01 respectively.
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Fig. 2 a Original image b Forged image c Mask of the forgery operation d Visual result of the
detection algorithm

Fig. 3 a Original image b Forged image c Mask of the forgery operation d Visual result of the
detection algorithm

Fig. 4 a Original image b Forged image c Mask of the forgery operation d Visual result of the
detection algorithm

The second experiment gives an idea about the capability of the method when the
copied and pasted regions have non-regular shape. Original image, forged image,
mask image are given in Fig. 3a, b and c respectively. Visual result of the method
shown in Fig. 3d designates that the method can detect the forged regions even if the
forged regions have non-regular shape. Accuracy ratio and false negative values are
approximately 0.99 and 0.04 respectively.

Multiple copy move forgery is also realized as the third experiment to show the
effectiveness of themethodwhen the forged imagehasmore thanone region.Multiple
region of the original image given in Fig. 4a are used to create the forgery. Forged
image given in Fig. 4b is created using the mask image given in Fig. 4c. The result
of the detection algorithm shown in Fig. 4d demonstrates copied and forged regions.
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Fig. 5 Visual result of the detection algorithm for different quality factors

Table 1 Comparison of the methods under JPEG compression attack

Proposed method [4]

QF p f p f

Q = 90 0.999 0.008765 0.996 0.009

Q = 80 0.987 0.02135 0.98 0.027

Q = 50 0.969 0.05955 0.729 0.277

Q = 40 0.9513 0.1121 0.729 0.277

The method gives approximately 0.97 accuracy ratio even if the original image has
multiple forged regions. We also test the proposed method when the forged region
has been compressed after the forgery operation. JPEG compression algorithm will
be used with various quality factors (QF) to show the effectiveness of the method
under post processing operation.

Figure5 shows the visual detection results of the method. Results show that the
method can detect forgery approximately 0.92 accuracy ratio even if it has been
compressed with 30 quality factor. False negative values for three results also smaller
than 0.1.

The proposed method is compared to similar DCT based methods in the literature
to show the effectiveness of themethod under post processing operations [4, 5]. Three
experiments are realized for comparison purposes. First experiment given in Table1
shows the capability of the method when the forged image has been compressed with
different quality factors. The method shows higher accuracy ratios and lower false
negative values compared to [4] as can be seen in Table1. The figure does not contain
the result of [5] since it does not exhibit robustness against JPEG compression.
Another experiment compares the method with similar works in the literature when
the Gaussian blurring is used as post processing operation. The tampered images are
blurred by a Gaussian filter with parameters (windows size, w = 5, σ = 0.5, σ = 1)
and (w = 3, σ = 0.5, σ = 1). Table2 shows the p and f values of the similar works
and the proposedmethod [4, 5]. The proposedmethod has higher accuracy compared
to other works even though with larger blurring radius. In the last experiment, we test
the proposed method on the AWGN distorted images. Forged images are distorted



LBP-DCT Based Copy Move Forgery Detection Algorithm 135

Table 2 Comparison of the methods under Gaussian Blurring attack

Proposed method [4] [5]

p f p f p f

w = 3
σ = 0.5

0.993 0.081 0.922 0.091 0.9584 0.0516

w = 3
σ = 1

0.998 0.053 0.915 0.089 0.9464 0.0546

w = 5
σ = 0.5

0.998 0.062 0.888 0.162 0.93 0.055

w = 5
σ = 1

0.984 0.064 0.86 0.162 0.934 0.059

Table 3 Comparison of the methods under AWGN attack

Proposed method [4] [5]

p f p f p f

25db 0.9924 0.0368 0.8967 0.1068 0.95 0.05

40db 1 0.0399 0.9987 0.0282 1 0.0348

with different additive white Gaussian noise (SNR = 25 and 40 dB). The method
leads to higher accuracy ratios even if the forged image has been distorted with 25
dB noise as can be seen in Table3.

5 Conclusion

We have proposed a new method that is the first one in the literature to combine LBP
with DCT in copy move forgery. The method works without any digital watermarks
or signature information. Compared with the DCT based methods in the literature,
the method detects the copied and pasted regions with higher accuracy ratios and
lower false negative values even if the image has undergone some post processing
operations. The results also show that sign information of the DCT coefficients is
enough to determine the forgery. We believe that the method also contribute to the
DCT based copy move forgery detection works in the literature [4, 5].
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Smart Mobile Ecosystem Security: Existing
Solutions, MNO Requirements
and Business Model

George Lyberopoulos, Helen Theodoropoulou, Konstantinos Filis
and Ioanna Mesogiti

Abstract Mobile Network Operators (MNOs) are starting to investigate ways of
securing their networks to defend against the significant increase ofmalicious attacks
targeting smart mobile devices and access/core mobile networks. This increase sig-
nifies a new tendency: that of attacking the smart mobile ecosystem. In order for
MNOs to be prepared to protect their networks and subscribers, they need to inves-
tigate the market and locate efficient security solutions that can be applied to their
networks. However, since the market in this field is quite immature, and since new
solutions are on their way, it may be proved quite beneficial for the MNOs to start
setting their requirements, so that security solution vendors can take these specific
requirements into consideration. The implementation of these security solutions will
require significant investments from MNOs forcing them to develop new business
models for offering new security services.

1 Introduction

It is a fact that malicious software targeting mobile devices, otherwise known as
mobile malware, is on the rise. According to the latest ALU’s Motive Security Labs
malware report for the second half of 2014 [1], infections in the smart mobile ecosys-
tem accelerated with an increase of 25% in 2014, compared with 20% for 2013. The
percentage of infected mobile devices in the 2nd half of 2014 was 0.68%, which
means that, worldwide, about 16 million mobile devices are infected by malware.
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Fig. 1 Android malware samples growth since 2012 [1]

Even though these numbers may appear low, what we need to take into consideration
is the fact that the rate of increase of Android malware samples soared to 161% in
2014, as shown in Fig. 1, substantiating the prediction that the amount of malware
attacks against mobile devices will grow significantly over time [3]. Mobile malware
is also continuously increasing in sophistication with more robust command and
control (C&C) protocols. Regarding the percentage of infections with respect to the
OS, the majority is split 50/50 between Android devices and Windows/PCs (i.e. PCs
connected to the mobile network via dongles and mobile Wi-Fi devices or simply
tethered through smartphones).

It is a fact that no OS can be considered as immune nowadays. According to a
research released in April 2015, approximately 1,500 iOS applications were exposed
to a vulnerability that could let a hacker bypass HTTPS security and steal passwords
and other sensitive data from iOS devices [2]. In the real world,malware can reach the
mobile device via Bluetooth, SMS and MMS messaging, e-mail or Internet access
and is installed either by taking advantage of the vulnerabilities found on mobile
devices, or with the user’s full consent.

The main driving force behindMNO’s interest in network security is the fact that,
within the mobile ecosystem, security threats cannot be contained merely within
mobile devices. They can easily affect mobile networks, too. Indicatively, in Japan,
NTTDoCoMoexperienced a signalingflood that disrupted network access in January
2012, caused by a VoIP OTT application running on Android phones [5]. In fact,
the transition of mobile networks to IP brings additional security threats, such as
DoS and DDoS attacks, ping floods, DNS hijacking, IP port scanning [4], which
may result in the interception of subscriber data, limit subscriber access (causing
congestion), and/or compromise the overall network security of the network, since
some of the core elements’ functionality may be lost. In addition, the cost of a
potential cyber crime against the MNO’s business must include the damage on the
company brand name and reputation, the affected productivity, the loss of intellectual
property and business sensitive information, recovering from the attack, the list not
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being exhaustive. Therefore, traditional security methods are not safe anymore and
new ones are needed.

This paper serves the purpose of presenting the current mobile ecosystem security
solutions, the security requirements that an MNO may have and the business model
that can result in a profitable investment for such a solution. The material included
in this paper is organized as follows: Sect. 2 gives an overview of the existing and
planned mobile ecosystem security solutions by major telecommunications vendors.
In Sect. 3 we present the MNO requirements towards an efficient security solution.
In Sect. 4 we elaborate on a business model that can be considered by the MNO in
order to protect its investment, while in Sect. 5 we draw some concluding remarks.

2 MNO Requirements

The actors (and users) of a smart mobile ecosystem security solution are mainly the
mobile end-users and the MNO security analysts. Therefore, the “security tools” can
be logically divided into two main parts: the user equipment-related and the mobile
network-related ones.

2.1 User Related Requirements

The operational requirements for a security framework, which has to address the
security issues/attacks against the user, are the following:

• Availability of a lightweight real-time anomalydetection engine runningonvarious
end-user devices and various OSs.

• No or extremely low impact on the end-user device performance (e.g. battery life,
processing power) caused by the anomaly detection/protection engine.

• Real-time notification of an attack to the security analyst and immediate notifica-
tion to the mobile user with specific instructions.

• Notification regarding the availability of an anomaly-detection/protection engine
SW updated version.

• The anomaly detection engine should be offered to the user free of charge.
• The anomaly detection engine has to be intrinsically secure (it should not be
supposed to be vulnerable to attacks).

• The whole process must be transparent to the mobile user.

2.2 System Related Requirements

The operational requirements for a security framework, which has to address the
security issues and attacks against the mobile network, are summarized below:
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• Availability of a real-time detection framework (set of collaborative tools) for the
presentation and analysis of abnormal behaviour that may be identified either on
user devices or the mobile network. Indicatively, the graphical environment (GUI)
should:

– Be secure, intuitive and user-friendly
– Perform attack attribution in real time
– Be parameterized by the security analyst and offer the capability to run existing
analytical queries and/or create new ones

– Provide information regarding the severity, geographical extent, etc. of the attack
and steps to follow for the resolution of the attack

– Generate reports.

• Zero impact on access and core network availability and performance end-to-end.
• Always rely upon up to date data in order to identify new attack types.
• Be equipment (vendor) independent (so as to be applicable in a multi-vendor
mobile network).

• Be able to collect data from various sources. Indicatively from terminals, (e.g.
log file(s) generated upon detection of an anomalous event), the network (e.g.
traffic statistics, Gn interface, signalling data) and external sources, e.g. external
databases.

• Capability of “learning” from past experience (e.g. past attack patterns, problems
resolution).

• Provide communication interfaces and protocols as well as security and access
control.

• Provide high availability (99.99999%)
• Provide support on a 24× 7 basis
• Provide high reliability (low false positive anomaly detection rate)
• Be scalable/expandable and interoperable (so as to serve large networks and be
able to incorporate new network architectures/technologies)

• Be intrinsically secure (it should not be supposed to be vulnerable to attacks which
can invalidate its results and usage altogether).

• Be cost efficient.

3 Existing Solutions

In this section we present the security solutions of some of the major key players
in the market. We need to take into consideration that this is still a very immature
market and most of the solutions are still under development and/or testing and
hence not still consolidated. According toGartner research and advisory firm,mobile
network based security solutions will not mature before 2020 [6, 7]. Therefore, at
the present time these solutions do not cover all of the MNO requirements. On the
other hand, we are not aware of existing or under development third-party security
services. We believe that in order for such services to become attractive to MNOs,
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their providers must adopt a business model that will be able to satisfy all of the
MNOs’ requirements offering a solution that will be fully interoperable with all
network entities and smoothly incorporated to any mobile network.

The need for extra security formobile networks, since they are nowbecoming very
similar to common IP-based networks, has also attracted a lot of research effort, with
the NEMESYS project being part of this effort. NEMESYS develops an infrastruc-
ture to collect and analyze data about cyber-attacks targeting mobile devices and
networks, track and detect abnormal behaviours and anomalies and provide early
warning of attacks on mobile devices and networks by deploying mobile honeypots
so as to be probed, attacked or compromised. Moreover, NEMESYS system includes
advanced visual analytics tools to help the security analyst identify complex attack
phenomena through hypothesis formulation and testing, attack attribution and cor-
relation analysis.

3.1 Alcatel-Lucent (ALU)

Motive Security Guardian provides both a network-based infection-detection plat-
form and a security analytics solution. It allows service providers to pinpoint and
analyze infections in their subscribers’ home networks and mobile devices, then
take action to protect both the network and subscribers. Motive Security Guardian
incorporates the following functionalities [8]:

Network-Based Intrusion Detection System, which detects malicious traffic origi-
nating from the subscriber home network or device using a specialized traffic-sensing
and intrusion-detection software.

Alert Reporting Cluster, which is typically deployed in the service provider’s data
center and is responsible for processing and storing events from the sensors, notifying
the subscribers about security alerts.

Virtualization, which allows the solution to be deployed on standard, off-the-shelf
hardware in a virtual environment such as CloudStack or OpenStack.

Mobile App and Web Portal that provides more information about the threat and
step-by-step instructions for removing it. A mobile application is also included to
remediate infections on mobile devices (Fig. 2).

3.2 Nokia Solutions and Networks (NSN)

NSN’s “Mobile Guard” security solution uses data related to voice, SMS and mobile
broadband, and analyzes network traffic patterns to detect malware. Mobile Guard
also notifies the user, blocks the affected services on the network andhelps subscribers
cleanse their smart devices [9–11]. It correlates suspicious network traffic patterns
to known threats, building on trusted malware intelligence from its partner F-Secure.
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Fig. 2 ALU’s mobile ecosystem security solution [8]

Fig. 3 NSN’s Mobile Guard principle [11]

NSN’s method is self-learning and detects new malware earlier than conventional
signature recognition, enabling immediate action to improve protection for smart
devices (Fig. 3).

Mobile Guard automatically prevents premium rate SMS messages from being
sent, or blocks unauthorized mobile payments, etc. The solution also alerts the sub-
scriber about the contamination, and can optionally offer software to disinfect the
device and provide further protection to complement the network-based defense.

3.3 Ericsson

Up to now, Ericsson has been relatively quiet about mobile network security, unlike
its rivals NSN and ALU. Information retrieved from [12] indicates that Ericsson
aims at a holistic perspective for planning the security services and functionality to
be implemented in nodes, sub-networks, and at the network level (Fig. 4).

Ericsson believes that a defense-in-depth strategy using perimeter protection is
needed, putting different securitymeasures/features at different places in the network,
e.g. in each and every node. These features can be complemented with security
functionality at site and network levels.
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Fig. 4 Ericsson’s security related solution [12]

4 Business Model

A successful attack-affecting part or the whole mobile network- will have a negative
impact on the MNO business and will cause undesirable degradation on customers’
experience. To make things worse, it is envisaged that the customers will blame the
operator whom they are accustomed to trust for security issues; especially if they
have purchased their mobile devices from the particular MNO.

The impact of such eventsmay lead to increased churn rates, lower profit, resulting
in a negative impact on the MNO’s brand name. Loss of profit may also occur in
cases where the affected users refuse to pay high bills (e.g., in cases where a malware
has initiated voice calls or sent SMSs to premium numbers). In the long term, if fraud
via mobile malware gets out of control, it may lead to a trust loss which may slow
down the growth of the overall mobile business.

To cope with the emerging security threats by investing in an advanced security
solution is a matter of utmost importance for the MNOs who need a holistic, flex-
ible, effective, proactive, defensive and affordable security strategy for the massive
and undoubtedly complex mobile ecosystem. In case of an attack, MNOs should
be prepared to respond immediately so as to secure both their networks and their
subscribers, thus defending their reputation and ensuring the viability of mobile
business.

The advantages for an MNO in incorporating an advanced security solution for
both its network infrastructure and mobile devices will be multifold, such as:
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• Rapidly identify traffic that is involved in malicious attacks and reduce time
between infection and mitigation.

• Warn its customers early enough and prevent intrusions against their mobile
devices, achieving wider market share and reducing churn.

• Differentiate from competition by protecting their customers from security risks,
misuse and fraud while offering high service experience.

• Save huge effort and expenditures, in the coming years, that would have been
required for security “repairs” and downtimes.

A security solution could also generate new and recurring revenues for an MNO
by selling “security packages” or by bundling security to up-sell other services (m-
banking, m-commerce or any other mobile transaction requiring advanced security).
Although further investment would be required from the MNO side for dedicated
customer care and support, however, pioneering MNOs in adopting such kind of
solutions can expect to obtain a significant competitive advantage that will “reward”
them with an additional list of benefits, such as:

• Churn reduction and market share increase, since their subscribers will be spared
from bill shocks and offered peace of mind that their security is taken care of

• Generation of new revenues by addressing new markets, such as selling
security packages, and security sensitive applications (m-banking/m-commerce/
m-payments)

• Promotion of the company brand/reputation.

An indicativeMNObusinessmodel for the incorporation/deployment of a security
solution is depicted in Fig. 5, by making use of the Business Model Canvas [13], a
strategic management and entrepreneurial tool for developing new or documenting
existing business models.

The above business model assumes that theMNOwill offer a new security service
to its subscriber base and in particular to the users of smartphones who require
enhanced security. Typically, this would reflect 50% of the smartphone owners. The
key partners of theMNO in this businessmodel will be themobile ecosystem security
solution vendors, including infrastructure vendors (NSN, Ericsson, ALU, Huawei,
ZTE, etc.) or third-party security service providers. The value proposition of the
MNO is to provide its subscribers through various commercial channels (internet,
communication media, MNO’s sales network) with Security as a Service (SecaaS)
that enhances the security of theirmobile devices (early detectmalicious applications,
send notifications/instructions to themobile user, etc.); being available and supported
on a 24× 7 basis. At the same time, theMNO can even more strengthen the excellent
relationship it has established with its subscribers.

The viability of the business model for the provision of the SecaaS solution will
depend on:

• The initial investment (CAPEX/OPEX) required by the MNO for a complete end-
to-end solution and the investment required for future upgrades. These costs could
be reduced if the solution were adopted at a Group of Companies’ level and
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Fig. 5 MNO Business Model for a security solution

• The expected revenues coming from: monthly fees for the provisioning of the ser-
vice, up-selling other services by bundling security, market share increase (brand
name enhancement because of network/devices protection from future malware
infections, avoidance of churn reduction), etc.

5 Conclusions

MNOs need to consider installing advanced security solutions to protect their sub-
scribers’ mobile devices as well as their networks from emerging threats, caused by
malicious activity explicitly directed against the smart mobile ecosystem. Towards
this end, MNOs need to investigate the mobile security market for major key players
and their approaches. Such a search reveals that the available solutions are quite few,
since this is still a very immature market with most of the solutions still under test-
ing and hence not consolidated. It is expected that smart mobile ecosystem security
solutions will not mature before 2020, hence MNOs need to set their requirements
as early as possible, in order to be taken into consideration by the developers of the
security solutions. These solutions will require significant investments from MNOs
but they could also generate new and recurring revenues for them by selling “security
packages” or by bundling security to up-sell other services. Therefore, MNOs should
also start making their own business plans in order to protect these investments.
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Undermining Isolation Through Covert
Channels in the Fiasco.OC Microkernel

M. Peter, M. Petschick, J. Vetter, J. Nordholz, J. Danisevskis
and J.-P. Seifert

Abstract System designers have come to recognize the merits of building critical
systems on top of small kernels for their ability to provide strong isolation at system
level. This is due to the fact that enforceable isolation is the prerequisite for any rea-
sonable security policy. Towards this goal we examine some internals of Fiasco.OC,
a microkernel of the prominent L4 family. Despite its recent success in certain high-
security projects for governmental use, we prove that Fiasco.OC is not suited to
ensure strict isolation between components meant to be separated. Unfortunately,
in addition to the construction of system-wide denial of service attacks, our identi-
fied weaknesses of Fiasco.OC also allow covert channels across security perimeters
with high bandwidth. We verified our results in a strong affirmative way through
many practical experiments. Indeed, for all potential use cases of Fiasco.OC we
implemented a full-fledged system on its respective archetypical hardware: Desk-
top server/workstation on AMD64 x86 CPU, Tablet on Intel Atom CPU, Smart-
phone on ARM Cortex A9 CPU. The measured peak channel capacities ranging
from ∼13,500 bits/s (Cortex-A9 device) to ∼30,500 bits/s (desktop system) clearly
falsify Fiasco.OC’s isolation guarantee.
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1 Introduction

Over the past years, electronic devices have found their way into virtually every
aspect of our daily lives, changing the way we communicate, work, and spend our
leisure time. Even the latest wave—the triumph of smartphones and tablets—could
qualify as a technological revolution. On the downside, it is obvious that radical
changes of that magnitude involve many security risks.

As if the threat from criminal circles was not bad enough, the situation has
been further worsened by targeted attacks—also known as cyberwar. Long on
financial, technical, and even social resources and expertise, the entities behind
these attacks were long thought to not have difficulties overcoming standard secu-
rity measures, cf. [4]. Recent reports on highly advanced attacks corroborate this
assumption [1, 2].

To counter such attacks, efforts have been launched to improve the security of
existing operating systems, with SELinux being a prominent example. Not only
has that proven a lengthy process, but it has also raised questions regarding further
increases in system complexity and limited backward compatibility with existing
software. Consequently, completely rebuilding the system architecture from ground
up offers a worthwhile alternative path. Building systems on small secure kernels has
been long acknowledged both in industry, security agencies, cf. [7], and of course
in academia [10, 11], yet adopting them was limited by insufficient resources and
lacking performance of considered systems.

Owing to their architectural elegance and small size, microkernels are often auto-
matically embraced as “secure”, yet this blind trust is often too optimistic. In this
paper, we will show that Fiasco.OC, a popular microkernel of the L4-family, does
not deliver on that very promise. This is particularly interesting as Fiasco.OC is used
in multiple projects for its assumed ability to enforce strict isolation, among them
secure laptops [6] and secure mobile devices [9, 16].

Following the classical research directions on covert channels, cf. [3], we identify
so far unknown weaknesses in Fiasco.OC’s kernel memory subsystem. These sub-
stantially undermine all efforts to isolate subsystems in security critical systems built
on top of Fiasco.OC. In the rest of the paper, we develop real-world covert channels
based on those weaknesses found in Fiasco.OC’s kernel memory management.

2 Fiasco.OC Background

Fiasco.OC [5], a member of the venerable L4 family developed at the TU Dresden
(Germany), has many attractive features. Besides its relatively small size—between
20 kSLOC and 35 kSLOC depending on the configuration—it supports the construc-
tion of secure systems by offering a security model based on capabilities.
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2.1 Memory Management

Like the first L4 kernel, cf. [11], Fiasco.OC seeks to restrict its functionality to mech-
anisms, upon which policies can be implemented by user-level servers depending on
the specific needs of the applications at hand. L4 pioneered this principle by moving
the management of user-level memory completely out of the kernel. To that end, all
L4-related kernel provide three mechanisms: first, page faults are exported to user-
level, usually by having the kernel synthesize a message on behalf of the faulting
thread. Second, a mechanism whereby the right to access page can be delegated (L4
terminolgy: map) between tasks and, finally, a mechanisms to revert that sharing
(unmap). Since pages can be recursively mapped, the kernel needs to track this oper-
ation, otherwise the unmap might not completely revoke all derived mappings. The
kernel data structure used for this purpose is usually called mapdb, an abbreviation
for mapping database.

The situation is quite different for kernel memory, for which Fiasco.OC provides
no direct management mechanism. When, in the course of a syscall, kernel memory
is requested or released, the kernel turns to its internal allocators, each of which
follows a fixed allocation strategy. Contrary to the microkernel philosophy, the user
cannot implement its own. To prevent individual tasks frommonopolizing the limited
kernel memory, Fiasco.OC uses a quota mechanism. Each task is associated with a
quota object, which represents the amount of kernel memory that is available for all
activities in that task.1

Intuitively, properly set quotas should ensure that each subsystem can use the
share of kernel memory allocated for it regardless of the activity of other subsys-
tems. However, due to fragmentation, it may happen that the allocators cannot find
a contiguous memory range large enough to accommodate the requested object. We
will show that the combination of Fiasco.OC’s design and implementation gives an
attacker the opportunity to bring about fragmentation on purpose, which, in turn,
allows him to tie down kernel memory far beyond what his quota should allow,
effectively rendering the quota mechanism useless.

2.2 Fiasco.OC Implementation

At the lowest level, kernel memory is managed by a buddy allocator. Since the size
of kernel objects varies markedly, ranging from 32 bytes to 16 kB, and is not in
all cases a power of two, allocating them directly from the buddy allocator would
cause fragmentation over time. Thus, many objects are not directly allocated from
the buddy allocator but are managed through slab allocators, which are supplied with
memory by the buddy allocator. Slab allocators, eighteen in total, accommodate only
objects of the same type.

1Quota objects can be shared among multiple tasks.
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Of the ten slab allocators formapping trees (described below), eight are vulnerable
to user-induced object placement. Of the remaining slab allocators, only three are of
interest: ipc_gate, irq, factory. The other allocators hold objects that have associated
objects, for which an attacker cannot easily influence the placement.

Fiasco.OC’s implementation of the mapdb2 seeks to minimize its size. Each phys-
ical frame that is used as user memory is tracked through compact representation
of a tree—the mapping tree—in a depth-first pre-order encoding. Each mapping
can be represented by two machine words holding a pointer to its task, the virtual
address of the mapping and the depth in the mapping tree.3 While this representation
saves space compared to other implementations using pointer-linked data structures,
it brings about an object that potentially grows and shrinks considerably, depending
on the number of mappings of that page.

If the number of mappings exceeds the size identifier of the mapping tree, the
kernel allocates a bigger tree, into which it moves the existing mappings along with
the new one. Conversely, when a thread revokes mappings, the kernel invalidates tree
entries. Shrinking the tree, which involves moving it into a smaller data structure,
takes place when the number of active entries is smaller than a quarter of the tree’s
capacity.

The combination of object whose size can be easily manipulated from user-level
prompting the allocation of ever larger containers (mapping trees) and the known
allocation strategy within slabs allows it to mount an attack on Fiasco.OC’s kernel
memory subsystem.

2.3 Unintended Channels

While the quota accounts for objects created on behalf of an agent, it does not
capture the unused space in the slabs. A malicious agent is capable of bringing about
a situation where this empty space accounts for more than 50% by deliberately
choosing the order in which objects are created and destroyed.

The amount of memory that can be tied down depends on four factors: the number
of vulnerable slab caches, the number of objects held in their individual slabs, the
order in which slabs are attacked, and, for objects with variable size such as mapping
trees, on the minimal size required for the object to stay in a certain slab.

In addition to the allocation channels there is another implementation artifact that
can be misused as a communication channel. Fiasco tracks user-level pages in tree-
like data structures, so called mapping trees. Although the mapping tree structure is
dynamically resizable, Fiasco imposes an upper bound, thus limiting the number of
mappings that can exist of a physical page in the system. L4Re, the user-level OS
framework running on top of Fiasco.OC, provides a number of services, among them

2mapping database.
3Since a page address is always aligned to the page size, the lower bits of the mapping address can
be used for the depth in the mapping tree.
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a runtime loader, which is not unlike the loader for binaries linked against dynamic
libraries on Linux (ld.so). Experimentally, we found that 18 pages are shared this way
among all subsystems that are started through the regular L4Re startup procedure.

3 Channel Construction

In this section, we explain how to construct a high bandwidth covert channel. We
also devise more sophisticated channels to work around problems impeding stability
and transmission rates, which allow us to establish a reliable and fast covert channel
even in difficult conditions. Two of the proposed channels rely on the fact that a
malicious thread is able to use up more kernel memory than its quota allows. The
remaining channel exploits a limit in a shared data structure.

The Page Table Channel (PTC) can be modulated in two ways: for sending a 12,
the sender allocates page tables from the kernel allocator, for transferring a 02, it
waits for one interval. To facilitate page table allocation, a helper task is created by
the sender and pages are mapped into its address space. These pages are placed in
such a way that each page requires the allocation of a new page table. The receiver
can detect the amount of free memory in the kernel allocator by performing the same
steps as the sender. The number of page tables available to the receiver is inversely
proportional to the number of page tables held by the sender. This knowledge can be
used to distinguish between the transmission of a 12 and a 02. At the end of every
interval, the sender has to release the page tables it holds. Unmapping the pages from
the helper task is not sufficient because Fiasco.OC does not release page tables during
the lifetime of a task. Instead, the helper task has to be destroyed and recreated.

The slab channel (SC) uses contention for object slots in slabs to transfer data.
One slab is selected to hold mapping trees for the transmission. This slab is filled
with mapping trees until only one empty slot remains, which is used for the actual
transmission. Figure1 shows the principle. To transfer a 12, the sender needs to fill
this last slot. Assuming a slab of size 4KB for the transmission, it causes a mapping
tree residing in a slab of 2KB to grow, until the it exceeds its maximum size and the
kernel moves it into a bigger slab—the one intended for transmission. The receiver
can determine which bit was sent by performing the same operation as the sender. If
this fails, the receiver interprets this as a 12 and as 02 otherwise.

The Mapping Tree Channel (MTC) exploits the fact that applications started by
L4Re share 18 read-only pages. A size constraint imposed by the maximal size of
the mapping tree—the data structure whereby an individual page is tracked—limits
the number of times a page can be mapped to 2047. When this maximum is reached,
any attempt to create new mappings of the page will fail. In the most basic form,
the communication partners agree on one shared page, which they then use as a
conduit. In the preparatory phase, the mapping tree of the chosen page will be filled
such that only room for a single entry remains. Creating these mappings is possible
because the shared pages are regular and are not subject to mapping restrictions. To
transfer a 12, the sender creates a mapping of the chosen shared page, maxing out
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Fig. 1 Transmission in the slab channel

its mapping count. The receiver, concurrently trying to create a mapping, fails as
result. Conversely, a 02 is indicated by no mapping created by the sender so that the
receiver’s operation succeeds. Compared to the other two channels, the MPC incurs
low overhead. Unlike the SC, anMPC transmission requires at most three operations.
In contrast to the PTC, no costly task destruction is necessary.

4 Evaluation

To evaluate the feasibility of our approach, we ran a number of a experiments on
three different hardware platforms:

• PandaBoard [19], ARM Cortex, A9 1.0Ghz, 2 cores.
• MinnowBoard [18], Intel Atom E640, 1.0Ghz, 1 core, 2 hyperthreads.
• Desktop-grade PC, AMD Athlon X2, 2.4Ghz, 2 cores.

All three platforms are equipped with 1GB of RAM. In our measurement setups,
we used Fiasco.OC/L4Re version r54. Both sender and receiver agents were imple-
mented as native L4Re applications, with the system setup such that they did not have
direct communication channels between them. All transmission rates reported in this
section reflect the number of bits transmitted per time interval, including checksum
bits. The “channel states” row in our tables lists the number of states n a channel
needs to support in order to transmit log2 n bits per interval.

Our first setup implements the page table channel, as introduced in Sect. 3 as our
most basic transmissionmethod. The surprising result that uni-processor setups yield
higher bandwidths than muli-processor ones (Table1) is down to Fiasco.OC using
read-copy-update (RCU) as synchronization for object destruction, which lengthens
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Table 1 PTC results

Platform UP MP

AMD Channel states (#) 2 32 2 16

Period (clock ticks) 2 3 5 5

Capacity (bits/s) 500 1666 200 800

Minnowboard Channel states (#) 2 4 2 16

Period (clock ticks) 2 2 6 6

Capacity (bits/s) 500 1000 167 667

Table 2 SC results

Platform UP TSC + MP

AMD Channel states (#) 2 2

Period (clock ticks) 2 1

Capacity (bits/s) 500 1000

Minnowboard Channel states (#) 2 2

Period (clock ticks) 2 1

Capacity (bits/s) 500 1000

Pandaboard Channel states (#) 2 –

Period (clock ticks) 2 –

Capacity (bits/s) 500 –

the time needed to destruct kernel objects. The PTC with its helper task, which
needs to be destroyed for each transmission cycle, is affected. The slab channel
operates in principle similar to the PTCbut does not require a potentially costly object
destruction. The transmission rate is solely limited by the amount of data that can be
written to and read from the channel within a transmission interval, which depends
on the time required to create and delete mappings (Table2). The last column shows
our final optimization of this transmission method, which increases the frequency by
replacing the KIP clock with the high resolution TSC for synchronization purposes.

We will now take a look at how well the self-synchronizing transmission works.
All tests used the MTC for both synchronization and data transfer.

The results (Table3) show that for all three systems, the channel capacity grows
with the number of channels. Transmitting a bit requires two or three operations,
depending on the value to be transmitted. The synchronization overhead for two
transmission steps is five operations. So, going from one to two data channels
increases the number of operations between 44% (6.5/4.5) and 54% (8.5/5.5). The
measured increased data capacities (54% (Pandaboard, 5408/3511), 56% (Minnow-
board, 3840/2448), 48% (AMD, 14738/9957) are commensurate.

In contrast, the channel capacities scale much poorer with the number of (logical)
cores used. We attribute this to resource conflicts in the memory subsystem (cache,
memory bandwidth) as each operation has to scan through 16kBmapping tree. In the
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Table 3 Throughput depending on the number of transmission channels and number of cores used

Nr. of channels (#) Throughput (bits/s)

Panda-board Minnow-board AMD

1 3511 2448 9957

1 + 1 5605 2414 11,940

2 5408 3840 14,738

2 + 2 8782 3815 18,592

4 7449 5368 19,974

4 + 4 12,166 5420 25,492

8 9207 6697 24,902

8 + 4 13,569 – –

8 + 8 – 6881 30,582

16 10,457 7637 28,416

case of the Minnowboard, we do not see any scaling at all, which was to be expected
as the used Atom E640 processor only features a single core with hyperthreading.

5 Related Work

Ristenpart et al. [15] showed that constructing a cross-VM side-channel is possible
in Amazon’s EC2, prompting further research on virtual machine infrastructure. Wu
et al. [21] use the EC2 as a host for covert communication. Exploiting peculiarities
of the underlying x86 platform, they were able to achieve transmission rates of up to
100 bits/s. Xu et al. [23] also leverage cache crosstalk to construct a covert channel
with channel capacities of up to 262 bits/s. Suzaki et al. [17] examined various virtual
machines and discovered a side-channel in KVMbased on thememory deduplication
feature, which merges same-content memory pages, allowing for increased memory
utilization. Based on these findings, Xiao et al. [22] constructed a covert channel
with bandwidths of up to 1000 bits/s yet with a large memory footprint of∼400MB.
Lipinski et al. [13] drew on work done by Ristenpart et al. [15] and improved the
method of hard disk contention achieving a 1000 times higher steganographic band-
width compared to the 0.1 bits/s by Ristenpart et al. Okamura et al. [14] examined
the load-based covert channel on the Xen hypervisor. Changes in execution time due
to sharing of a physical CPU led to an information leakage. The constructed covert
channel had bandwidth of ∼0.5 bits/s. Lin et al. [12] propose two covert communi-
cation channels based on the last PID and a temporary file in the Linux OS. They
construct three channel mechanisms to counter mitigation techniques. The authors
achieve bandwidths of up to 40 bits/s. In comparison, we achieved significantly
higher bandwidths of up to 5000 bits/s, on a system that emphasizes isolation.
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6 Conclusions

It was shown that Fiasco.OC, awidely known and used third-generationmicrokernel,
cannot deliver on isolation expectation in the face of a determined attacker. We have
identified three shared facilities whose control mechanisms can either be rendered
ineffective (kernel allocator, object slabs) or, worse, who lack them at all (mapping
trees). In our experiments, we showed the feasibility of using them as a means of
communication and achieved maximal channel capacities of up to ∼30,000 bits/s,
outstripping previously found channels in VM environments by a fair margin.

The identified channels raise concerns about Fiasco.OC’s role in devices with
security requirements. For example, the covert channel rates achieved on the Pand-
aboard (up to ∼13,500 bits/s) lend plausibility to some disconcerting attack sce-
narious against phones that offer encrypted VoIP calls. Specifically, a Trojan horse
may eavesdrop on the raw audio data of an encrypted VoIP connection as they are
processed unencrypted in a protected compartment.4 The bandwidth of the covert
channels needed to exfiltrate the call data into an unprotected compartment is suffi-
cient for voice calls if compressedwithmodern algorithms, which need∼4000 bits/s.

Although an exhaustive list of design changes suitable to counter our attacks is
beyond the scope of the paper, we would like to touch on the topic. As a communi-
cation step requires both conspirators to execute, it seems advisable to introduce a
mechanism along the lines of work done by Wu et al. [20], whereby the switch rate
between isolated domains can be controlled. We acknowledge that such a scheme
may have a negative impact on throughput in scenarios where the activity pattern of
subsystem is bursty.

The emergence of seL4 [8], the first general purpose kernel for which a formal
correctness proof could be produced, brings within reach the prospect that systems
can be constructed on error-free kernels.

Small kernels have the tendency to inspire users confidence. Yet, as demonstrated
this trust might be misguided. Instead, we encourage designers of security-conscious
systems to scrutinize the merits of the OS kernels they use on reasonable grounds,
not promises or perceptions.
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A Hybrid Movie Recommender Using
Dynamic Fuzzy Clustering

Fatih Gurcan and Aysenur Akyuz Birturk

Abstract We propose an online hybrid recommender strategy named content-
boosted collaborative filtering with dynamic fuzzy clustering (CBCFdfc) based on
content boosted collaborative filtering algorithm which aims to improve the pre-
diction accuracy and efficiency. CBCFdfc combines content-based and collaborative
characteristics to solve problems like sparsity, new item and over-specialization.
CBCFdfc uses fuzzy clustering to keep a certain level of prediction accuracy while
decreasing online prediction time. We compare CBCFdfc with pure content-based
filtering (PCB), pure collaborative filtering (PCF) and content-boosted collaborative
filtering (CBCF) according to prediction accuracy metrics, and with online CBCF
without clustering (CBCFonl) according to online recommendation time. Test results
showed that CBCFdfc performs better than other approaches in most cases. We also
evaluate the effect of user-specified parameters to the prediction accuracy and effi-
ciency. According to test results, we determine optimal values for these parameters.
In addition to experiments made on simulated data, we also perform a user study and
evaluate opinions of users about recommended movies. The user evaluation results
are satisfactory. As a result, the proposed system can be regarded as an accurate and
efficient hybrid online movie recommender.

Keywords Recommender systems · Hybrid online movie recommendation

1 Introduction

Finding desirable information becomes more difficult as the size and diversity
of information in the Internet increases. Recommender systems have emerged to
overcome this difficulty. Today, they are used intensively in most of the domains
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including book, movie, restaurant, news and music recommendation. Several well-
known websites using recommender systems are Amazon, imdb, MovieLens and
Yahoo! MUSIC. Burke defined a recommender system as “any system that pro-
duces individualized recommendations as output, or has the effect of guiding the
user in a personalized way to interesting or useful objects in a large space of possible
options” [6]. Recommender systems are information retrieval tools helping users in
their information seeking tasks and guiding them in a large space of possible options.
Many hybrid recommender systems are proposed so far to overcome shortcomings
born of pure content-based (PCB) and pure collaborative filtering (PCF) systems.
Most studies on recommender systems aim to improve the accuracy and efficiency
of predictions. With collaborative filtering (CF) techniques, recommendation of an
object is based on previously given ratings to that object by other users. Practically,
CF techniques provide a basis for recommendation of objects, regardless of whether
their content can be represented in a way that is useful for recommendation. In con-
trary to content based filtering (CBF), CF does not run into some problems such
as limited content analysis, synonymy, over-specialization and concept drift. On the
other hand, they have some challenges including new item, sparsity, scalability and
gray sheep. These challenges are briefly explained below:

• New Item: New item, also known as “first rater”, problem is a weak side of CF
techniques. With CF techniques, until a new object is rated by enough number of
users, the object cannot be recommended [4]. This problem can be solved by using
hybrid techniques [10].

• New User: If the recommender does not know the preferences of a user, it cannot
recommend any objects to the user. Several techniques are used to overcome this
challenge. Some systems use demographics of users while some other systems use
more advanced techniques such as item popularity and item entropy.

• Sparsity: In most domains, number of previously given ratings per object is gen-
erally very low [9]. This fact causes the problem of sparsity. Sparsity is not related
only with the overall proportion of ratings, the distribution of the given ratings also
causes sparsity. Several techniques are proposed to overcome sparsity problem.
These include using demographic data of users [11], Singular Value Decomposi-
tion (SVD) [11] and EM learning algorithms [12].

• Scalability: In big user and object spaces, making dynamic recommendations
requires large computation times. To get rid of efficiency-concerned problems,
various model-based techniques are proposed. Model-based techniques predict
ratings of previously unrated objects according to a created model. Frequently
used model-based techniques are Bayesian networks, Clustering Algorithms and
Bayesian classifiers [2].

• Over-specialization: In some circumstances, users may rarely receive a recom-
mendation differing from his previously experiences. This problem can be solved
by adding some serendipity to the prediction algorithm. Genetic algorithms in the
context of information filtering are proposed by some researchers to overcome
over-specialization [13].
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• Concept Drift: Concept drift is used for the long term changes in the attitudes
and behaviors of users while they were interacting with the recommender system.
Since the profile of a user is created cumulatively, the recommender system needs
to adopt itself quickly to the changes in the user’s behaviors. Most popular tech-
nique that partially overcomes this problem is giving more weight to the newer
observations [8].

• Gray Sheep: CF systems are compelled by users having extraordinary behaviors
that do not fit to any category. Claypool et al. call this type of users as gray sheep
users [7]. CBF techniques are used to overcome this problem.

• Synonymy: In some certain domains, objects should not be recommended if
they are too similar to previously recommended objects. For instance, in news
recommendation domain, different news describing same event should not be
recommended several times. To overcome this problem some systems, such as
DailyLearner, filter out objects those are too similar to previously recommended
objects [5].

Neighborhood-based CF algorithm is the most frequently used CF algorithm.
Melville et al. [3] explains working mechanism of neighborhood-based CF in three
steps:

1. By using a similarity measuring method weight all users with respect to similarity
with the active user.

2. Select n users that have the highest similarity with the active user. These selected
users form the neighborhood of the active user.

3. Compute a prediction from a weighted combination of the selected neighbors’
ratings.

2 Motivation

Our recommendation algorithm is based on Content-Boosted Collaborative Filtering
(CBCF) algorithm which is proposed by Melville et al. [3]. In our work, we extend
and improve their proposed system by adding some new techniques and components.
Melville et al.’s work has some limitations:

• Their Bayesian classifier was only using maximum likelihood decision rule which
yields inaccurate predictions compared to average likelihood decision rule.

• Their proposed algorithm was working only offline and did not cover online rec-
ommendation.

• In their work, the effect of parametric values like number of selected neighbors
in collaborative filtering or weight of content-based ratings to the accuracy and
efficiency are not considered.

• They made their experiments only with Movielens datasets and they lack a user
interface for the evaluation of user preferences.
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The major contribution of this paper can be considered as the enhancement of content-
boosted collaborative filtering (CBCF) algorithm proposed by Melville et al. We
named our recommender as CBCFdfc which stands for content-boosted collaborative
filtering with dynamic fuzzy clustering. Motivations for the techniques used in our
approach (CBCFdfc) are listed below:

• Why a hybrid approach? Both of CF and CBF have pluses and minuses. In our
approach we created a hybrid recommender combining strong sides of CF and CBF.
By employing CBF, we overcome new item, sparsity and gray sheep problems.
Similarly, by employing CF we overcome limited content analysis, concept drift,
over-specialization and synonymy problems. Another domain-specific motivation
for using CBF is the text-based and utilizable on the dataset we work on.

• Why a model-based approach? Memory-based methods make accurate predic-
tions, however they suffer from high online computation times in big databases
[2]. To be able to make recommendations in reasonable time, we developed a
model-based approach.

• Why fuzzy clustering? Clustering is a widely used technique in model-based
method recommender systems. In our approach we use fuzzy clustering because,
contrary to hard clustering, fuzzy clustering generates more proper clusters. Con-
sequently, proper clusters of users supposed to yield more accurate predictions.

3 Our Method

Our system, basically, aims to predict ratings of previously unrated movies for a
sparse user-movie matrix. We implemented pure content-based filtering (PCB), pure
collaborative filtering (PCF) and content-boosted collaborative filtering (CBCF). All
of these approaches work offline and incapable of online recommendation.

PCB’s prediction process is based on movie content data and active user’s pro-
file. PCB uses naïve Bayesian classifier (NBC) to gather information from movie
content data and active user’s previously given ratings. We use two decision rules
in NBC named as maximum-likelihood and average-likelihood. PCF bases its pre-
diction process on previously given ratings to a movie by other users. Our PCF uses
similarity-based neighborhood algorithm and it uses Pearson correlation coefficient
as similarity measure. CBCF bases its prediction process on the output ratings of
PCB (i.e. pseudo-ratings). CBCF performs same neighborhood-based collaborative
filtering algorithm with PCF. After applying CF, differently from PCF, it combines
predicted ratings of its CF part with pseudo-ratings. Clustering is applied to the
final predictions of CBCF for scalability. As the clustering algorithm we use fuzzy
c-means clustering. Each user in the user space has memberships to a number of
clusters instead of a single cluster. Fuzzy c-means clustering algorithm is an iterative
algorithm trying to converge an optimal grouping of users. In order to minimize
offline cluster initialization time and uniformly distribute users, we propose a new
initialization method.
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In order to evaluate user opinions about recommended movies we implemented a
graphical user interface. Our proposed interface asks users to rate at least 15 movies
than according to these ratings it displays a recommendation list to users. Eventually,
for each recommended movie, it asks the opinion of the user for an evaluation. The
problem space we deal with can be formulated as a matrix of users versus movies.
In this matrix, each cell represents a user’s rating on a specific movie. Under this
formulation, our research problem reduces to predicting values for empty cells of
the original matrix and listing the ones having highest predicted ratings. Original
matrix is supposed to be very sparse, because each user is supposed to rate a small
percentage of movies. We use a single numeric rating for each movie with high values
representing interest and low values representing disinterest. We employ explicit
user ratings on a scale of 1–5. Each approach (i.e. PCB, PCF, CBCF, CBCFonl and
CBCFdfc) tries to fill the matrix by its own prediction method. By actual matrix we
mean the original matrix composed of actual ratings. By pseudo-matrix we mean the
user-movie matrix which is the output of PCB. PCB analyzes movie descriptions to
identify movies that are of particular interest to the user. Although using demographic
data of users is possible, PCB only uses movie content data. Our CBCF approach is an
effective recommendation framework that combines content based and collaborative
techniques. CBCF uses a content-based predictor to enhance existing user data, and
then provides personalized suggestions through collaborative filtering.

First, we perform CF on full user-movie matrix composed of pseudo-ratings.
Then we combine these CF predictions with pseudo-ratings. We use two parameters
to determine neighborhood of each user: Neighborhood size (NS) and similarity
threshold (ST). NS is a user-specified positive integer and set to 30 by default. ST is
a user-specified decimal number on a scale of 0–1 inclusive and set to 0.6 by default.
According to our neighborhood selection algorithm, NS users with having similarities
more than ST to the active user are chosen. In simple terms, NS and ST limit the
size of neighborhoods. Although some systems develop different approaches, in
our design each user has the same neighborhood for all movies. CBCF performs
collaborative filtering on pseudo-ratings instead of actual ratings. The collaborative
filtering algorithm we use is the same with PCF’s. NS and ST are user-specified
parameters for also CBCF.

Then, we combine predicted ratings of CF with pseudo-ratings. We use a para-
meter named content weight (CW) which determines weight of pseudo-ratings in
final predictions. At this point, we introduce an additional parameter: self weighting
threshold (SW). For each user, SW indicates minimum number of rated movies for
CW to be able to exactly affect the combination. There is a need for a parameter like
SW because the accuracy of content-based predictions are directly proportional to
the number of movies rated by the user.

We apply fuzzy clustering to the final predictions of CBCF for scalability concerns.
Our new model based strategy using dynamic fuzzy clustering is named CBCFdfc.
Fuzzy c-means (FCM) is a method of clustering which allows one piece of data to
belong to two or more clusters. General structure of fuzzy c-means algorithm (FCM)
is given below:
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• N users are determined as cluster centers.
• Fuzzy partitioning is achieved through an iterative optimization of the objective

function by calculating cluster centers and membership of each user to the clusters.
• This iteration stops when the difference between two iterations become smaller

than a user-specified value.

Number of clusters (NC), degree of fuzziness (m), sensitivity threshold (ε) are
user-specified parameters. FCM minimizes intra-cluster variance as well, but has a
major problem, the results depend on the initial choice of cluster centers. To improve
the performance of clustering we proposed a new method based on maximizing the
distances between cluster centers. For the initialization of fuzzy clustering algorithm
we developed two initialization methods: random initialization and max-distance
initialization. In random initialization method, we randomly select NC users as cluster
centers. In max-distance initialization method, we iteratively select cluster centers
according to their distance to initial cluster centers. As distance measure, we use
Euclidean distance. Number of initial clusters (NIC) is also a user-specified integer
equal to or less than NC. We also developed two methods for the selection of initial
NIC clusters with max-distance method: selection of random users and selection of
distinguishable users. Random selection is straightforward. To select distinguishable
users, we select the users having maximum standard deviation values.

For an active user ua, we first find fuzzy nearest cluster, which is the cluster P to
which the membership tpa is maximum. Then we take the users having maximum
memberships to P and calculate similarity of these users to ua. We developed a
new method which uses multiple clusters in the calculation instead of using single
cluster. NAC is a user-specified parameter denoting number of active clusters used in
the calculation. Top-NAC nearest clusters are selected according to the membership
of the active user to NC clusters.

4 Evaluation and Results

Our hybrid approach is a unified model, which employs some user-specified parame-
ters in order to get more accurate and efficient recommendations. We use well-known
MovieLens rating data that was collected by GroupLens Research Project and the
IMDB movie information for experiments (100,000 ratings for 1682 movies by 943
users). MovieLens dataset have following characteristics:

• Each user has rated at least 20 movies.
• Information about movies is compatible with Internet Movie Database (imdb).
• Simple demographics about users (e.g. gender, profession) are available.
• Simple content data about movies (e.g. release date, genre) is available.
• All ratings are integer values on a scale of 1–5.

Experiments are conducted with a subset of 7 training sets and corresponding test
sets. Metrics used are Mean Absolute Error (MAE) and Receiver Operating Charac-
teristic (ROC). The MAE metric is a kind of prediction accuracy metric that measures
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the average absolute deviation between a predicted rating and an actual rating. The
ROC area metric is a classification accuracy metric that can be represented equiva-
lently by plotting the fraction of true positives (TPR = true positive rate) versus the
fraction of false positives (FPR = false positive rate). The range of ROC sensitivity
is between 0 and 1, where 0.5 is random and 1 is perfect. We use ROC-4 in our
proposed system. The overviews of offline and online evaluations are given in the
Figs. 1 and 2 below.

Fig. 1 Overview of offline evaluation

Fig. 2 Overview of online evaluation
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MAE ROC-4
Approach u1       u2        u3        u4        u5 u1         u2         u3        u4          u5
PCB 0,95   0,927 0,919  0,918 0,93 0,6093  0,6073 0,602    0,6093  0,605

PCF 0,897  0,871  0,866  0,864   0,878 0,6083  0,6021 0,5996  0,5979  0,5949

CBCF 0,864  0,848  0,834  0,845 0,848 0,6138  0,6121 0,6044  0,6094  0,6055

Fig. 3 Comparison of CBCF with PCB and PCF

First, we enhance the naive Bayesian classifier (NBC) proposed in [1] in order to
get a better classification of movies. In addition to maximum-likelihood that Melville
et al. used, we use a different decision rule named average-likelihood. By means of
test results, we see that NBC using average-likelihood outperforms NBC using max-
imumlikelihood on both accuracy metrics. We also use additive smoothing with a
userspecified parameter (AV) to overcome anomalies caused by existence of zeros in
the multiplication of the likelihood estimates. Test results indicate the optimal value
of AV as a decimal number close to 1. We compare accuracy of CBCF using average-
likelihood with pure content-based filtering (PCB) and pure collaborative filtering
(PCF). According to test results, CBCF outperforms PCB and PCF significantly on
both metrics (Fig. 3).

Secondly, in order to be able to make online recommendations efficiently, we use
a fuzzy clustering model (i.e. fuzzy c-means clustering) that combines model and
memory-based techniques. Although, fuzziness increases offline initialization time
of clusters, it does not pose a problem because we are interested only in online rec-
ommendation time. We compare CBCFdfc (CBCF with dynamic fuzzy clustering)
with CBCFonl (online CBCF without clustering) and CBCF (online CBCF) in terms
of accuracy and efficiency metrics. Results are surprising; in addition to dramatic
decline from O(n) to O(1) in online recommendation time, CBCFdfc performs even
better than CBCFonl on accuracy metrics. To sum up, accuracy of CBCFdfc is com-
parable with the accuracy of the CBCFonl and CBCF, on the other side scalability of
CBCFdfc is considerably better than the scalability of CBCFonl (Fig. 4).

MAE ROC-4 online prediction 
time(s)

Approach u4    u5 ua  ub u4  u5 ua  ub u4 u5   ua ub
CBCF 0,846   0,849 0,852 0,858 0,6238   0,6183   0,6160 0,6190 - - - -

CBCFonl 0,822  0,823 0,829 0,847 0,6137 0,6130 0,6181 0,6228 8,10  8,19  8,10 8,17

CBCFdfc 0,820 0,827 0,831 0,846 0,6183 0,6153 0,6197 0,6258 2,32  2,33  2,32 2,35

MAE ROC-4 time(s)
CBCFdfc vs. CBCF 2,40% 0,08% -
CBCFdfc vs. CBCFonl 0,14% 0,47% 249%

Fig. 4 Comparison of CBCFdfc with CBCFonl and CBCF
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Thirdly, we propose a new cluster initialization method in order to increase accu-
racy and efficiency. In addition to random selection of clusters (CBCFdfc;rand) we
iteratively select cluster centers according to their distance to initial cluster cen-
ters (CBCFdfc;dist). CBCFdfc;dist’s offline cluster construction time is more than
CBCFdfc;dist’s cluster construction time. However, since we are not interested with
offline time, it does not pose a problem. In all experiments, CBCFdfc;dist performed
better than CBCFdfc;rand in accuracy and online efficiency. Also, in addition to
random selection of initial clusters (CBCFdfc;dist;rand), we select more distinguish-
able initial users by picking the users having maximum standard deviation values
(CBCFdfc;dist;stdev). Test results were meaningful, CBCFdfc;dist;stdev is marginally
better than CBCFdfc;dist;stdev.

Fourthly, we evaluate the effect of user-specified parameters those significantly
effect the accuracy and efficiency of the recommendations. These parameters are
adjustment value (AV) in NBC, neighborhood size (NS) and similarity threshold
(ST) in collaborative filtering engine, weight of content-based ratings (CW) in com-
bination part of CBCF and number of clusters (NAC) in clustering part. AV is used
for additive smoothing in NBC and according to test results choosing AV a rela-
tively sizeable value increases accuracy as it is explained above. NS and ST are used
to limit the number of neighbors of a user. Test results show that, effects of these
parameters to the accuracy are similar. As the number of neighbors increases we
see that accuracy increases until some point then remains almost constant. On the
other side, increase of NS negatively affects efficiency of CBCFdfc. The reason is
clear; online recommendation time of CBCFdfc is linearly dependent with calcula-
tion time of neighborhood selection in CF. So for NS and ST there is a trade-off
between accuracy and efficiency. As the fourth parameter, CW, determines weight
of content-based and collaborative characteristics of CBCF. If CW is a relatively
big number than CBCF gets closer to PCB, otherwise CBCF gets closer to PCF. By
means of various experiments we see that there is an optimal interval for CW on
both accuracy metrics, so it is reasonable to keep CW in this optimal interval. As the
last parameter, we employ NAC which corresponds number of active clusters used
for the computation of final predictions in CBCFdfc. Increase of NAC marginally
improves accuracy, however negatively effects efficiency. As a result keeping NAC
small is reasonable.

Fifthly, we evaluate opinions of users about recommended movies (Fig. 5). For
user evaluation we use feedbacks obtained by the user interface. Feedbacks are
grouped under three categories; positive, negative and neutral. 68 % of users agreed
with recommended movies to them and 12 % of users disagreed. Received feedbacks

mean st.dev.
positive attitude 68% 9%
negative attitude 12% 5%
neutral attitude 21% 7%

Fig. 5 Evaluation results of 35 users
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are quite satisfactory in comparison with other studies in recommender systems
literature. In conclusion, our system CBCFdfc can be evaluated as an accurate and
efficient online recommender for movie domain.

5 Conclusion and Future Work

We enhanced the naive Bayesian classier (NBC) by using average likelihood decision
rule and adjustment value in order to get a better classification of movies. Our NBC
outperformed Melville et al.’s significantly on both accuracy metrics. We applied
fuzzy clustering to CBCF for online predictions which sharply reduced online recom-
mendation time. We employed a new technique in the calculation of final predictions
with multiple clusters. A new cluster initialization method was proposed for fuzzy
c-means clustering which increased classification accuracy and efficiency of online
predictions, marginally. The user-specified parameters (AV, NS, ST, CW, NAC) sig-
nificantly affect the accuracy and efficiency of the recommender. We implemented
a user interface in order to evaluate opinions of users.

In CBCFdfc, in addition to user-based similarity, item-based (i.e. movie-based)
similarity can be used to improve the accuracy of the system. Item-based clustering
applied with user-based clustering can decrease online recommendation time for
each user.

References

1. Fuzzy c-means clustering. http://home.dei.polimi.it/matteucc/Clustering/tutorial_html/
cmeans.html (2006)

2. Adomavicius, G., Tuzhilin, A.: Toward the next generation of recommender systems: A survey
of the state-of-the-art and possible extensions. IEEE Trans. on Knowledge and Data. Engineer-
ing 17(6), 734–749 (2005)

3. Melville, P., Mooney, R.J., Nagarajan, R.: Content-boosted collaborative filtering for improved
recommendations. In Proceedings of the 18th National Conference on AI (2002)

4. Avery, C., Zeckhauser, R.: Recommender systems for evaluating computer messages. Commun.
ACM 40(3), 88–89 (1997)

5. Billsus, D., Pazzani, M.: User modeling for adaptive news access. User Model. User-Adap.
Inter. 10(2–3), 147–180 (2000)

6. Burke, R.: Hybrid recommender systems: Survey and experiments. User Model. User-Adap.
Inter. 12(4), 331–370 (2002)

7. Claypool, M., Gokhale, A., Miranda, T., Murnikov, P., Netes, D., Sartin, M.: Combining
content-based and collaborative Filters in an online newspaper. Algorithms and Evaluation,
In Workshop on Recommender Systems (1999)

8. Koren, Y.: Collaborative Filtering with temporal dynamics. In Proceedings of the 15th ACM
SIGKDD International Conference on Knowledge Discovery and Data Mining (2009)

9. Linden, G., Smith, B., York, J.: Amazon.com recommendations: Item-to-item collaborative
Filtering. In IEEE Internet Computing (2003)

10. Papagelis, M.: Crawling the algorithmic foundations of recommender technologies. Master’s
thesis, University of Crete (2005)

http://home.dei.polimi.it/matteucc/Clustering/tutorial_html/cmeans.html
http://home.dei.polimi.it/matteucc/Clustering/tutorial_html/cmeans.html


A Hybrid Movie Recommender … 169

11. Pazzani, M.: A framework for collaborative, content-based and demographic Filtering. AI Rev.
13(5–6), 393–408 (1999)

12. Popescul, R., Ungar, L.H., Pennock, D.M., Lawrence, S:. Probabilistic models for unified
collaborative and content-based recommendation in sparse-data environments. In: Proceedings
of the 17th Conference on Uncertainty in Artificial Intelligence (2001)

13. Sheth, B., Maes, P.: Evolving agents for personalized information Filtering. In: Proceedings of
the 9th IEEE Conference on Artificial Intelligence for Applications (1993)



Generating Minimum Height ADSs
for Partially Specified Finite State Machines

Robert M. Hierons and Uraz Cengiz Türker

Abstract In earlierwork, the problemof generating a preset distinguishing sequence
from a finite state machine (FSM) was converted into a Boolean formulae to be fed
into a SAT solver, with experiments suggesting that such approaches are required
as the size of input alphabet grows. In this paper we extend the approach to the
minimum height adaptive distinguishing sequence construction problem for partially
specified FSMs (PSFMSs), which is known to be an NP- Hard problem. The results
of experiments with randomly generated PSFSMs and case studies from the literature
show that SAT solvers can perform better than a previously proposed brute-force
algorithm.

Keywords Model based testing · Finite state machines · Adaptive distinguishing
sequence

1 Introduction

The potential practical benefits of automatically deriving test sequences from a finite
state machine (FSM) has led to the development of a number of approaches and their
use in various fields such as sequential circuits [1], lexical analysis [2], software
design [3], communication protocols [3–6], object-oriented systems [7], and web
services [8]. The purpose of generating such test sequences is to decide whether an
implementation under test (IUT) conforms to its specification M , where the IUT
conforms to M if they have the same behaviour.

In testing one might use a checking sequence (CS): an input sequence that is
guaranteed to determine whether the IUT conforms to specification M as long as the
IUT satisfies certain well-defined conditions. The typical assumption made is that
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the IUT can be described by an FSM N with at most m states (some predefined m).
A CS x̄ is applied to the IUT and the output sequence produced is compared to that
produced by M when executed with x̄ . If the output sequences are identical then the
IUT is deemed to be correct; otherwise it is faulty.

Many CS construction techniques use distinguishing sequences (DSs): a class of
input sequences that can be used to identify the state of the FSM M . Essentially, a CS
leads to a different output sequence from any two states of M . As one can construct a
relatively short CS when using a DS [9],1 most CS generation approaches rely on the
existence of such sequences. While other approaches such as Unique Input Output
(UIO) sequences or Characterising Sets (W-Set) can be used to identify the current
state of the IUT, these lead to longer CSs [10].

FSM specifications are often Partially Specified FSMs (PSFSMs): some state-
input combinations do not have corresponding transitions [11, 12]. Much of the
FSM based testing literature applies the Completeness Assumption [13, 14] that a
PSFSM can be completed to form an FSM. This might be achieved, for example,
by adding transitions with null output. However, there are situations in which one
cannot complete a PSFSM and generate a CS from the resultant FSM [15]. For
example, there being no transition from state s with input x might correspond to
the case in which x should not be received in state s and testing should respect this
restriction. This might be the case if the tests are to be applied by a context that
cannot supply unspecified inputs [15]. It has been observed that it is possible to test
the IUT via another PSFSM (tester PSFSM) that may never execute the missing
transitions, which partially bypasses the need for the completeness assumption [16].
Nevertheless, in the FSM based testing literature we know of only one paper [17] in
which the CS generation problem is addressed for PSFSMs. Although the previously
proposed method [17] provided a polynomial time algorithm, the algorithm assumes
that DSs are known in advance but does no report how one can derive DSs for a
PSFSM.

There are two types ofDSs: PresetDistinguishingSequences (PDSs) andAdaptive
Distinguishing Sequences (ADS). A PDS is an input sequence for which different
states of M produce different output sequences. On the other hand, an ADS can be
thought as a decision tree (ADSs are defined in Sect. 2). There are some benefits
to using an ADSs rather than a PDS. Türker and Hierons show that checking the
existence and computing a PDS from a PSFSM is a PSPACE-complete problem.
They also showed that, for a given PSFSM M with n states and p inputs, the existence
of an ADS can be decided in time of O(pn log n) [18].

As the length of the checking sequence determines the duration/cost of testing,
Türker andYenigün [19] investigated correspondingoptimisationproblems. For com-
pletely specified FSMs they provided three notions of the “cost” of an ADS: (i) the
height of the ADS (MinHeightADS problem), (ii) the sum of the depths of all leaves
in the ADS (external path length) (MinADS problem), and (iii) the sum, over the
leaves, of the product of the depth and weight of the leaf (MinWeightADS prob-

1While the upper bound on PDS length is exponential, test generation takes polynomial time if
there is a known PDS.
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lem). They showed that constructing a minimum ADS with respect to one of these
metrics is NP- Complete and NP- Hard to approximate.

As far as we are aware, no previous work has investigated the problem of gen-
erating a minimum height ADS from a PSFSM. On the other hand, Gunicen et al.
produced an algorithm that receives a completely specified FSM and an integer �

and converts the PDS generation problem into a Boolean formula to be fed into a
SAT solver [20]. This paper investigates the use of SAT solvers to generate a mini-
mum height ADS from a PSFSMs. We encode the minimum height ADS generation
problem as a Boolean formula and use a SAT solver to check the satisfiability of this
formula. We also report on the results of initial experiments. The experiment sub-
jects included randomly generated PSFSMs and PSFSMs drawn from a benchmark.
The results suggest that in terms of scalability and the amount of time required to
construct an ADS, SAT solvers are better than the brute-force approach.

The paper is structured as follows: Sect. 2 introduces terminology and nota-
tion used throughout the paper. Section3 presents the SAT formulation and Sect. 4
presents the results of experiments. Finally, in Sect. 5 we conclude.

2 Preliminaries

A PSFSM M is defined by tuple (S, X, Y, δ, λ, D) where S = {s1, s2 . . . sn} is the
finite set of states, X = {a, b, . . . , p} and Y = {1, 2, . . . , q} are finite sets of inputs
and outputs, D ⊆ S × X is the domain, δ : D → S is the transition function, and
λ : D → Y is the output function. If (s, x) ∈ D then x is defined at s. Given input
sequence x̄ = x1x2 . . . xk and s ∈ S, x̄ is defined at s if there exist s1, s2, . . . sk+1 ∈ S
such that s = s1 and for all 1 ≤ i ≤ k, xi is defined at si and δ(si , xi ) = si+1. M is
completely specified if D = S × X and otherwise is partially specified. If (s, x) ∈ D
and x is applied when M is in state s, M moves to state s′ = δ(s, x) and produces
output y = λ(s, x). This defines transition τ = (s, x/y, s′) with label x/y, start
state s, and end state s′.

We use juxtaposition to denote concatenation. The transition and output functions
can be extended to input sequences as follows in which ε is the empty sequence,
x ∈ X , x̄ ∈ X∗, and x x̄ is defined at s: δ(s, ε) = s and δ(x x̄) = δ(δ(s, x), x̄);
λ(s, ε) = ε and λ(s, x x̄) = λ(s, x)λ(δ(s, x), x̄). If there exists x̄ ∈ X∗ defined in
s and s′ such that λ(s, x̄) �= λ(s′, x̄), then x̄ distinguishes s and s′. We now define
Preset DSs and Adaptive DSs.

Definition 1 Given PSFSM M , x̄ ∈ X∗ is a Preset Distinguishing Sequence for M
if all distinct states of M are distinguished by x̄ .

Definition 2 Let M be an FSM with n states. An adaptive distinguishing sequence
is a rooted tree T with n leaves; the nodes are labeled with input symbols, the edges
are labeled with output symbols and the leaves are labeled with distinct states such
that: (1) output labels of edges emanating from a common node are different. (2) for
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every leaf of T , if α, β are the input-output sequences respectively formed by the
node–edge labels on the path from the root node to the leaf and if the leaf is labeled
by a single state s, then λ(s, α) = β.

An ADS defines an experiment ending in a leaf. Applying ADSA in s ∈ S leads
to the input/output sequence that labels both a path from the root of A to a leaf and
a path of M with start state s. From the definition, the input/output sequences for
distinct states differ and so A distinguishes the states of M .

3 SAT Formulation for the Minimum Height ADS Problem

In this section we formulate the constraints of an ADS in the form of Boolean
formulae to be fed into a SAT solver. The set of formulae generated depends on the
PSFSM, and also on the height of the ADS that we would like to find. The question
asked to the SAT solver is thus: is there an ADS of height �? We will now explain
how we convert this question into a Boolean formula. For each class of formula that
we introduce, we provide the number of clauses generated.

We use ¬, ∧, ∨, and ⇒ to denote negation, conjunction, disjunction, and
implication, respectively. Additionally we used an operator called exactly-one-OR
(�(O1, O2, . . . , Om)) introduced in [20]. This operation evaluates to true if exactly
one of its operands is true. Otherwise it evaluates to false. The formulae and the
number of clauses to construct an ADS are given in Table1.

The algorithmbegins by forming the input clauses (ϕ1). These clauses useBoolean
variables (Xi,l,x ) to let the SAT solver guess an input sequence for each state. The
guessed input sequences are checked to see if they form an ADS. If the length we are

Table 1 The proposed formulae and the number of clauses introduced

Formula Number of clauses

ϕ1 = ∧l≤�,i∈S(�{Xi,l,x |x ∈ X}) �np(p − 1)/2 + 1

ϕ2 = ∧i∈S{Si,0,i } n

ϕ3 = ∧l≤�,i∈S(�{Si,l, j | j ∈ S}) �n(n(n − 1)/2 + 1)

ϕ4 = ∧x∈X (∧i, j∈S(Xi,0,x ⇒ X j,0,x )) pn2

ϕ5 = ∧i, j∈S,l<�,x∈X ((Si,l, j ∧ Xi,l,x ) ⇒ Si,l+1,k) �n2 p

ϕ6 = ∧l≤�,i∈S(�{Yi,l,k |k ∈ Y }) �n(q(q − 1)/2 + 1)

ϕ7 = ∧i, j∈S,l≤�,x∈X ((Si,l, j ∧ Xi,l,x ) ⇒ Yi,l,y) �n2 pq

ϕ8 = ∧i, j∈S,i< j,l≤�,y∈Y ((Yi,l,y ∧ Y j,l,y) ⇒ Ei, j,l ) �n((n − 1)/2)q

ϕ9 = ∧i, j∈S,i< j,l≤�,y,y′∈Y,y �=y′ ((Yi,l,y ∧ Y j,l,y′ ) ⇒ ¬Ei, j,l ) �n((n − 1)/2)q2

ϕ10 = ∧l<�(∧i, j∈S,i< j ((∧z≤l Ei, j,z) ⇒ �({χi, j,l+1,x |x∈X })) �2n2(p(p − 1)/2 + 1)

ϕ11 = (∧i, j∈S,1<l≤�,x∈X (χi, j,l,x ⇒ (Xi,l,x ∧ X j,l,x ))) �n2 p

ϕ12 = ¬(∨i, j∈S,i< j (∧l≤� Ei, j,l )) �n(n − 1)/2
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trying is �, for each l < �, for each state si ∈ S and for each input x ∈ X , we generate
a Boolean variable Xi,l,x . Variable Xi,l,x should be true only if at step l (after we
have applied l − 1 inputs) the input x is used if we started from state si . Since we are
considering deterministic PSFSMs, the query ensures that at each step only one input
is applied. Note that a given exactly-one-OR operator with m operands introduces
m(m − 1)/2+ 1 clauses. Therefore ϕ1 introduces �n(p(p − 1)/2+ 1) new clauses.

The algorithm uses variable Si,l, j being true to represent the first l inputs taking
M from state si to state s j . The formula φ2 ensures that when l = 0 (the application
of the ADS has not started), Si,l, j is true if and only if i = j . As the PSFSM has n
states, n clauses are introduced by ϕ2 (i.e. for l = 0).

As the PSFSM is deterministic, we have ensured that when we start applying
an ADS from a state s, there is a unique ‘current state’ at level l. This restriction
is enforced by formula ϕ3. As we use the exactly-one-OR operator � times, ϕ3
introduces �(n2(n − 1)/2+ 1) clauses. Besides, note that from each initial state, the
same input should be applied; formula ϕ4 enforces this. Since there are p inputs and
n states, ϕ4 introduces pn2 clauses.

In order to represent the ending states of transitions of the PSFSM, the algorithm
uses another set of clauses (ϕ5). Let t = (s j , x/y, sk) be a transition of M . No matter
which state we started from, at a step l ≤ �, if the current state is s j and the input
guessed for step l is x , then for step l + 1 the current state should be sk . The formula
ϕ5 enforces this. Note that for each pair of states, for each input symbols and for
each step we introduce a clause. Therefore the number of clauses introduced in ϕ5
is �n2 p.

In the next step we trace outputs, using variables Yi,l,y , constrained to be true if
we observe output y at step l when we start at si . We have three concerns similar
to those we had for states. First, we have to ensure that, for each starting state and
each step, the guessed input produces exactly one output. Second, we have to ensure
that this is the correct output. The first concern is handled using formula ϕ6. Note
that we need to construct �n exactly-one-OR operator for output symbols therefore
ϕ introduces n�q(q − 1)/2 + 1 clauses. For the second and third concerns, we use
the transition information of M . Again let t = (s j , x/y, sk) be a transition of M .
No matter which state we started from, if the current state is s j at step l ≤ � and
the input guessed at step l is x , then the output produced in step l must be y. This
constraint is enforced by ϕ7. As we need to introduce a clause for each pair of states
and for each input and output and for each step, we need to introduce �n2 pq clauses
in the formula ϕ7.

In order to check that states are distinguished, the algorithm uses variables
{Ei, j,l |i, j ∈ S, i < j, l ≤ �}. Ei, j,l is true if, starting from states si , s j , we observe
the same output at level l. In order to achieve this we use output variables. If variables
Yi,l,y and Y j,l,y are true then Ei, j,l should be true. This is achieved by the formula
ϕ8. Note that in ϕ8 we consider states with indexes i < j therefore the number of
clauses introduced is �n(n − 1)/2. Thus the number of clauses introduced by ϕ8
is �n(n − 1)/2q. Conversely, we have to consider the case when output symbols
are not identical: in such cases Ei, j,l should be false. Formula ϕ9 achieves this.
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Since for every pair of outputs and steps, we need to compare outputs, ϕ9 introduces
�n(n − 1)/2q2 clauses.

Note that for a given ADS, the sequences retrieved from the ADS for two different
states si and s j share a common prefix x̄ if λ(si , x̄) = λ(s j , x̄). We introduce a
Boolean variable χi, j,l,x to preserve this condition. Variable χi, j,l,x is set to true if
at level l, states si and s j have not been distinguished and we then apply input x .
This condition is enforced using formula ϕ10. If outputs observed from a pair of
states until step l are the same, then the same input should be applied at step l + 1.
Note that there are �2n2 exactly-one-OR introduced. Thus the number of new clauses
introduced by formula ϕ10 is �2n2(p(p − 1)/2 + 1).

After the input to be applied for a pair of states is selected, we need to set the
corresponding variables to true. We use formula ϕ11 to set these variables to true.
In ϕ11 we use χi, j,l,x as follows: χi, j,l,x implies Xi,l,x and X j,l,x . Since there are p
inputs � steps and n states ϕ11 introduces n2�p number of clauses.

The algorithm ends by checking if all states produce unique outputs in response
to the guessed input sequences. This is achieved by formula ϕ12 which introduces
n(n − 1)/2 clauses. The overall formula for checking the existence of an ADS of
length � is

φ1 ∧ φ2 ∧ φ3 ∧ φ4 ∧ φ5 ∧ φ6 ∧ φ7 ∧ φ8 ∧ φ9 ∧ φ10 ∧ φ11 ∧ φ12

Note that the number of clauses introduced by each formula can be given by a
polynomial function (see Table1). Therefore the proposed algorithm can construct
the formulae using polynomial time and space.

4 Experimental Evaluation

We conducted a set of experiments to compare the performance of the brute-force
algorithm (called BF below) as given in [21] and the SAT based approach (called
SAT below) outlined in this paper.

All PSFSMs were constructed as described in [18]. We constructed four sets of
FSMs with 14 inputs and 2 outputs and with 10, 20, 30 and 40 states. Moreover, in
order to explore how the performance varied with respect to varying input sizes, we
also construct three additional sets of PSFSMs with 30 states, 2 outputs, and input
alphabets of size 64, 130 and 260. We used 100 PSFSMs in each of these seven sets
and so a total of 700 PSFSMs. All machines were strongly connected, minimal, and
had an ADS. In the experiments we set a time limit of 300s: if an approach did not
derive an ADS in 300s, it terminated.

The experiments were carried out using MiniSat 2.2.0 on a machine with a
3.30GHz Intel Core I5-4590 and 8GB RAM running Windows 7 Enterprise. For
each PSFSM, we measured the time taken by BF and by SAT. Table2 summarises
the results of our experimental study.
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Table 2 Computation times used for randomly generated FSMs

Algorithm n = 10, p = 14 n = 20, p = 14 n = 30, p = 14 n = 40, p = 14

BF (s) 3.390 12.409 154.442 – –

SAT (s) 0.801 1.309 1.920 1.341

Algorithm n = 30, p = 14 n = 30, p = 66 n = 30, p = 130 n = 30, p = 260

BF (s) 154.442 296.298 – – – –

SAT (s) 1.920 8.100 19.101 56.214

Table 3 Computation times required for constructing ADSs for Benchmark FSMs

Name |S| |X | SAT (s) BF (s)

ex1 20 29 79.240 – –

ex4 14 26 7.904 – –

ex6 8 25 5.427 261.372

opus 10 25 4.137 287.634

The results are as expected. The BF algorithm gets slower and slower as the
number of states and inputs increases. Although we can observe the same trend in
the SAT-based approach, it requires much less time to construct an ADS.

Since randomly generated PSFSMs need not be representative of real PSFPSMs,
we used PSFSMs drawn from an ACM/SIGDA benchmarks [22] and repeated the
experiment on these. Table3 presents the size of the PSFSMs and the time required
to compute ADSs.

The results from the benchmarks are similar to the resultswith randomly generated
PSFMSs. These results have two implications. First, the SAT method outperformed
the brute-force method especially as the size of the input alphabet grows. Note that in
Tables2 and 3, there are cases (indicated – –)wherewe could not present computation
time values. In two of the cases this is because none of the experiments returned an
ADS within the 300s. However, for n = 30 and p = 130, the BF approach did
construct an ADS for one of the 100 FSMs (in 287.45 s). Although the SAT based
approach scales well when compared to the brute-force approach, clearly, we should
investigate heuristics for deriving minimum height ADSs from PSFMSs.

5 Conclusion

In this paper we addressed the problem of deriving minimum height adaptive dis-
tinguishing sequences (ADSs) from partially specified deterministic finite state
machines (PSFSMs).

We proposed an algorithm that converts the bounded ADS generation problem
for PSFMs into a Boolean formula to be fed into a SAT solver. We carried out a set of
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experiments. The results of experiments suggest that the time required to construct
short ADSs is lower when the proposed SAT based ADS construction method is
used.

As the class of completely specified FSMs is a subset of the class of PSFSMs,
the proposed approach can also be used for constructing minimum height ADSs for
completely specified FSMs. For completely specified FSMs we might compare the
proposed approach with a previously defined exponential algorithm [23]. Moreover,
it would be interesting to investigate SAT based approaches and heuristics of other
problems related to ADSs such as theMinWeight andMinADS problems introduced
in Sect. 1.
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Line-Search Aided Non-negative
Least-Square Learning for Random
Neural Network

Yonghua Yin

Abstract Recently, Timotheou has formulated the learning problem of the random
neural network (RNN) into a convex non-negative least-square problem that can
be solved to optimality. By incorporating this work of problem formulation and
the line-search technique, this paper designs a line-search aided non-negative least-
square (LNNLS) learning algorithm for the RNN, which is able to find a nearly
optimal solution efficiently. (The source code is available at www.yonghuayin.icoc.
cc.) Numerical experiments based on datasets with different dimensions have been
conducted to demonstrate the efficacy of the LNNLS learning algorithm.

1 Introduction

In [1], Gelenbe developed a gradient-descent learning algorithm for the random
neural network (RNN), and the RNN with the algorithm achieves acceptable perfor-
mance in various applications [2–5]. However, one drawback is that the searching
process in the algorithm may become trapped into local minimals, especially when
handling high-dimensional problems. In addition, the efficacy of the algorithm is
strongly related to initial values of parameters. To make an improvement, Timotheou
has recently formulated the learning problem of the RNN into a convex non-negative
least-square problem [2, 3] that can be solved to optimality. It also means that there
is no local minimal in the searching process regardless of the number of dimensions.
On the other hand, the line-search technique has been demonstrated to be efficient for
solving unconstrained minimization problems [6–8]. For example, in [6, 7], the line-
search technique has been exploited to select the step size in the iterative procedure
such that a fast-convergence performance has been achieved.

In this paper, we incorporate the idea of the non-negative least-square problem
formulation in [2, 3] and the line-search technique in [7] and then design an efficient
learning algorithm for the RNN, which is termed the line-search aided non-negative
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least-square (LNNLS) learning algorithm. This LNNLS learning algorithm is not
affected by local minimal or sensitive to initial values of parameters. In addition, it
selects the appropriate learning step size dynamically during the searching process
(or say, iterative procedure). These features allow it to find a nearly optimal solution
efficiently for the learning problem of the RNN.

The organization of this paper is as follows. Section2 presents briefly the mathe-
matical model of the RNN and describes the non-negative least-square formulation
of the learning problem. In Sect. 3, the detailed procedure of the LNNLS learning
algorithm is provided. Numerical results are presented in Sect. 4 to substantiate the
efficacy of the LNNLS learning algorithm. Section5 concludes this paper and points
out the possible future directions.

2 RNN Model and Problem Formulation

This section presents briefly the mathematical model of the RNN and then describes
the non-negative least-square formulation of the learning problem.

2.1 Mathematical Model

Let us consider a RNN with N neurons, where ki (t) ≥ 0 denotes the potential (or
say, state) of the i th neuron at time t with i = 1, . . . , N and correspondingly vector
k(t) = [k1(t) k2(t) . . . kN (t)] denotes the state of the whole RNN. All neurons
are fully connected and exchange positive (or say, excitatory) and negative (or say,
inhibitory) signals in the form of unit amplitude spikes (by firing). Each positive
signal increases the potential of the receiving neuron by 1, while each negative signal
reduces the potential that is larger than zero by 1. The i th neuron is excited when
ki (t) > 0 or idle when ki (t) = 0. When excited, the i th neuron fires according to an
independent exponential distribution with rate ri . In addition, its potential is reduced
by 1 each time it fires. The fired spike heads for the j th neuron as a positive signalwith
probability p+

i, j or as a negative signal with probability p−
i, j , where j = 1, . . . , N ,

or it departs from the network with probability di . Correspondingly,

N∑

j=1

(p+
i, j + p−

i, j ) + di = 1.

All neurons also receive signals from the outside world. Positive and negative signals
arrive at the i th neuron from the outside world according to Poisson processes of
rates Λi and λi , respectively.

Let qi = limt→∞ Prob(ki (t) > 0) denote the stationary probability of the i th
neuron being excited. Based on [1], the signal flows in the RNN can be described by
the following system of nonlinear equations:
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Fig. 1 Steady-state
representation of a neuron in
the RNN

ki

Λi

λi

w+
j,i w−

j,i

w+
i, j w−

i, j

ridi

qi =

⎧
⎪⎨

⎪⎩

λ+
i

ri + λ−
i

, if λ+
i < ri + λ−

i ,

1, if λ+
i ≥ ri + λ−

i ,

(1)

where λ+
i = Λi + ∑N

j=1 q jw
+
j,i , λ−

i = λi + ∑N
j=1 q jw

−
j,i , w+

j,i = r j p+
j,i , w−

j,i =
r j p−

j,i and i = 1, . . . , N . For better understanding, Fig. 1 shows the steady-state
representation of a neuron in the RNN, where ki = limt→∞ ki (t).

2.2 Non-negative Least-Square Formulation

Let us consider a dataset {(xc, y
c
)|c = 1, . . . , C} with its name defined as Example,

where xc = (Λc, λc) and y
c

= [y1,c . . . yN ,c]. In addition, Λc = [Λ1,c . . . ΛN ,c]
and λc = [λ1,c . . . λN ,c]. The objective for the RNN to learn the Example dataset
is to adjust the weights {w+

j,i , w
−
j,i |i, j = 1, . . . , N } such that, when input xc is

given, each element in the RNN output vector q
c

= [q1,c . . . qN ,c] becomes as close
as possible to the corresponding element in the desired output vector y

c
, where

c = 1, . . . , C .
Based on [2, 3], by assuming λ+

i < ri + λ−
i and di < 1, the above learning

objective can be formulated into the following non-negative least-square problem:

Minimize f (w) = Minimize
1

2
‖Aw − b‖22,

Subject to w ≥ 0,
(2)

where A ∈ RNC×2N2
, b ∈ RNC×1 and w ∈ R2N2×1. Vector w consists of the

weights w+
i, j and w−

i, j and is given by



184 Y. Yin

w(h+
i, j ) = w+

i, j ,

w(h−
i, j ) = w−

i, j ,

where h+
i, j = N 2 + (i − 1)N + j and h−

i, j = (i − 1)N + j . In addition, matrix A
and vector b are given by

A(hi,c, h+
i, j ) = yi,c

1 − di
, ∀ j �= i,

A(hi,c, h−
i, j ) = yi,c

1 − di
, ∀ j �= i,

A(hi,c, h+
i, j ) = yi,c

1 − di
− y j,c, ∀ j = i,

A(hi,c, h−
i, j ) = yi,c

1 − di
+ yi,c y j,c, ∀ j = i,

A(hi,c, h+
j,i ) = −y j,c, ∀ j �= i,

A(hi,c, h−
j,i ) = yi,c y j,c, ∀ j �= i,

A(hi,c, otherwise) = 0,

b(hi,c) = Λi,c − yi,cλi,c,

where hi,c = (c − 1)N + i and c = 1, . . . , C .

3 LNNLS Learning Algorithm

The solution of a standard least-square problem can be obtained directly by the
pseudoinverse method [6]. However, due to the non-negative constraint of w in
problem (2), the solution needs to be searched via an iterative procedure. Based on
[2], in the mth iteration, where m = 1, . . . , M with M being the maximum number
of iterations, the following weight-update formula can be exploited:

w(m+1) = P[w(m) − η∇ f (w(m))], (3)

where

∇ f (w(m)) = AT(Aw(m)) − ATb, (4)

η > 0 is the step size and

P[w(h)] =
{

w(h), if w(h) > 0,

0, otherwise,

with h = 1, . . . , 2N 2.
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The iterative procedure by using (3) may show a high dependency on the value
of step size η, where a too large step size may cause oscillation and a too small
one may cause slow convergence. In this paper, we extend the line-search technique
that is originally designed for solving unconstrained minimization problems [6–8]
and apply it to selecting η dynamically and appropriately. Based on Eq. (3) and the
line-search technique, the LNNLS learning algorithm for the RNN can finally be
designed and its detailed procedure is provided in Algorithm 1, where

f (w) = 1

2
‖Aw − b‖22 (5)

is used to measure the learning performance. Note that the influence of the way of
initializing w(1) on the efficacy of the LNNLS learning algorithm can be negligible
in most cases if M is sufficiently large. However, initializingw(1) with the zero value
may be an acceptable choice, which is further illustrated in Sect. 4.

Algorithm 1 The LNNLS learning algorithm
Construct A and b;
initialize w(1) and calculate f (w(1)) via (5);
ηbest ← η, wbest ← w(1), fbest ← f (w(1));
η ← 1.5; ϑ ← 2; m ← 1;
while m ≤ M do
calculate ∇ f (w(m)) via (4);
w(m+1) ← P[w(m) − η∇ f (w(m))];
calculate f (w(m+1)) via (5);
while f (w(m+1)) < fbest do

ηbest ← η;
wbest ← w(m+1);
fbest ← f (w(m+1));
η ← ηϑ ;
calculate ∇ f (w(m)) via (4);
w(m+1) ← P[w(m) − η∇ f (w(m))];
calculate f (w(m+1)) via (5);

end while
while f (w(m+1)) > fbest&η > 10−20 do

η ← η/ϑ ;
calculate ∇ f (w(m)) via (4);
w(m+1) ← P[w(m) − η∇ f (w(m))];
calculate f (w(m+1)) via (5);
if f (w(m+1)) < fbest then

ηbest ← η;
wbest ← w(m+1);
fbest ← f (w(m+1));

end if
end while
η ← ηbest;
w(m+1) ← wbest;
f (w(m+1)) ← fbest;
m ← m + 1;

end while
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Remark 1 The LNNLS learning algorithm (i.e., Algorithm 1) is designed for the
RNN with only output neurons. But, by using similar procedure of the weight-
initialization algorithm in [2], the LNNLS learning algorithm can be easily extended
to the case where the RNN is composed of both output and non-output neurons.
Suppose the RNN has Nout output and N ¯out non-output neurons. The weights and
desired outputs of non-output neurons yi ¯out,c, ∀i ¯out ∈ N ¯out, c ∈ C in the LNNLS
learning algorithm with weight initialization are initialized for L times, where the
detailed procedure is given in Algorithm 2.

Algorithm 2 The LNNLS learning algorithm with weight initialization

Initialize w(1) and yi ¯out,c,∀i ¯out ∈ N ¯out, c ∈ C ;
l ← 1;
while l ≤ L do
obtain wbest via Algorithm 1 with w(1) and yi ¯out,c,∀i ¯out ∈ N ¯out, c ∈ C ;
solve (1) using wbest for qi ¯out,c,∀i ¯out ∈ N ¯out, c ∈ C ;
w(1) ← wbest;
yi ¯out,c ← qi ¯out,c,∀i ¯out ∈ N ¯out, c ∈ C ;

end while

4 Numerical Verifications

In this section, numerical experiments are conducted to demonstrate the efficacy of
the LNNLS learning algorithm for the RNN. (The source code of Algorithm 1 in
MATLAB language is available at www.yonghuayin.icoc.cc.) All of the numerical
experiments are conducted in a MATLAB R2014a environment, which is operated
on a personal computer (CPU: Intel i7-4770 3.40 GHz; memory: 8.00 GB). Note
that, for simplicity, di with i = 1, . . . , N are set as zero. In addition, the root mean
square error (RMSE) defined as

E =
√√√√ 1

NC

N∑

i=1

C∑

c=1

(yi,c − qi,c)2 (6)

is used to measure the performances of the RNN and learning algorithms.
First, let us consider a simple dataset named as Simple with N = 3 and C = 1.

In addition, Λ1,1 = [0.5934 0.5501 0.9935], λ1,1 = [0.1814 0.1896 0.8415] and
y
1

= [0.1018 0.5684 0.2422], the values of which are randomly generated among
range [0, 1]. Then, the LNNLS learning algorithm is exploited for the RNN to learn
the Simple dataset. The numerical results are shown in Figs. 2 and 3. In the numerical
experiment of Fig. 2, initial values of weights (i.e.,w(1)) are set as zero. From Fig. 2a,
we can see that theRMSEdecreases rapidly to tiny values during the iterative process.

www.yonghuayin.icoc.cc
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Fig. 2 Learning performance of the RNN equipped with the LNNLS algorithm for the Simple
dataset under “zero” initial weights. a RMSE versus number of iterations, b RNN outputs versus
number of iterations, c step size versus number of iterations

Fig. 3 Learning
performance of the RNN
equipped with the LNNLS
algorithm for the Simple
dataset under random initial
weights
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To be more specific, the RMSE decreases to 4.3980×10−5 at the 100th iteration and
reaches the smallest value of 5.5626 × 10−7 at 246th iteration. Figure2b illustrates
that each RNN output converges rapidly to the corresponding desired output. In the
numerical experiment of Fig. 3, initial values of weights are randomly selected and
10 trials are conducted. It can be seen from the results in Fig. 3 that, under different
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Fig. 4 For comparison: learning performance of the RNN equipped with the projected gradient
algorithm in [3, 9] for the Simple dataset under “zero” and random initial weights. a “Zero” initial
weights, b random initial weights

Fig. 5 Learning
performance of the RNN
equipped with the LNNLS
algorithm for datasets with
N = 50, 100, 200, 400

0 100 200 300 400 500
0

0.1

0.2

0.3

0.4

0.5

200 300 400 500
0

0.05

E

Iterations

N = 50
N = 100
N = 200
N = 400

initial weights, all the RMSEs decrease rapidly to tiny values and become smaller
than 3.0× 10−3 after 100 iterations, demonstrating a stable learning performance of
the RNN equipped with the LNNLS learning algorithm.

For comparison, the projected gradient algorithm in [3, 9] is also exploited for the
RNN to learn the Simple dataset. The results are given in Fig. 4, where we can see that
this algorithm is highly affected by the values of initial weights. Comparing results
in Figs. 2, 3 and 4, we can conclude that the LNNLS learning algorithm proposed in
this paper outperforms the one in [3, 9] for the RNN learning.

Then, let us consider datasets with higher dimensions. The numerical experiments
in Fig. 5 are conducted based on datasets with N = 50, 100, 200, 400, where the
values of inputs and desired outputs are randomly generated among range [0, 1].
In addition, C = 1. All results (including Figs. 2 through 5) demonstrate that, by
exploiting the LNNLS learning algorithm, the RMSEs converge towards zero in
general as the number of iterations increases.
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5 Conclusion

By incorporating the idea of non-negative least-square formulation and the line-
search technique, this paper has designed an effective leaning algorithm, i.e., the
LNNLS learning algorithm, for the RNN. Numerical results on learning high-
dimensional datasets have demonstrated the efficacy of the RNN equipped with
the LNNLS learning algorithm.

In the further work, we will further optimize the LNNLS learning algorithm, such
as reducing its computational complexity and lowering its requirement for computer
memory. In addition, we will investigate the feasibility of this learning algorithm for
solving the energy-distribution problem in the energy packet network [10, 11] that is a
network model based on the theory of the RNN or more general the G-networks [12].
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A Novel Concise Specification and Efficient
F-Logic Based Matching of Semantic Web
Services in Flora-2

Shahin Mehdipour Ataee and Zeki Bayram

Abstract We propose a novel concise specification of semantic web services
conforming to the WSMO standard using the Flora-2 language, as well as a precise
logical definition of what it means for a goal to match a web service. Our innovative
usage of Flora-2 allows very short but expressive descriptions of both goals and web
service capabilities, which are then used by amatching engine to discover which web
services can satisfy a given goal. The matching engine, using the meta-level F-logic
inferencing capabilities of the underlying Flora-2 reasoner, is very efficient and has
a very concise definition itself.

1 Introduction

In service-oriented architecture (SOA), web services are defined, registered, invoked,
and interconnected via some pre-agreed specifications [1]. Web service discovery is
the process of finding one or more appropriate web service(s) among a possibly large
pool of diverse web services. The non-intelligent way is to manually refer to web ser-
vice repositories and use traditional text retrieval techniques to find some candidates
for the specified application. On the other hand it can be done (semi) automatically by
applying certain AI techniques such as logical inference. The latter approach requires
the availability of rich semantic description of web service capabilities, user require-
ments and other related aspects of web services (such as non-functional properties),
commonly in the form of logical statements in some appropriate form of logic, and
in this case discovery amounts to proving certain logical inferences.

TheWeb Service Modeling Ontology (WSMO) [2] is a meta-ontology for descri-
bing relevant aspects of semantic web services that facilitates the logical description
of web services, user requests in the form of goals, common vocabulary in the form of
ontologies, and bridging the heterogeneities among web services and goals through
mediation. Several languages of varying expressive power, such as WSML-Rule,
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WSML-Flight, and WSML-Full [3] have been proposed to specify web services
according to WSMO, all based on Frame-logic (F-logic) [4].

Flora-2 by Michael Kifer et al. [5] is a powerful language for knowledge re-
presentation and reasoning. It is based on F-logic, HiLog [6], and Transactional logic
[7]. Frames are fundamental structures in Flora-2. They provide a means for defining
classes and objects logically. In the case of objects, a frame can be shown generally in
form of objectId[attribute1-> value1, attribute2-> value2,
. . ., attributen-> valuen].

In this work, we use Flora-2 as a specification language for semantic description
of web service components according to WSMO and implement a matching engine
based on inference in F-logic in order to discover web services that can satisfy user
requests specified in the form of goals. Our semantic specification is very concise
since it makes use of the underlying Flora-2 syntax to the highest degree possible.
The implementation of the matcher is also very compact since it makes effective use
of the meta-level capabilities of the Flora-2 system.

The rest of this paper is structured as follows. In Sect. 2, we describe the semantic
specification of goals and web services in WSMO, as well as the logic we have used
in the implementation of our service matching engine. In Sect. 3, we demonstrate the
power and practicality of our scheme through a simple but realistic scenario (first
described in [8]) and show how our solution fulfills all the requirements needed to
specify and discover web services/goals. We present a short survey of related work
and compare it to ours in Sect. 4. Finally, in Sect. 5 we present the conclusion and
future work in the area of semantic web service discovery based on our semantic
web service specification approach.

2 Semantic Specification of Goals and Web Services
and the Matching Process

The functionality of a WSMO web service is defined under the capability tag (ele-
ment) which contains four axioms: pre-condition, assumption, post-condition and
effect [9]. Pre and post conditions represent the internal state of the web service,
whereas assumption and effect represent the state of the outsideworld (environment).
A WSMO web service guarantees its post-condition and effect if its pre-condition
and assumption are true. This feature of WSMO web services is used for discovery
and selection purposes. For the sake of simplicity, we only consider web service pre-
conditions (shown byweb.pre) andweb service post-conditions (shown byweb.post),
since assumptions and effects can be handled in a similar way.

Logically, the functionality of a web service can be shown by the following for-
mula (the arrow represents the implication operator).

∀x : web.pre(x) ⇒ web.post (x) (1)



A Novel Concise Specification and Efficient F-Logic … 193

This formula means that for all instantiations of the free variables in the formula
(represented by x), if the pre-condition is true, the web service guaranties that the
post-condition will also be true after the web service has finished its execution.

The definition of a logicalmatch between a goal and aweb service can be described
precisely with the formula below:

∀xi∀yi : ((goal.pre(xi) ⇒ web.pre(yi))

∧
(goal.pre(xi) ∧ (web.pre(yi) ⇒ web.post (yi)) ⇒ goal.post (xi))

(2)

This formula should be shown to be a valid statement in F-logic before we can
say that the web service completely satisfies the functional requirements of the goal.
In this formula, xi represents the free variables in the goal and y j represents the free
variables in the web service.

Informally, the formula above checks that the goal pre-condition logically implies
the pre-condition of the web service (hence guarantying that the web service has all
it needs before it gets executed) and that the goal pre-condition, together with the
implicit statement of theweb service functionality (that theweb service pre-condition
implies theweb service post-condition) logically implies the goal post-condition, thus
guarantying that the goal will get the desired result with the execution of the web
service.

In our implementation of web service specifications and the matcher, we diverge
slightly from the logical definition given above in order to take advantage of the
meta-logical capabilities of Flora-2 i.e. insertion of new facts which is a meta-logic
operation. Specifically, the post-condition of web services can contain the insert
predicate of Flora-2, so that the post-condition, instead of just being stated as being
true, is made to be true by insertion of facts into the knowledge base. Then the
post-condition of the goal can be tested against the new knowledge base.

Listing 1 depicts how our matching logic is implemented in Flora-2. Predi-
cate %match in line 1 takes two variables, ?goal representing a goal object
and ?WS representing a web service object as its parameters. In line 2, a new
variable, ?module is defined and assigned to the web service tag. In line 3, a
new Flora-2 module with the same name as the web service tag is created and
the description of the goal object is loaded into it. In line 4, the pre-condition of
the goal (goal.pre) is inserted into the created module. Then in line 5, by calling
%applyWebService(?WS) the Flora-2 reasoner attempts to prove the web ser-
vice functionality specified in the form of an if-then-else statement in the knowledge
base module. If %applyWebService(?WS) is proven, this means that the pre-
condition of the web service is logically implied by the pre-condition of the goal, and
moreover the actions specified in the post-condition of the web service have been
carried out. In line 6, the variable ?gPost is assigned to the goal post-condition,
and in line 7 its validity is checked against the current knowledge base. If the check
succeeds, this means that the goal post-condition is logically implied by the web
service post-condition. It should be clear that the %match predicate indeed verifies
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the validity of the formula (2) that we defined as the meaning of a successful match
between a goal and a web service.

Listing 1 The %match and %matcher predicates

1: %match(?goal ,?WS) :−
2: ?module=?WS. tag , / / Specifies the name of module
3: %loadGoal(?goal ,?module) ,
4: %insertGoalPre(?goal ,?module) , / / Inserts

goal . pre into the KB.
5: %applyWebService(?WS) , / / If ws. pre gets true

then ws. post will be
inserted into the KB.

6: ?goal[post −> ?gPost]@?module,
7: ?gPost . / / Checks whether goal . post is implied

by the ws. post .
8: %applyWebService(?ws) :−

?X = ?ws. def , ?X. / / Tries to prove the web
service definition (ws. def ) .

9: %matcher(?goal ,?WS) :−
\ i f %match(?goal ,?WS)
\ then writeln ([ ’Goal’ ,?goal ,

’matches’ ,?WS, ’ . ’ ] )@\prolog
\ else writeln ([ ’Goal’ ,?goal ,

’does not match’ ,?WS, ’ . ’ ] )@\prolog .

3 Use Case: Medical Appointment Finder

In this section we show how our approach can be used to describe the scenario in
[8]. We will see that same results are achievable. However, our matching engine is
much simpler.

The use case scenario is as follow: A patient named Philip wants to make
an appointment with a specialist doctor (ophthalmologist) in Montpellier hospi-
tal located in a city of France. His preferred dates for this appointment are the days
either before 19th or after 23rd (excluded) of the month. The patient should provide
some basic information about himself, as well as a description of what he desires.
Listing 2 shows a sample goal for this scenario rewritten in our specification format.

The patient provides the specialty ophthalmology, his name Philip, the hospital
name he wishes to get the appointment from (i.e. Montpellier), and his age (which
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is requested by the web service) in the form of an appointment request. What he
wants is an appointment date either before the 19th or after the 23rd and an available
specialist doctor’s name.

For the web service side, web service pre and post-conditions have been given
in listing 3. The web service uses a local database of Doctor instances containing
information about doctors (i.e. doctor1 and doctor2) and some general facts (i.e.
Montpellier hospital is in Paris), and these are also depicted in listing 3.

Listing 2 Goal specification for the appointment use case

1: o_G03:c_Goal . / /o_G03 is an object of the concept
c_Goal

2: o_G03[
3: pre −> ${RequestAppointment[ specialty−>Opthalmology,
4: patientName −> Philip ,
5: appointmentDate −> ?_,
6: hospitalName −> MontpellierHospital ,
7: age −> 22],
8: livesIn (Philip , Paris )} ,
9:post −> ${Appointment[appointmentDate −> ?Date ,
10: doctorName −> ?DN,
11: patientName −> Philip ,
12: hospitalName −> MontpellierHospital
13: ] ,
14: ((?Date < 19); (?Date > 23))}].

The web service provides some placeholders for its inputs while checking them
over some predefined criteria (like, the patient must be at least 19 years old). More-
over, it checks whether the patient lives in the same city as the location of candidate
hospital. After successful unification of inputs, theweb service inserts all the possible
appointments into the specified module (in this case @WS01) which is the common
knowledge base between the web service and the goal. In this example, just the doc-
tors with the specialty of ophthalmology who are working in Montpellier hospital
are inserted into this module.

By referring to listing 1 again, we can see that all these actions take place through
the call to %applyWebService(?WS) at line 5 in the %match predicate. At line
7, the Flora-2 reasoning engine attempts to prove the goal post-condition. At this
point, the appointment date is checked to verify that it conforms to the constraints
specified by the patient in the post-condition of the goal (i.e. either before the 19th or
after the 23rd). This checking filters out those doctors who are not available during
the requested dates.
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Listing 3 Web service specification for the appointment use case

1: doctor1[
2: doctorName −> Robert ,
3: specialty −> Neurology,
4: hospitalName −> MontpellierHospital ,
5: availableDate −> 22
6: ] :Doctor .

7: doctor2[
8: doctorName −> Green,
9: specialty −> Opthalmology,
10: hospitalName −> MontpellierHospital ,
11: availableDate −> 10
12: ] :Doctor .
13: hospital (MontpellierHospital , Paris ) .
14: o_WS01:c_WebService[
15: tag −> WS01,
16: def −>
17: ${\ i f (RequestAppointment[ specialty −> ?DS]@WS01,
18: RequestAppointment[patientName −> ?PN]@WS01,
19: RequestAppointment[appointmentDate−>?Date]@WS01,
20: RequestAppointment[hospitalName −> ?HN]@WS01,
21: RequestAppointment[age −> ?X]@WS01,
22: (?X > 18),
23: livesIn (?PN,? city )@WS01,
24: hospital (?HN,? city ) ,
25: ?doctor :Doctor[doctorName −> ?DN,
26: specialty −> ?DS,
27: hospitalName −> ?HN,
28: availableDate −> ?Date])
29: \ then (
30: ?post = ${Appointment[appointmentDate−>?Date ,
31: doctorName −> ?DN,
32: patientName −> ?PN,
33: hospitalName −> ?HN]@WS01},
34: %insert{?post}
35: \ else \ false }].

If we changed the last line in listing 3 to hospital(Montpellier
Hospital, Berlin), the match would fail since the web service pre-condition
would not be satisfied. Similarly, if we changed line 11 in listing 3 to available
Date -> 21, again thematchwould fail, but this time due to the fact that the goal’s
post-condition would not be satisfied.
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4 Related Work

A good explanation of WSMO and WSML can be found in [9] and [3]. The main
available resource for Flora-2 is its user’s manual containing useful examples of
Flora-2 code [5].

In [10], the authors propose a framework for semantic web service discovery
using FIPAmulti-agents. They have a broker architecture and deal with OWL-S [16]
rather than WSMO, as we do. In [11] the work presented is similar to ours, however
the authors use WSML to specify goals and web services, which is very verbose.
Furthermore, they do not state the proof commitments that are needed for a successful
match in a logical way.

The closest andmost comparablework to ours is [12], where the authors use Flora-
2 to present a logical framework for automated web service discovery. Moreover,
they useWSMO specification as the conceptual description of web services as we do.
However, their specification of web services and goals are very involved, and they
resort to Transaction logic for proof commitments. Our specifications, as apparent
in the realistic example given in Sect. 3, are quite intuitive and simple. Furthermore,
we make use of only Frame-logic for stating our proof commitments, which itself
is equivalent to first-order predicate logic [4], and is much more accessible to the
reader. The simplicity of our approach can be an important facilitator in its adaptation
by industry (after necessary enhancements to deal with the web environment).

There are several surveys and reviews about semantical as well as non-semantical
web service discovery proposals, which give a general overview of this field of study
[13–15]. Many of the surveyed proposals are based on OWL-S. As M. Kifer et al.
stated in [12], such approaches rely on subsumption reasoning [17] and due to the
lack of rules in OWL, they are not able to exactly guarantee goal post-conditions.

5 Conclusion and Future Work

We have demonstrated how Flora-2 can be used as a convenient and expressive way
to model semantic web services conforming to WSMO. We have also shown that
reasoning for semantic web service discovery can be done very effectively by relying
on the underlying Flora-2 engine and itsmeta-level capabilities. Ourwork can readily
be the basis of implementing strategies for semantic web service composition and
choreography. We intend to concentrate our efforts for realizing this goal in the near
future.
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Fast Frequent Episode Mining Based
on Finite-State Machines

Stavros Papadopoulos, Anastasios Drosou and Dimitrios Tzovaras

Abstract Frequent EpisodeMining (FEM) techniques play an important role in data
mining, and have multiple applications, spanning from identifying user marketing
habits to performing anomaly detection in computer networks. Most of the FEM
approaches exhaustively search for frequent patterns, while using a threshold to
efficiently reduce the search space. While this approach provides efficient results
in small datasets, it fails in large datasets due to heavy processing, which leads to
low performance. This paper, proposes a fast frequent episode mining method which
utilizes Finite-State Machines (FSM). Initially, a FSM is created based on a subset
of the data, in order to approximate the type and frequency of the most dominant
episodes. Instead of applying traditional exhaustive search procedures, the parsing
of the dataset is herein guided by the proposed FSM approach. Experimental results
show that the proposed approach has better time performance than the traditional
FEM algorithms, while still maintaining high accuracy.

1 Introduction

Frequent Episode Mining (FEM) [1] is a well known set of methods for discovering
interesting patterns in data sequences, and also a popular field in data mining. The
main limitation of the previously proposed apriori and pattern growth-based FEM
methods, is that they exhaustively search the space of all the possible episodes for
frequent appearances, based only on a user-defined threshold to trim it. This fact
renders the previously proposed FEM methods not suitable for application on large
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datasets. To overcome this issue, this paper proposes the use of Finite-StateMachines
(FSM), which drive the search for frequent episodes, without the need to consider all
the possible episodes. An FSM, models the probabilities of event appearances and
transitions, while a transition on the FSM checks the most probable event sequences,
for the generation of the set of frequent episodes.When compared to traditional FEM
methods, the proposed FSM-FEM method runs much faster, while it is still able to
identify the most frequent episodes.

Recently, the research community has started to focus on the identification of
other types of patterns, which are not necessary frequent, but significant in some other
sense [3, 4]. This paper is not focused on the identification of significant patterns, but
rather on the identification of frequent patterns,which havemultiple applications, e.g.
[1, 5]. This paper does not consider simultaneous events.

2 Related Work

One of the earliest works on FEM was presented by Mannila et al. [11]. The authors
proposed WINEPI, a breadth-first search based method to mine frequent episodes
using a window-based frequency definition, which limits the size of the discovered
patterns. A modification of windows frequency was proposed by Iwanuma et al. [9],
called Head frequency. Based on this frequency definition, Ding et al. [8] proposed
the MINEPI+ algorithm, which is a depth-first approach for discovering all frequent
episodes. In the same paper, the authors also proposed a second algorithm called
EMMA, which utilizes memory anchors to accelerate the mining task. Pei et al.
proposed prefixspan [12] a sequential pattern mining method which utilizes prefix-
projection to reduce the number of candidate for the subsequence generation.

While the aforementioned methods find the most interesting patterns, they are
not scalable to a large dataset. Towards this end, this paper introduces a fast FEM
algorithm based on a FSM model, which is created based on a small dataset, and
is afterwards used to guide the search for the identification of the most significant
patterns. Experimental demonstration reveals that the proposedmethod ismuch faster
than traditional FEM algorithms.

3 Notation

Let us denote as E the set which includes all the possible events, and T the set
of all possible time instances. A single sequence of events S is defined as an
ordered sequence of events occurring at specific time instances: S =
〈〈e1, t1〉 , 〈e2, t2〉 , . . . , 〈en, tn〉〉, where ei ∈ E, ti ∈ T , and ti−1 ≤ ti. The same
event can be repeated at different time instances. A specific event in the sequence
is denoted as S[i] = ei. A sequence database is a set of sequences, denoted as
Sall = {S1, S2, . . . , SN }. A pattern P is defined as an ordered sequence of events,
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without including the time parameter: P = 〈e1, e2, . . . , ek〉. The ith event in the
pattern sequence is denoted as P[i].
Definition 1 A sequence Si = 〈〈e1, t1〉 , 〈e2, t2〉 , . . . , 〈en, tn〉〉 is a subsequence of
sequence Sj = 〈〈e′

1, t
′
1〉, 〈e

′
2, t

′
2〉, . . . , 〈e

′
k, t

′
k〉〉, denoted as Si � Sj, if and only if there

exist a sequence of integers 1 ≤ l1 < l2 < · · · < ln ≤ k such that Si[lq] = Sj[lq],
∀q ∈ {1, 2, . . . , n}.
Definition 2 A pattern P = 〈e1, e2, . . . , en〉 occurs in sequence Sj = 〈〈e′

1, t
′
1〉,

〈 e
′
2, t

′
2〉, . . . , 〈e

′
k, t

′
k〉〉 (denoted as P � Sj) if and only if there exist a sequence of

integers 1 ≤ l1 < l2 < · · · < ln ≤ k such thatP[lq] = Sj[lq],∀q ∈ {1, 2, . . . , n}. The
specific sequence of integers 〈l1, l2, . . . , ln〉, defines an occurrence of P in sequence
Sj.

It should be noted that pattern P can have more that one occurrences in a sequence
Sj, as well as in the set of all sequences Sall. A specific occurrence in sequence Sj,
is denoted as 〈j, 〈l1, l2, . . . , ln〉〉. The total number of occurrences a pattern in the
Sall is called the Support of pattern P. Due to the fact that direct counting of the
Support of a pattern in a sequence is not feasible for large sequences and patterns
[1], different methods have been proposed in the literature in order to efficiently
calculate different Support metrics under different constraints. Some of the most
known support definitions include: window-based [11], minimal occurrences [11],
head and total frequency [9], and repetitive Support [5].

This work also proposes the use of the appearances Support, which takes into
account multiple sequences:

Definition 3 Given a set of sequences Sall, the appearances Support of pattern P is
defined as the number of sequences in Sall in which the pattern P appears at least one
time.

The appearances Support definition complies with the apriori property, and thus,
enables the creation of efficient algorithms for the calculation of frequent patterns.

4 Creation of the Finite-State Machine

In this work, each state in the FSM represents a unique event in the sequence. The
FSM can be represented as a transition matrix T , in which the element in the ith row
and jth column is one only and only if there is a direct connection from the ith state
to the jth, or else it is zero.

Algorithm 1 presents the procedure followed for the creation of the FSM, based
on the Support of all the pairs of possible episode sequences. The value of the
thresholdFSM, trims the FSM in order to reduce the search space of the FEM, while
keeping the most significant event pairs in the model. The value of thresholdFSM=0
creates an FSM with all the possible transitions. The FSM is created for a subset
of sequences Ssub ⊂ Sall, in order to increase its creation speed. The thresholdFSM
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Data: The list of sequences Ssub ⊂ Sall , the list of possible events E = {e1, e2, ..., en}, a
threshold value thresholdFSM

Result: The FSM in the form of a transition matrix T
Procedure trainFSM(Ssub,E, thresholdFSM)

T ← 0
for all ei, ej ∈ E do

if supp(
〈
ei, ej

〉
) ≥ thresholdFSM then

T (ei, ej) ← 1
end

end
return T

Algorithm 1:Algorithm for the training of the FSM, based on the dataset Ssub ⊂
Sall.

is used to reduce the total size of the FSM, in order to search only for the patterns
that might be frequent, and remove the patterns that are not. Generally, the value of
thresholdFSM is set equal to the Support trimming threshold (see Algorithm 3) The
reason for this is that the algorithm does not need to search for patterns which are
already below the threshold, and thus, these patterns can be safely removed from
consideration. This removal takes place through the thresholdFSM parameter.

For the selection of the appropriate subset of sequences, the set Ssub is iteratively
increased, until a stable configuration of FSM trained from this dataset is identified.
Thus, a sequence of FSMs FSMall is created, one for each iteration of the algorithm:
FSMall = {FSM1,FSM2, . . . ,FSM|FSMall |}, where FSMi is the FSM created on the
ith iteration.

For the detection of stable FSM configurations, the difference between con-
secutive FSMs in FSMall is calculated, in order to create a sequence of differ-
ences. Specifically, since each FSM is a directed weighted graph, graph match-
ing methods are applied in order to compute their distances. In particular, the
graph edit distance [6] metric is utilized. Thus, the sequence of differences is
defined as follows: Dall = {D1,D2, . . . ,D|Dall |}, where Di = GED(FSMi,FSMi+1),
and GED(FSMi,FSMi−1) denotes the graph edit distance between the two FSMs
FSMi,FSMi−1 ∈ FSMall.

Algorithm 2 presents the procedure followed in order to create the most appropri-
ate set Ssub, and the subsequent calculation of the final FSM.Themethod proposed by
Kim et al. [10] is used for the online detection of the point from which the sequence
has reached the steady state.

5 Traversal of the FSM

A traversal method is applied on the identified FSM, in order to generate the sequence
of candidate frequent patterns. Two functions are used, which represent the state
transitions, the move_forward(T, P) and the move_backward(P), where P the current
candidate pattern. The move_forward(T, P) generates a new pattern based on the



Fast Frequent Episode Mining … 203

Data: The list of all the sequences Sall , the list of possible events E = {e1, e2, ..., en}, a
threshold value thresholdFSM

Result: The FSM in the form of a transition matrix T
Procedure createFSM(Sall,E, thresholdFSM)

Ssub ← ∅
T ← ∅
do

choose randomly an Si ∈ Sall
Ssub ← Ssub

⋃
Si

T ← trainFSM(Ssub,E, thresholdFSM)
update the sequence of differences Dall with the previously found T

while Dall has not reached steady state;
return T

Algorithm 2: Algorithm for the creation of the most representative FSM.

last pattern, which can be either larger or smaller than the old pattern, based on the
list of available moves. A specific characteristic of the move_forward(T, P) is that it
is not allowed to generate the same pattern P twice, and thus, each pattern created
by this method must be new. In case that the pattern that is returned is empty, the
FSM method is unable to find new patterns, and thus, the algorithm terminates. The
move_backward(P) method reduces the size of the pattern by 1 by removing the last
event in the pattern P, and moves to the previous FSM state. It should be noted that
the move_forward(T, P) function can call the move_backward(P) if no next moves
are found from the current pattern.

Finally, we utilize the maximal frequent patterns [7], which reduces the set of
frequent patterns by removing redundant information. This set of comprised of all the
frequent patterns P that do not have a super-pattern P

′
(P � P

′
) in FrequentPatterns.

The computational complexity of the proposed approach has to do with the tra-
versal of the FSM, and thus its size. Its size depends on the number of frequent
patterns of size one, or in other words the number of states in the FSM, denoted as
V , and the number of edges of the FSM, or in other words the number of frequent
patterns of size two, denoted as E. The algorithm checks for each starting state the
possible transitions on the FSM, leaving out regions of the FSM that do not represent
frequent patterns. In the worst case, the algorithm will check all the edges for each
starting state and not leave out any region of the FSM. In the worst case, the number
of iterations of the algorithm is V ∗ E. On average, the algorithm will check only
half of the edges for each state, i.e. the average number of iterations of the algorithm
is 1/2 ∗ V ∗ E. In the best case, were the dataset is comprised only of patterns of
size 1, the algorithm will only check each vertex once. Thus, in the best case, the
average number of iterations of the algorithm is V . This means that the complexity
of the algorithm is O(V ∗ E), with best case complexity O(V ).
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Data: The list of sequences Sall = {S1, S2, ..., SN }, the set of events E, the threshold, and the
thresholdFSM

Result: The set of frequent sequences FrequentPatterns
Main FSMfem(Sall,E, threshold)

T ← createFSM(Sall,E, thresholdFSM)

FrequentPatterns ← ∅
P ← ∅
P ← move_forward(T,P)
while P �= ∅ do

if supp(Sall,P)≥ threshold then
FrequentPatterns ← FrequentPatterns

⋃
P

else
P ← move_backward(P)

end
P ← move_forward(T,P)

end
return FrequentPatterns

Algorithm 3: FSM-FEM algorithm for the calculation of the frequent event
patterns.

Algorithm 3 presents the proposed FSM-FEM algorithm for the calculation of
the frequent event patterns. The candidate patterns are generated from the FSM,
and are checked based on their Support value. The algorithm results in the set of
Frequent-Patterns.

6 Identification of Frequent Patterns in DNA Sequences

This section applies the proposed FSM-FEM method on multiple DNA sequences,
in order to identify frequent patterns of amino-acid sequences.

The utilized dataset represents real DNA sequences from patients with CLL [2],
and it is a proprietary dataset. The data represent amino-acid sequences from Com-
plementarity Determining Regions 3 (CDR3) of B-cell lymphocytes. These data
were collected from 1182 patients, and thus, there are in total 1182 sequences. The
sequences vary in length, from 11 to 30 amino-acids. There are in total 20 different
amino-acids. In this dataset, it is important to identify frequent patterns in specific
positions, and thus each amino-acid is representing not only by its identifier (i.e. a
specific letter of the alphabet), but also by its position in the sequence (e.g. first,
second etc.). Each sequence in the dataset corresponds to one patient.

The results of the application of the FSM-FEM method on the DNA sequence
dataset are presented in Table1. This table shows a subset of the most frequent pat-
terns, while a total of around 7000 frequent patterns where discovered. The Support
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Table 1 The most frequent patterns identified by applying the proposed FSM-FEM approach on
the DNA sequence dataset using Support threshold equal to 10% of the total sequences

# Frequent pattern Support Support threshold Percentage of
appearances (%)

1 〈C − 0,A −
1,R − 2,Y − 12〉

119 118 10.06

2 〈C − 0,A −
1,R − 2,Y − 14〉

169 118 14.29

3 〈R − 2,G − 3〉 209 118 17.68

4 〈R − 2,G − 5〉 128 118 10.82

The first letter of each event is the amino acid, and the second is the corresponding position in the
sequences

utilized for this calculation is the appearances Support, while the FSM-FEM was
applied with Support threshold equal to 10% of the total sequences. The identified
patterns are indeed characteristic of patientswithCLL. Patterns 1 through 3 in Table1
represent a specific subset of patients with high similarity both in their sequences but
also to their clinical image (i.e. subset 4 according to [2]), while patterns 4 through
6 another subset of patients with many similarities (i.e. subset 6 according to [2]).
It should also be noted that the patterns 1 through 3 are “subset 4-specific” and
“CLL-specific” [2]. Thus, the proposed FSM-FEM method was able to efficiently
identify the patterns that exist in the different CLL subgroups. Around 15% of the
total dataset was utilized for the creation of the FSM.

Figure1 presents the comparison of the prefixspan [12] and the FSM-FEM with
respect to their running times, based different the Support thresholds. The DNA
dataset is partitioned in two datasets, one comprised of 591 sequences, and a second
comprised of all the 1182 sequences. As shown in both cases the FSM-FEM is faster,
but for large Support thresholds the difference is not so large. The reason for this
is that the number of patterns with high frequency is relatively small, and thus, for
small sequences the prefixspan and the FSM-FEM have comparable running times.
The difference, however, increases for frequent patterns with appearances Support
larger than 1%.

Fig. 1 The running time of the prefixspan [12] and the FSM-FEM based on different Support
thresholds. a Utilization of 1182 sequences. b Utilization of 591 sequences
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Table 2 The most frequent patterns identified by applying the proposed FSM-FEM approach on
the NBC website visits sequence dataset using Support threshold equal to 1%

# Frequent pattern Support Support
threshold

Percentage of
appearances (%)

1 〈frontpage, frontpage, frontpage〉 108,876 9898 10.99

2 〈bbs, bbs〉 72,063 9898 7.28

3 〈misc,misc〉 58,746 9898 5.93

4 〈health, health, health〉 22,980 9898 2.32

7 Identification of Frequent Patterns of Visits
on the NBC Website

The data comes from Internet Information Server (IIS) logs for msnbc.com and
news-related portions of msn.com for the entire day of September, 28, 1999 (Pacific
Standard Time).1 This dataset is freely available from the UCI machine learning
repository [13]. Each sequence in the dataset corresponds to page views of a user
during that 24h period. Each event in the sequence corresponds to a user’s request
for a page. Requests are not recorded at the finest level of detail, i.e. at the level
of URL, but rather, they are recorded at the level of page category (as determined
by a site administrator). Any page requests served via a caching mechanism were
not recorded in the server logs and, hence, not present in the data. This dataset is
comprised of 989,818 users, with an average number of visits per user equal to 5.7.
The results of the application of the FSM-FEM method on the NBC website visits
sequence dataset are presented in Table2. This table shows a subset of the most
frequent patterns, while a total of around 1600 frequent patterns where discovered.
For the calculation of these results, a Support threshold equal to 1%was used, while
for the calculation of the support, the appearances Support was utilized. As shown in
this table, the vast majority of the users visit the “frontpage” first, and navigate in it
(pattern 1 in Table2), until they decide what to see next. The most visited webpages
are by far the “bbs” and the “on-air” (patterns 2 and 3), while next in popularity
comes “misc”, “local”, and “health” (patterns 4, 5, and 6). Around 15% of the total
dataset was utilized for the creation of the FSM.

Figure2 presents the comparison of the prefixspan [12] and the FSM-FEM with
respect to their running times, baseddifferent theSupport thresholds.Twodatasets are
extracted from the initial NBC dataset, one comprised of all the 989,818 sequences,
and one comprised of 494,909 sequences. For a large threshold, the number of pat-
terns identified is very small (around 10 patterns) and thus, the running times of the
two algorithms are similar. As the threshold is getting smaller, and the number of
patterns increases, the difference in the running times between the prefixspan and
the FSM-FEM is getting larger.

1This data is available thanks to msnbc.com.
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Fig. 2 The running time of the prefixspan [12] and the FSM-FEM based on different Support
thresholds. a Utilization of 989,818 sequences. b Utilization of 494,909 sequences

Fig. 3 Comparison of the percentage of total frequent patterns identified by FSM-FEM and pre-
fixspan, for different support thresholds and the different datasets. Both methods are able to identify
100% of the patterns in each case

Table 3 Frequent patterns and example sequences that have these patterns, for both the NBC and
DNA datasets

# Frequent pattern Example sequence Dataset

1 〈frontpage, frontpage,
frontpage〉

〈frontpage, bbs, frontpage, bbs,
frontpage, frontpage, frontpage,
frontpage, frontpage〉

NBC
visits

2 〈health, health, health〉 〈health,health, tech,health, frontpage,
health, local, local, health〉

NBC
visits

3 〈C −0,A−1,R−2,Y −14〉 〈CAEAV V PAAMV PNYYYYYMDV W 〉 DNA

4 〈R − 2,G − 3〉 〈CARGLLT RREGV YMDIW 〉 DNA

Figure3 shows a comparison with respect to the total frequent patterns identi-
fied by FSM-FEM and prefixspan, for different support thresholds and the different
datasets. It is apparent from this figure that both methods are able to efficiently iden-
tify 100% of the patterns in each case. It should be noted that since the prefixspan is
a method that identifies the complete set of frequent patterns, this figure also illus-
trates a comparison between the patterns identified by FSM-FEM and the ground
truth. Table3 shows a small set of frequent patterns and example sequences that have
these patterns, for both the NBC and DNA datasets. The patterns identified in the
sequences are highlighted in bold.

8 Conclusions

This paper presented a fast FEMmethod for the identification of frequent patterns in
multiple sequences. The proposed approach is based on FSM methods, which guide
the search of the frequent patterns. This fact reduces significantly the search space
of the algorithm, and increases its running speed, while maintaining its accuracy.
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Experimental demonstration of the proposed approach on real datasets revealed
its capabilities in detecting frequent in a efficient and scalable manner. The proposed
FSM-FEMmethod was compared with the traditional FEMmethods, and was found
to be superior with respect to its running time, while still being able to identify the
most frequent patterns. Specifically, the FSM-FEMmethod runsmore than 2–5 times
faster than othermethods depending on the dataset, a fact that renders it more suitable
for mining frequent patterns in large datasets.
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Hybrid Heuristic Algorithms
for the Multiobjective Load Balancing
of 2D Bin Packing Problems

Muhammed Beyaz, Tansel Dokeroglu and Ahmet Cosar

Abstract 2D Bin packing problem (2DBPP) is an NP-hard combinatorial opti-
mization problem.Multiobjective versions of this well-known industrial engineering
problem can occur frequently in real world application. Recently, Hybrid Evolution-
ary Algorithms have appear as a new area of research with their ability to combine
alternative heuristics and local search mechanisms together for higher quality solu-
tions. In this study, we propose a set of novel multiobjective hybrid genetic and
memetic algorithms that make use of the state-of-the-art metaheuristics and local
search techniques for minimizing the number of bins while also maintaining the load
balance. We analyze the optimization time and the resulting solution quality of the
proposed algorithms on an offline 2DBPPbenchmark problem setwith 500 instances.
Using these results of exhaustive experiments, we conclude that the proposed hybrid
algorithms are robust with their ability to obtain a high percentage of the optimal
solutions.

1 Introduction

The two-dimensional Bin Packing Problem (2DBPP) consists of planning a set of
rectangular items into a fixedwidth and height 2Dbins orthogonally,without overlap-
ping, while minimizing the number of bins [1–5]. The 2DBPP is an intractable opti-
mization problem and widely faced during the industrial manufacturing processes.
Proposed algorithms find a pareto-optimal solution for both the minimal number of
bins with the most efficiently load-balanced placing of the rectangular items. rotating
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objects (Orientation: whether the objects can be rotated or not is a key aspect of the
2DBPP) in packing creates better results but objects may not be rotatable in every
problem definition. The textile industry can change the orientation of single color
shirts by rotating the shirts while the process is in cutting phase, because there is
no difference between rotation or not. However, the orientation of fragile items is
important in shipping. If an item can be rotated then it is called as non-oriented or
orientation-free. If an object of problem cannot be rotated it is called as oriented
or orientation-fix. Online and offline are two categories of 2DBPP according to the
availability of information about all items. Online bin packing (OnBP) means that
objects arrive one by one and there is no way to know the complete input sequence,
so it must be inserted into a bin immediately without waiting other items. Load bal-
ancing of 2DBPP, is the stabilization of total moments of rectangle items on the left
of Centre of Gravity (CG) of bins with total moments of rectangles on the right of
CG of bins. Euclidean Center of bin is considered as CG of a bin.

In the proposed algorithms, we use solution methods inspired from Evolution-
ary Algorithms (EA). Reproduction, mutation, recombination and selection are key
mechanisms of EA that are used for solving NP-Hard optimization problems. BPP,
Travelling Salesman and Quadratic Assignment Problem [2, 6] are well-known chal-
lenging NP-Hard problems modelled and solved successfully with EAs. Genetic
Algorithm (GA) and Memetic Algorithm (MA) are the most efficient approaches
of EAs. GA mimics the natural evolution process and has the ability to find (near-)
optimal solutions in a large search space. Survival of the fittest individual is a rule
allowing the best solution in each iteration to converge to a (near-) optimal solution
in practical times. In GA, parents mate and produce offsprings and the best individ-
uals are selected to survive to the next generation. MA is another growing area of
EA. The fittest of individuals is selected as the solution of optimization problem. It
mimics natural evolution process but it may differ fromGA by performing individual
learning which is also known as meme(s).

We propose two different Multiheuristic Multiobjective GA (MH-MOGA) that
optimize both the minimal number and the load-balancing of the bins. The first pro-
posed multiobjective algorithm, MHO-MOGA, uses heuristics: FNF, FFF, BFDH,
UTS and LGFof to solve oriented multi objective 2D offline BPPs. The second pro-
posed multiobjective algorithm, MHNO-MOGA, uses heuristics: FNF, FFF, BFDH,
UTS, LGFof and LGFi and tries to find a pareto-optimal solution (minimal number
of bins and most effective load-balancing of items) for non-oriented multiobjective
2D offline BPPs.

2 Formulation of the Load-Balancing Problem

Multiobjective 2DBPP with load balancing [7–9] tries to minimize Eq.1

(C/2 + L B/2) (1)
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where

C =
n∑

j=1

c j (2)

L B =
C∑

j=1

∣∣∣∣∣

B∑

i=1

pi j di mi j

√
(xi j + (wi j/2) − xCG)2 + (yi j + (hi j/2) − yCG)2

∣∣∣∣∣
(3)

which is subject to

xi + (wiw
x
i ) + (hi h

x
i ) ≤ xk + (1 − leik), ∀i, k, i < k (4)

xk + (wkw
x
k ) + (hkhx

k ) ≤ xi + (1 − riik), ∀i, k, i < k (5)
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x
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x
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x
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k ) ≤ yi + (1 − abik), ∀i, k, i < k (7)

leik + riik + unik + abik ≤ pi j + pkj − 1, ∀i, k, i < k (8)
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j=1

pi j = 1, ∀i (9)

B∑

i=1

pi j ≤ Mc j , ∀ j (10)

xi + (wiw
x
i ) + (hi h

x
i ) ≤ W j + (1 − pi j )M, ∀i, j (11)

yi + (wiw
y
i ) + (hi h

y
i ) ≤ Hj + (1 − pi j )M, ∀i, j (12)

wx
i , w

y
i , hx

i , hy
i , leik, riik, abik, unik, pi j , c j ∈ 0, 1, ∀i, k, i < k (13)

xi , yi ≥ 0, ∀i (14)

mi j ∈ −1, 1, ∀i (15)

xCG ≥ (W/2) (16)

yCG ≥ (H/2) (17)

B total number of rectangles
C total number of bins
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LB the total sum of load balancing
wi , hi width and height of rectangle i

di weight of rectangle i
W j , Hj width and height of bin j

xi , yi left-bottom corner of rectangle i as coordinate
xCG x coordinate of center of gravity of bin which is equal to (W /2)
xCG y coordinate of center of gravity of bin which is equal to (H/2)

wx
i , w

y
i width of rectangle i is parallel to X and Y axis

hx
i , hy

i height of rectangle i is parallel to X and Y axis
leik rectangle i is placed on the left side of rectangle k
riik rectangle i is placed on the right side of rectangle k
abik rectangle i is placed above rectangle k
unik rectangle i is placed under rectangle k

pi j pi j = 1 if rectangle i is placed in bin j otherwise pi j = 0
mi j mi j = 1 if (xi j + (wi j/2) − xCG) ≥ 0 otherwise mi j = −1

c j c j = 1 if bin j is used otherwise c j = 0
M an arbitrarily large number used in Bin-M constraints

3 Proposed Algorithms

The chromosome is an array of values representing a possible solution to a 2DBPP.
There are two parts in the chromosome. Rectangle items and a heuristics part that
keeps the heuristics. Permutation encoding which is a form of keeping width-height
of rectangular items and processing sequence between rectangles is used to keep the
identification of rectangles. Gene (rectangle item) packing is done in two different
ways. If Heu1 is equal to Heu2, then all genes are packed as a whole by using Heu1
and the result of Heu1 shows the number of required bins for solution. If Heu1 is
different than Heu2, then Heu1 packs the first half of the genes and Heu2 packs the
second half of the genes. The sum of required bins of Heu1 and Heu2 shows the
number of required bins for solution. Elitist selection that gives higher chance to
better chromosomes in the population is used in the proposed algorithms.

Single point crossover is used in our algorithms. Three different mutation oper-
ators are used in the algorithms in accordance with the orientation possibility of
the items. The proposed mutation operators work on the rectangular items part of a
chromosome. Swap mutation, rotation mutation (for non-oriented items), and swap-
rotation mutation are the mutation operators.

The proposed MA mimics the natural evolution process. Our algorithms consider
loadbalancingwith center of gravity to eachbin. In order to calculate center of gravity,
each bin’s center point is selected as Center of Gravity (CG).When a rectangle box is
inserted, the Euclidean distance of its center to bins CG is calculated and multiplied
by the weight of rectangle. This calculated value is CG of a rectangle. If sign of x
coordinate of rectangle is minus then CG of rectangle is subtracted from total CG
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of Bin. If sign of x coordinate of rectangle is plus then CG of rectangle is added to
total CG of Bin. When all rectangles are inserted to bins, absolute values of total
CG of bins are added. This calculated value is called as CG of a chromosome. The
load balance of a bin is explained in Eq.18 and load balance of a chromosome is
explained in Eq.19.

L BBin =
#Rect∑

j=1

di j mi j

√
(xi j + (wi j/2) − xCG )2 + (yi j + (hi j/2) − yCG)2 (18)

L BChromosome =
#Bin∑

i=1

∣∣∣∣∣∣

#Rect∑

j=1

d j mi j

√
(xi j + (wi j/2) − xCG )2 + (yi j + (yi j/2) − yCG)2

∣∣∣∣∣∣
(19)

Multiheuristic Oriented Multiobjective GA (MHO-MOGA) is proposed to solve
orientedmultiobjective offline 2DBPP.FNF,FFF,BFDH,LGFof andUTSare applied
as heuristics on the base of a GA. Swap mutation operation is used to keep orienta-
tion of items. Multiheuristic Non-Oriented Multiobjective GA (MHNO-MOGA) is
developed for optimization of non-oriented items. Each individual uses one or two
of the heuristics: FNF, FFF, BFDH, UTS, LGFof and LFGi to pack rectangles into
bins. At the beginning of GA, each individual picks one of the heuristics. At the next
phase, an individual can have two different heuristics. Each heuristic is applied to the
corresponding part of rectangle list. Rotation mutation and swap-rotation mutation
are used to change orientation of rectangles. Best result of GA becomes the solution
of the problem.

4 Experimental Setup and Results

Two well known offline 2DBPP instance sets are used for the experiments (Berkey-
Wang and Martello-Vigo) [10, 11]. Experimental setup consists of UTS, LFGi and
GA whose heuristics are FNF, FFF, BFDH and LGFof. First, we apply GA to the
problem and later the best result’s rectangle list is given as input to UTS and LGFi.
The parameter setting for the population size and the number of generations are
decided to be 60 and 40 respectively. These parameter settings are used in all of
the proposed algorithms throughout the experiments. The general results of MHNO-
MOGA experiments are listed in Tables1 and 2. We compared our results with LGFi
algorithm.

In order to analyze runtime and efficiency of the algorithms, we randomly picked
five different item size (20, 40, 60, 80, 100) 2DBPP.Each test is run for five times.Best
values of FNF, FFF, BFDH, LGFof and LGFi are used as results. For the proposed
algorithms and UTS, we used the average values of the experiments. Comparisons
of algorithms according to 500 instance test setup are also explained in detail. The
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Table 1 Result of MHNO-MOGA Ro for Berkey-Wang instances

Class Num of rect LGFi b LGFi cg Pr. algo b Pr. algo cg

1 20 67 230.9 68 67.5

40 131 392.6 131 218.7

60 199 620.5 197 359.6

80 271 877.5 270 584.6

100 317 1123.7 320 676.6

Av. 197 649 197.2 381.4

2 20 10 256.8 10 1.7

40 20 530.6 20 6.4

60 25 993.6 25 160.7

80 32 1107.9 31 134.1

100 39 1078.7 39 195.7

Av. 25.2 793.5 25 99.7

3 20 50 918.7 49 241.3

40 97 1706.4 95 643.1

60 139 2785.7 139 1073

80 189 3805.2 192 1709

100 227 4422.1 229 2211.8

Av. 140.4 2727.6 140.8 1175.6

4 20 10 1794.8 10 0.8

40 19 3940.2 19 8

60 26 4109.7 25 174.8

80 33 5558.4 33 162.9

100 39 7418.4 40 360.7

Av. 25.4 4564.3 25.4 141.4

5 20 62 2097.4 60 555.3

40 117 5039.1 117 2167.1

60 180 7031 177 3292

80 246 9068.5 242 4477

100 290 11640 286 5573.6

Av. 179 6975.2 176.4 3213

6 20 10 4788.4 10 8

40 19 13578.4 19 14.6

60 23 15069.6 22 202.6

80 30 20176 30 999.9

100 35 25989.9 34 1995.2

Av. 23.4 15920.5 23 644.1

runtime analysis of FNF, FFF, BFDH, UTS, LGFof and MHO-MOGA for oriented
multiobjective random picked tests are shown in Table3. MHO-MOGA is reported
to be the most time consuming algorithm.
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Table 2 Result of MHNO-MOGA Ro for Martello-Vigo instances

Class Num of rect LGFi b LGFi cg Pr. algo b Pr. algo cg

7 20 55 1648.6 53 1145.2

40 109 3717.4 107 2968.7

60 161 6041 155 3869.6

80 223 6989.4 221 6229.4

100 271 9330.1 264 7259.2

Av. 163.8 5545.3 160 4294.4

8 20 56 1858.4 55 873.5

40 111 3877.2 107 2052.2

60 163 5440.7 155 3055.2

80 221 7640.6 214 4818.7

100 269 8981.9 264 6412.7

Av. 164 5559.8 159 3442.5

9 20 143 3012.3 143 2060.1

40 275 6081.2 275 4432.6

60 435 10005.9 435 7661.3

80 573 13963.7 573 9919.7

100 693 16765.3 693 12324

Av. 423.8 9965.7 423.8 7279.5

10 20 41 3800.9 43 396.2

40 75 6710.7 75 732.4

60 104 9447.3 105 1885.1

80 133 12136.1 134 2937.9

100 163 15835.2 165 4615.5

Av. 103.2 9586 104.4 2113.4

Table 3 Runtime of algorithms for oriented multiobjective problems in msec

Rect FNF FFF BFDH UTS LGFof MHO-
MOGA

20 4.1 4.6 4.7 81.7 64.0 17515

40 4.7 4.8 5.0 317.8 29.9 88024

60 5.3 6.4 7.8 27761.4 1529.8 3034228

80 7.6 8.4 9.2 3050.4 334.6 4664450

100 10.6 12.4 17.4 3746.9 291.1 677750

Av. 6.5 7.3 8.8 6991.6 449.9 1696393.4

The general results of second experiment are listed in Tables4 and 5.We compared
our results with LGFi algorithm.

Result (bin/cg) analysis of FNF, FFF, BFDH, UTS, LGFof and MHO-MOGA for
oriented multiobjective random picked tests are shown in Table6.
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Table 4 Result of MHNO-MOGA SwRo for Berkey-Wang instances

Class Num of rect LGFi b LGFi cg Pr. algo b Pr. algo cg

1 20 67 230.9 66 76.9

40 131 392.6 125 202.8

60 199 620.5 200 359.2

80 271 877.5 264 630.7

100 317 1123.7 320 711.7

Av. 197 649 195 396.3

2 20 10 256.8 10 1

40 20 530.6 20 8.7

60 25 993.6 25 133

80 32 1107.9 31 131.8

100 39 1078.7 39 245.5

Av. 25.2 793.5 25 104

3 20 50 918.7 49 260.3

40 97 1706.4 97 581.1

60 139 2785.7 141 1165.3

80 189 3805.2 190 1775.7

100 227 4422.1 228 2335.5

Av. 140.4 2727.6 141 1223.6

4 20 10 1794.8 10 0.5

40 19 3940.2 19 22.6

60 26 4109.7 25 97.1

80 33 5558.4 33 346.4

100 39 7418.4 39 633.6

Av. 25.4 4564.3 25.2 220

5 20 62 2097.4 60 719.4

40 117 5039.1 116 2027

60 180 7031 177 3444.2

80 246 9068.5 245 5043.8

100 290 11640 286 5154.2

Av. 179 6975.2 176.8 3277.7

6 20 10 4788.4 10 4.9

40 19 13578.4 19 51.3

60 23 15069.6 22 112.3

80 30 20176 30 502

100 35 25989.9 34 1356.8

Av. 23.4 15920.5 23 405.5
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Table 5 Result of MHNO-MOGA SwRo for Martello-Vigo instances

Class Num of rect LGFi b LGFi cg Pr. algo b Pr. algo cg

7 20 55 1648.6 53 1015.6

40 109 3717.4 108 2612.5

60 161 6041 156 3880.6

80 223 6989.4 220 6126.4

100 271 9330.1 267 6899.4

Av. 163.8 5545.3 160.8 4106.9

8 20 56 1858.4 53 785.3

40 111 3877.2 107 2170.4

60 163 5440.7 155 3044

80 221 7640.6 214 4521.9

100 269 8981.9 265 6237.6

Av. 164 5559.8 158.8 3351.8

9 20 143 3012.3 143 1885.9

40 275 6081.2 275 4241.6

60 435 10005.9 435 6762.7

80 573 13963.7 573 9355.1

100 693 16765.3 693 11598.4

Av. 423.8 9965.7 423.8 6768.7

10 20 41 3800.9 42 263.2

40 75 6710.7 75 971

60 104 9447.3 102 2616.8

80 133 12136.1 133 3837.2

100 163 15835.2 166 4662.4

Av. 103.2 9586 103.6 2470.1

Results (bin/cg) of FNF, FFF, BFDH,UTS, LGFof andMHO-MOGA for oriented
single objective 500 problem set are shown in Table7.

Superiority of MHO-MOGA to FNF, FFF, BFDH, UTS and LGFof for oriented
multiobjective 500 problem set are shown in Table8.

Runtime analysis of FNF, FFF, BFDH, UTS, LGFof, LGFi and MHNO-MOGA
for non-oriented multiobjective random picked tests are shown in Table9. MHNO-
MOGA is reported to be the most time consuming algorithm.

Result (bin/cg) analysis of FNF, FFF, BFDH, UTS, LGFof, LGFi and MHNO-
MOGA for non-oriented multiobjective random picked tests are shown in Table10.

Results (bin/cg) of FNF, FFF, BFDH, UTS, LGFof, LGFi and MHNO-MOGA
(r) for non-oriented multiobjective 500 problem set (according to continuous lower
bound) are shown in Table11.

Superiority of MHO-MOGA (r) versus FNF, FFF, BFDH, UTS, LGFof and LGFi
for non-oriented multiobjective 500 problem set are shown in Table12.
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Table 6 Results (bin/cg) of algorithms for oriented multiobjective problems

Rect FNF FFF BFDH UTS LGFof MHO-
MOGA

20 11 9 9 9 9 9

310.4 167.3 151.3 491.1 301.4 116.6

40 17 13 13 13 12 12

62.4 59.8 50 64.5 33.2 19.6

60 53 47 47 47 47 46

1207.5 1024.7 1008.5 1103.9 1021.1 813.7

80 30 24 23 24 24 24

1704.5 1850.1 1440.7 900.9 1728.7 421

100 44 31 31 30 30 29

1623.9 1391.2 1098.2 1088.9 1331.2 769.9

Av. 31 24.8 24.6 24.6 24.6 24

981.5 898.6 749.7 729.9 883.1 428.2

Table 7 Results (bin/cg) of heuristics and MHO-MOGA for oriented multiobjective 500 problem
set

Total FNF FFF BFDH UTS LGFof Pr. alg.

Bin 9489 7591 7514 7521 7430 7389

CG 340,954 333,247 319,187 297,483 347,076 126,581

Table 8 MHO-MOGA versus heuristics for oriented multiobjective 500 problem set

FNF FFF BFDH UTS LGFof

MHO-MOGA
(%)

100 100 100 100 97.2

Table 9 Runtime of algorithms for non-oriented multiobjective problems in msec

Rect FNF FFF BFDH UTS LGFof LGFi MHNO-
MOGA

20 4.1 4.6 4.7 81.7 64.0 65.0 87,615

40 4.7 4.8 5.0 317.8 29.9 30.1 39,027

60 5.3 6.4 7.8 27761.4 1529.8 2416.4 1545,971

80 7.6 8.4 9.2 3050.4 334.6 257.4 645,442

100 10.6 12.4 17.4 3746.9 291.1 324.3 257,878

Av. 6.5 7.3 8.8 6991.6 449.9 618.6 515186.6
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Table 10 Results (bin/cg) of algorithms for non-oriented multiobjective problems

Rect FNF FFF BFDH UTS LGFof LGFi MHNO-
MOGA

20 11 9 9 9 9 8 8

310.4 167.3 151.3 491.1 301.4 150.9 60

40 17 13 13 13 12 12 12

62.4 59.8 50 64.5 33.2 51.9 15

60 53 47 47 47 47 46 46

1207.5 1024.7 1008.5 1103.9 1021.1 901.4 700.2

80 30 24 23 24 24 22 21

1704.5 1850.1 1440.7 900.9 1728.7 887.4 821.3

100 44 31 31 30 30 29 28

1623.9 1391.2 1098.2 1088.9 1331.2 1131.2 575

Av. 31 24.8 24.6 24.6 24.6 23.4 23

981.5 898.6 749.7 729.9 883.1 624.6 434.3

Table 11 Results (bin/cg) of heuristics and MHNO-MOGA (r) for non-oriented multiobjective
500 problem set

Total FNF FFF BFDH UTS LGFof LGFi Pr. Alg.

Bin 9489 7591 7514 7521 7430 7226 7175

CG 340,954 333,247 319,187 297,483 347,076 311,434 113,925

Table 12 MHO-MOGA(r) versus heuristics for non-oriented multiobjective 500 problem set

FNF FFF BFDH UTS LGFof LGFi

MHNO-
MOGA(r)
(%)

100 100 100 100 100 95

Table 13 Results (bin/cg) of heuristics and MHNO-MOGA(sr) for non-oriented multiobjective
500 problem set

Total FNF FFF BFDH UTS LGFof LGFi Pr. Alg.

Bin 9489 7591 7514 7521 7430 7226 7165

CG 340,954 333,247 319,187 297,483 347,076 311,434 111,623

Results (bin/cg) of FNF, FFF, BFDH, UTS, LGFof, LGFi and MHNO-MOGA
(sr) for non-oriented multiobjective 500 problem set (according to continuous lower
bound) are shown in Tables11 and 13.

Superiority of MHNO-MOGA (sr) versus FNF, FFF, BFDH, UTS, LGFof and
LGFi for non-oriented multiobjective 500 problem set are shown in Table14.
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Table 14 MHO-MOGA (sr) versus heuristics for non-oriented multiobjective 500 problem set

FNF FFF BFDH UTS LGFof LGFi

MHNO-
MOGA(sr)
(%)

100 100 100 100 100 96

5 Conclusions and Future Work

In this study, two novel robust algorithms for the multiobjective optimization of
offline 2DBPP are proposed. Our experimental results show that while the well
known heuristics sometimes produce better results forminimizing the number of bins
in 2DBPP they are not efficient for solving themultiobjective load balancing problem
of 2Dbinswhile alsominimizing bins.MHO-MOGAandMHNO-MOGAgive better
results not only for minimum number of bins but also for the load balancing of 2D
bins. MHNO-MOGA makes use of rotation and swap-rotation mutation operators.
MHNO-MOGAwith rotation mutation outperforms LGFi heuristic for 95.0% of the
problems. MHNO-MOGA with swap-rotation mutation outperforms LGFi heuristic
for 96.0% of the problems and 97.2% of the benchmark problems for the LGFof
heuristic.
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Smoothing the Input Process
in a Batch Queue

F. Ait Salaht, H. Castel Taleb, J.M. Fourneau, T. Mautor and N. Pekergin

Abstract We state some stochastic comparison results for the loss probabilities and
the time to live in a tandem network with two queues. We consider such a network
under batch arrivals and constant service time. We show that making the service
capacity of the first queue finite will improve the performance. More precisely, we
derive stochastic bounds for the accumulated number of losses without any assump-
tions on the input traffic.

1 Introduction

We are interested in tandem networks with finite buffers and fixed capacity of service
receiving batches of customer. For such systems, it is generally assumed that reducing
the variability of the batch of arrivals while conserving the average will decrease the
losses in the network. Here we prove such a result in a strong way using stochastic
comparison and sample-paths for the queues. We refer to [7] for theoretical issues
of the stochastic comparison method. The system we address is depicted in Fig. 1.

More precisely, we add an input buffer at the entrance (i.e. before the queue)
and we study how this extra buffer smoothens the input process and helps to reduce
the losses in the network (see Fig. 2). Such an extra queue at the entrance has strong
similarities with a leaky bucket. Themodel is in discrete time. The service capacity is
S2 packets per slot. H(t)will denote the arrivals during time t . This extra queue adds
at least a delay of one time slot. For the sake of readability we prefer studying the two
following systems: the first one (i.e. model 1 in the following), which contains an
input queue with a infinite buffer and a finite service capacity S1 and the second one
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Fig. 1 A batch queue
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Fig. 2 Description of the network. Note that the cloud icon represents the batchmoving from queue
1 to queue 2, it is not an extra buffer

(i.e. model 2) with the same topology but where the service capacity S1 is infinite.
Note that this only requires that S1 ≥ max(H(t)) for all t . Note that in model 2 the
batches of arrivals are never modified by the queue. The arrivals are just delayed by
one time slot. Thus model 2 is equivalent to the isolated queue we have represented
in Fig. 1.

We assume that S1 > E(H(t)) for all t . Such an extra queue does not change the
expectation of the size of batches entering queue 2 but, under some simple conditions,
it makes this process less variable. We also assume that S1 > S2 because this is the
only configuration where we can lose customers at the entrance of queue 2. Note
that as the proof is based on the sample-paths comparisons and structural properties
of the queues (Work Conserving, Tail Drop), we do not assume any property for the
sequence of arrivals. We only require that the sequence does not depend on the state
of the system.

Note that even if the result seems rather intuitive, the proof is rather complex
and, to the best of our knowledge, is original for batch queues. Such a result is
already known for point arrival processes [2]. Smoothing the input process is also
the aim for leaky bucket mechanism, which has been extensively studied for ATM
networks (see for instance [3]). Note that our result is established for a very general
assumptions about the arrivals. This result is the first step to provide stochastic bounds
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for tandemqueueing networkswith batches of customers and generalize the approach
introduced in [1] for a single queue with batch arrivals and constant service. The aim
is to improve the accuracy of the approximate analysis given in [6]. The paper is
organized as follows. Section2 is devoted to a presentation of the two models. In
Sect. 3, we present the proof to compare the sample-paths.

2 Models

First, we have to be more precise about the synchronizations between the queues
and the buffers as the models are in discrete time. We assume that the customers
leaving the first queue at time t enter the intermediate buffer at time t +1. In a queue,
the arrivals take place before the departures. Let us now introduce some notation.
Let t be an arbitrary discrete time instant and let H(0) . . . H(t − 1) be an arbitrary
sequence of arrivals between 0 and t − 1. For all time t and sequence H we define
for the model with finite S1:

• XH (t) is the number of customers in the extra queue (i.e. queue 1),
• KF

H (t) is the size of the batch between queue 1 and queue 2,
• NF

H (t) is the size of queue 2,
• SPH

F (t) is the number of losses in queue 2 from 0 to t ,
• SSH

F (t) is the number of customers which exits station 2 from 0 to t .

Similarly, KI
H (t), NI

H (t), SPH
I (t) and SSH

I (t) will represent the same quantities
when the first queue has an infinite service capacity S1. Both dynamics can be
described by simple equations. The assumptions about the arrivals before the depar-
ture can be observed in the equation for NF

H (t + 1). As usual x+ = max(x, 0).

Finite service capacity input queue:

XH (t + 1) = (XH (t) + H(t) − S1)+,
KF

H (t + 1) = min(S1,XH (t) + H(t)),
NF

H (t + 1) = min(B2, (NF
H (t) + KF

H (t) − S2)+,
SPH

F (t + 1) = SPH
F (t) + (NF

H (t) + KF
H (t) − S2 − B2)+,

SSH
F (t + 1) = SSH

F (t) + min(S2,NF
H (t) + KF

H (t)).

If S1 is infinite the first queue is always empty at the end of the time slot but it
requires one time slot to cross queue 1. Thus, we have: KI

H (t + 1) = H(t).

Infinite service capacity input queue:

KI
H (t + 1) = H(t),

NI
H (t + 1) = min(B2, (NI

H (t) + KI
H (t) − S2)+,

SPH
I (t + 1) = SPH

I (t) + (NI
H (t) + KI

H (t) − S2 − B2)+,
SSH

I (t + 1) = SSH
I (t) + min(S2,NI

H (t) + KI
H (t)).
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Fig. 3 Two sample-paths for the cumulated number of losses. The system with finite value for S1
is in black while the system with infinite capacity input queue is drawn in red

We do not make any assumption about traffic H . We only need that both queues
receive the same traffic for each time period. Thus, the traffic is not dependent of the
state of the queue.

We also assume that all the queues and the buffers are empty at t = 0. Before
proceeding with the proof, we present in Fig. 3 a sample path for both systems
obtained by the simulation engine in the Xborne project [4].

Clearly, as one may expect, the accumulated number of losses since time 0 for
the input queue with a finite capacity server is always smaller than this number for
an input queue with an infinite capacity server. Thus, the input buffer with a finite
capacity server seems to make the input process easier to manage for the second
queue. We want to prove this sample-path property.

However the sample paths show that during a short amount of time, the numbers
of losses can be larger for the system with infinite capacity as it can be seen in Fig. 4
between time instants 655 and 660. The losses in the system with finite capacity
server are delayed because of the queue. Thus they may happen. The sample-paths
never cross but the difference between the numbers of losses in both systems is not
monotone. This is the intuition behind the use of sample-path arguments using the
accumulated number of losses since time 0.
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Fig. 4 Details of the previous sample-paths between time instants 645 and 665

3 Sample-Path Comparison

We begin with three technical lemmas.

Lemma 1 (Conservation Law) for all t , we have:

XH (t) + KF
H (t) + NF

H (t) + SPH
F (t) + SSH

F (t)

=
t−1∑

i=0

H(t)

= KI
H (t) + NI

H (t) + SPH
I (t) + SSH

I (t).

Proof In both models, for all time instant t the total numbers of customers which
enter the network are equal to

∑t−1
i=0 H(t). Furthermore the first quantity represents

the decomposition of this number of customers: some are still in the first queue,
or the buffer, or the second queue or they have been lost, or they have leaved the
network after being served at queue 2. Similarly, the last expression describes the
same decomposition for the second model. ��
Lemma 2 (Delay at queue 1) for all t , XH (t) + KF

H (t) ≥ KI
H (t).

Proof Clearly, as we have: XH (t)+KF
H (t) = H(t −1)+XH (t −1) and KI

H (t) =
H(t − 1). ��
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Lemma 3 Let H be an arbitrary sequence of arrivals, let t0 be an arbitrary instant
and let G be another sequence built as follows:

∀t �= t0, G(t) = H(t) and G(t0) = H(t0) + 1,

then SPH
F (t) ≤ SPG

F (t) ≤ SPH
F (t) + 1 for all t .

Proof By inspection of the values of t compared to t0

• t < t0.Before t0 the arrival sequences are equal and the initial states are also equal.
Therefore in bothmodels, the same customers are lost due to buffer overflow. Thus,
SPH

F (t) = SPG
F (t) for all t < t0.

• t = t0. The extra customer enters the queue.Without loss of generality, we assume
that it enters at the end of a batch and it joins the last occupied position in the queue.
It leaves the queue at time t1 > t0. From t0 to t1−1, the sample paths generated by
sequence H and G are the same. Furthermore, the inputs of queue 2 for sequences
H and G are also equal for this time period.

KF
G(t) = KF

H (t), ∀ t ∈ t0, . . . , t1 − 1.

Similarly,

NF
G(t) = NF

H (t) and SPH
F (t) = SPG

F (t), ∀ t ∈ t0, . . . , t1.

• After t1, the output sequence out of queue 1 associated with input sequence H is
composed of l batches of size S1 followed by a batch of size f < S1. l and f can
be 0. For input sequence G, the output sequence begins with the same l batches of
size S1 but the last batch has size f + 1 ≤ S1. As for both sequences, the sizes of
queue 2 are equal at time t1 and we observe the same sequence of inputs at queue
2 up to time t1 + l, we have the same number of losses: SPH

F (t) = SPG
F (t), ∀ t ∈

t1 + 1, . . . , t1 + l
• At time instant t1 + l + 1 we have one extra arrival at queue 2. We must consider
two cases according to the acceptance or the rejection by the queue.

– Rejection: we lose one customer more with sequence G than with sequence
H . But, after this loss, both queues NF

H et NF
G are equal and the following

sequences of inputs are also equal. Thus,

SPG
F (t) = SPH

F (t) + 1, ∀ t > t1 + l.

– Acceptation: thus we have: NF
G(t + l + 1) = NF

H (t + l + 1) + 1.
And the arrival sequence are equal in the future. We still have two cases to
consider according to the first event which occurs: loss or empty queue.
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If with sequence G, a loss occurs before queue 2 becomes empty, then NF
G

and NF
H will be equal in the remaining part of the sample-paths. Let t2 be

this time instant. We have:

SPG
F (t) = SPH

F (t), t1 < t ≤ t2−1, and SPG
F (t) = SPH

F (t)+1, ∀ t ≥ t2.

Otherwise, queue 2 becomes empty with input sequence G before the first
loss. Thus, it will also be empty for sequence H . Let t3 this time instant. As
there is not loss between t1 + l and t3 we have:

SPG
F (t) = SPH

F (t), t1 + 1 + l ≤ t ≤ t3.

As the arrivals will be the same since t0 + 1, we have for all t ≥ t3:

NF
G(t) = NF

H (t), et SPG
F (t) = SPH

F (t).

And the proof is complete. ��
Lemma 4 For for any sequence of arrivals H between 0 and T − 1, if SPH

I (t) = 0,
then SPH

F (t) = 0 for all t , 0 ≤ t ≤ T .

Proof By induction on t , we state that for all time instant t before the first loss in
model with queue 1, we have:

SPH
I (t) = SPH

F (t) = 0, (1)

SSH
I (t) = SSH

F (t), (2)

XH (t) + KF
H (t) + NF

H (t) = KI
H (t) + NI

H (t). (3)

Note that Eq.3 is a simple consequence of Eqs. 1 and 2 and Lemma 1. Furthermore
if Eq.3 holds, we have, due to Lemma 2, NF

H (t) ≤ NI
H (t) for all time instant t

smaller than the instant with the first loss in the second model.
Clearly, Eqs. 1–3 holds for t = 0. Suppose now they also holds at an arbitrary

time t < T . According to 3, and as XH (t) ≥ 0, we get:

KF
H (t) + NF

H (t) ≤ KI
H (t) + NI

H (t). (4)

Subtracting S2 to both sides, we obtain:

KF
H (t) + NF

H (t) − S2 ≤ KI
H (t) + NI

H (t) − S2. (5)

Because of the assumption on the time instant, we haveKI
H (t)+NI

H (t)−S2 ≤ B2.
By transitivity, we obtain: KF

H (t) + NF
H (t) ≤ B2 and we do not lose packet at

time t in the first model. As SPH
I (t + 1) = 0, Eq.1 holds at time t + 1.
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We now prove that Eq.2 also holds at time t + 1. Remember that KI
H (t) =

H(t − 1).

• If H(t − 1) ≥ S1, KF
H (t) = S1 as queue 1 is work conserving. Thus S2 packets

are leaving queue 2 in both models as S1 packets arrive in that queue and S1 > S2.
By induction, we get SSH

I (t) = SSH
F (t), and finally:

SSH
I (t + 1) = S2 + SSH

I (t) = S2 + SSH
F (t) = SSH

F (t + 1)

• Otherwise H(t − 1) < S1 and we still have two cases:

– If KF
H (t) < S1, then XH (t) = 0, as the queue is work conserving. Thus,

KF
H (t) + NF

H (t) = KI
H (t) + NI

H (t) And:

min(S2,KF
H (t) + NF

H (t)) = min(S2,KI
H (t) + NI

H (t)). (6)

By induction SSH
I (t) = SSH

F (t). And the previous equation states that both
models have the same outputs at time instant t + 1. Thus,

SSH
I (t + 1) = SSH

F (t + 1).

– Otherwise KF
H (t) = S1. In model 1, the output queue will output S2 packets

because S1 packets enter the queue and S1 > S2. In model 2, KI
H (t) < S1

packets enter the queue. Equation3 still holds. As KF
H (t) = S1, we have

KI
H (t) + NI

H (t) ≥ S1 > S2. Thus queue 2 in model 2 also outputs S2
packets. With the same argument as in the previous case, we get:

SSH
I (t + 1) = SSH

F (t + 1).

As Eqs. 1 and 2 are satisfied at t + 1, Eq.3 also holds. ��
Theorem 1 For all t , we have: SPH

F (t) ≤ SPH
I (t). The sample-path of the number

of losses is always smaller when the first queue has a finite capacity which is sufficient
for stability.

Proof We consider an arbitrary sequence H(0), . . . , H(t − 1). The proof is based
on the four following steps.

• Step 1 : We build the sample-path for model 2 (i.e. with infinite S1) with input
sequence H . We get SPH

I (t) = g. If g = 0, then according to Lemma 4, we have
SPH

F (t) = 0 and the proof is complete. We now suppose that g > 0 and we mark
all the packets lost during this sample-path.

• Step 2 : We remove from sequence H all the packets which have been lost during
Step 1. We obtain a new sequence on inputs, called G. This sequence is a real
sequence of inputs. Indeed, in model 2 (i.e. with infinite S1), when a packet is lost,
all the packets after it in the same batch of fresh arrivals are also lost. Thus the
rejection in model 2 removes the tail of some batches. The remaining part of the
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batches (i.e. the heads until the first loss for each batch) is a valid input sequence
for both models.

• Step 3:We build the sample-paths for both models with input sequence G. Clearly,
we have:

NI
G(t) = NI

H (t), SSG
I (t) = SSH

I (t), SPG
I (t) = 0.

And Lemma 4 implies that SPG
F (t) = 0.

• Step 4: We now add the g packets lost during Step 1 to sequence G to obtain
sequence H . The packets are added one by one. After each modification, we can
apply Lemma 3. Finally:

SPH
F (t) ≤ SPG

F (t) + g ≤ 0 + SPH
I (t) = SPH

I (t).

And the proof is complete. ��
To define the strong stochastic ordering (≤st ), we use the following theorem

which gives several characterizations (see [7] for more details).

Theorem 2 Let X and Y be two random variables defined on a totally ordered
space. X ≤st Y denotes that X is less or equal to Y in the sense of the ≤st order
and X =st Y denotes that they have the same distribution (FX (a) = FY (a), ∀a).
The following statements are equivalent:

1. X ≤st Y ,
2. ∀a, FX (a) ≥ FY (a),
3. E[ f (X)] ≤ E[ f (Y )], forall increasing (non decreasing functions f , whenever

the expectations exist,
4. there exist two random variables such that X̂ =st X, Ŷ =st Y , and Prob(X̂ ≤

Ŷ ) = 1.

Corollary 1 For all t , the number of losses in model 1 with finite input queue is less
or equal in the sense of the ≤st order than the the number of losses in model 2 with
infinite input queue:

S P H
F (t) ≤st S P H

I (t), ∀t > 0.

Proof It follows from the sample-path property of the≤st order given in the theorem
(last statement). ��

4 Conclusion

We now try to adapt our results to tandem networks with finite queues and prove
some comparison results when we reorder the queue in the tandem. Our aim is to
generalize the well-known result by Friedman [5] about the interchangeability of
queues in a tandem. Indeed, for infinite buffers, the end to end delay in the tandem
does not depend of the order of the queue in the network.
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Network-Based Job Dispatching in the Cloud

Byungseok Kang

Abstract We describe and evaluate an Inter Cloud Manager (ICM) that dispatches
jobs in Cloud environment. ICM consists of two main parts, Cloud monitoring and
decision making. For Cloud monitoring, ICM use Cloud Probes (CPs) that observe
and collect data, and decision making is based on both the measured execution
time and network delay in forwarding the jobs and receiving back the result of
the execution. ICM checks each Cloud hosts current number of waiting jobs and
average execution time, and also makes use of delay and loss information regarding
the network. Measurements are used to compare ICM with a Round Robin (RR)
allocation of jobs between Clouds which spreads the workload equitably, and with
a and Honeybee Foraging Algorithm (HFA). We see that under heavy load, ICM is
better at avoiding system saturation than HFA and RR.

Keywords Cloud · Inter Cloud Manager · ICM · Job dispatching

1 Introduction

Cloud load balancing has always been a hot issue since emergence of distributed
systems. Load balancing algorithms can be classified into sub categories from vari-
ous perspectives. From one view point, they can be classified into static and dynamic
algorithms. Static algorithms are suitable for homogeneous and stable environments.
However, static algorithms are often not flexible enough to match dynamic changes
in Cloud resources during execution time. On the other hand, dynamic algorithms
are more flexible and take into consideration different types of system resources both
prior and during run-time. Dynamic algorithms can adapt to changes and provide
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better results in heterogeneous and dynamic environments. However, when the phys-
ical distribution of system resources becomes complex and dynamic, such algorithms
can cause overhead, resulting in an overall degradation of QoS.

A dynamic approach can provide not only the software, hardware, and infrastruc-
ture redundancy necessary to optimize fault tolerance, but also steerwork fromdiffer-
ent users to the best or fastest parts of the system. Resilience is particularly important
for applications that rely on the Cloud for non-stop service such as emergency man-
agement [4], but even in such applications, diversity may need to be exploited for
different aspects. For example, a certain systemmay handle large numbers of requests
per unit time requiring small data transfers on average such as reporting the location
of the people in a large building or sports arena, but another one may perform better
for smaller numbers of requests per unit time involving large real-time jobs such
as augmented reality simulations, or searching in large spaces for the best possible
evacuation route [9, 10]. Due to this variety of jobs and servers, task scheduling
mechanisms for single systems are not directly applicable to distributed environ-
ments [6, 11, 13, 14]. Furthermore, mobile devices are becoming one of the major
sources of the workload for Clouds in order to save energy at the mobile device itself
and avoid moving bulky data over wireless networks between the mobile devices and
data repositories.

Thus ourwork ismotivated by the need to investigate job dispatching in distributed
system environments where the job requests must first travel over a network (mobile
and wired) incurring some delay, then they are served by some host, and the results
are returned back to the mobile device for review by the end user or for some service
that was requested by the mobile device. We therefore investigate the operation of a
job dispatcher that would reside at some network entry point in order to attempt to
make judicious assignments to different Cloud hosts. To this effect we propose the
Inter CloudManager (ICM)whichmonitors a set of Cloud nodes amongwhich itmay
choose to send a job. The ICM uses a best-fit type technique to make the assignment
based on jobs information and Cloud nodes status. We then run experiments on
a small scale laboratory test-bed to evaluate ICM’s performance, and compare it
with other algorithms such as the static Round Robin approach (RR) [17] and the
Honey-Bee Foraging which were previously proposed [18]. Measurements focus in
particular on the observed total average response time including network delay in
congested environments.

In the following section, we first present the core concept of ICM and then explain
its details. Experiments and measurement results are provided in Sect. 3. Finally, we
conclude the paper in Sect. 4.

2 The Inter Cloud Manager (ICM)

We developed an ICM which performs two tasks: Cloud monitoring and decision-
making. The first part monitors andmaintains the current status of Cloud information
byusingCloud Probes (CPs)which are sent out by ICMtomonitor eachof theClouds,
collect response time data and bring it back to ICM. The basic concept of CPs was
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inspired from the Smart Packets (SPs) [7] that exploit reinforcement learning based
on the RandomNeural Network [5, 16]. The rate at which this sampling takes place is
varied between somemaximum value, say (1CP/s) to some low value (e.g. 0.1CP/s),
which increases when ICM’s job queue contains more jobs. The second part of ICM
is the decision-making process that uses a Best-Fit decision-making rule based on
data that has been collected by the CP.

2.1 Cloud Monitoring

It is important to have a good knowledge about the condition of the current Cloud
[3] in order to appropriately allocate the job. In order to be able to meet demands
and provide satisfactory QoS [2, 8, 12, 15], individual monitoring mechanisms are
needed and can lead to collection and processing of a large amount of runtime data.
To monitor the Clouds continuously, we use CPs to collect system’s conditions (e.g.
num. of waiting jobs and average job execution time) of the Cloud hosts and the
end-to-end delay from the client to the host.

Algorithm 1 shows basic Cloud monitoring process of ICM. ICM increases its
sending rate of CP when meets the certain threshold value of its job waiting queue
size. This threshold value can be altered depending on conditions in the network.
ICMnormally sends 0.1 CPs per second in randomCloud host, but in a busy situation
(e.g. many clients send a job request at the same time), ICM changes sending rate
of CP to 1.0 per second to promptly recognize the current conditions of the Cloud.
In an environment where job requests are not as frequent (under the threshold), ICM
sends 0.1 CP per second which minimizes network overhead. In return, this saves up
the energy that is required to run the ICM.

The ICM uses the Current Status of Cloud (CSC) table. Every interconnected
Cloud information is periodically updated by CP packet through ACK packet that
is being sent by the destination (Cloud host). The CSC Table contains C_ID, time,
delay, loss rate, average job execution time, and the number of waiting jobs. C_ID
is the identification code for each cloud; time is the time that is used to identify the
information from each cloud. Delay and loss rate have a particular function in this
case to find out howmuch network delay is being made from client (source) to Cloud
host (destination). Furthermore, we can get the average job execution time and the
number of waiting jobs from the CP. These two sets of information are the key things
that enable ICM to recognize the current condition of Cloud hosts and networks.
All of this information is being used in the decision-making process. ICM uses the
history from each Cloud in its decision-making.

2.2 Decision-Making

Decision-making is a core function of ICM andmaintains best efficiency in dispatch-
ing job requests from a client in the ideal Cloud location. Algorithm 2 shows the



236 B. Kang

details of ICM’s decision-making process. There are two steps that decision-making
follows.

The first step is selecting one request among the job list that ICM holds. All job
requests are saved in a “Linked List” containing its first time that it was originally
entered as job request and a basic description. One reason to use the linked list is to
provide primary benefit of limiting memory waste as insertion and removal of data
constantly takes place. ICM processes job requests in order, from head to tail which
means in our case that we used a First-In-First-Out (FIFO) job selection process. We
will explain details about experimental system settings in Sect. 3.

Algorithm 1 Cloud monitoring of ICM
1: forever
2: while ICM’s job input queue length q > 0 do
3: if Receive ACK from destination[C_I D] then
4: adjust CSC table[C_I D]
5: end if
6: end while
7: /*adjust sending rate of CP*/
8: SET sending rate of C P = 0.1 CP/sec
9: if (≥) threshold(q) then
10: SET sending rate of C P = 1.0 CP/sec
11: end if
12: end forever

The second step is the job dispatching process that was initially placed by the
client and its task is to make sure that the dispatching process is well undertaken
to the most ideal Cloud host. ICM uses a Best-Fit approach that dispatches a job to
the shortest Average Response Time (ART) among operating Clouds. Firstly, ICM
checks the ART value. If all the hosts exceed the threshold of ART, ICM do not send
and hold a job until a host’s ART is under the threshold. Secondly, ICM checks the
status of hosts to see whether they are idle or not. If a host does not have any waiting
jobs, ICM sends a job to that host. Finally, ICM sends a job to the host with the
minimum value of ART.

As we discussed, ICM uses history base decision-making. In this case, ART is
calculated by summing between Expected Network Delay (ENT) and Expected Job
Transfer Time (EJTT) from the cloud host. ENT is calculated by using formula of
(avg. network delay × num. of packets for current job) over (1 − loss rate). From
a networks point of view, a job (application) consists of several numbers of data
packets. In our case, avg. network delay included processing, queuing, transmission,
and propagation delays. EJTT is calculated by avg. job execution time × (num.
of waiting jobs + 1). Average job execution time can be calculated as shown in
expression (1) where Wnew stands for current average job execution time and Wold

is previous value, Wlast is last job execution time. a is the value (0 < a < 1) that
is worthwhile to notice as it is the usage of system memory from the last job within
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the Cloud host. For instance, suppose the latest job used 30% of system memory.
Therefore, value of a becomes 0.3 in the simplest term.

Wnew ← Wold(1 − a) + Wlast × a (1)

Algorithm 2 Decision-making of ICM
1: Select job( j)
2: Compute each Cloud’s observed Average Response Time (ART)
3: /*no appropriate Cloud at current time*/
4: if Minimum ART ≥ threshold(ART ) then
5: Do not Dispatch Job( j)
6: /*prevent starvation of the Cloud*/
7: else if destination[C_I D] has no waiting jobs then
8: Allocate job( j) to the destination[C_I D]
9: else
10: Allocate job( j) to the appropriate Cloud
11: end if

3 Experiment Results

In the real environment, congestion [1] can occur in any intermediate node, often due
to limitation in resources, when data packets are being transmitted from the client
to the destination. Congestion will lead to high packet loss, long delay and a waste
of resource utilization time. Therefore, for this measurement, we compare three job
dispatching algorithms with a congested environment.

3.1 System Settings

Figure1 shows a experimentalmodel for congestedCloud networks. EachCloud host
has different computing machines. Host server A has Intel Xeon 2.4 GHz dual core
CPUsand size ofRAMis 0.5GBwhere hostBhasXeon3.0GHzdual coreCPUswith
RAM size of 2.0 GB. Finally, host C has Xeon 2.8 GHz dual core CPUs with RAM
size of 1.0GB. The systems run Linux (Ubuntu) with CPU throttling enabledwith the
on demand governor, which dynamically adjusts the cores frequencies depending
on load. In addition, each server processes jobs based on First-Come-First-Serve
(FCFS) scheduling policy.

First of all, we use the types of jobs for delay-sensitive rather than processing
intensive jobs. All jobs (data packets) are transferred and executed through the net-
work session between client and host server. We use our VPN network for this
measurement. The long job is YouTube real-time video streaming with a 10 MB
medium quality file; the medium job is uploading a Skype voice file (5 MB sensitive
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Fig. 1 Congested Cloud networks

traffic) which is regarded as a normal workload. Finally, the short job is sending email
(best-effort traffic). A job (application) consists of several data packets. For instance,
a long job (10 MB YouTube video streaming) creates more than 150 wireless TCP
data packets as it is transferred to its destination. If the client successfully received
all the YouTube video data packets, we can count a job as finished and disconnect the
network session. In this environment, network delay is much more important than
computation delay. We used total 300 jobs (100 short, 100 medium, and 100 long)
for all the tests.

Secondly, we use the controller. The controller plays an important role not only in
interconnecting the client with cloud hosts but in dispatching jobs to the ideal Cloud
host. The controller uses three different algorithms for dispatching a job, such as
proposed ICM, HFA, and RR. These algorithms received a job without knowing if
jobs are long, medium, or short work load. Therefore we use a single queue rather
than amulti queue for the controller. In addition, the controller uses FIFO scheduling.
That is the commonly used and simplest way to develop a single waiting queue.

Finally, we added software Virtual Router (VR); every VR is located in a nearby
Cloud host. By using VR, we can manually adjust each network’s QoS settings
such as delay, loss rate, bit rate, etc., and in this measurement, we just changed the
network propagation delay settings from 10 to 4000 ms. Except propagation delay,
other settings depend on the real-network environment.

3.2 Performance Comparison of Three Algorithms

In order to carry out performance evaluation of ICM, comparative measurement was
undertaken with well-known HFA and round robin algorithms. HFA is the state of
the art in Cloud environmen and different from ICM, which uses a First-Fit job
dispatching approach. We measured each algorithm’s job response time under the
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Fig. 2 Measured response time for congested network. a Long propagation delay network, b short
propagation delay network

congested environment. We fixed the threshold value of ART for 10min at every
measurement. If every system has reached that value, ICM does not dispatch a job to
the Cloud hosts anymore, because the systems are normally saturated at that point.

Figure2 shows the measurement results under the long (1000–4000 ms) and
the short (10–999 ms) propagation delay networks, respectively. The reported val-
ues were obtained by averaging the measurements corresponding to 300 jobs. We
changed job arrival rate λ from 0.05 to 0.70 and measured 30 times at each λ point.
In order to capture the sudden changes in response time at high traffic rates, we mea-
sured response time for every 0.05 point after λ = 0.4. In Fig. 2a for the long-latency
network, the saturation rate of ICMwas on average 0.631, HFAwas on average 0.464
and RR was 0.371. In the congested network, ICM shows contrasting performance
in that it effectively dispatched a job to the ideal Cloud host to find best place. In
addition, ICM has smooth curves while others are rapidly increased for high traf-
fic rates. This result caused by ICM increases the CP sending rate to immediately
recognize the current status of Cloud hosts in a busy situation. In contrast, HFA and
RR cannot efficiently keep track of the current status of host servers.

As we can see from the measurement results, network delay is more important
than computation delay in congested networks. Tomonitor theClouds, ICMsendsCP
periodically to collect Cloud information; this adds network overhead and is deemed
to be the remaining issue. In general, it is important to focus on both performance
and energy while the algorithm is evaluating what is used in the Cloud.

4 Conclusion

In this paper, we suggest a dynamic job dispatching algorithm that is better known
as ICM, designed to be suitable for a congested environment. Comparative mea-
surement is carried out to compare the performance of ICM, HFA and RR while
increasing the job sending rate. After evaluation, average responce time from ICM
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shows outstanding performance than the other two algorithms, but ICM generated
additional control (dummy) packets continuously into the entire network. To use
these experimental results, we can estimate the expected saturation point in con-
gested environments. Furthermore, we can improve the performance of the job allo-
cation algorithm. Our future work will extend job dispatching to large-scale and
energy-aware Cloud environments.
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Discrete Time Stochastic Automata Network
with Steady-State Product Form Distribution

J.M. Fourneau

Abstract We present some sufficient conditions for a discrete time SAN to have a
steady-state distribution which has a multiplicative form. The proofs are based on
algebraic properties of the tensor operations associated with SAN. Some examples
are given.

1 Introduction

We consider a discrete-time model of a system with multiple components which
evolve according to some global events. The description of the model is based on the
stochastic automata network (SAN) formalism and on the generalized tensor product
introduced by Plateau [9]. Assuming that all components are associated withMarkov
transition (say M (e)

i for effect of event e on component i), we obtain a global Markov
chain which models the whole system. Let N be the number of automata and Pr(e)
the probability for global event e. Pr(e) does not depend on the state of the automata.
The transition probability matrix of the chain is

(
∑

e

Pr(e)
N⊗

i=1

M (e)
i ).

A distribution of probability π for a multi component chain with dimension N
has a product form expression if there exist N marginal distributions πe such that
π = ⊗n

e=1πe. Thus, we have a strong relation between product form and tensor, and
one may ask if it is possible to prove algebraically that:

(

N⊗

e=1

πe)(
∑

e

Pr(e)
N⊗

i=1

M (e)
i ) =

N⊗

e=1

πe,
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i.e. the steady-state solution of (
∑

e Pr(e) ⊗N
i=1 M (e)) is (⊗N

e=1πe) (i.e. it has
a multiplicative form). Note that each component is modeled by several stochas-
tic matrices (one for each global event). Thus, the automata are synchronized and
they are not independent in general, as shown in the examples. We prove some suf-
ficient conditions for such a result to hold. We extend the results obtained in [2] to
discrete time SAN without functional dependencies. Some sufficient conditions for
continuous time SANs associated with continuous time Markov chains have been
introduced in [10] and generalized in [4, 5]. The discrete time version of the SAN is
more complex due to the synchronizations between automata.

The technical part of the paper is as follows. In Sect. 2, we give some algebraic
properties of the tensor algebra. Section3 is devoted to the main theoretical results
while in Sect. 4, we present some examples to illustrate the result. For technical
results on SAN, one can read [9, 10] and the references therein, for an example of
modeling with SAN, one can refer to [8].

2 Some Results About Tensor

We first define the usual tensor and we give some of its algebraic properties (see [11]
for more details). We give some algebraic properties of these operators and we prove
a sufficient condition for product form.

Definition 1 The tensor product C = A ⊗ B is defined by assigning the element of
C that is in the (i2, j2) position of block (i1, j1), the value ai1 j1bi2 j2 . We shall write
this as

c{(i1, j1);(i2, j2)} = ai1 j1bi2 j2 .

Property 1 (Basic properties of Tensor) Let A, B, C and D be four arbitrary sto-
chastic matrices, and λ ∈ R the following properties hold (see [1] for a proof):

• Associativity:
(A ⊗ B) ⊗ C = A ⊗ (B ⊗ C).

• Associativity of the scalar product:

(λA) ⊗ B = A ⊗ (λB) .

• Distributivity over Addition:

(A + B) ⊗ (C + D) = A ⊗ C
+ A ⊗ D
+ B ⊗ C
+ B ⊗ D.
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Property 2 Let A and B two stochastic matrices, then A ⊗ B is a stochastic matrix.

These properties are also true for generalized tensor product. But the most impor-
tant property for our problem is the compatibility with the ordinary product.

Property 3 (Compatibility with product) Let A, B, C and D four arbitrary matrices
with respective size n × m, m × p, q × r , and r × s. We have:

(A ⊗ B) · (C ⊗ D) = (A · C) ⊗ (B · D) ,

where ‘.’ is the ordinary matrix product.

Now suppose that we consider vectors instead of matrix, we clearly have if v (resp.
w) is a vector with size m, (resp. r )

(v ⊗ w) · (C ⊗ D) = (v · C) ⊗ (w · D) ,

Property 4 (Eigenvector) if v is an eigenvector of C with eigenvalue λ and w is an
eigenvector of D with eigenvalue μ, then v ⊗ w is an eigenvector of C ⊗ D with
eigenvalue λμ.

Proof

(v ⊗ w) · (C ⊗ D) = (v · C) ⊗ (w · D) = (λC) ⊗ (μD) = λμ (C ⊗ D) .

��
Finally note that Mt is the transpose of M and I d is the Identity matrix with the

appropriate size.

3 Model and Theorems

Assume that the discrete time SAN allows the following decomposition of its sto-
chastic matrix:

P =
∑

e∈E
Pr(e)

N⊗

i=1

M (e)
i ,

where:

• N is the number of Automata
• e is a global event. E is the set of global events.
• Pr(e) is the probability of event e. Of course

∑
e∈E Pr(e) = 1.

• M (e)
i is the stochasticmatrix describing the effect of global event e onAutomaton i .
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Property 5 Matrix
⊗N

i=1 M (e)
i is stochastic. By the convex composition of stochastic

matrices, P is also a stochastic matrix

The proofs are well-known and they appear in many papers on tensor product.

Example 1 We consider 3 events with probability 1/2, 1/3, 1/6 and 2 automata.
We assume that both automata have state space {a, b}. Remember that M (e)

1 is the
description of event e on automata 1. Let these matrices be:

M (1)
1 =

(
0 1
1 0

)
M (2)

1 =
(
1/3 2/3
2/3 1/3

)
M (3)

1 =
(
0.1 0.9
0.9 0.1

)
,

M (1)
2 =

(
1/2 1/2
1/4 3/4

)
M (2)

2 =
(
3/4 1/4
1/8 7/8

)
M (3)

2 =
(
1 0
0 1

)
.

The transition matrix associated with the SAN is:

M = 1/2 (M (1)
1 ⊗ M (1)

2 ) + 1/3 (M (2)
1 ⊗ M (2)

2 ) + 1/6 (M (3)
1 ⊗ M (3)

2 ).

Remember also the following definition of a product form steady-state distribu-
tion:

Definition 2 π is the steady state for the ergodic DTMC associated to stochastic
matrix P and it is product form if

• π P = π

• π = ⊗N
i=1 πi , where πi is the solutions of πi = πi Bi for some stochastic matrix

Bi defined on the state space of automaton Ai . Note that Bi is not in general equal
to one of the M (e)

i for some e.

Theorem 1 Assume that the Markov chain is ergodic. Assume also that there exist
an automaton index k such that the two following conditions hold:

• for all i �= k, πi M (e)
i = πi for all event e,

• πk(
∑

e∈E Pr(e)M (e)
k ) = πk

then the steady-state distribution has product form: π = ⊗N
i=1 πi , where the πi are

obtained from the conditions of the theorem.

Proof We write the Chapman-Kolmogorov balance equation assuming that the
steady-state has a product form.

N⊗

i=1

πi

[
∑

e∈E
Pr(e)

N⊗

i=1

M (e)
i

]
=

N⊗

i=1

πi .

Let L H S = ⊗N
i=1 πi

[∑
e∈E Pr(e)

⊗N
i=1 M (e)

i

]
.
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We want to prove that L H S = ⊗N
i=1 πi . First, we apply the distributivity of the

tensor product on the ordinary sum.

L H S =
∑

e∈E
Pr(e)

[
N⊗

i=1

πi

]
·
[

N⊗

i=1

M (e)
i

]
(1)

where “.” is the ordinary product. Let us now use the key property for this tensor
approach: the compatibility between tensor product and ordinary product.

L H S =
∑

e∈E
Pr(e)

[
N⊗

i=1

[
πi · M (e)

i

]]
, (2)

Let us now take into account the assumptions of the theorem. First we use transpo-
sition matrix R(k) defined by Plateau . Remember that it is defined as:

N⊗

i=1

A = R(k)

⎡

⎣Ak

N⊗

i=1,i �=k

Ai

⎤

⎦ (R(k))
t (3)

Indeed the tensor product is not commutative. Now substitute Eq.3 into Eq. 2. After
some factorization, we get:

L H S =
∑

e∈E
Pr(e)R(k)

⎡

⎣πk M (e)
k

N⊗

i=1,i �=k

[
πi · M (e)

i

]
⎤

⎦ (R(k))
t , (4)

Now remember the first part of the assumptions: for all index i not equal to k we
have, for all e, πi M (e)

i = πi . Thus,

L H S =
∑

e∈E
Pr(e)R(k)

⎡

⎣πk M (e)
k

N⊗

i=1,i �=k

πi

⎤

⎦ (R(k))
t (5)

Using again distributivity, we get:

L H S = R(k)

⎡

⎣πk(
∑

e∈E
Pr(e)M (e)

k )

N⊗

i=1,i �=k

πi

⎤

⎦ (R(k))
t , (6)

Now we use the second assumption on the theorem: πk(
∑

e∈E Pr(e)M (e)
k ) = πk .
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R(k)

⎡

⎣πk

N⊗

i=1,i �=k

πi

⎤

⎦ (R(k))
t =

N⊗

i=1

πi , (7)

which is obviously true by definition of matrix R(k). ��
We now extend the theorem using a decomposition of the set of events.

Theorem 2 Assume that the Markov chain is ergodic. Assume also that there exist
a partition of the set of event E into N subsets: E1, ..., EN such that for all subset
index k we have:

• if Ek is not empty.

– for all i �= k, πi M (e)
i = πi for all event e in Ek

– πk(
∑

e∈Ek
Pr(e)M (e)

k ) = πk
∑

e∈Ek
Pr(e),

then the steady-state distribution has product form: π = ⊗N
i=1 πi , where the πi are

obtained from the conditions of the theorem.

Proof First remark that we do not ask that the partition is a proper partition; therefore
we may have that for some k, Ek = ∅. Each subset is associated to an automaton.
Therefore k is also an automaton index.We use the same technique as in the previous
result. We begin with the Chapman Kolmogorov equation in tensor form:

N⊗

i=1

πi

[
∑

e∈E
Pr(e)

N⊗

i=1

M (e)
i

]
=

N⊗

i=1

πi ,

and we readily obtain:

L H S =
∑

e∈E
Pr(e)

[
N⊗

i=1

[
πi · M (e)

i

]]
. (8)

We now decompose among the subsets of the partition.

L H S =
N∑

k=1

∑

e∈Ek

Pr(e)

[
N⊗

i=1

[
πi · M (e)

i

]]
. (9)

Consider now the subset Ek and the associated automaton with the same index. First
assume that Ek is not empty. We can reorder the tensors product with the help of
matrices R(k).

∑

e∈Ek

Pr(e)

⎡

⎣
N⊗

i=1

[
πi · M(e)

i

]
⎤

⎦ = R(k)πk(
∑

e∈Ek

Pr(e)M(e)
k )

⎡

⎣
N⊗

i=1,i �=k

[
πi · M(e)

i

]
⎤

⎦ (R(k))
t

(10)
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Due to the assumptions of the theorem, we get after simplifications:

∑

e∈Ek

Pr(e)

[
N⊗

i=1

[
πi · M (e)

i

]]
= R(k)πk

∑

e∈Ek

Pr(e)

⎡

⎣
N⊗

i=1,i �=k

πi

⎤

⎦ (R(k))
t . (11)

Reordering the tensor with matrix R(k) we finally get;

∑

e∈Ek

Pr(e)

[
N⊗

i=1

[
πi · M (e)

i

]]
=

∑

e∈Ek

Pr(e)

[
N⊗

i=1

πi

]
. (12)

Let now consider that Ek = ∅. Then ∑
e∈Ek

Pr(e) = 0 and this part of the equation
cancelled. We finally get:

N∑

k=1

∑

e∈Ek

Pr(e)

[
N⊗

i=1

[
πi · M (e)

i

]]
=

⎡

⎣
N∑

k=1

∑

e∈Ek

Pr(e)

⎤

⎦ ·
[

N⊗

i=1

πi

]
. (13)

As [∑N
k=1

∑
e∈Ek

Pr(e)] = 1 because the subsets form a partition, we finally obtain:

L H S =
N⊗

i=1

πi ,

��
Corollary 1 Assume that the Markov chain is ergodic. Assume also that for all index
i there exist a probability distribution πi such that for all event e in E , we have:

• πi M (e)
i = πi ,

then the steady-state distribution has product form: π = ⊗N
i=1 πi .

4 Shoals of Markovian Automata

The examples are based on the three following properties which give examples of
stochastic matrices which all have the same dominant left eigenvector. We then show
how we can use these properties to find groups of Markov chains which collectively
react to global events and have a product-form steady-state distribution.

Property 6 Let M be an arbitrary stochastic matrix associated with an ergodic
DTMC. For all k ≥ 0, Mk has the same dominant eigenvector than M.

Proof Assume that π M = π . Then, π Mk = (π M)(Mk−1) = π Mk−1 = π M = π .
The first step is by associativity of the product. The second by induction on k.
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Property 7 Let M1 and M2 be two arbitrary stochastic matrices associated with
ergodic DTMCs and such that hey share the same dominant eigenvector. For all v

such that 1 ≥ v ≥ 0, vM1+(1−v)M2 has the same dominant eigenvector than M1.

Proof Assume that π M1 = π and π M2 = π . Then, by distributivity, π(vM1 +
(1 − v)M2) = πvM1 + π(1 − v)M2 = vπ + (1 − v)π = π.

Property 8 Let M1 be an arbitrary stochastic matrix associated with an ergodic
DTMC. Let I d be the identity matrix with a consistent size. For all v such that
1 ≥ v ≥ 0, vM1 + (1 − v)I d has the same dominant eigenvector than M1.

Proof This is a simple corollary of Property 7. Note that the ergodicity of M2 is not
necessary to prove Property 7.

4.1 Global Synchronizations and Number of Steps

For the sake of readability we only consider two automata and two events. Thus we
have to describe 4 stochastic matrices. We assume that M (1)

1 and M (1)
2 are arbitrary

stochastic matrices associated with two ergodicMarkov chains. For some illustrative
reason we also assume that the diagonal entries of M (1)

1 are zero. Assume that:

M (2)
1 = (M (1)

1 )0 = I d, and M (2)
2 = (M (1)

2 )3.

Assume also that Pr(event1) = a and Pr(event2) = 1− a for an arbitrary a, such
that 0 < a < 1. Such a model may represent, in a very abstract way, a system with
two modes for consuming energy. At each time slot, the system may use 3 units of
energy (or Energy Packets like in [6, 7]). Component 1 uses 2 EP to move while
component 2 only uses 1 EP. It chooses, probabilistically, one of the two possible
modes. In Mode 1 (with probability a) both components make one move according
respectively to matrices M (1)

1 and M (1)
2 . In Mode 2, Component 1 does not move

(the transition matrix is I d) et Component 2 performs 3 steps with transition matrix
M (1)

2 (the transition matrix is (M (1)
2 )3.

Clearly the two components are not independent as they obey some common
rules associated to global events. When Component 1 does not move, it implies
that event 2 occurs (remember that M (1)

1 [i, i] = 0 for all i). Thus, we know that
Component 2 makes three transitions with probability 1. However the assumptions
of the corollary hold because the matrices are built to satisfy Property 6. Thus, such
a system has a product form steady-state distribution. However as the components
are not independent, the product form we prove is not based on independence and to
the best of our knowledge, such a result is original.
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4.2 Global Synchronizations and Local Speed

We now present a slightly different model. The events are now used to fix the speed
of the transitions of the components. We consider two automata and a set of events
of size E . Here we have to describe 4 stochastic matrices and two sets of parameters.
We will build these matrices to satisfy Property 8. We assume that M (1)

1 and M (1)
2 are

arbitrary stochastic matrices associated with two ergodic Markov chains. Assume
that:

M (e)
1 = v1e I d + (1 − v1e)M (1)

1 , and M (e)
2 = v2e I d + (1 − v2e)M (1)

2 ,

Of course 0 ≤ v1e ≤ 1 and 0 ≤ v2e ≤ 1 for all event e. We consider an arbitrary dis-
tribution of probability for the events. Again the two components are not independent
as their speeds are fixed by some global events. Nevertheless, the assumptions of the
corollary hold because Property 8 is satisfied by the matrices we have considered.
Thus, the steady-state has a multiplicative form.

4.3 Global Set of Synchronized Movements

Consider now a network with N automata. Each automaton is associated with a
stochastic matrix (say Pi for Automaton i). We consider a set of events E of an
arbitrary size. An event is characterized by a subset of the set of automata: this
subset contains the automata which participate to the event. We assume that:

• if Automaton i belongs to the subset describing event e, then M (e)
i is equal to Pi ,

• else it is equal to the identity matrix.

We consider an arbitrary distribution of probability for the events. Then, the model
satisfies the assumptions of the theorem and this steady-state distribution (if it exists)
has a product-form solution. Note however that the ergodicity of the chain cannot be
proved without more detailed assumptions on matrices Pi and the subsets defining
the events.

5 Conclusions

Clearly, the sufficient conditions we found allow to obtain new descriptions of mul-
tiple components systems the steady-state distribution of which (in a Markovian
framework) has a multiplicative structure. We hope that these results will help to
derive methods and tools to analyze discrete time systems. A numerical method will
be added into the Xborne tool [3] in the near future.

Acknowledgments The author is supported by grant ANR-12-MONU-00019 Marmote.
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Modelling Dynamics of TCP Flows in Very
Large Network Topologies

Monika Nycz, Tomasz Nycz and Tadeusz Czachórski

Abstract The article presents an approach to numerical modeling of dynamics of
flows inwide areaTCP/IP computer networkswith the use of SAPHANA in-memory
database. The aim is to explore the possibility of transforming a broadly knownmod-
eling method—fluid-flow approximation—into database language, overcoming this
way the need to develop dedicated solutions and to transmit the results from the appli-
cation to the database. We implemented the model logic into SQL procedures and
performed mathematical calculations for an exemplary vast topology. The experi-
ments show that the database enginemay be used to perform all model computations.

Keywords Internet topology · Fluid-flow approximation · SAP HANA · SQL ·
Numerical calculation · Databases · Computer networks · Opte project · Queueing
models · Big data

1 Introduction

The analysis of transient phenomena occurring in computer networks is performed by
simulation or analytical models. Simulation models are time-consuming and require
considerable computing power. Therefore their application is limited to small topolo-
gies. Analytical models are based on solved numerically Markov chains, e.g. [11],
diffusion approximation [2, 3], and fluid-flow approximation [5, 8]. Each approach
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has its advantages and drawbacks, but it is the fluid-flow approximation that is widely
used for modeling states in wide area networks, including the Internet.

The fluid approximation uses first-order ordinary linear differential equations to
determine the dynamics of the average length of node queues and the dynamics of
TCP congestion windows in a modeled network. The changes of a queue length
dq j (t)/dt at a station j , Eq. (1), are defined as the intensity of the input stream, i.e.
the sum of all flows i = 1, . . . , K traversing a particular node minus the constant
intensity of output flow C j , i.e. the number of packets sent further in a time unit:

dq j (t)

dt
=

K∑

i=1

Wi (t)

Ri (q(t))
− 1(q j (t) > 0) C j . (1)

A router allows reception of traffic from K TCP flows (K � N ), where N is
the entire number of flows in the network. Following the TCP congestion avoidance
principles, each flow i (i = 1, ..., N ) is determined by its time varying congestion
window size Wi which gives the number of packets to be sent without waiting for
the acknowledgment of previously sent and received packets. This flow is expressed
here by Wi (t)/Ri (q(t)).

The window size, Eq. (2), increases by one at each RTT (round trip time, denoted
here by Ri ) in the absence of packet losses (first term on the right side of Eq. (2))
and decreases by half of its current value after every packet loss occurring in nodes
on the flow path (the latter decision is taken after the time τ ). The loss for the entire
TCP connection is defined as flow intensity multiplied by total drop probability—the
probability which specifies that the loss occurs in nodes on the route. It is based on
a matrix B that stores drop probabilities in each router in all flows in the network,

dWi (t)

dt
= 1

Ri (q(t))
− Wi (t)

2

Wi (t − τ)

Ri (q(t − τ))⎛

⎝1 −
∏

j∈Vi

(1 − Bi j )

⎞

⎠ . (2)

The values Bi j specify the drop probability at node j for packets of connection
i ; Vi is the set of nodes belonging to this connection, and q(t) is the vector of
queues at these nodes. Delay Ri in these formulas determine the time needed for the
information on congestion and packet loss to propagate through the network back to
the sender of a flow i . It consists of queue delays at all nodes j , defined as q j (t)/C j

along this connection and the propagation delay Tpi :

Ri (q(t)) =
M∑

j∈Vi

q j (t)

C j
+ Tpi . (3)

The drop probability p j (x j ), Eq. (4) in a single node is determined according to
RED mechanism, e.g. [8] as a function of the moving average queue length x j (t)
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which is the sumof current queue q j (t) takenwith aweight parameterw and previous
average queue taken with (1 − w) weight,

p j (x j ) =

⎧
⎪⎪⎨

⎪⎪⎩

0, 0 � x j < tmin j
x j − tmin j

tmax j − tmin j

pmax j , tmin j � x j < tmax j

1, tmax j � x j .

(4)

In general, the fluid-flow differential equations are solved numerically with 4th order
Runge-Kutty method. In our current database approach, the Euler method has been
chosen to reduce the complexity of calculations, however we have already tested that
we are able to use RK4 as well.

2 Modeling Real Internet Topologies

The real Internet topologies form dependent structures with varying degrees of com-
plexity. This study aims to analyze selected Internet network topologies with a large
number of nodes and flows with the use of fluid-flow approximation. As a base
topology serves here the Internet map developed within The Opte Project, [6]. The
project was appointed to gather data from the global network and create an image
of the Internet. During the initial phases of the project, data were collected using the
traceroutes. The collected data on routing are stored in the database and then they
are exported to files in the Large Graph Layout (LGL) format. Text files are used as
the data source for the visualization tools, i.e. LGL, Gephi to create the final image.

The Opte Project provides currently two images of the Internet taken at 2003 and
at 2014. However, the only 2003 data are publicly available and they are used in this
study.

The project provides three types of source files:

• LGL (Large Graph Layout), including undirected graph, with nodes and all its
neighbors;

• 2D Coords, containing nodes together with the coordinates in the 2D space;
• Edge Coords, consisting of edges with assigned territory colours.

We focused on the LGL file, as it contains the network topology.

3 The Use of In-Memory Database

Our previous experiences with fluid-flow approximation applied to large topologies,
e.g. [1] learned us that the main problem lies in storing and processing large amount
of output data. The numerical solution of differential equations (1), (2) was possible
only when at least one of two dimensions (number of flows, number of routers) was
relatively small or the historical results were not collected. Otherwise the available
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Fig. 1 The map of the
Internet from 2003 generated
by The Opte Project, [7]

amount of memory in standard PC was insufficient to store the intermediate results.
A standard solution is to create a dedicated software structure for storing and analyz-
ing the obtained data or to use a database as a storage. However, we wanted to check
the possibility of transferring the modeling application logic into database engine to
overcome this way the need of development of dedicated solution and transmission of
large amount of data from the application to the database. If we consider a thousand-
andmillion-node topologies, the calculations generate a large amount of results (mil-
lions of values). To eliminate the necessity of customizing the resulting structures and
waiting times for sending the results to storage, we transferred the application logic
into database layer. Such solution requires a specialized hardware infrastructure. We
focused on SAP HANA as an in-memory database solution. We used the HPI Future
SOC Lab HP DL980 G7 server having i. a. 4 x Xeon (Nehalem EX) X7560 and 1 TB
RAM. The calculations were performed by running the SQL procedures and scripts
within SAP HANA Studio on SAP HANA 1.00.091 version (Fig. 1).

The task consists of three phases: preprocessing, implementation and modeling,
visualization. In the first phase we selected awhole exemplary real network topology,
[6] with 134,023 nodes and generated 50,000 router pairs for flows. Next, we gener-
ated the link propagation delays (tens to hundreds of milliseconds) based on which
the flows paths were determined using Dijkstra algorithm. Last step concerned the
preparation of the initial configuration data as the CSV files which were imported
into SAP HANA database (Fig. 2).
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Fig. 2 The Opte Project
2003 Internet map visualized
in Gephi—nodes with edges

The application modeling logic assumed the update of all network parameters
at each step and stored them as historical data. The values of particular step were
used in subsequent modeling step. The main project phase involved the translating
of the numerical fluid-flow approximation logic into the database language. In this
case we created database tables, loaded them with initial data and tested several
algorithms based on combination of updates, upserts and inserts. SAP HANA [9]
provides two types of data storage: row store and column store. Both were used to
determine the most effective way to perform modeling inside the database engine.
The logic was processed within the SQL procedure using loop or as the SQL script.
Despite the fact that the modeling logic calculated aggregates on both routers and
flows, the preliminary results indicated the update-insert on row store as the best
solution. However, the project period turned out to be too short to check all necessary
optimization possibilities which could change the best option for the benefit of insert-
only approach on column store. Our next publication will present details of the final
implementation of this approach (Fig. 3).

Unfortunately, at the moment we cannot compare the performance of the database
fluid-flow algorithmwith any other solution. There is not any other dedicated solution
using standard PC computer or any other technology. To compare the implementation
with dedicated solution, it is necessary to “move” it to multiprocessor server which
the SAP HANA database operate on. Only with the same hardware one can make a
conclusive comparison.
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Fig. 3 The Opte Project
2003 Internet map visualized
in Gephi—only nodes (edges
removed for greater
readability)

The final phase involved the visualization of calculated results. Therefore we
extracted the values, such as the queue length, for particular steps from SAP HANA
database as CSV files. Then we imported the basic topology into Gephi tool (The
Open Graph Viz Platform, [4]) and updated it with files obtained from database. The
process ends with visualization which presents the changes of queues in the whole
network.

4 Numerical Results

The loads of network nodes (percentage) are defined in our visualization by colours:
0% (green), 50% (yellow), 100% (red). At the beginning (t=1s), their queues are
mainly empty, Fig. 4a.

With the increase of time window sizes increase, thus the network congestion
increases, Fig. 4b (the moment when the first congested routers occurs in the net-
work) reaching the critical point of total congestion at (t=26s), Fig. 4c. Then the
increasing congestion activates the mechanisms to reduce window sizes and con-
sequently the flows (the senders decrease their transmissions), a counter-measure
against the overflows in nodes allowing to balance the network loads, Fig. 4d. In the
rest of the analyzed time period the total congestion is no longer present.
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Fig. 4 The loads of nodes in the modeled network for time=1 (a), 13 (b), 26 (c) and 50 (d) sec

We may also apply the filtering on the particular routers or flows and observe the
situation from a detailed point of view. In our example, Figs. 5a, b show the behavior
of the longest flow (42 nodes) in the whole network. As it turned out, it was not
congested at the critical point (time=26s).
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Fig. 5 The loads of nodes of the longest flow in the modeled network for time=1 (a) and 26 (b)
sec

5 Conclusions and Next Steps

The studies, intending to analyze the final behavior of the fluid-flow approximation
model for large networks, indicate that it is possible to solve first-order differential
equations with the use of database engine. Our proposed and examined method
concentrated on pure SQL code as an implementation language. We used the code
to solve the model for real Internet topology and the characteristics of obtained
results, concerning the network congestion changes, were presented with the use of
visualization tool. The preliminary results confirm that certain analytical models can
be implemented within SQL language, thus the databases can be used not only to
store the results but to calculate them as well.

The time needed for the load of the initial configuration data is surprisingly small
as well as the time for extracting the results in appropriate format acceptable by
Gephi (several seconds). Thus, once the data are generated, we have wide spectrum
of tools and algorithms to mine the knowledge about the network loads. Generally,
themain advantages of the our solution are its scalability, portability and universality.
However, further studies on this subject are still necessary.

The next step of the investigations will focus on further optimization of the devel-
oped SQL algorithms, based on a set of time performance tests, both on column
and row store, with the use of inserts, updates and information models in case of
aggregates. We would like to model other topologies also based on CAIDA mea-
surements. Additionally, we plan to compare the performance of our approach with
competitive OLTP engines, graph databases solutions and a multiprocessor native
implementation.

Acknowledgments This work was supported by a grant Modelling wide area networks using SAP
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Numerically Efficient Analysis
of a One-Dimensional Stochastic
Lac Operon Model

Neslihan Avcu, Nihal Pekergin, Ferhan Pekergin and Cüneyt Güzeliş

Abstract Gene expression models and their analysis play a key role to understand
gene regulation mechanisms. The lac operon mechanism has been largely studied
to analyze its bistable behavior. In this paper a stochastic quasi steady-state lac
operon model which is indeed a one dimensional birth-death process is considered.
Nevertheless the well known closed-from solutions, due to the nonlinearity of para-
meters, the intermediate computed values become out of the representation range
with the increase of the state space size. An aggregation-based two step algorithm
is proposed to compute the steady-state distribution efficiently. The results of the
stochastic model give the same parameter range for the bistable behavior as with the
deterministic ODE model.

1 Introduction

In gene regulatory networks, the regulation of the gene expression by the prod-
ucts of other genes, proteins, constitutes complex interaction pathways between
network elements and the analysis of these network dynamics is one of the most
important steps to understand and to control of these interactions. For the network
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interaction comprehension and its behavior prediction, lots of modeling and analysis
approaches based on different mathematical methods are developed in the literature.
These approaches change from qualitative to quantitative, continuous to discrete and
deterministic to stochastic frameworks.

The growing interest in stochastic models for biochemical reaction systems has
lead to several works for the design of efficient solution methods. Most of the sto-
chastic models are in discrete-state and continuous time as proposed by Gillespie
[4]. The usual way of analyzing these models is simulation, i.e. the generation of
large numbers of sample trajectories and then the estimation of probabilistic behav-
iors by statistical methods. The main drawback of this method is the high number
of simulation runs to be able to retrieve estimations within acceptable confidence
intervals. Moreover the simulation time of a trajectory may be very long in the case
of rare events. Although the simulation is largely applied to the stochastic analysis
in systems biology, the obtained results must be carefully interpreted and obtaining
good estimations is in general very time-consuming.

The numerical analysis of Markov chains has been largely studied [9]. Despite
of lots of works, the large state space sizes and the difference in the magnitude of
parameters are still the main problems to compute the exact numerical solutions. The
infinite state space cases may be considered for special structures. Several approxi-
matemethods tomake numerical analysis tractable and/or to provide efficient numer-
ical analysis have been proposed in previous studies for performance and reliability
evaluation and more recently for biological system analysis [3, 7, 11]. The main
idea of these studies is to take into account not the whole state space but only a
portion of it. Since the probabilities are concentrated in some regions of the space
these approximations provide useful insights on the underlying models [7, 11]. Even
bounding models provide approximative results, they also guarantee the accuracy of
results [3].

The lac operon is the most studied gene regulatory network in experimental and
theoretical works due to its bistable behavior [5]. This bistability phenomenon which
defines biological switching between two stable states based upon the external inputs,
i.e. external glucose and lactose concentrations, is seen frequently in gene regulatory
networks. Such switching mechanisms are mainly due to positive feedback creat-
ing an unstable state which actually seperates two stable states caused by saturated
reaction rates. To explain the bistable behavior of lac operon, different mathematical
models and analysis tools have been developed since the experimental discovery
in 1960s [5]. A one dimensional ODE model of lac operon has been given under
quasi steady-state assumption [1, 2]. The stochastic version of this model built by
considering exponentially distributed reaction times is indeed a birth-death type
continuous time Markov chain. Due to the simple structure of the model, the closed-
form equations of the steady-state distribution are known. However the nonlinearity
of parameters, and the large state space in terms of molecule numbers result in some
numerical problems such as the computed intermediate values go out of the range of
representation of standard programming languages.

In this paper, an aggregation-based two steps calculation is proposed to over-
come the numerical problems. As in Aggregate/Disaggregate methods [9], the state
space is divided into subsystems and each subsystem is analyzed in isolation for the
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conditional steady-state distributions. The subsytems are chosen in the analysis to
be with the same size, however the partition of the state-space may also be made in
a nonuniform way. In the second step, we consider each subsystem as an individ-
ual state, and the steady-state probabilities to be in each subsystem are calculated.
The results of the original system is derived by combining the results of these two
steps. The considered measure is the steady-state probability distribution to detect
the bimodal behavior of the model. The calculated results are the exact values for
the finite molecule number case while they provide approximative results when the
infinite state space is truncated. The comparison of the results obtained from the
deterministic and the stochastic one-dimensional lac operon models leads to the
same parameter range for the bistable behavior.

This paper is organized as: One dimensional lac operon model is presented in
Sect. 2. The calculation of the steady-state probabilities is given in Sect. 3. Section4
is devoted to the numerical results. The conclusions are given in Sect. 5.

2 One Dimensional Lac Operon Model

The lac operon of E. coli is a gene regulatory network comprised three genes lacZ,
lacY and lacA which respectively encode β-galactosidase, galactoside permease and
thiogalactoside transacetylase enzymes. These three enzymes are functionary in lac-
tose metabolism in the absence of glucose which is actually the preferable energy
source. When there is no glucose in the medium, E.coli switches to a different liv-
ing type for metabolizing lactose as the energy source. This switching mechanism,
so called bistability, is due to the positive feedback in the induction of enzyme
products: Under the absence of glucose, external lactose is transferred into cell via
permease enzyme and then hydrolyzed by β-galactosidase into allolactose or glu-
cose and galactose. The allolactose inhibits the repressor protein and hence enables
to induce the production of permease enzyme in higher level of concentration. The
successive increase in the permease and consequently internal lactose concentra-
tions leads eventually saturation. The induced (ON) and uninduced (OFF) stable
states of lac operon are observed to coexist at the same external lactose concentra-
tion depending on the level of external glucose. This bistability phenomenon of lac
operon is widely studied in the literature both theoretically and experimentally to
understand the underlying mechanism of biological switches. In experimental stud-
ies, two artificial lactose analogs, namely methyl-1-thio-β-D-galactoside (TMG) or
isopropyl-β-D-thio-galactoside (IPTG) are used since they are non-metabolizable,
making the experiment easy.

In the previous studies, an Ordinary Differential Model (ODE) with three state
variables for mRNA, permease and TMG is constructed to analyze these behavior
of lac operon and some critical analyses such as boundedness and local stability
are employed to show that this model is sufficient and explains the dynamics of lac
operon [1, 2]. This TMG induced lac operonmodel includes the catabolite repression
and inducer exclusion effects of the extracellular glucose and the positive effect of
TMG on the transcription of mRNA. The translational and transcriptional delays are
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ignored in the lac operon mechanism. Also, a reduced version of ODE model in (1)
is obtained under the quasi steady-state assumption by setting differential equations
of mRNA and permease to zero [1, 2]. The bistability ranges for model parameters
are calculated with the discriminant based bistability analysis method and root locus
based bistability analysis method for the following reduced lac operon model [1, 2].

1

γ̃T

dT

dt
= p fM,T (T ) − T (1)

where p is a combination of the ODE model parameters such as degradation and
production constants, the effects of external glucose and TMG in [1] to simplify the
analysis of the model and fM,T (T ) = (1 + K1T n)/(K + K1T n) is the Hill type
production functionofmRNAunderTMGconcentration. It is an allosteric interaction
[12] and n is the required number of TMG to inactivate a repressor protein, K1 is
the equilibrium constant of TMG-repressor protein interaction, and K −1 is the basal
level of mRNA transcription in E.coli [8, 12]. To inactivate the repressor protein, at
least two TMG molecules have to bind the repressor, thus n is taken as 2.

In the present study, a stochastic model is developed to compare the results of
bistability analyses. The quasi steady-state model in (1) is then a one-dimensional
birth-death process. The change rate of the TMG concentration can be defined with
two terms.Thebirth termexplaining the increase of the concentrationby the transition

to the next state, λT = γ̃T p 1+K1T 2

K+K1T 2 . The death term expressing the decrease in the
concentration level by the transition to the previous state, μT = γ̃T T . In the steady-
state analysis, the loss constant, γ̃T , having only an effect in transient response of
the model is neglected.

The stochastic 1-D birth-death lac operon model derived from reduced determin-
istic one is in Chemical Master Equation form as follows.

d Pr(T, t)

dt
= f (T −1)Pr(T −1, t)− f (T )Pr(T, t)+g(T +1)Pr(T +1, t)−g(T )Pr(T, t)

(2)
where, f (T ) = λT defines the birth rate and g(T ) = μT defines the death rate,
the state variable T represents the number of TMG molecules and is a discrete
random variable taking values in T ∈ {0, 1, . . . , m}. m is the maximum number of
T molecules. d Pr(T, t)/dt is the change rate for the probability of TMG molecule
number.

A basic transformation is applied to the deterministic model parameters into sto-
chastic model. In deterministic model, the nominal value of p parameter is estimated
as p = 74.59µM from the mathematical model in [8] by taking external TMG
concentration Te = 20µM and external glucose concentration Ge = 0µM. It is
reported that the bistable behavior of lac operon is observed for these external input
concentrations in the experimental study [8]. To convert the unit into the number
of molecules, its value is multiplied by N · V , where N is Avogadro constant and
V is average cell volume taken as 1 × 10−18 m3 similar in [6]. The nominal value
of p parameter in stochastic model is calculated as 44,754 molecules. A similar



Numerically Efficient Analysis of a One-Dimensional … 265

transformation is applied to K1 parameter and the value in the deterministic model,
1 (µM)−2, is multiplied by 1/(N · V )2 thus K1 is 2.7594 × 10−6 (molecule)−2 in
the stochastic one. The dimensionless K parameter is the same in both models and
its value is equal to 167.1. The nominal values of K and K1 parameters in deter-
ministic model are taken from the mathematical model in [8]. The equations of 1-D
birth-death model in (2) can be written in matrix form as follows.

d

dt

⎡

⎢⎢⎢⎣

Pr(0, t)
Pr(1, t)

...

Pr(m, t)

⎤

⎥⎥⎥⎦ =

⎡

⎢⎢⎢⎢⎢⎢⎢⎣

−λ0 μ1 0 · · · 0
λ0 −λ1 − μ1 μ2 · · · 0
0 λ1 −λ2 − μ2 · · · 0
...

...
...

...
...

0 0 0 · · · μm

0 0 0 · · · −μm

⎤

⎥⎥⎥⎥⎥⎥⎥⎦

⎡

⎢⎢⎢⎣

Pr(0, t)
Pr(1, t)

...

Pr(m, t)

⎤

⎥⎥⎥⎦

There exists a unique steady-state probability distribution, π , for this time homoge-
neous, finite, irreducible Continuous TimeMarkov Chain (CTMC) [10]. The steady-
state probability distribution is calculated by taking their time derivatives equal to 0,
which lead to the following closed-form equations:

πi = π0

i−1∏

j=0

λ j

μ j+1
with π0 = 1

1 + ∑m
i=1

∏i−1
j=0

λ j
μ j+1

(3)

2.1 Numerical Problems

Although the closed form solution in (3) has a simple structure, the nonlinear nature
of parameters together with the large state space size results in numerical problems.
In expression of πi in (3), π0 must be known with a good accuracy. However, in large
Markov chains with multi-modal distributions where probability concentrations are
far from state 0, π0 may be very small. In the case of unimodal distribution, this
problem can be avoided by defining the steady-state probabilities in terms of the πM

where M is the state having the largest probability. M can be found by checking the
sign of the variations. Then the state space is divided in two regions:

πi = πM

i∏

j=M−1

μ j+1

λ j
f or i = 0, . . . , M − 1 (4)

πi = πM

j=i∏

j=M+1

λ j

μ j+1
f or i = M + 1, . . . , m (5)

where πM is deduced from the normalization equation as πM = 1
1+∑

j �=M π j
.
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However this computation scheme which reduces the errors can not be extended
tomultimodal distributions if some intermediate states probabilities become so small
to be represented with the used real number format. To consider null the probability
values when they come close to the minimum number in the representation scale,
breaks the link between the probability masses accumulated around the mode (peak)
states. Thereafter, there is no more common expression in the formula of the prob-
abilities in the different modes. Hence, the normalization is insufficient, we must
have some extra relations between the probability masses standing in each mode
subrange. A computing environment capable to represent much smaller values for
the probabilities may overcome this kind of problems. Indeed there is some comput-
ing packages which permit to use larger format to represent very big numbers, more
precisely higher than 10+306, and very small numbers, lower than 10−306. Gnu Mul-
tiple Precision Library environment (GMP) is such an open source software without
any limitation for the representation of the numbers.

3 Calculation of Steady-State Probabilities by Aggregation

First, the notation and some explanations are given. Figure1 shows the aggregation
of the state space.

• The state space of the original birth-death process is σ = {0, 1, . . . , m} where m
is the maximum state number. This system will be called also as System σ . The
birth and death rates of State i are represented as λi and μi , respectively.

• The unique transition from State 0 is to State 1 with rate λ0. Similarly, there is
only one transition from State m to the State m − 1 with rate μm .

• A partition of σ is defined, such that the number of subsystems is n and the number
of elements of each subsystem is k = �(m+1)/n�. Then, each subsystem contains
k states: σ0 = {0, 1, . . . k − 1}, σ1 = {k, . . . 2k − 1}, . . . σn−1 = {(n − 1)k . . . m}.
It should be note that the aggregation method is by no means restricted to such
a uniform partition. Based on some a priori information about the probability
changes in the steady-state distribution, a nonuniform partition may be preferred
as assigning large size macro states for flat regions while small size macro states
for steep ones.

Fig. 1 The aggregated 1-D birth-death process
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• Each subsystem, σi , is only connected to the previous and the following ones with
the death and birth rates, μ∗

i and λ∗
i , respectively. The connection between two

subsystem is through the last and the first states in the consecutive subsystems.
• The ratio of the transition rates between two consecutive states i and i + 1 in
System σ and two consecutive subsystems, σ j and σ j+1, are respectively defined

as ρi = λi
μi+1

for all i ∈ σ and ρ∗
j = λ∗

j
μ∗

j+1
for all j ∈ {0, 1, . . . , n − 1}.

• The steady-state probability to be in state i ∈ {0, 1, . . . , m} in the original system,
System σ , is denoted by πσ

i . The summation of all the states is unity.

m∑

i=0

πσ
i = 1 (6)

It is assumed that the probabilities of the other states, j /∈ {0, 1, . . . , m}, are equal
to zero.

• Also, the steady-state of the conditional probability to be in state i ∈ σ j is rep-
resented as π

σ j
i = Prob(X (∞) = i |X (∞) ∈ σ j ), where X (t) is the state of the

underlying birth-death process at time t . The conditional steady-state probabili-
ties in each subsystem are calculated by isolating the related subsystem from the
System σ and assuming that the summation of the probabilities of all the states in
σ j is equal to 1.

( j+1)·k−1∑

i= j ·k
π

σ j
i = 1 for j ∈ {0, 1, . . . , n − 1} (7)

• Let πσ j , j ∈ {0, . . . n −1} be the steady-state probability that the system is in one
of the states of System σ j , which is equal to the summation of all state probabilities
in σ j :

πσ j =
( j+1)·k−1∑

i= j ·k
πσ

i (8)

• All the subsystems cover the whole states i ∈ σ and satisfy the given equality
condition in (9).

n−1∑

j=0

πσ j = 1 (9)

• The steady-state probability πσ
i of State i for i ∈ σ j can be written in terms

of the steady-state probability of subsystem σ j and the conditional steady-state
probability of State i known to be in subsystem σ j for j ∈ {0, 1, . . . , n − 1}

πσ
i = πσ j · π

σ j
i (10)
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3.1 Algorithm

In the first step, the conditional steady-state probability π
σ j
i of each state i for every

subsystem is calculated. In the second step, the conditional probability πσ j of each
subsystem is computed and then, the steady-state probability πσ

i of the state i in
system σ is obtained in terms of these two probabilities, π

σ j
i and πσ j .

Step I The conditional steady-state probabilities of each state in subsystem σ j

for j = {0, . . . n − 1} are computed by considering in isolation subsystem σ j

according to the local balance equations. In a subsystem σ j , the local balance
equation between two consecutive states, i and i + 1, is written as in (11).

π
σ j
i+1 = ρi · π

σ j
i f or i ∈ { j · k, . . . , ( j + 1). k − 2} (11)

• The summation of the conditional probability is equal to 1.

∑

i∈σ j

π
σ j
i = 1 (12)

• By using (12), the conditional steady-state probability π
σ j
j ·k of the first states in

each subsystem σ j is determined as follows:

π
σ j
j ·k = 1

1 + ρ j ·k + ρ j ·k .ρ j ·k+1 + · · · + ρ j ·k . . . ρ( j+1)·k−2
(13)

• After calculation of the conditional steady-state probability of the first state, the
other conditional probabilities can be calculated iteratively as in (11).

Step II Similar calculations in Step I are performed to compute the steady-state
probability πσ j of each subsystem σ j . By assuming each subsystem as an indi-
vidual state, the local balance equation between each consecutive subsystems, σ j

and σ j+1, is defined as follows for j ∈ {0, 1, . . . , n − 2}:

πσ j+1 = ρ∗
j · πσ j (14)

• When the derived steady-state probability of subsystem σ j from (10) is substi-
tuted in (14), transition rates μ∗

j and λ∗
j of the subsystem σ j become functions

of the conditional steady-state probabilities of the first and the last states in these
subsystems, for j ∈ {0, 1, . . . , n − 1}.

μ∗
j = μ j ·k . π

σ j
j ·k (15)

λ∗
j = λ( j+1)·k−1 . π

σ j

( j+1)·k−1 (16)
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• Again by using (9), the steady-state probability of the first subsystem is calculated.

πσ0 = 1

1 + ρ∗
0 + ρ∗

0 .ρ
∗
1 + · · · + ρ∗

0 . . . ρ∗
n−2

(17)

• The steady-state probability of each subsystem σ j can be computed iteratively by
substituting the steady-state probability of the first subsystem, σ0, into (14).

Finally, the steady-state probability distribution πσ
i of system σ is obtained

according to (10) after calculations in these two steps.
The above algorithm attempts to tackle the numerical problems due to large state

space sizes for nonlinear birth-death processes in a two-level scheme which works if
the number of meta-states and also the sizes of the meta-states are not too large. For
too large state space sizes, the proposed algorithm can be implemented in a scheme
employing more than two levels to obtain numerically tractable number and sizes of
meta-states in each level. Such a multi-level approach is seen to solve the mentioned
numerical problems due to large state space sizes in a definite way.

4 Comparison of Deterministic and Stochastic Models

The bistability parameter ranges are determined by discriminant based and also by
root locus analysis for the deterministic 1-D reduced lac operon model in [1, 2].
When the calculation is made for one parameter, the other two parameters are taken
in nominal values. The bistability parameter range is found as p ∈ (25.7, 84.1µM),
K ∈ (148, 1390) and K1 ∈ (0.119 (µM)−2, 1.27 (µM)−2) in the deterministic
model [1, 2]. These ranges are determined by capturing the boundary limits either
with a discriminant analysis [1] specifying the changes of the roots of the equilibrium
equation or with a root-locus analysis providing the break in/away points [2].

In the stochastic model, the units of parameters are transformed into a suitable
form and then the aggregation method is applied to determine the bistability ranges
of model parameters one by one. In the analysis of p parameter range, the nominal
values of K = 167.1 and K1 = 1 (µM)−2 are considered. The bistability range
of p parameter is computed as p ∈ (15,420, 50,460 molecules) in the stochas-
tic model. This range is obtained by checking the bimodality of the steady-state
distribution for a sufficiently large set of p parameter values. When the molecule
numbers are converted into molar concentration, it is seen that the bistability range
of p parameter obtained in the stochastic model is the same with the deterministic
ones of [1, 2]. The bistability ranges for K and K1 parameters are computed in a
similar way. The bistability range of K parameter is obtained as K ∈ (148, 1390).
The K parameter is unitless and its bistability range is found the same for the deter-
ministic and stochastic models. The obtained bistability range of K1 parameter is
K1 ∈ (3.056 × 10−7(molecules)−2, 3.5278 × 10−7(molecules)−2). After the con-
version, it is observed that the bistability range of K1 parameter in both models
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Fig. 2 Bistability ranges for model parameters

is computed as the same. Due to the small values of the steady-state probabilities,
these values are given in the logarithmic scale. In Fig. 2, the ratios of the steady-state
probabilities of the consecutive states are plotted in the logarithmic scale. For the
limit values of parameters, the steady-state distributions of the model have unimodal
shapes (Fig. 2). In the bistability ranges of parameters, the steady-state probability
distributions become bimodal as in the deterministic model.

5 Conclusion

Some numerical problems are encountered in the numerical analysis of large, one
dimensional birth-death processes with nonlinear transition rates such as the reduced
lac operon stochastic model. An aggregation-based two step algorithm to compute
steady-state probabilities is proposed to make possible the numerical analysis of
such systems with the standart programming languages lacking of multiple precision
feature. The comparison of deterministic and stochastic lac operon models yields to
the same parameter ranges for the bistable behavior. This approach may be extended
to other special structures such as multi-dimensional birth-death processes.

Acknowledgments This work was supported in part by the Turkish Scientific and Technological
Research Council and the Centre National des Recherches Scientifiques in the framework of the
Bosphorus PIA Program as a joint research project with grant number 111E082.



Numerically Efficient Analysis of a One-Dimensional … 271

References

1. Avcu, N., Demir, G.K., Pekergin, F., Alyürük, H., Çavaş, L., Güzeliş, C.: Discriminant based
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Brain MR Image Denoising for Rician Noise
Using Intrinsic Geometrical Information

Hamit Soyel, Kamil Yurtkan, Hasan Demirel and Peter W. McOwan

Abstract A new image denoising algorithm based on nonsubsampled contourlet
transform is presented. Magnetic Resonance (MR) images corrupted by Rician noise
are transformed into multi-scale and multi-directional contour information, where
a nonlinear mapping function is used to modify the contour coefficients at each
level. The denoising is achieved by improving edge sharpness and inhibiting the
background noise. Experiments show the proposed algorithm preserves the intrinsic
geometrical information of the noised MR image and can be effectively applied to
T1-, T2-, and PD-weighted MR images without any parameter tuning under diverse
noise levels.

1 Introduction

By analysing magnetic resonance (MR) images of the brain, surgeons can make an
appropriate decision for diagnosing many neurological diseases, such as Parkinsons
disease, Alzheimers disease, brain tumors, and stroke. However, MR images are
affected by several artifacts and noise sources. One of them is the random fluctuation
of the MR signal which is mainly due to thermal noise. Such a noise seriously
degrades the acquisition of any quantitative measurements from the MR images,
such as registration, segmentation, classification, and visualization. To obtain reliable
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e-mail: hasan.demirel@emu.edu.tr

© Springer International Publishing Switzerland 2016
O.H. Abdelrahman et al. (eds.), Information Sciences and Systems 2015,
Lecture Notes in Electrical Engineering 363,
DOI 10.1007/978-3-319-22635-4_25

275



276 H. Soyel et al.

analysis results, denoising MR image is vital before further analysis steps can be
conducted. MR images are computed from both real and imaginary images, which
are assumed to contain Gaussian distribution noises with zero means. Thus, noise is
image dependent, which follows a Rician distribution, and makes removing noises
difficult [12].

Postprocessing filtering techniques have the advantage of not increasing the acqui-
sition time and, hence have been extensively used in MR image denoising. Most
denoising methods are based on the signal averaging principle by using the spatial
pattern redundancy in the image.However, there are other filtering techniques that use
other statistical estimates such as theMedian [10], Gaussian [1] and Anisotropic Dif-
fusion [16] that have received considerable attention due to their simplicity. Although
these denoising methods can significantly remove noise, they tend to cause blurring
and erase small features if there are high peaks in the histogram, often resulting a
mask effect in uniform regions and other artifacts in the output image.

One way to approaching this problem is to use multi-scale image decomposi-
tion, that is, processing images in each scale independently and recombining each
processed image to obtain the final image.Advances inwavelet theory combinedwith
multi-scale analysis applied to image contrast enhancement can achieve promising
results. The decomposition of images into different frequency ranges permits the iso-
lation of the frequency components introduced by intrinsic deformations or extrinsic
factors in certain subbands [18].

In [13], the undecimated wavelet transform is employed to provide effective rep-
resentation of the noisy coefficients information. However, the 2Dwavelet transform
used is a separable extension of the 1D wavelet transform, which does not work well
in capturing the geometry of image edges [14].

We propose a new image enhancement method based on the nonsubsampled con-
tourlet transform (NSCT) [6]. The proposed algorithm enhances theMR imagewhile
amplifying weak edges and suppressing noise by modifying the NSCT coefficients
using a nonlinear mapping function in each directional subband.

The rest of this paper is organized as follows. In Sect. 2, we explain the intrin-
sic geometrical information based methodology for image denoising. A variety of
experimental results are presented in Sect. 3. Finally, the conclusions are given in
Sect. 4.

2 Methodology

Existing image-denoising methods amplify noise when they amplify weak edges
since they cannot distinguish noise from weak edges. In the frequency domain, both
weak edges and noise produce low-magnitude coefficients. Since weak edges are
geometric structures and noise is not, we can use the NSCT to distinguish them [17].
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2.1 Nonsubsampled Countourlet Transform

In [7], Do and Vetterli proposed the contourlet transform (CT), which is a multiscale
directional representation constructed in the discrete grid by combining theLaplacian
pyramid and the directional filter bank. Due to its directionality and anisotropy CT
can represent curve more sparsely. NSCT, based on the theory of CT, is a kind of
multi-scale, multi-directional computation framework of discrete images. The main
difference lies in that, in the course of decomposition and reconstruction, traditional
upsamplers and downsamplers in CT do not exist in NSCT any more, so that the
NSCT is a fully multi-scale, multi-directional, good time-frequency property and
shift invariant expansion.

NSCT falls into two phases, including nonsubsampled pyramid (NSP) and non-
subsampled directional filter bank (NSDFB). The former phase ensures the multi-
scale property by using two-channel nonsubsampled filter bank, and a low-pass
image with a band-pass one can be produced at each NSP decomposition stage.
The subsequent NSP decomposition stages are carried out to decompose the low-
pass component available iteratively to capture the singularities in the image. As a
result, NSP can result in k + 1 subband images including one low-pass image and k
band-pass images, whose sizes are all the same as that of the source image, where
k denotes the number of decomposition stages. Figure1 gives the NSP decomposi-
tion with k = 3 stages with a 2-D low-pass filter is represented by its z-transform
H0(z)where z = [z1, z2]T and H1(z) = 1− H0(z). The filters for subsequent stages
are obtained by upsampling the filters of the first stage. This gives the multi-scale
property without the need for additional filter design. The NSDFB, constructed by
combining the directional fan filter banks devised by Bamberger and Smith [2], is
two-channel nonsubsampledfilter banks.NSDFBallows the direction decomposition
with l stages in band-pass images fromNSP at each scale and produces 2l directional
subband images which have the same size as the source image. Thus, the NSDFB
endows the NSCT with the multi-direction property and we can benefit a lot from

Fig. 1 Three-stage NSP
decomposition
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Fig. 2 Four-channel
nonsubsampled DFB

the NSDFB because it provides us with more precise directional detail information.
A four-channel NSDFB, constructed with two-channel fan filter banks and parallelo-
gram filters without downsamplers and upsamplers, is illustrated in Fig. 2. Note that
in the second level, the upsampled fan filters Ui (zQ), i = 0, 1 have checker-board
frequency support, and when combined with the filters in the first level give the four
directional frequency decomposition.We use the ‘maxat’ filters and ‘dmaxat7’ filters
for NSP and NSDFB, respectively. The concrete filter banks constuction methods
and more NSCT details can be found in [6].

2.2 Proposed Image Denoising Using Intrinsic
Geometrical Information

NSCT differs from other multi-scale analysis methods in that contourlet transform
allows for different and flexible number of directions at each scale. According the
direction information contours are obtained by directional filter bank concatenated
the neighbouring singular points into local contours in the frequency domain. By
combination of NSP and NSDFB, NSCT is constructed as a fully shift invariant,
multi-scale, andmulti-direction expansion that has better directional frequency local-
ization and a fast implementation. It is worth noting that shift invariance is very
important. Being shift invariant, each pixel of the transform subbands corresponds
to that of the original image in the same spatial location. Therefore, we gather the
geometrical information pixel by pixel from the NSCT coefficients. All directional
contour subbands can be expressed as:

{Cm,d}, m = 1, 2, . . . k, d = 1, 2, . . . lm,

k ∈ (1, 2, . . . N ), lm = 2N .
(1)
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where m and d are the scale and direction of the decomposition respectively, k is the
number of contour decomposition scale, lm is the number of contour decomposition
directions of mth scale and {Cm,d} is the coefficient at the dth directional subband of
the mth scale. We observe that in the NSCT domain, the Rician noise corresponds to
those pixels with small magnitude coefficients in all directional subbands at a specific
pyramidal level. Based on this observation, we can classify pixels into two categories
by analysing the distribution of their coefficients in different subbands. One simple
way is to compute the mean (denoted by mean) and the maximum (denoted by max)
magnitude of the coefficients for each pixel across directional subbands, and then
classify it by:

pixel =
{
noise, if

(
(mean < ασγ ) and (max < ασγ )

)

edge, otherwise
(2)

where α is the amplifying gain of the subbands at a specific pyramidal level (3), σ
is the noise variance of the input MR image and γ is the noise standard deviation of
the subbands at a specific pyramidal level.

α =
log

(
mean

(|Cm,d |)

max
(|Cm,d |)

)

log

(
sin

(
π

2

mean
(|Cm,d |)

max
(|Cm,d |)

)) (3)

We first estimate the noise variance of the input MR image, σ̂ , with the robust
median operator defined in [4] and then compute the noise variance of each subband,
γ̂ , by using [18]. The core requirement for image denoising bymulti-scale transforms
is to suppressingnoisewhile amplifyingweak edges. To this endwemodify theNSCT
coefficients, C̃m,d , by a nonlinear mapping function in each scale and directionwhere
m > 1:

C̃m,d =

⎧
⎪⎨

⎪⎩

(
max

(|Cm,d |)

sgn
(
Cm,d

)
)
sin

(
π

2
sin

(
π

2

|Cm,d |
max

(|Cm,d |)
)α)√

α

, edge

0, noise.

(4)

We summarize our denoising method in the following algorithm.

1. Compute the NSCT of the input MR image for k levels according to (1).
2. Estimate the noise standard deviation (σ̂ ) of the input image.
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3. For each level of the pyramid where m > 1:

a. Estimate the noise variance (γ̂ ).
b. At each pixel location, compute the mean and the maximum magnitude of

the corresponding coefficients in all directional subbands at this level, and
classify each pixel according to (2) and (3) into “edges” or “noise”.

c. For each directional subband, use the nonlinear mapping function given in
(4) to modify the NSCT coefficients according to the classification.

4. Reconstruct the denoised MR image from the modified NSCT coefficients.

3 Experimental Results

We have compared the performance of our proposed image denoising using intrinsic
geometrical information with two state-of-the-art denoising algorithms, the non-
local mean (NLM) algorithm [3] and a modern wavelet-based denoising algo-
rithm (SURELET) [11] using the 3D-simulated MR images downloaded from the

Fig. 3 Visual quality comparison: Top row; from left to right: a Ground truth T1-weighted image.
b Ground truth corrupted with Rician noise of 13%. Denoised with c NLM, d SURELET and e the
proposed method. Middle row; and bottom row: same results for a simulated T2- and PD-weighted
images
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Fig. 4 Quantitative comparison of the proposed NSTC based denoising method with NLM and
SURELET methods based on a PSNR, b SSIM and c MAD for simulated T1 images corrupted
with Rician noise varying from 5 to 21

BrainWeb database [5]. The simulated T1-, T2-, and PD-weighted synthetic noise-
free MR images are downloaded where the size of each image is 181 × 217 × 181
and the intensity is 256 bins.

Visual quality comparison of the MR images denoised with the NLM, the
SURELET and the proposed method was conducted on the simulated T1-, T2-, and
PD-weighted synthetic noise-free MR images after corrupting the images by Rician
noise [8] with 13%. It can be observed from Fig. 3 that the images denoised with the
proposed method are more closer to the ground truth than the images denoised with
the other approaches.

For a quantitative analysis,MR imageswere degradedwithRician noise for awide
range of noise levels and the denoising efficiency of the algorithms was evaluated
based on the Peak Signal to Noise Ratio (PSNR) [9], the mean Structural Similarity
Index Matrix (SSIM) [19] and the Mean Absolute Difference (MAD) [15]. A higher
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Fig. 5 Quantitative comparison of the proposed NSTC based denoising method with NLM and
SURELET methods based on a PSNR, b SSIM and c MAD for simulated T2 images corrupted
with Rician noise varying from 5 to 21

PSNR, MSSIM and a lower MAD correspond to a higher performance. Figures4, 5
and 6 show the quantitative analysis of of the denoising methods in terms of PSNR,
mean SSIM and MAD. It can be observed from the plots that the proposed method
performs better than the NLM and SURELET based on the quality metrics used for
the evaluation. Furthermore, proposed methodology does not require any parameter
selection and on a PC with 2.5 GHz Intel Core i5 CPU and 8 GB RAM, NSCT costs
on average of 5.23 s to decompose a 181× 217 MR image into directional subbands
and to reconstruct denoised MR image using Matlab1 hence, can be easily applied
for a clinical application.

1The nonsubsampled contourlet toolbox used in this paper can be downloaded at http://www.
mathworks.com/matlabcentral/fileexchange/10049-nonsubsampled-contourlet-toolbox.

http://www.mathworks.com/matlabcentral/fileexchange/10049-nonsubsampled-contourlet-toolbox
http://www.mathworks.com/matlabcentral/fileexchange/10049-nonsubsampled-contourlet-toolbox
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Fig. 6 Quantitative comparison of the proposed NSTC based denoising method with NLM and
SURELET methods based on a PSNR, b SSIM and c MAD for simulated PD images corrupted
with Rician noise varying from 5 to 21

4 Conclusion

We have proposed a novel multi-scale image denoising algorithm to remove Rician
noise from MR images based on the NSCT. We have shown that the new algorithm
can sufficiently remove Rician noise, while simultaneously preserving edges and
fine structures in a given noisy MR image. Experimental results on the BrainWeb
database verified that the intrinsic geometrical information extracted from directional
contour coefficients is quite efficient, speedy and can be effectively applied to T1-,
T2-, and PD-weighted MR images without any parameter tuning under diverse noise
levels.
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Image Analysis in a Parameter-Free Setting

Yu Zhu and Thomas Zeugmann

Abstract The paper proposes a new method to approximate the normalized infor-
mation distance by a compression method that is particularly suited for image data.
The newmethod is based on a video compressor. The newmethod is used to compute
the distance matrix of all the images in the data sets considered. Moreover, the hier-
archical clustering method from the R package is used to cluster the distance matrix
obtained. Two different datasets are considered to demonstrate the usefulness of our
new image analysis method. The results are very promising and show that one can
obtain a very good clustering of the image data.

1 Introduction

To measure the similarity between objects is a fundamental notion in everyday life.
Formany datamining andmachine learning algorithms the task ofmeasuring the sim-
ilarity between objects is also fundamental. Usually, the similarity between objects
is measured by a domain-specific measure based on features of the objects. For
example, the distance between pieces of music can be measured by using features
like rhythm, pitch or melody; i.e., these features do not make sense in any other
domain. For defining the right domain-specific distance measure one needs special
knowledge about the application domain for extracting the relevant features before-
hand. By using these parameters, one can then control the algorithms’ sensitivity to
certain features. Determining how relevant particular features are is often difficult
and may require a certain amount of guessing. Expressing this differently, one has
to tune the algorithms, which is requiring domain knowledge and a larger amount of
experience. Such an approach does not only cause difficulties, but includes a certain
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danger or risk of being biased. Furthermore, it may be expensive, error prune, and
time consuming to arrive at a suitable tuning.

However, as a radically different approach; i.e., the paradigm of parameter-free
data mining, has emerged (cf. Keogh et al. [4]). The main idea of parameter-free data
mining is the design of algorithms that have no parameters and that are universally
applicable in all areas.

The problem is whether or not such an approach can be realized at all. It is only
natural to ask how an algorithm can perform well if it is not based on extracting the
important features of the data, and if we are not allowed to adjust its parameters until
it is doing the right thing. As expressed by Vitányi et al. [12], if we a priori know
the features, how to extract them, and how to combine them into exactly the distance
measure we want, we should do just that. For example, if we have a list of cars with
their color, motor rating, etc. and want to cluster them by color, we can easily do
that in a straightforward way.

So the approach of parameter-free datamining is aiming at scenarios wherewe are
not interested in a certain similarity measure but in the similarity between the objects
themselves. The most promising approach to this paradigm is based on Kolmogorov
complexity theory. The intuitive idea can be described as follows: If two objects x
and y are similar then it should be possible to obtain a short description of how to
transform object x into y and object y into object x. Conversely, if two objects have
(almost) nothing in common, then obtaining x from y and y from x is (almost) as
complex as describing x and y, respectively, from scratch. Note that we need both
directions here. For example, if we are given a blue image and a beautiful flower
image (of the same size) the one can easily obtain the blue image from the flower
image by assigning to each pixel the color blue. But the converse is not true; i.e.,
obtaining the flower from the blue image is as complex as describing the flower from
the empty image.

The key ingredient to this approach is the so-called normalized information dis-
tance (NID) which was developed by various researchers during the past decades in
a series of steps (cf., e.g., [1, 2, 5]).

More formally the normalized information distance between two strings x and y
is defined as

NID(x, y) = max{K(x|y), K(y|x)}
max{K(x), K(y)} , (1)

where K(x|y) is the length of the shortest program that outputs x on input y, and K(x)
is the length of the shortest program that outputs x on the empty input. It is beyond
the scope of the present paper to discuss the technical details of the definition of
the NID. We refer the reader to Vitányi et al. [12].

The NID has nice theoretical properties, the most important of which is universal-
ity. TheNID is called universal, since it accounts for the dominant difference between
two objects (cf. Li et al. [5] and Vitányi et al. [12] and the references therein).

In a sense, the NID captures all computational ways in which the features
needed in the traditional approach could be defined. Since its definition involves the
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Kolmogorov complexity K( · ), the NID cannot be computed. Therefore, to apply
this idea to real-world data mining tasks, standard compression algorithms, such
as gzip, bzip2, or PPMZ, have been used to approximate the Kolmogorov com-
plexity and resulted in the normalized compression distance (NCD). We modify this
approach by using a video compressor. This yields the normalized MPEG distance
(NMD) as an approximation of the NID (cf. Definition 1). In [3] we have shown that
the NCD based method is useful for text strings, such as influenza virus datasets.

But the NCD method could not find the real similarity in image datasets, even if
we get a good compression ratio for images by the standard compression algorithms.

In this paper, we focus our attention to image datasets and provide the NMD to
calculate the distance between images. We show our method to create an efficient
and robust image distance measure. Using the NMDwe compute a symmetric matrix
D such that dij is the NMD between the data entries i and j (henceforth called
distancematrix). The next step is the clustering. Here of course the variety of possible
algorithms is large. We have decided to try the hierarchical clustering algorithm
from the R package (called hclust) with the average option. In this way we obtain
a rooted tree showing the relations among the input data. The results obtained are
generally very promising. For the butterflies dataset, we obtained a perfect clustering
result, which nicely coincides with a clustering obtained by human intuition. For the
spider dataset, we still could get accuracy of 83.59% without any occasional human
intervention.

2 Background and Theory

2.1 Background

As explained in the Introduction, the theoretical basis for computing the distance
matrix is deeply based in Kolmogorov complexity theory. Since the definition of the
NID depends on the function K and since K is uncomputable, the NID is uncom-
putable, too. Thus it must be approximated. Experience showed that universal com-
pression algorithms yield good approximations of the NID.

In our previous work we also demonstrated that these compressors gave unex-
pected good results for text based datasets such as virus datasets (cf. [3]).

However for the images, these “universal” compressors could not find the real
similarity between images but only reduced the size of the data, even if they are
lossless compressors. The main reason is that image data are usually large and thus
the standard compressors are not normal when applied to image data. For example,
if C is compressor then it should satisfy the condition C(xx) = C(x), it should be
symmetric and distributive and obey a monotonicity condition (cf. [3] for the formal
definition).
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The usual way to deal with images is to extract their features and then to compare
the features extracted. Various methods have been proposed to perform this feature
extraction.

Herewe aim at an approach thatmaintains the benefits of parameter-free datamin-
ing. The idea is to use a video compressor to approximate the NID in an appropriate
manner. It is known that widely used video compressors work as a tool to reduce
the amount of data needed for subsequent frames. This means if the two images are
similar, then the compressor can reduce more data and returns a file of smaller size. If
the two images have almost nothing in common, then the video compressor basically
just concatenates the two images and returns a file of bigger size.

However, using a video compressor poses some technical difficulties, since it
requires the input of at least two images. Therefore, the original definition of the
normalized compression distance has to be modified appropriately. This is done in
the following subsection.

2.2 Our New Modified Measure Method

Looking at the definition of the NID, we see that it takes two inputs and then deter-
mines the length of the shortest program to produce x and y (expressed by K(x) and
K(y), respectively). Furthermore, determining K(x|y)means to figure out howmuch
information about x is already contained in y and similarly for K(y|x).

Since the video compressor m requires at least two images, this poses the problem
how to relate m(xy) and m(yx)which maybe considered as approximations of K(y|x)
and K(x|y), respectively, to m(xx) and m(yy). The result is provided in Definition 1
below; i.e., we compare the resulting compressionsm(xy)−m(xx) andm(yx)−m(yy)
and normalize it by dividing by the maximum of m(xx) and m(yy).

We choose to realize this idea by using the MPEG encoder provided by Math-
Works in Matlab for its simplicity and availability [9]. Of course, all of the input
images should be in the same format, it could be jpg, jpeg or png any uniform files.
The first step will transform the two individual images to two frames, and then trans-
form them to one movie. The only thing we care about here is the size of the movie,
as this indicate how similar the two images are. We perform a pairwise transforma-
tion for all of the images in the dataset. Then we can calculate the distance between
each pair of images as defined in our measure method. More precisely, we have the
following.

Definition 1 The distance between two images x and y is defined as

MD(x, y) = max{m(xy) − m(xx), m(yx) − m(yy)}
max{m(xx), m(yy)}

where m is the given video compressor.
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Having this definition we can put all images in a list X(x1, . . . , xn) and com-
pute the distance matrix MD = (

md(x, y)
)

x,y∈X . Here, the MD stands for “MPEG
Distance.”Note that the distancematrixMD(x, y) returned is positive and symmetric.

Next, we turn our attention to clustering. We shortly outline the hierarchical clus-
tering as provided by the R package, i.e., by the program hclust (cf. [10]). The
input is the (n × n) distance matrix MD. The program uses a measure of dissim-
ilarity for the objects to be clustered. Initially, each object is assigned to its own
cluster and the program proceeds iteratively. In each iteration the two most similar
clusters are joint, and the process is repeated until only a single cluster is left. Fur-
thermore, in every iteration the distances between clusters are recomputed by using
the Lance–Williams dissimilarity update formula for the particular method used.

The methods differ in the way in which the distances between clusters are recom-
puted. Provided are the complete linkage method, the single linkage method, and the
average linkage clustering. In the first case, the distance between any two clusters is
equal to the greatest similarity from any member of one cluster to any member of the
other cluster. This method works well for compact clusters but causes sensitivity to
outliers. The second method pays attention solely to the area where the two clusters
come closest to one another. The more distant parts of the clusters and the overall
structure of the clusters is not taken into account. If the total number of clusters is
large, a messy clustering may result.

The average linkage clustering defines the distance between any two clusters to
be the average of distances between all pairs of objects from any member of one
cluster to any member of the other cluster. As a result, the average pairwise distance
within the newly formed cluster, is minimum.

Heuristically, the average linkage clustering should give the best results in our
setting, and thus we have chosen it (see also Manning et al. [6] for a thorough
exposition).

Hierarchical clustering builds clusters within clusters, and does not require a pre-
specified number of clusters like k-means and k-medoids do.Ahierarchical clustering
can be thought of as a tree and displayed as a dendrogram; at the top there is just one
cluster consisting of all the observations, and at the bottom each observation is an
entire cluster. In between are varying levels of clustering.

As shown below, our algorithm works in this way.

Algorithm MPEG distance clustering for a data list

Input: image data list X = (x1, x2, . . . , xn);
Output: clustering tree displayed as a dendrogram;
Step 1. for x, y ∈ X, use MPEG compressor to get the video size m(xy) for pairwise

images;
Step 2. compute the distance matrix MD = (

md(x, y)
)

x,y∈X ;
Step 3. cluster the matrix MD by using hierarchical clustering from the R package

(cf. [10]).
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3 Experiments and Results

In this section we describe the two datasets used and the results obtained. The clus-
terings obtained provide evidence for the usefulness of our new method for image
classification.

3.1 Butterflies Dataset

First, we applied our new method to a set of butterfly images in order to judge its
effectiveness intuitively. These images were extracted from various websites devoted
to entomology. The result obtained is displayed in Fig. 1. As we see the butterflies
belong to six clusters based on their color and shapes.

In order to obtain this clustering, first we performed an alignment of the images;
i.e., we ensured that all images have the same size. Here we kept the resolution ratio
as its original ratio and added a frame to ensure that all images have the same size.
This preprocessing is necessary, since in a movie all images are assumed to be of the
same size. If an image did not fit in the frame, a white background was added to fill
the blank part.

After this step, we calculated the symmetrical pairwise distance matrix. Then we
applied the hierarchical clustering as described above to judge the similarity between
these images. As Fig. 1 shows, the obtained result is really satisfying.

Note that we clustered this set of images, because it was used to test the utility
of a color and shape distance measures in [13]. We found that the parameter-free
method’s result is even better than the one obtained by the carefully tuned color or
shape measure.

Fig. 1 The butterflies dataset clustered with our new distance measure method (hierarchical clus-
tering method as provided by R package)
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3.2 Spider Dataset

To show that theMDmeasuremethod could bewidely used, we chose theAustralasia
ground spiders of the family Trochanteriidae as our dataset. This selection was made
primarily because all species were already available and the size of the family is 121
species in 14 genera, this seems a reasonable dataset and we can use it to judge the
effectiveness of our method [11].

Species discrimination in spiders is based primarily on the shape of the male and
female genitalia. If we try to identify the species, or to systematically describing new
species, we need to examine these structures. Epigyna is the reproductive structures
for female spider. The epigynum is found on the ventral side of an adult female and
is visible without dissection (cf. Figs. 2 and 3).

Fig. 2 Spider ventral view

Fig. 3 One example of
Epigynum for spider
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Fig. 4 The spider dataset clustered with our new distance measure method (hierarchical clustering
method as provided by R package)

In order to allow the reader to check the results obtained, we shortly describe the
data set used. We chose 128 epigyna images from four species; i.e., the first two
belong to the Boolathana species (displayed in yellow), the third to the 35th belong
to the Fissarena species (shown in green), the 36th–92nd are Hewicloeina species
(displayed in red) and the remaining ones (93rd–128th) are Longrita species (drawn
in blue) (cf. Fig. 4).

All experimentswere performedunderMacOSXLion.Wecalculated the distance
matrix by using MPEG in Matlab. From the 128 spider images 107 are correctly
clustered. Thus, the accuracy of the cluster for the spider data is 83.59%.

By performing our experiments we demonstrated the usefulness of our new mea-
suremethod for image data.We could easily justify the clustering result for butterflies
evenwe do not have background knowledge in this area. For the spider dataset, results
of informal surveys of archaeologists suggest that acceptable cutoffs for accuracy
vary widely and often depend on the background of the respondents. Systematists
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or taxonomic specialists demand on the highest accuracy level—95% minimum
for such a system to be useful for them. Ecologist and conservationists would be
happy with 80–90 percent if it meant they could have a species list to work with [8].
Our method gave an acceptable result without any trained personal who are able to
identify known species correctly. Especially for the Fissarena species (in green) and
Longrita species (in blue) we only got 7 individual mixed in the clustering result,
this part gave an 91.67% accuracy result. We have not reported the speed of the
MPEG distance method, one of the reasons is we wanted to show the utility first.
Another reason is that optimizing speed may be irrelevant in many domains. As in
some medical application it may take over an hour to produce an image, and wait
another hour to find matches in a database [7].

4 Conclusion and Future Work

The usefulness of our new measure method, MPEG distance, for clustering the but-
terflies images and spider’s epigyna images has been demonstrated. For the butterflies
dataset, we got a perfect clustering result. And for the spider subset, we got an accu-
racy of 83.59%.We are not claiming theMPEG distance is the best measure possible
for image analysis problems. We have not reported the running time here, which it
is still acceptable, since the process of identification and description of new species
usually takes months or even years. For specialized application areas, there may be
better measures, which include domain specific constraints and features. However,
the MPEG distance measure offers a useful simple way when we do not have so
much background about the application domain.

For the future work, we also would like to combine our measure method with the
multisets to find the similarity between a pair of finite objects based on compression.
Exploiting some other video compressors maybe increase the speed of our method.
Of course, to apply the MPEG distance to other fields is the first task we will pursue
next.
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Age Estimation Based on Hybrid Features
of Facial Images

Asuman Günay and Vasif V. Nabiyev

Abstract This paper proposes a new age estimation method using hybrid features
produced by fusing the global and local features of facial images at decision level. The
global facial features are extracted using active appearance models (AAM) which
contains both the shape and appearance of a human face. In the local feature extrac-
tion phase, the wrinkle features are extracted using a set of Gabor filters, capable
of extracting deep and fine wrinkles in different directions and the skin features are
extracted using local binary patterns (LBP), capable of extracting the detailed tex-
tures of skin. After the feature extraction module, three aging functions are modeled
separately with multiple linear regression. Then decision level fusion is performed to
combine the results of these aging functions to make a final decision. Experimental
results showed that the performance of the proposed method was superior to that of
the previous methods when using the FG-NET and PAL aging databases.

Keywords Age estimation · Hybrid features · Active appearance models · Local
binary patterns · Gabor filters

1 Introduction

With the increasing need of automatic recognition systems, the researches on facial
image processing have received considerable interest in recent decades. Face detec-
tion, face recognition, gender classification and facial expression recognition are the
research topics that have been studied by many researchers in this area. Facial age
estimation is a relatively new topic and the interest in this topic has significantly
increased because it has many real world applications. For example, an automatic
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Fig. 1 Proposed age estimation method

age estimation system can prevent under ages from accessing cigarettes, alcohol or
obscene contents on websites. In addition, age specific target advertising, face recog-
nition systems robust to age progression and age prediction systems for finding the
lost children and criminals are important age estimation applications.

Facial age estimation is a multi-class classification problem because an age label
can be seen as an individual class. This makes age estimation much harder than other
facial image processing problems such as gender classification, face detection, etc.
Besides, real world age progression displayed on faces is varied and personalized.
Aging process of a person is affected by the genetics, race, living styles, eating and
drinking habits, climate, etc. Exposure to sunlight, smoking, extreme weight loss,
emotional stress, extent and frequency of facial expressions, usage of anti-aging
products, and plastic surgery also affect the person’s facial appearance. Therefore,
it is very difficult to determine the type of facial features directly represents the age.
Moreover, the accuracy of age estimation systems are insufficient, even the human
skills about age estimation are limited. The lack of proper large data set including
the chronological image series of individuals is another drawback in these systems.

In this paper we propose a new age estimation method based on decision level
fusion of global and local features of facial images as shown in Fig. 1. The global
facial features are extracted using active appearance models (AAM) which con-
tains both the shape and appearance of a human face. The local facial features are
extracted using Gabor filters and local binary patterns (LBP). A set of Gabor fil-
ters capable of extracting deep and fine wrinkles in different directions are used to
extract wrinkle features and LBP is used to extract the detailed skin texture features
of facial images. Then dimensionality reduction is performed using principal com-
ponent analysis (PCA) for each feature vector separately. After finding the lower
dimensional subspaces three distinct aging functions are modeled using global fea-
tures, wrinkle features and skin features of facial images. Finally the results of these
aging functions are combined to estimate the age of the subject.

This paper is organized as follows. A survey on age estimation methods is given in
the next section. Section 3 introduces the proposed method including preprocessing,
feature extraction, regression and decision level fusion modules. In Sect. 4, experi-
mental results are given and Sect. 5 concludes the paper.
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2 Related Work

The existing age estimation systems typically consist of an age image representation
and an age estimation module. Age image representation techniques rely often on
shape-based and texture-based features that were extracted from facial images. They
can be grouped under the topics of Anthropometric Models, AAM, AGing pattErn
Subspace (AGES), Age Manifold and Appearance Models. Then, age estimation can
be performed with age group classification or regression methods.

The anthropometric model based representations only consider the facial geom-
etry. The earliest paper published in the area of age classification relying on facial
geometry was the work by Kwon and Lobo [1]. They computed six ratios of distances
on frontal images to separate babies from adults. They also used wrinkle information
extracted by snakelets in several regions of human face to separate young adults from
senior adults.

AAM based approaches incorporate shape and appearance information together
rather than just the facial geometry as in the anthropometric model based methods.
Using the AAMs for age estimation was initially proposed by Lanitis et al. [2].
The relationship between the age of individuals and the parametric description of
face images was defined with an aging function age= f (b). Later on various works
are presented using AAM features for age estimation [3–5]. In some studies AAM
features are extracted as global facial features and fused with local facial features for
efficient age estimation [6].

The idea of using the sequence of an individual’s aging face images arranged
in chronological order, to model the aging process is explored by Geng et al. [7].
The features of face images in the aging pattern are extracted with AAM. Then a
specific aging subspace is learned with PCA and EM-like iterative algorithm for each
individual. The age of a test image is estimated by searching a suitable aging pattern
and a proper age position in that aging pattern for it.

Age manifold methods aims to learn a common aging pattern from the images of
different individuals at different ages. Age manifold utilizes a manifold embedding
technique to discover the aging trend in a low dimensional domain. Thus, the mapping
from the image space to the manifold space can be done either by linear or by
nonlinear functions [8–11].

Appearance models are mainly focused on the aging-related facial feature extrac-
tion. Both global and local features extracted with edge detection methods, Gabor
filters, LBP were used in existing age estimation systems [6, 12, 13].

3 Proposed Method

This paper presents a new age estimation method using hybrid features which are
the combination of global and local features of facial images. Global features are
extracted using AAM. The local features are extracted using Gabor filters and LBP.
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Fig. 2 Image preprocessing a Original images. b Preprocessed images

Then three aging functions are modeled with these features using multiple linear
regression. Finally the results of these aging functions are combined to make a final
decision of the accurate age. These modules are explained in the following sections.

3.1 Preprocessing

The orientation and the size of original images are different from each other. Also
they have unnecessary features such as background, cloth and hair which are not
related to the face and can affect the performance of the algorithm. Therefore, an
image preprocessing step is performed to extract only the facial regions and to adjust
the orientation and size of the faces. In the preprocessing module, the facial images
are cropped, scaled and transformed to the size of 88 × 88, based on the eye center
locations as shown in Fig. 2.

3.2 Feature Extraction

In this module hybrid features which are the combination of global and local features
are extracted from facial images. Global features are extracted using AAM. The local
features are extracted using Gabor filters and LBP. The details are given below.

Active Appearance Models. AAM is a statistical shape and appearance model of
facial images [14]. These models are generated by combining a model of shape
variations with a model of the appearance variations in a shape-normalized frame.
A statistical shape model can be generated with a training set of face images labeled
with landmark points as shown in Fig. 3a. The mean shape is produced with taking
the mean of the landmark points in the training set. Then, PCA is applied to the data
to extract the main principal components along which the training set varies from the
mean shape. To build a statistical appearance model, each image in the training set
has to be normalized, so that its control points match the mean shape. For this purpose
all images are warped to the mean shape using affine transformation and Delaunay
triangulation (Fig. 3b). Then, the gray-level intensities within a pre-specified image
region of the shape normalized images (Fig. 3c) are used to train an intensity model.
By applying PCA to the gray level intensities, a linear model is obtained. Since there
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Fig. 3 a Example of face image labeled with 68 landmark points. b Result of the Delaunay trian-
gulation used in warping process. c Shape normalized image

may be correlations between the shape and gray-level variations, a further PCA is
applied to them and, finally, the combined shape and appearance parameters are
obtained.

In this study the statistical shape model is generated with a training set of face
images labeled with 68 landmark points. For the intensity model, approximately 7000
gray-level intensities in the facial region of the corresponding shape-free image are
used to represent the training samples. The resulting combined shape and intensity
model requires 362 model parameters for FG-NET database and 418 model para-
meters for PAL database to explain 99 % of the variance in the training set. These
model parameters are used as a global descriptor of facial images.

Gabor Filters. A Gabor filter is obtained by modulating a sinusoid with a Gaussian.
This filter will therefore respond to some frequency, but only in a localized part of
the signal. Let g(x, y, θ, φ) be the function defining a Gabor filter centered at the
origin with θ as the spatial frequency and φ as the orientation. We can view Gabor
filters as:

g(x, y, θ, φ) = exp(−(x2 + y2)/σ 2) exp(2πθ(x cos φ + y sin φ)) (1)

It has been shown that σ 2, the standard deviation of the Gaussian kernel depends
upon the spatial frequency to measured, i.e. θ . The response of a Gabor filter to an
image is obtained by a 2D convolution operation. Let I(x, y) denote the image and
G(x, y, θ, φ) denote the response of a Gabor filter with frequency θ and orientation
φ to an image at point (x, y) on the image plane. G(.) is obtained as,

G(x, y, θ, φ) =
∫ ∫

I(p, q)g(x − p, y − q, θ, φ)dpdq (2)

In the study the fine and deep wrinkles at different orientations are extracted using
a Gabor filter set with 4 scales and 6 orientations as shown is Fig. 4. The responses
of these filters for an image are also given in the figure.
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Gabor filters Gabor filter responses

Fig. 4 Gabor filter process

Local Binary Patterns. Local binary patterns are fundamental properties of local
image texture and their occurrence histogram is a powerful texture descriptor [15].
Original LBP operator assigns a label for every pixel of the image, by means of
tresholding the center pixel with its 3 × 3 neighborhood and considering the results
as a binary number. Then the occurrence histogram of these labels is used as a texture
feature. Every pixel of the image is labeled with the following equation,

LBPP,R(xc) =
P−1∑

p=0

u(xp − xc)2
p u(y) =

{
1, y ≥ 0
0, y < 0

(3)

where xc is center pixel, xp represents one of his P neighbors and R is the radius. In
texture description all LBP codes are not used. The uniform patterns which contains
at most two bitwise transitions from 0 to 1 or vice versa when the binary pattern is
considered circular, account for a bit less than 90 % of all patterns when using (8,1)
neighborhood [15]. But holistic descriptions of facial images are not reasonable since
the texture descriptors tend to average over the image area [16]. However retaining
the information about spatial relations is important for facial images. Furthermore
local representations are more robust against variations in pose or illuminations than
holistic representations. As a result, spatial LBP histograms are extracted for an
efficient representation of facial images. For this purpose image is divided into m
regions and for every region spatial histograms are produced as follows,

Hi,j =
∑

xc∈Rj

f {LBPP,R(xc) = U(i)}

f (y) =
{

1, if y is true
0, otherwise

i = 0, 1, ..., n − 1, j = 0, 1, ..., m − 1

(4)

where Hi,j is the i. value of the LBP histogram of j. region and U(i) is the vector
keeps uniform patterns. These regional histograms are concatenated to build a global
description of the image.
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Fig. 5 Regional LBP histograms

In this work the detailed skin textures of facial images are extracted using spatial
LBP histograms. For this purpose the facial images are divided into 8 × 8 sub-regions
from which LBP histograms are produced and concatenated into a single vector as
shown in Fig. 5.

After the feature extraction module, PCA is performed on feature vectors to find a
lower dimensional subspace which carries significant information for age estimation.

3.3 Aging Function Modeling

After finding the low dimensional representation of facial features, we define the age
estimation problem as a multiple linear regression problem as age = f (M) ⇔ L̂ =
f̂ (Y) where L̂ denotes the estimated age label, f (·) the unknown regression function,
and f̂ (.) is the estimated regression function. The aging function used in this study
is a linear function given in �̂ = β̂0 + β̂T

1 y, where �̂ is the estimate of age, β̂0 is the
offset , β̂1 is the weight vector and y is the extracted feature vector.

3.4 Decision Level Fusion

In the previous module three aging functions are modeled separately using global
features, wrinkle features and skin features for age estimation. The results of these
aging functions are combined to make a final decision for the age of the test sample
as follows:

age =
N∑

i=1

agei/N (5)

where age is the final age of the test sample, agei is the age estimated by the ith aging
function and N is the total number of aging functions.
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4 Experiments and Results

To evaluate the performance of the proposed method FG-NET and PAL databases are
used in experiments. The FG-NET aging database [17] comprises of 1,002 images
of 82 subjects (6–18 images per subject) in the age range 0–69 years. Since the
images were retrieved from real-life albums of different subjects, aspects such as
illumination, head pose, facial expressions etc. are uncontrolled in this dataset. The
PAL aging database was developed to be more representative of age groups across the
lifespan [18]. It contains 580 individual faces ranging from ages 18 to 93. The images
were captured under natural lighting conditions using a digital camera. The database
includes various expressions such as smiling, sadness, anger or neutral faces. The
data distributions of FG-NET and PAL aging databases are shown in Fig. 6.

The evaluation framework is Leave-One-Person-Out mode for FG-NET aging
database. That is in each fold the images of one person are used as test set and those
of the others are used as the training set. After 82 folds, each subject has been used
as test set once, and the final results are calculated based on all the estimations. In the
experiments we also use 3-fold cross validation mode for PAL database in which the
1/3 of the images are selected randomly as test set and the rest are used as training
set. After 3 folds the mean of all estimations is determined as estimation performance
of the system

For the performance comparison, the Mean Absolute Error (MAE) metric is used.
MAE is the mean of the absolute error between the estimated age labels and the
ground truth labels as follows:

MAE =
Nt∑

i=1

∣∣ŷi − yi
∣∣
/

Nt (6)

where ŷi is the estimated age for the ith testing sample, yi is the corresponding ground
truth, and Nt is the total number of the test samples.

The estimation results of the proposed method for FG-NET and PAL databases
are shown in Fig. 7. We can see from the figure that age estimation performance
of the AAM features is better than Gabor and LBP features on FG-NET and PAL
databases as the AAM features both include the shape and appearance information

Fig. 6 The data distributions of a FG-NET and b PAL aging databases
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Fig. 7 The estimation results of feature vectors on FG-NET and PAL database

Table 1 Comparison of the proposed methods to the previous works on FG-NET database

Method WAS [7] AGES [7] AGESlda [7] LARR [9] PFA [10] Proposed

MAE 8.06 6.77 6.22 5.07 4.97 4.87

of facial images. But when they are fused with local features including wrinkle and
skin texture information at decision level, age estimation performance noticeably
increased. As a result the proposed method achieves the MAE of 4.87 on FG-NET
database and MAE of 5.38 on PAL database when using the hybrid features of facial
images.

As the FG-NET database is the most common database used in age estimation
works, the performance of the proposed method is compared with the previous works
in which the performances are reported on the FG-NET aging database. The MAEs of
the previous methods and the proposed method are tabulated in Table 1. Our method
has an MAE of 4.87 which is lower than all the previous methods using only AAM
features listed in Table 1. This result also shows that the combination of the global
and local features at decision level improves the age estimation performance.

Also, when compared our age estimation performance with the result reported
in [6], our 4.87 years MAE is better than their 5.32 years MAE when using a single
level age estimation scheme.

5 Conclusion

In this paper we have presented an age estimation method using the global and local
features of facial images. The global features are extracted using AAM while the
local features are extracted using Gabor filters and LBP. Three aging functions are
modeled with these features separately and the age estimation results of these aging
functions are combined in decision level to make a final decision for the age label.
Experimental results on the FG-NET and PAL aging databases have shown that
proposed method is better than most conventional methods.
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Proposal of a New Method for de Novo
DNA Sequence Assembly Using
de Bruijn Graphs

Adriano Donato Couto, Fabio Ribeiro Cerqueira,
Ricardo dos Santos Ferreira and Alcione de Paiva Oliveira

Abstract In this work, we propose a method where all main concerns in the
construction of a DNA sequence assembler is encompassed in a single computational
approach. The graph that represents sequences and their relationships is broken into
simpler components through a matching approach on bipartite graphs, which we
show to be very suitable for parallelism. Next, a simple heuristic is used to combine
the components into long paths in the graph, which correspond to contigs in the
genome. Experiments with five datasets have shown high quality assemblies.

Keywords DNA sequence assembly · de Bruijn graphs · k-mer graphs · Graph
algorithms · Bioinformatics

1 Introduction

A major difference between sequencing technologies concerning how to handle the
assembly procedure is the directed graph that is used to represent reads and their
relationships. For the Sanger method, the most common structure is the overlap
graph, where each read is a vertex and an arc connects vertex a to vertex b if a suffix
of a can align to a prefix of b [4, 5, 8, 9]. Due to the enormous input in the case of data
produced by the so-called next-generation sequencing (NGS) [1], on the other hand,
the assemblers usually use a de Bruijn graph that is also called k-mer graph in the
context of genomics. This structure is preferred because it eliminates the necessity
of performing a huge amount of pairwise sequence alignment that is needed in the
case of overlap graphs.

To build a k-mer graph, instead of representing reads in their original form, each
read of length l is broken into a set of subsequences of k letters (k-mers), where
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(a)

(b)

Fig. 1 A k-mer graph built from two overlapping reads. a Two reads with an overlap of 4 bases.
b A k-mer graph representing the reads in (a) for k = 4. The alignment is naturally obtained by a
Hamiltonian path in the graph

0 < k < l. As a result, each pair of consecutive k-mers of a given read has an
overlap of k − 1 bases. All k-mers resultant of the breakage of input reads are
considered vertices of the graph. Arcs are included for consecutive k-mers for which
the k − 1 exact overlap occurs naturally. Figure1 illustrates this process. During the
graph construction, every time a read gives rise to a k-mer that is already present
in the graph, no new vertex is created. Instead, the vertex count for the number of
occurrences of that k-mer sequence is increased by one [4, 5, 7–9].

Despite the use of different strategies, the main purpose of DNA assemblers is to
find a path (or a set of paths when no single path is possible) covering the vertices to
establish an order in which the reads have to be taken to form the consensus sequence
of the genome. As k-mer graphs, by definition, consider only perfect alignments,
the graph complexity is sensitive to differences in the sequence such as sequencing
errors and single-nucleotide polymorphisms (SNPs). The complexity is also affected
by ambiguities caused by repeated areas of the genome. Such situations bring the
necessity to run extensive pre and post-processes on the dataset.

In order to overcome the above issues related to the graph complexity, but without
extra procedures, we propose an unified process based on a previous work for overlap
graphs [3]. In this work, we present a new method for assembling reads represented
by k-mer graphs. Our approach belongs to the category of de novo methods, i.e., it
does not use any extra information besides the reads themselves. In this first stage of
our work, that is reported in this paper, our goal is to propose and validate a method
that can be easily parallelized. As can be seen in Sect. 3, the proposed strategy
succeeded in assembling the genomes we used in our experiments and is ready to
pass through the next stage of our effort that concerns the use of parallelism to
increase performance in both aspects: CPU and memory usage.

2 Methods

2.1 Problematic Topologies of k-mer Graphs

The complexity of k-mer graphs is highly dependent on differences in the read
sequences and on ambiguities that are natural in genomes, such as the occurrence of
repeats. According toMiller et al. [5], there are basically four problematic topologies
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(a) (b)

(c) (d)

Fig. 2 Treating problematic topologies. a Handling spurs: a-i The spur topology. a-ii Apossible set
of components returned by theMWMCMprocedure (solid and dashed lines are to distinguish paths
returned by this procedure). a-iii Ideal result, keeping both valid alternatives.bCopingwith a bubble
caused by natural genomic variations: b-i The bubble topology. b-ii A possible set of components
returned by the MWMCM procedure. b-iii Ideal result, keeping both valid alternatives. c Handling
frayed rope: c-iThe frayed rope topology. c-iiApossible solution foundby theMWMCMprocedure.
c-iii A possible combination of components in (c-ii). d Coping with cycles: d-i Cycle due to repeats.
d-ii Amaximum matching can induce either only paths or paths plus cycles. In both cases, in order
to cover all vertices, the combination of components have to cover some vertices of the cycle more
than once. Here, we want to minimize cover repetition so that a final solution (d-iii) is as short as
possible. We see, then, that a solution is not a path but a walk

that can be found in a k-mer graph: Spur—short dead-end divergence (Fig. 2a-i).
This topology is caused by nucleotide differences present at the end of similar reads;
Bubble—divergence of a path followed by a convergence (Fig. 2b-i). Also caused
by differences in the sequences, but in the middle of similar reads; Frayed rope—
convergence of paths followed by divergence (Fig. 2c-i). This topology arises as a
consequence of the presence of repeats in the genome; Cycle—also a consequence
of repeats (Fig. 2d-i).

Our work proposes a single approach to handle all situations described above,
instead of applying intensive pre/post-processing procedures that are performed by
previous DNA assemblers with high computational costs [2, 10].
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Fig. 3 Maximum matching applied to a bubble. G is the original graph, G ′ is the bipartite version
(double) of G, and P is a set of paths in G induced by a maximum matching in G ′. Edges in G ′
that are part of the matching are solid. Otherwise, they are dashed. Notice that there are other three
possibilities for a maximummatching. One of them, for instance, can be obtained by replacing edge
1x2y to edge 1x6y

2.2 Breaking the Graph into Simpler Components

When possible, DNA sequence assemblers based on graph models aim at finding
a path that covers all vertices in the graph, which represents the original genome
sequence. This scenario, however, is hard to be achieved due to several issues such
as sequencing errors, SNPs, lack of coverage, and repeats. Therefore, the objective
becomes to find a minimum set of paths (or walks in the case of repeats) that cover
the vertices. Such paths (and possibly walks) will represent contigs, i.e., contiguous
regions of the genome.A small set of paths is preferable because few and long contigs
make more sense biologically speaking.

The initial part of the method proposed here is based on a previous work for
overlap graphs [3]. Adaptations and increments are presented here for the case of
k-mer graphs. In a first stage, we break the graph into components that are easier to
cope with. This breakage uses the idea of maximum-weight maximum-cardinality
matching (MWMCM) over a bipartite version of k-mer graphs. This version is called
the double of the k-mer graph, as stated below.

Let G = (V, A) be a directed graph. The double of G is an undirected bipartite
graphG ′ = (V 1, V 2, E), whereV 1 = V 2 = V and E is defined as follows. For each
arc (u, v) ∈ A, there is an edge uv ∈ E , where u ∈ V 1 and v ∈ V 2. Therefore, |A| =
|E |. Figure3 shows an example. Based on this definition, the following theoremholds
(see complete proof in the work of Cerqueira and Meidanis [3]).

Theorem 1 Let G be a directed graph and G ′ its double. Every matching M in G ′
corresponds to a set P of disjoint paths, and possibly a set of cycles, that cover all
the vertices in G such that |M | + |P| = |V |.

Figure3 shows the paths (set P) in a graph G, which are inferred from a matching
in a double graph G ′. According to the theorem, considering that V is constant, as we



Proposal of a New Method for de Novo DNA Sequence … 311

maximize the number of edges of a matching, the number of corresponding paths is
minimized, which is our goal here. Note that this step is enough to obtain a solution
(obtain good contigs) for the DNA assembly problem when overlapping graphs are
used. In the case of k-mer graphs, however, this is just a first stage to produce simpler
components of the graph. These components pass through a second phase for the
generation of final contigs, as we describe throughout the text.

In our work, we extend the matching approach, by building a weighted graph
and applying the idea of MWMCM, so that the best matching can be taken. Notice
that a graph can present more than one possibility for a maximum matching. In the
case of a bubble, for instance, if the divergence occurred due to sequencing errors,
the algorithm will produce a matching that leads to two paths, one long and one
short (see Fig. 3). The long one presents a high weight, while the short one has a low
weight. It facilitates the elimination of misleading paths corresponding to sequences
that contain errors. The weight of an edge is defined according to its occurrence
during the graph construction. In this way, an edge that connects a pair of k-mer with
sequencing errors has a much lower frequency than those connecting good k-mers
because the number of correct reads is much higher than the number of wrong reads.
As a consequence, a matching automatically isolates paths that cover such wrong
k-mers.

On the other hand, problematic topologies may appear also by natural biological
variation, such as SNPs. For the case of bubbles produced by such natural variations,
for instance, any possible matching produces paths with high weights. In this case,
we do not want to discard but combine them to generate two long genuine paths. This
combination procedure comprises our second stage. Figure2 depicts some scenarios
where combinations of components are made for the described topologies. However,
we use an heuristic that encompasses all the cases shown in the figures, instead of
treating each case separately, as described in the next section. Notice that for the
case of frayed ropes and cycles, that are caused by repeats, our method provides one
possible solution. To pursue the ideal solution, it is necessary to perform sequencing
with the so-called paired-end reads, where the distance of pair of fragments in the
genome is known. Currently, our method treats only the case of single-end reads.

2.3 Combining Graph Components to Generate Contigs

After breaking the graph into simpler components, and eliminating the low-weight
ones (sequencing error treatment), the second part of our procedure combines the
resulting components to generate long paths (or walks in the case of cycles—Fig. 2d)
corresponding to contigs of the genome.However, in the case of bubbles, for instance,
which is illustrated in Fig. 2b, there are four possibilities for theMWMCMprocedure
output. One possible set of components is shown in the part 2b-ii. Each possibility
requires different steps to combine the components for generating the answer shown
in Fig. 2b-iii.
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In order to use a single procedure to combine components from any of the
described topology, covering all possibleMWMCMsolution for each case,we further
break the components into even simpler elements called unipaths. The term unipath
was first coined by Butler et al. for the ALLPATHS assembler [2]. A unipath is a
subgraph that represents a maximal unbranched sequence in a genome, relative to a
minimum overlap k. To obtain such subgraphs from a k-mer graph G, we inspect the
MWMCM components to remove the arcs that are incident to vertices with indegree
and/or outdegree greater than 1 in G. The graph in Fig. 4 has its unipaths labeled a,
b, c, d, and e. All arcs removed to obtain unipaths and also the arcs not selected by
the matching procedure are used later to combine unipaths in order to produce long
paths/walks in the graph. These arcs used for the combination procedure are called
outarcs (labeled with numbers in Fig. 4). Algorithm 1 sums up our method.

Algorithm 1 DNA sequence assembler
1: procedure DNAAssembler(reads)
2: input: a list of reads
3: output: a set of contigs
4: G ← buildKMerGraph(reads)
5: comps ← getConnectedComponents(G)

6: matchings ← MWMCM(comps) � Finds an MWMCM for each component in comps
7: H ← joinMatchings(matchings) � H is the union of all matchings obtained in Line 6
8: N L P ← generateUnipaths(H, G) � N L P: list of unipaths (initial set of paths)
9: ScL P ← −1 � Score of the current list of paths/walks
10: ScN L P ← calcLPScore(N L P) � Score of the new list of paths/walks
11: while size(NLP) > 1 and ScN L P > ScL P do
12: L P ← N L P � L P: the current list of paths/walks
13: ScL P ← ScN L P
14: for all outarc a do
15: N L P ← N L P ∪ generateNewPaths(L P, a)

16: end for
17: N L P ← removeRedundancy(N L P)

18: ScN L P ← calcLPScore(N L P)

19: end while
20: if size(N L P) = 1 then
21: L P ← N L P � L P gets the single path in NLP
22: end if
23: contigs ← generateContigs(L P)

24: return contigs
25: end procedure

After building the k-mer graph, the first part of Algorithm 1 (lines 5–8) concerns
the breakage of the graph into unipaths through the MWMCM procedure plus the
elimination of arcs incident to branching vertices. Notice that the double of the k-mer
graph is not explicitly constructed because it is trivial to work directly in the k-mer
graph simulating its double.

Another important thing to highlight in our approach is the efficiency in solving
the MWMCM problem in a divide-and-conquer fashion. Although this problem is
solvable by the Kuhn-Munkres algorithm, which is O(n3) for a complete bipartite
graph Kn,n [6], the enormous size of k-mer graphswould result in a very large instance
of the problem. Nevertheless, the highest value of the in/outdegree of any vertice is
bounded to the size of the alphabet� = {A, C, T, G}. As a consequence, in the worst
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Fig. 4 Anexample applyingAlgorithm1 for cycles.Numbers represent outarcs and letters represent
unipaths

case, a connected component of a double graph is a bipartite subgraph of the form
K|�|,|�|. Thus, in place of trying to solve a huge instance (the entire double graph)
of the MWMCM problem, we solve multiple small instances, corresponding to each
connected component of the double graph (algorithm’s line 5 and 6). It provides a
two-fold advantage. First, the Kuhn-Munkres algorithm delivers a quick answer to
such small instances. Second, this solution is very suitable for parallelization because
each small instance (each connected component) can be solved independently. The
merge procedure (algorithm’s line 7) of sub-solutions into a global solution is trivial.
This is the union of all edges comprising each connected component matching.

In a second stage (algorithm’s lines 9–19), after creating a first pool of paths,
the algorithm enters a repetition, where in each iteration a new pool of paths (and,
eventually, walks) is generated. The new pool is constructed by using outarcs to
combine elements of the previous pool (lines 14–16), so that previous paths can be
elongated. Note that the crossing of paths using an outarc might lead to a redundant
path, i.e., a path that covers unipaths that have already been covered in other paths.
Remember that we need a minimum number of long contigs because it makes more
sense in biological terms. For these reason, a procedure was created to eliminate
redundant paths (line 17). This procedure basically removes paths whose covered
unipaths appear also in longer distinct paths. This process of producing new pools
of paths ends when the newly created pool contains exactly one path or could not be
improved when compared to the path set of the previous iteration.
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In order to be able of assessing each pool, we created a scoring system to paths
and pools. The score of a path (or walk) is given by:

Spath = c

1 +
c∑

i=1
ri

+ c, (1)

where c is the number of distinct unipaths covered by the path, and ri is the number
of repetitions of unipath i in the current pool of paths. Notice that we do not want
to cover a unipath more than once, unless it is part of a cycle. Even in this case, we
have a parsimony criterion, i.e., we want to use such a unipath as few as possible. As
a result, a path score is maximum if the path covers all unipaths without repeating
them. The “+c” part of Eq.1 is to favor paths that cover more unipaths in case of
a tie concerning the fractional value. The score of an entire pool is given simply by
the mean of the scores of the constituent paths.

Still concerning the possibility of parallelization, the combination of paths and the
redundancy elimination (lines 15 and 17 of Algorithm 1) are adequate procedures to
parallelize either. In the case of path combination, for each outarc a used to combine
a pair of paths, a different process might be started. The procedure of redundancy
elimination of a pool, in turn, might be also divided into independent processes,
one for each path, where unipaths are classified as redundant or not by consulting a
common data structure that indicates the paths that cover each unipath.

After obtaining the best possible pool of paths, the algorithm extracts and returns
the consensus sequences of the resulting contigs, based on the k-mer order imposed
by the paths (lines 23 and 24). Figure4 shows an example for the case of a cycle to
illustrate how the algorithm works.

3 Results and Discussion

Algorithm 1 was implemented using the Java programming language. We performed
experiments with three bacterial genomes as well as two stretches extracted from
two distinct eukaryote genomes (all sequences were downloaded from NCBI): Car-
sonella ruddii pv (159662nt);Nasuia deltocephalinicola (112091nt);Sulcia muelleri
(190733 nt); Drosophila melanogaster—a stretch of 10000 nt of chromosome 3R
starting at position 8728682; Homo sapiens – a stretch of 10000 nt of chromosome
X starting at position 122951623. For each of these sequences, we used the program
simLibrary1 to produce simulated reads of 100 nt according to the characteristics of
the Illumina NGS technology, and considering a genome coverage = 80. The sets
of resultant reads produced for these genomes contain, respectively, 127730, 89673,
152586, 8000, and 8000 reads.

1http://www.ebi.ac.uk/goldman-srv/simNGS/simNGS/man/simLibrary.1.html.

http://www.ebi.ac.uk/goldman-srv/simNGS/simNGS/man/simLibrary.1.html
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Table 1 Results for k = 41 (a), 51 (b), and 61 (c)

Consensus
(nt)

Identity
(nt)a

Gaps Strand t (s) mem.
(GB)

(a) C. ruddi 159662 159652/159652 0 ← 113 22

159661 159661/159661 0 →
N. deltocephalinicola 112088 112081/112088 0 ← 75 6

112088 112081/112088 0 →
S. muelleri 190656 190635/190714 79 → 144 13

190678 178150/178181 30 ←
D. melanogaster 9991 9991/9991 0 ← 6 2

9996 9996/9996 0 →
H. sapiens 6486 4538/4551 0 → 5 1

4578 4434/4447 0 →
9998 9998/9998 0 ←

(b) C. ruddi 159652 159652/159652 0 ← 121 13

159661 159661/159661 0 →
N. deltocephalinicola 112088 112081/112088 0 → 80 10

112088 112081/112088 0 ←
S. muelleri 190769 90790/90797 3 ← 132 31

190680 190674/190709 35 →
D. melanogaster 9991 9991/9991 0 ← 6 1

9996 9996/9996 0 →
H. sapiens 9964 9964/9964 0 ← 5 1

9975 9975/9975 0 →
(c) C. ruddi 159661 159661/159661 0 → 136 21

159617 159617/159617 0 ←
N. deltocephalinicola 112088 112081/112088 0 → 97 25

112088 112081/112088 0 ←
S. muelleri 190731 190726/190731 5 ← 161 8

190703 190703/190713 10 →
D. melanogaster 9996 9996/9996 0 → 7 2

9991 9991/9991 0 ←
H. sapiens 9985 9985/9985 0 → 6 2

9974 9974/9974 0 ←
a Identity is the number of nucleotide matches within the region of alignment

The assembler was run in a computer of 32 processors Intel® Xeon® CPU E7-
8837, 2.67 GHz, 8 CPU cores, and 270 GB of shared memory. For each set of reads,
we have run our program using three different values for k: 41, 51, and 61. Next,
we compared the resulting assembly to the original genome sequence by using the
online sequence alignment program Blast. Table1 shows the results for all species.

Table1 demonstrates for all organisms, and for the three values of k, that the
algorithm could find at least one consensus in some direction (sense or antisense)
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corresponding to the reference genome sequence with a very good alignment, i.e., a
very high percentage of coverage in both aligned sequences, a very high percentage
of identity, and a very low percentage of gaps (mostly zero). In most cases, both con-
sensus sequences (in both directions) found by the algorithm agreed very well with
the reference genome. Especially in the case where we used k = 61, all organisms
could have both sense and antisense consensus sequences successfully assembled.
It is a normal practice to test many values for k in the process of genome assembly
because methods based on k-mer graphs are very sensitive to this parameter. In our
case, k = 61was the best value for k, although we could obtain a very good assembly
for all organisms with other values either.

4 Conclusions

Our first challenge to create a new DNA sequence assembler was to formulate the
method described so far. The second effort was to implement and validate themethod.
After the accomplishment of these two stages, a third and last phasewill be to improve
the performance of our solution in terms ofCPUandmemory usage by the application
of parallel execution, for instance, by the use of graphics processing units (GPUs).

Concerning the method to obtain unipaths, we could use a depth-first search.
However, the MWMCM procedure, as already mentioned, has two very good advan-
tages. First, the resultant paths (and possibly cycles) presenting lowweight are easily
detected and eliminated from the rest of the execution. Therefore, the identification
of uninteresting paths formed due to sequencing errors is simple and there is no
necessity of including a distinct error-detection procedure. The second advantage is
that the bipartite version of the k-mer graph is composed of a huge number of very
small connected components for which theMWMCMproblem is solved individually
and the overall matching is trivially obtained by the union of individual solutions.
This is the perfect scenario for the use of parallel solutions such as GPUs.

Other important issues that we intend to cover in the future is to include the
possibility of accepting paired-end reads and also a special treatment in the algorithm
for distinguishing paths corresponding to each DNA strand. We have seen in the
experiments that the lack of this treatment was not a problem possibly because paths
produced by the MWMCM approach tend to be long, i.e., short misleading paths are
rare to occur. However, if some regions in one strand of the genome are repeats of
regions in the opposite strand, it might result in chimeric contigs.

The experiments have shown a promising DNA assembly tool that is very suitable
for parallel approaches. A new version based on a parallel implementation will be
able to provide fast and high quality assemblies for complete eukaryotic genomes,
which will allow us to compete with current assemblers. This future endeavor will
also bring the possibility to handle metagenomic data.
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A New Graph Algorithm for the Analysis
of Conformational Dynamics of Molecules

D. Barth, S. Bougueroua, M.-P. Gaigeot, F. Quessette, R. Spezia and S. Vial

Abstract In molecular dynamics, there can be conformational dynamics of mole-
cules. To identify the conformational space, chemists take a serie of snapshots of
molecule at regular time then they try to analyze them by their eyes. When a serie
contains thousands of snapshots orwhen themolecule is very big, thiswork is not pos-
sible. We present a new algorithm which aims to analyze the evolution of molecules
under specific environmental conditions and characterize and quantify the isomers
(conformations that could take a molecule). The algorithm is based on graph the-
ory, it uses the distance geometry and some chemical properties (covalent bonds,
H-bonds, proton transfer...). Optimizations were done to the algorithm to let it faster
an efficient and to have a good time complexity. It can handle series with thousands
of snapshots of molecules in Gas phase and analyze them in a few milliseconds.

1 Introduction

In the context of molecular dynamics simulations, different structures of the same
molecule can be obtained due to changes of covalent bonds, proton transfers or
appearances/disappearances of hydrogen bonds. The behavior of a molecule can
change according to the environmental conditions (temperature, solvatation...) [1].
These structures are called conformations. One of the basic challenges of computa-
tional chemistry is to identify the conformational dynamics of these molecules along
trajectories and to be able to understand howconformations are related to one another.
Currently, there are some softwares like VMD [4], Avogadro [3], GaussView [2] that
allow a dynamic visualization of the whole molecule along the trajectory. However
the dynamic analysis of different structures obtained is done by chemists using their
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eyes. This analysis is possible for short trajectories, however, it takes a lot of time
up to some months for only one trajectory containing less than hundred snapshots.
In addition, when it comes to big trajectories containing thousands of molecules, the
manual analysis becomes impossible and an automatic method is crucial.

Few years ago, Logan et al. have proposed new methods for performing topologi-
cal analyzes of chemical networks based on graph theory [5, 6]. Unfortunately, these
methods are not very useful because they are restricted to solvatations environment
and they use an external database to confirm the results.

In this paper, we present a new systematic algorithm for analyzing the evolution
of molecules under specific environmental conditions and for characterizing and
quantifying the conformations found along the trajectories in a fast and efficient
way.

In the next section we define chemical basis for the conformation definition and
discuss how they are used in our algorithm. We then describe the algorithm and the
main outputs related to the conformations of molecule. In the last section, we show
some experimental results using trajectories of molecules in Gas phase.

2 Materials and Methods

2.1 Material

In this work, we use the atomic positions in trajectory as input to have the list of
conformations. Before describing our algorithm, below we give some definitions
related to the context used:

Definition 1 (Trajectory) A trajectory is a series of snapshots of molecule during a
period of time taken at regular intervals. Each snapshot contains cartesian coordinates
of molecular’s atoms and their types. In one trajectory, atoms are numbered in the
same order in all snapshots and therefore atoms can be easily identified.

Definition 2 (Conformation) The spatial arrangements of atoms and chemical bonds
between them give the molecule a specific structure which is called conformation.

Over the time, atoms move and bonds between them change. This dynamics
leads to change of the structure/conformation of this molecule. In a trajectory many
conformations can be identified. Chemists need to get this list of conformations over
the time and how these conformations change.

In this work, we propose an algorithm for analyzing molecular trajectory, iden-
tifying the different conformations that can take the molecule and describing how
conformations are related to each other.

In order to identify molecular’s conformation in one snapshot, we are interested
only in the bonds between atoms. There exist several types of bonds:

Covalent bond it is the strongest link that can be created between atoms. It is a
chemical bond in which two atoms share some of their electrons.
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H-Bond it is weaker than the covalent bond. It is a type of chemical bond in
which a hydrogen atom that has a covalent link with an electronegative atoms
called donor forms an electrostatic link with another electronegative atom called
acceptor.

In the following, we modelize these bonds according to the following definition:

Definition 3 (Covalent bond) Two atoms are related with a covalent bond if they
are at a distance less or equal to a threshold distance Dc.

Definition 4 (H-bond) H-bond is created if two conditions are satisfied: distance
between hydrogen and acceptor is less or equal to the threshold distance Dh and the
angle between the three atoms is in the intervalle to [π − αh, π + αh].

In trajectories, bonds can be broken and new ones can be created, especially
for H-bonds. A special case for H-bonds deletion and creation is, when the distance
between the donor and the hydrogen is greater than the distance between the acceptor
and the hydrogen, hydrogen atom is more attracted by the electronegativity of the
acceptor. Therefore, the covalent bond is broken and then formed again with the
acceptor and an H-bond is made between the hydrogen and the former donor. This
case is called a proton transfer.

2.2 Methods

To analyze all trajectories and identify the different conformations, we are interested
in atom’s positions in order to identify all types of bonds. In our case, co-valent
bonds are considered as fixed over time. Covalents bonds are only computed in the
first snapshot of a trajectory. In order to identify the conformation for every snapshot,
we only need to compute H-bonds and proton transfers.

To identify H-bond for an hydrogen atom, we should compare this atom with all
atoms of the molecule and check if the H-bond conditions related to distance and
angle are satisfied. However, this is very expensive. If N is the number of atoms
and S the number of snapshots, the complexity of computing bonds is in O(N 2 ×
S). However, bonds between hydrogen and atoms are done in the neighborhood
of Hydrogen. Moreover, we have noticed that between two consecutive snapshots,
atoms move slowly. So instead of computing bonds between hydrogen and all the
other atoms, we define a neighborhood of each hydrogen and compute H-bonds in
this neighborhood. The neighborhood vary very slowly over time, so it can be set for
consecutive snapshots and re-compute only when necessary. The snapshots where
we re-compute neighborhood are called references. The first snapshot in a trajectory
is the first reference and we will change it if the following sufficient condition is
fulfilled: in a snapshot find the two atoms that have had the largest displacement
(distance between their actual position and their position in the reference). These
distances are called max1 and max2. We compare the sum of max1 and max2 to
a threshold distance Dr , if max1 + max2 ≥ Dr the current snapshot is the new
reference.
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The neighborhood or orbit of an atom is define as follows:

Definition 5 (Orbit) An orbit of an atom is a set of atoms that are at a distance less
than a threshold distance Dr from this atom.

Using orbits not only reduces the number of comparisons but reduces also the
running time of the algorithm. Note that orbits are fixed between two references.

We set Dr = α × Dc, where Dc is the threshold distance used for covalent bonds
and α is a constant. To determine the optimum of α, we test the algorithm with
several values of α on many trajectories and we compare the size of orbits and the
number of references and then we compare the running time. We have noticed that
the different trajectories gives similar curves, Fig. 1 shows the results obtained by
testing the algorithm on H+–Ala2–COOH* trajectory. It contains 10,200 snapshots
with 24 atoms/molecule.

From the Fig. 1, we notice that when α < 2 running time is about 1.3 s. This
running time is due to the frequent computation of the orbits and reference snapshots.
However, when α ≥ 2, this time is divided by three. The optimum interval is [2, 4].
For our tests we set α to 3.

To summarize, our algorithm sets the covalent bonds and the first reference by
reading the first snapshot. At each following step, the algorithm read a new snapshot,
tests if this new snapshot is the new reference. If it is the new reference, it computes
new orbits. In each case, algorithm computes H-Bonds and proton transfer using the
orbits. The following section gives the outputs of our algorithm.
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Fig. 1 Running time according to the coefficient α. We note that the running time is very high
when the coefficient tends to zero, this is due to the frequent computation of the orbits and reference
snapshots. We note that the optimum value of α is on the interval [2, 4]
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2.3 Outputs

After analyzing all the trajectory’s snapshots, algorithm gives many output files as:

• List of changes: a list that contains all changes happened along the trajectory. In
this file we find three types of information: changes of reference, creation or break
of an H-Bond and proton transfer.

• Evolution of H-bonds throughout the trajectory: for each H-bond found during
the trajectory, the figure indicates where it appears/disappears and if there is a
proton transfer. Y-axis presents H-bonds and X-axis presents time (number of
snapshots). Evolution is shown with lines, when a line is bold it means that the
H-bonds is present, else it is absent. In addition to color codification is used to
distinguish the proton transfer with blue color and a normal H-bond with red color.

• Graph of conformations: It is a weighted directed graph. It contains the different
conformations found and how they are related to each other. Each state corresponds
to a specific conformation, it is composed of n bits where n is the number of H-
bonds found along trajectory, every bit corresponds to one H-bond, it can take the
1 value or 0 that show respectively if the H-bond is present or absent and a color
codification is added to show if there is a proton transfer (blue color) or not (red
color). The weights on the graph edges represent the frequencies of transition from
state to another.

2.4 Complexity

Finally, we can give the complexity of this algorithm as follows: for a trajectory of
S snapshots with N atoms/molecule, reading the input file has a time complexity
of O(S × N ). Computing covalent bonds is quadratic relative to number of atoms,
the time complexity is O(N 2) and finally getting orbits and H-bonds has a time
complexity of O(nh × N +nh × N

10 )where nh is the number of Hydrogen atoms and
N
10 maximum number of atoms in an orbit. Then the whole time complexity becomes:
O(S × N + N 2 + k × nh × N + S × nh × N

10 ) where k is the number of references
snapshots (for each reference we recompute orbits). But the number of atoms N is
small comparing to S, the complexity becomes: O(S × N ).

3 Results and Discussion

We implemented the algorithm in C environnement, and we test it on many trajecto-
ries ofmolecules inGas phase.We showsome results, theTable1 presents the running
time (RT) in seconds for some trajectories of S snapshots an N atoms/molecule:

Results obtained by testing program on H+–Ala2–COOH* trajectory. It contains
10,200 snapshots with 24 atoms/molecule:
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Table 1 Running time values for some trajectories

Trajectory Number of atoms by
molecule (N)

Trajectory size (S) RT (s)

H+–Ala3–COOH 34 2101 0.50

H+–Ala3–COOH* 34 6599 0.60

H+–Ala2–COOH 24 27,000 1.00

H+–Ala2–COOH* 24 10,200 0.60

H+–Ala7–COOH 74 26,601 2.50

0 2000 4000 6000 8000 10000

H
-b

on
ds

#Snapshots

N1 -H2 -O2 

N1 -H1 -O1 

N2 -H8 -O2 

H+  - Ala 2 - COOH*

Fig. 2 Evolution of hydrogen bonds according to time for H+–Ala2–COOH* trajectory. The pres-
ence of an H-Bond is shown in red bold line. The presence of a proton transfer is shown in blue
bold line. In all the other cases the line is thin

• Evolution of H-bonds throughout the trajectory: in this trajectory we found 3
H-Bonds: N1–H2–O2, N1–H1–O1 and N2–H8–O2. As shown on the Fig. 2, we
notice that N1–H2–O2 and N1–H1–O1 do not appear at the same time. First, we
have N1–H2–O2 then after the snapshot 2000, this H-bond is broken and N1–H1–
O1 is created. We notice also that there is a proton transfer between snapshots
7000 and 7500.

• Graph of conformations: Figure3 presents the graph of conformations of this
trajectory. There are 3 H-bonds, each state of the graph is composed of 3 bits, the
most left bit represents the H-bond N1–H2–O2 and the most right is N2–H8–O2
and the remaining one is N1–H1–O1. After analyzing the trajectory, the algorithm
identify 6 conformations for H+–Ala2–COOH* molecule. They are represented
in a graph as shown by the Fig. 3. On this figure, we notice that the state 010 is
the most pertinent and there is an alternation between this state and 000. This
means that N1–H2–O2 and N2–H8–O2 are almost absent and H-bond N1–H1–O1
is created and broken all time.
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Fig. 3 Example of graph of
conformations of the
molecule H+–Ala2–COOH*
containing three hydrogen
bonds 100 912
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Evolution of H-Bonds and the graph of conformations give the same information.
For the previous example, we noticed from the evolution of H-Bonds thatN2–H8–O2
rarely appears. This is confirmed by the graph, the corresponding states are 011 and
001 have very low frequency (7 times for every state).

All our results are available at www.hydrochronographe.prism.uvsq.fr.

4 Conclusion and Future Works

We have introduced in this paper a new algorithm to identify the conformational
dynamics of a molecule along trajectory. Using the chemical properties and the
geometry distances and angles, the algorithm gives good results about the confor-
mational dynamics of molecules in Gas phase. We introduced some optimizations
on the algorithm using the behaviour of atoms through the trajectory.

Further work will concern the integration of more criteria to identify conforma-
tions (dynamic of covalent bonds) and integration of the hierarchical clustering and
the isomorphism methods in order to simplify the graph of conformations and allow
to chemists to compare many trajectories simultaneously and analyze the behaviour
of the molecule.

www.hydrochronographe.prism.uvsq.fr
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Two-Stage Feature Selection for Text
Classification

Levent Özgür and Tunga Güngör

Abstract In this paper, we focus on feature coverage policies used for feature selec-
tion in the text classification domain. Two alternative policies are discussed and
compared: corpus-based and class-based selection of features. We make a detailed
analysis of pruning and keyword selection by varying the parameters of the policies
and obtain the optimal usage patterns. In addition, by combining the optimal forms
of these methods, we propose a novel two-stage feature selection approach. The
experiments on three independent datasets showed that the proposed method results
in a statistically significant increase over the traditional methods in the success rates
of the classifier.

1 Introduction

Text classification, which is a sub-domain of classification and has been subject to
active research for many years, is a learning task where pre-defined category labels
are assigned to documents based on the likelihood suggested by a training set of
labeled documents.

There exist several research topics related to text classification that have been
extensively studied in the literature, such as the machine learning scheme used
for classification, feature representation, generating new feature types (syntactic or
semantic features), feature selection, performance measures, etc. In this paper, by
using the well-known and the state-of-the-art methods in most of these topics, we
mainly focus on the feature selection and feature filtering process and propose a novel
two-stage feature extraction approach. Basically feature selection aims at eliminating
unimportant and uninformative features using some statistical ranking techniques in
order to reach more scalable and accurate solutions.
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In traditional studies, all available words in the document set were used as fea-
tures instead of limiting to a set of keywords and satisfactory results were obtained
[1]. Some studies even stated that using all the words leads to the best performance
and using keywords may be unsuccessful without optimal parameter tuning [2, 3].
On the other hand, some studies reveal that feature selection may improve the per-
formance in terms of accuracy and scalability with a significant cut in the solution
vector size [4]. There are different types of feature selection implementations: Filter
methods determine a ranking among all features with respect to some statistical met-
rics, wrapper methods use classical artificial intelligence techniques (e.g. greedy hill
climbing) with cross validation, and embedded methods employ a linear prediction
model for optimization [4]. Among them, filter methods are the simplest (in terms of
implementation) and the most scalable ones for text classification problems having
large feature spaces.

There are various types of feature selection metrics used in the text classification
domain, such as chi-square, information gain, tf-idf, odds ratio, pruning, probability
ratio, document frequency, and bi-normal separation. Concerning thesemetrics, there
exist many studies analyzing and comparing their performances [3, 5], combining
them based on specific measurements [6], and proposing supervised and unsuper-
vised selection algorithms [7, 8].

The main concern of this paper is not the analysis or extension of these meth-
ods and metrics which has already been discussed in many recent studies. Instead,
we deal with the coverage policy employed during the feature selection process:
corpus-based and class-based feature selection approaches are analyzed using the
appropriate metrics. The corpus-based approach uses the same feature vector for the
discrimination of all the classes by selecting terms from the whole corpus as global
keywords and thus favors the prevailing classes. On the other hand, the class-based
approach uses a distinct feature vector for each class by considering the document
set of each class separately, so that rare classes are represented equally well as the
prevailing classes. In this work, we use two alternative selection approaches within
these coverage policies. The first one is corpus-based pruning that takes into account
the total frequencies of the terms in the whole dataset and filters the less frequent
ones. The second one is class-based tf-idf (term frequency—inverse document fre-
quency) metric that focuses on the frequencies of the terms in the documents of a
class and favors those terms that do not commonly occur in other classes.

Corpus-based feature selection is the traditional approach used in classification
problems: filtering the rare features that occur less than a threshold value is a classical
usage of corpus-based selection [9]. As an alternative to the corpus-based approach,
class-based feature selection aims at identifying important features for each class
separately. A related study covers several feature selection metrics for text classi-
fication using support vector machines (SVM) [3]. While this study makes exten-
sive use of class-based features, it also does not include an explicit comparison
of the two approaches. A direct comparison between these approaches was per-
formed with the Reuters dataset by using the tf-idf metric [10]. In that work, optimal
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results were obtained around 2000 terms and the class-based approach yielded signif-
icantly more successful results than the corpus-based approach, especially with the
macro-averaged F-measure. Reuters is a highly skewed dataset, so it is an expected
result for macro-averaged performance to be much more affected by the class-based
coverage of the terms. Singh et al. [5] proposes a new metric named as within class
popularity for class-based feature selection. They aim at taking two issues about fea-
ture selection into consideration, which are the skewness of a dataset and the global
importance of a term. Experiments on three datasets showed more successful results
than other classifiers for class-based feature selection. In another study, a scalable
architecture was proposed and class-based results were given on the Reuters dataset
[11].

In this paper, we compare the class-based and corpus-based feature selection
approaches using three datasets having different characteristics. Themainmotivation
in the paper is not onlymaking a comparison of these policies, but also analyzing their
optimal usage patterns and combining these patterns to obtain higher classification
performances. In this respect, we propose a two-stage feature selection approach that
combines corpus-based pruning and class-based tf-idf filtering.

2 Proposed System

2.1 Datasets

In this work, we use three well-known datasets from the UCI Machine Learning
Repository: Reuters-21578 (Reuters), National Science Foundation Research Award
Abstracts (NSF), and Mini 20 Newsgroups (MiniNg20) [12]. These datasets have
different characteristics which may be critical for the classification performance.
Skewness is one of the key properties of a dataset that is defined as the distribution of
the number of documents over classes. A dataset having a low skewness factor indi-
cates that it is a balanced dataset with approximately the same number of document
samples for each class. Allowance of multiple classes for documents (indicating that
a documentmay belong tomore than one topic), document length (e.g. short abstracts
or long news articles), split proportions (training and test sets), formality level (e.g.
formal journal documents or informal internet forum messages) are other properties
of datasets.

In the experiments, we use the standard splits of the Reuters and MiniNg20
datasets. For NSF, data related with year 2001 was selected randomly and five sec-
tions (four sections for training and one section for test) were picked out from this
year. We form five different splits, repeat all the tests with these five cross folds, and
take their average as the final result.
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2.2 Preprocessing, Document Representation,
and Term Weighting

For the preprocessing of the documents, we perform all the standard preprocessing
operations such as removal of non-alphabetic characters and mark-up tags, case
folding, elimination of stopwords, and stemming. We use the Smart system stoplist
for the removal of stopwords (ftp://ftp.cs.cornell.edu/pub/smart) and thewidely-used
Porter stemmer for extracting the root words.

The bag-of-words (bow) form is accepted as the simplest and the most successful
approach for document representation in text classification problems. In this stan-
dard approach, only the words in the documents are considered as features in the
machine learning algorithm used for classification. Using a machine learning algo-
rithm with these basic features with training and test data is the direct, fundamental
and conventional architecture for text classification problems [13].

As the termweighting approach,we use the tf-idfmetricwhich is a simplemeasure
that takes the term frequencies into account and that decreases the importance of
terms common to the entire dataset by using the document frequencies [13]. For the
optimized tf-idf calculation, each document vector is normalized so that it is of unit
length to account for documents of different lengths.

2.3 Machine Learning Algorithm

Several studies have compared the performances of different machine learning
approaches and in general SVM with linear kernel was shown to yield successful
results [3, 10, 14]. For the fundamental challenges in the text classification domain
(high dimensionality, sparse instances, separability of classes), SVM provides effi-
cient solutions by being more immune to the overfitting problem, using an additive
algorithm with an inductive bias that suits problems with dense concepts and sparse
instances, and employing a basic linear separation model that fits the discrimination
of most of the classes [15]. Based on these positive aspects and its success in previous
studies, we decided to use SVM with linear kernel as the machine learning module
in this work.

2.4 Feature Selection

As stated in the first section, the main motivation in this paper is focusing on both
the corpus-based and class-based feature selection approaches and combining them
in such a way that will increase the classifer’s performance. On the one hand, for
corpus-based feature selection, we apply pruning (filtering low-frequency terms) to
the whole dataset and perform an analysis for the optimal pruning level using seven
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different levels between 2 and 30. In the literature, usually an arbitrarily selected and
small value (e.g. 2 or 3) has been used for this purpose. On the other hand,we examine
class-based feature selection based on tf-idf (which is superior to corpus-based tf-idf
as mentioned previously) by extracting a number of the most informative keywords
in each class. We experiment with five different number of keywords between 250
and 4000 to determine the optimal number of keywords. In the rest of the paper, we
will refer to these two steps as (corpus-based) pruning and (class-based) keyword
selection, respectively. Finally, by analyzing the results of these filtering and selection
processes and by extracting parameters corresponding to the optimal performances
in these experiments, we derive an additional stage that combines the corpus-based
pruning with the class-based keyword selection.

2.5 Methods

Webasically implement fourmain approaches in thiswork: all words (AW), all words
with corpus-based pruning (AWP), all words with class-based keyword selection
(AWK), and two-stage feature selection with both pruning and keyword selection
(AWPK).

The AWmethod is the baseline method that uses the standard bow approach with
all the words in the feature vector. AWP considers all the words in the document
collection, but filters them by the pruning process. In this method, the terms that
occur less than a certain threshold value in the whole training set are filtered. We
name this threshold value as thepruning level (PL). PL = n (n≥1) indicates that terms
occurring at least n times in the training set are used in the solution vector while the
others are ignored. Note that PL = 1 corresponds to theAWmethod (i.e. no pruning).
We perform parameter tuning by analyzing different values for each dataset to reach
the optimal PL values for the AWP method. We conduct experiments with different
pruning levels between 2 and 30: 2, 3, 5, 8, 13, 20, and 30.

In the AWKmethod, distinct keywords are selected for each class. This approach
gives equal weight to each class in the keyword selection phase. We experiment with
five different number of keywords (250, 500, 1000, 2000, and 4000) and compare
the results with AW that includes all the words as features in the solution vector.
The AWPK method is designed as the optimal combination of AWP and AWK by
varying the pruning level and the number of keywords parameters. The parameter
values that yield the best results in the underlying methods are used for the AWPK
experiments.

3 Experiments and Results

Based on the approaches discussed in the previous section, in this section we deter-
mine the optimal parameter values (pruning level and number of keywords) for the
methods in all the datasets. The experiments were evaluated and the methods were
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Table 1 AWP Success Rates (Optimal Results Shown in Bold)
Reuters NSF MiniNg20

Method,
Parameter

Feature# MicroF MacroF Feature# MicroF MacroF Feature# MicroF MacroF

AW 20292 85.58 43.83 13424 64.46 46.11 30970 46.42 43.44

AWP,2 12959 85.55 43.84 8492 64.41 46.21 13102 49.73 47.13

AWP,3 9971 85.52 43.93 6328 64.62 46.42 9092 49.64 47.19

AWP,5 7168 85.51 44.56 4528 64.86 46.49 6000 51.26 48.52

AWP,8 5268 85.73 44.91 3376 64.66 46.38 4169 52.48 49.90

AWP,13 3976 85.84 44.85 2478 64.58 46.49 2863 53.62 51.02

AWP,20 3046 86.02 44.55 1875 64.23 46.67 2025 53.78 51.02

AWP,30 2237 81.29 43.59 1419 63.84 46.21 1384 52.89 50.46

compared with respect to micro-averaged F-measure (MicroF), which is an average
of the success rates of the documents, and macro-averaged F-measure (MacroF),
which is an average of the success rates of the categories [13].

3.1 Pruning Level Analysis—AWP

In this experiment, the AWPmethodwas implemented with several PL values (PL=1
corresponds to AW) for the three datasets. Table1 shows the feature number and the
MicroF and MacroF success rates for each pruning level. The first column of the
table indicates the method and the value of the PL parameter, separated by comma.
As can be seen, the pruning process improves the success rate of the classifier and the
best results (high accuracies with low feature numbers) are obtained around PL = 13
consistently in all the three datasets with two different performance measures. By
following the generalization that words occurring less than 10–15 times in a dataset
are most probably not a good indicator for the classification of texts [9], we set
PL = 13 in the pruning-based experiments. This result indicates that the usual belief
in the literature that a pruning level of 2–3 suffices to eliminate uninformative terms
does not hold.

3.2 Class-Based Keyword Selection Analysis—AWK

In this experiment, the performance of theAWKmethodwas analyzed using different
keyword (feature) number parameters. The results are shown in Table2. The success
rates for AW are also included in the table for comparison.

In general, the AWK method with number of keywords between 2000 and 4000
increases the success rates in all the datasets compared to the AWmethod. Therefore,
we can conclude that using a specific set of keywords for each class gives more
successful results than using all the words in the feature vector.
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Table 2 AWK Success Rates (Optimal Results Shown in Bold)

Reuters NSF MiniNg20

Method, Parameter MicroF MacroF MicroF MacroF MicroF MacroF

AWK,250 83.69 51.15 62.04 49.51 56.65 55.72

AWK,500 84.71 50.92 62.92 49.31 56.16 55.01

AWK,1000 85.16 51.72 64.69 49.33 53.68 52.17

AWK,2000 85.58 52.03 65.19 49.31 54.04 52.10

AWK,4000 85.84 52.10 65.71 49.35 55.25 53.73

AW 85.58 43.83 64.46 46.11 46.42 43.44

When we analyze the results of AWP and AWK together, we see that the improve-
ment of AWP over AW is explicit in the balanced dataset (MiniNg20) while there
is less improvement in the skewed datasets (Reuters and NSF). On the other hand,
the improvement of AWK over AW is more significant than that of AWP in all the
datasets. This performance increment is more explicit in the MacroF measure. In
corpus-based approaches documents of rare classes tend to be more misclassified
since the words of prevailing classes dominate the feature vector. The MacroF mea-
sure gives equal weight to each class in determining the success rate of the classifier.
Thus, especially for highly skewed datasets, when the rare classes are not represented
well with the selected features, average of correct classifications for rare classes
drops dramatically. This is the case for both AW and AWP in skewed datasets that
use a common set of features for all the classes. However, with class-based keyword
selection, since each class has its own keywords during classification, rare classes
are characterized in a more successful way. So, we observe a significant success rate
(MacroF) increase with the AWK method in skewed datasets.

3.3 Two-Stage Feature Selection Analysis—AWPK

The AWPK method combines the optimal usage patterns of the AWP and AWK
approaches. Therefore, the parameters in the method are the pruning level and the
number of keywords. In this experiment, we use the optimal values of these parame-
ters determined during the previous analyses for each dataset: pruning level 13 and
number of keywords 2000 and 4000. The results are given in Table3. The table also
shows the best performances of AW, AWP, and AWK for comparison.

As can be seen in the table, the two-stage feature selection approach outperforms
the previous approaches. Selecting the best 2000–4000 keywords for each class with
an initial pruning step significantly improves the best performances of AWP (with
PL = 13) and AWK (with 2000–4000 keywords) in all the three datasets. So, we
can conclude that the incremental effect of corpus-based pruning continues when it
is combined with the class-based tf-idf keyword selection metric. As a result, the
method proposed in this work, AWPK, yields the best performance.
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Table 3 AWPK Success Rates (Optimal Results Shown in Bold)

Reuters NSF MiniNg20

Method, Parameters MicroF MacroF MicroF MacroF MicroF MacroF

AWPK,13,2000 86.40 53.95 66.06 50.11 57.43 55.66

AWPK,13,4000 86.70 53.98 66.10 50.12 57.43 55.66

AW 85.58 43.83 64.46 46.11 46.42 43.44

AWP,13 85.84 44.85 64.58 46.49 53.62 51.02

AWK,2000 85.58 52.03 65.19 49.31 54.04 52.10

AWK,4000 85.84 52.10 65.71 49.35 55.25 53.73

The significance of the results for the three methods were measured using the sta-
tistical sign test.We observed that, in general, eachmethod significantly outperforms
its predecessor method. In this sense, AWP and AWK are significantly better than
the standard benchmark method AW, and AWPK is significantly better than both
AWP and AWK. So, the most advanced method in this study (AWPK) is the optimal
method with its two-stage feature selection analysis.

4 Conclusions

In this paper, we focused on feature coverage policies (corpus-based or class-based
selection of features) used in the text classification domain. First, we analyzed the
performances of corpus-based pruning (AWP) and class-based keyword selection
with tf-idf (AWK) separately. Then, determining the optimal parameter values for
each method, we formed the AWPK method which is a combination of these two
approaches. To the best of our knowledge, this is the first work that combines class-
based and corpus-based feature selection in the text classification domain.

A possible future work is applying the two-stage feature selection approach to
more semantically-oriented text classification methods, such as those using language
models, linguistic features, or lexical dependencies. Integrating the concepts of prun-
ing and keyword selection into those methods as two consecutive steps may lead to
a higher classification performance.
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Constructing a Turkish Constituency
Parse TreeBank

Olcay Taner Yıldız, Ercan Solak, Şemsinur Çandır,
Razieh Ehsani and Onur Görgün

Abstract In this paper, we describe our initial efforts for creating a Turkish con-
stituency parse treebank by utilizing the English Penn Treebank. We employ a semi-
automated approach for annotation. In our previouswork [18], the English parse trees
were manually translated to Turkish. In this paper, the words are semi-automatically
annotated morphologically. As a second step, a rule-based approach is used for refin-
ing the parse trees based on the morphological analyses of the words. We generated
Turkish phrase structure trees for 5143 sentences from Penn Treebank that contain
fewer than 15 tokens. The annotated corpus can be used in statistical natural language
processing studies for developing tools such as constituency parsers and statistical
machine translation systems for Turkish.

1 Introduction

Treebanks annotated for the syntactic or semantic structures of the sentences are
essential for developing state-of-the-art statistical natural language processing (NLP)
systems including part-of-speech-taggers, syntactic parsers, and machine translation
systems. There are two main groups of syntactic treebanks, namely treebanks anno-
tated for constituency (phrase structure) and the ones that are annotated for depen-
dency structure. The first large-scale treebank, the Penn Treebank, was developed
for English and annotated for constituency structures of sentences [13]. The develop-
ment of other treebanks followed for a wide variety of languages including German
[3], French [1], Arabic [12], Chinese [17], Hungarian [7], and Finnish [10].

In this study, we report our preliminary efforts for constructing a Turkish con-
stituency parse treebank corpus. Turkish is morphologically rich language with a
highly agglutinative nature. Sentences in general have an SOV order. However,
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constituents can also be reordered for emphasizing and topicalizing certain elements
based on the discourse. In addition, case markings (e.g. locative, dative) play crucial
roles in identify the syntactic functions of the constituents [11].

We utilize a subset of the English Penn Treebank and introduce a semi-automatic
annotation approach consisting of three phases. In our previous work [18], the parse
trees in Penn Treebank were manually translated to Turkish. In this paper, the words
are automatically annotatedmorphologically, and refinedmanually. As a second step,
a rule-basedmethod is developed to refine the parse trees based on themorphological
annotations of the words. To the best of our knowledge, this is the first Turkish
treebank annotated for phrase structure. We believe such a resource will promote
statistical NLP research and applications for Turkish.

The paper is organized as follows: In Sect. 2, we give the literature review for tree-
bank construction efforts in Turkish. We give the details of our corpus construction
strategy in Sect. 3. Finally, we conclude in Sect. 4.

2 Related Work

There are only a handful of studies for creating Turkish treebank corpora. The
METU-Sabancı Dependency Treebank is the first Turkish treebank [2]. It contains
7262 sentences manually annotated morphologically and syntactically. The syntac-
tic annotation consists of head-dependent relations and functional categories. The
METU-Sabancı Treebank has been used in several Turkish NLP studies [8, 9, 15,
16, 19].

There have also been some efforts for transforming the dependency-structure
representation of METU-Sabancı Treebank into different syntactic representations.
Cakici [4] extracted a Combinatory Categorical Grammar (CCG) from the METU-
Sabancı Treebank with annotation of lexical categories. A finite state machine based
approach was developed for generating a Lexical Grammar Formalism (LGF) for
Turkish by using the sub-lexical units that reveal the internal structures of the words
in [5, 6].

To our knowledge, this study is the first effort for creating a Turkish treebank
corpus annotated for phrase-structures. The sentences in the corpus are selected
from the English Penn Treebank. Therefore, besides other statistical NLP studies,
the corpus can also be used for English-Turkish machine translation studies as a
parallel treebank.

3 Corpus Construction Strategy

In this initial phase of our annotation efforts, we selected sentences that have at
most 15 tokens, including punctuations, from the Penn Treebank II [13]. This choice
reduced the total number of trees in the Penn Treebank to 9560 including 8660 trees
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from the training set, 540 trees from the test set and 360 trees from the development
set. We translated all of the test and development sets and nearly half of trees in the
training set and obtained a total of 5143 Turkish trees.

Our corpus construction strategy is semi-automatic consisting of three stages. In
the first stage, we manually translated the selected trees from the Penn Treebank.
The last two stages are mostly automatic. In the second stage, we first automatically
annotated words morphologically and then human annotators manually selected the
correct morphological annotation for words having more than one possible morpho-
logical analyses. In the final stage, we refined the constituency parse trees by using
the morphological analyses from stage two and following a set manually designed
rules. In this paper, we emphasize on the last two steps, but for the sake of com-
pleteness, we also explain the first stage, which was completed in our previous paper
[18].

3.1 Translation of Trees

We built a tool to facilitate translators’ task. The tool both visualizes trees and makes
the tree manipulation task much easier and faster. Additionally, the tool recommends
glosses to translators based on the statistics of previously translated trees. Hence, as
the number of translated trees increases, the translation task gets easier.

We constrain the translations of trees to two operations. We can only permute the
children of a node and replace the leaf nodes with translated glosses. Since Turkish is
an agglutinative language, it is often the case that we embed an English constituent in
the morphemes of a Turkish stem. In such cases, we replace the English constituent
leaf with *NONE*.

Turkish sentences generally have the SOV order. When translating English trees,
subtrees are permuted to follow that order. Additionally, Turkishmorphotactics deter-
mine the order of constituents.

We obtain the translated tree in Fig. 1 after following the above rules. Note that
(VB talk), (RB not), (MD should), and (PRP you) are embedded in themorphological
analysis “konuş-NEG-NECES-2SG” of the verb “konuşmamalısın”.

3.2 Morphological Analysis

In general, functional words in English correspond to specific morphemes attached
to the word stem in Turkish. For instance, “I/PRP will/MD not/RB do/VB” is trans-
lated to Turkish as “yap-ma-yacaǧ-ım” which corresponds to “do-NEG-FUT-1SG”
in English. Hence, even though annotating trees syntactically is sufficient for English,
morphological analysis is necessary for Turkish because of its highly agglutinative
structure.
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Fig. 1 Original and translated trees, kütüphane-de konuş-ma-malı-sın (library-LOC talk-NEG-
NECES-2SG)

This stage consists of two substages. First, words are morphologically analyzed
using a analyzer implementation based on Oflazer’s [14]. Second, human annotators
manually select the correct analysis using a graphical user interface. Figure2 shows
the morphological analysis of the translated tree in Fig. 1.

3.3 Morphological Annotation

This final stage gets translated trees with morphological analyses as input. We
perform morphological annotation to translated trees, in addition to the syntactic
annotation. We follow the set of rules described below to obtain the final Turkish
constituency parse trees.
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Fig. 2 Morphological analysis of the translated tree in Fig. 1

Fig. 3 After removal of
*NONE* leafs
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3.3.1 Removal of *NONE* Leafs

The translated trees contain *NONE* leafs vacated by English constituents embed-
ded in themorphemesofTurkish stems.Aftermorphological annotation, the semantic
aspects of those English constituents will be represented in the morpheme leaves.
Hence, we remove all *NONE* leaves and all their ancestors until we reach an ances-
tor that has more than one child. When we apply this rule to the translated tree in
Fig. 1, we end up with the tree in Fig. 3.

3.3.2 Branching Multiword Leaves

A single English word may be translated to Turkish as a multiword expression. In
such cases, we branch the multiword leaf into multiple leaves. We assign tags to
the parents of the new leaf nodes according to their morphological analyses. For
instance, in Fig. 4, the translation of “cancel” is a two word expression “iptal et”.
Since “iptal” is a noun and “et” is a verb, their new parents are tagged as NN and
VB respectively.
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Fig. 5 Original tree and translated tree after fixing NNS tags

3.3.3 Fixing Plural Nouns

Plural nouns tagged as NNS in an English tree are sometimes translated as singu-
lar to Turkish. For example, while English nouns next to a cardinality are attached
the plurality suffix, Turkish nouns are not. In such cases, we check the morpholog-
ical analyses of the nouns to detect whether they have the plurality suffix “-lAr”
which is equivalent to the “-s” plurality suffix in English. Since we rely on Turkish
morphological analysis, irregular plural nouns of English are also tagged correctly
following this rule. Figure5 shows examples for these cases. While the translation
of “children”, “çocuk-lAr”, contains a plurality suffix, the translation of “buses”,
“otobüs”, does not. Therefore, we convert the NNS tag above “otobüs” to NN.

3.3.4 Removal of Unnecessary Ancestors

After removal of *NONE* leafs,we generally end upwith trees that have unnecessary
ancestors. For example, in Fig. 3 we have PP–NP–NN sequence and in Fig. 4 we
have VP–VP–VP–VBN sequence. In the former tree NP–NN sequence and in the
latter tree VP–VP–VBN sequence is unnecessary and can be removed. For each
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Fig. 6 Translated trees in
Figs. 3 and 4 after ancestor
removal
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(problem use-PASS-NEG-
INF-P3SG-PAST)
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node, we remove all its ancestors until we reach an ancestor that has more than one
child. However, if the leaf node does not contain any suffixes, we do not remove the
immediate ancestor of that node. For instance, the leaf node “Konser” in Fig. 4 does
not contain any suffixes. Hence, we do not remove its parent, i.e. the NN tag, from
the tree. After applying this rule, we end up with the trees in Fig. 6.

3.3.5 Branching Morphemes

The final and probably the most important operation is to branch the morphemes.
We need to exploit the morphological analysis to compensate the information loss
that occurred during the removal operations in the previous stages.

We treat the suffixes attached to nouns and verbs differently. While all suffixes
attached to a noun will be siblings of that noun, each suffix attached to a verb will
generate a new parent node and the next suffix will be a sibling of that new node.
Figure7 shows examples of both noun and verb suffixes and Fig. 8 shows examples of
verb suffixes. The sentence in Fig. 7, “Problem kullanılmamasıydı” is the translation
of “The problem was not to be used.” As it can be seen, the suffixes attached to the
nouns are siblings (i.e. P3SG and PAST) of that noun, whereas the suffixes attached
to verbs create new tags (i.e. VB-PASS, VB-NEG).

In Turkish, suffixes may convert nouns to verbs or vice versa. In such cases, the
corresponding node will be treated according to its final form and any additional
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PP

LOC

DA

NN

enahpütük

S

.

.

VP

VP

PAST

DH

VB-PASS

PASS

Hl

VERB

et

NN

iptal

NP

NN

Konser

Fig. 8 Final forms of the trees in Fig. 6 after morpheme branching

suffixes will be attached following the above rule. Figure7 shows an example of
converting a verb to a noun.

In this stage, we introduced new tags for morphological annotation. Verb and
noun roots are tagged as VERB and NOUN respectively. Suffixes attached to verbs
determine the new tag that will be created. We simply concatenate their morpholog-
ical annotation to VB-. For example, as shown in Fig. 8, VB-NECES is used when
the NECES suffix is attached to a verb. Figure8 shows final forms of the trees in
Fig. 6 after morpheme branching.

4 Conclusion

We reported our preliminary efforts for building a constituency parse tree corpus for
Turkish by translating and transforming a subset of the parse trees of the English
Penn Treebank. We covered over 50% of the sentences with a maximum length of
15 tokens including punctuation. We believe that this will be a useful resource for
Turkish statistical NLP studies. The corpus will enable the development of statistical
phrase-structure parsers for Turkish. It can also be used in English-Turkish statistical
machine translation studies as a parallel treebank.As a futurework,we plan to expand
the dataset to include all the Penn Treebank sentences.
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A TV Content Augmentation System
Exploiting Rule Based Named Entity
Recognition Method

Yunus Emre Işıklar and Nihan Çiçekli

Abstract This paper presents a TV content augmentation system that enhances the
contents of TV programs by retrieving context related data and presenting them to the
viewers without the necessity of another device. The paper presents both the concep-
tual description of the system and a prototype implementation. The implementation
utilizes program descriptions crawled from web resources in order to extract named
entities such as person names, locations, organizations, etc. For this purpose, a rule
based Named Entity Recognition (NER) algorithm is developed for Turkish texts.
Information about the extracted entities is retrieved fromWikipedia with the help of
semantic disambiguation and its summarized form is presented to the users. A set of
experiments have been conducted on two different data sets in order to evaluate the
performance of the rule based NER algorithm and the behavior of the TV content
augmentation system.

Keywords Content augmentation · Connected TV · EPG (Electronic Program
Guide) · Named Entity Recognition (NER) · Semantic disambiguation

1 Introduction

Nowadays, television is the main entertainment device in our living rooms and there
are two cognitive modes of TV watching; experiential and reflective [1]. In the
experiential mode, users usually watch TV in order to relax and entertain themselves.
On the other hand, in the reflective mode, they want to learn more about TV content
or program. When they want to learn detailed or specific information related to
TV program while watching experience, they usually search specific keywords on
the Internet by using mobile devices. However users may miss the content while
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searching. Even if the user doesn’t care about missing the original content, it may
not be easy to reach related results of TVprogramdue to the excessive results. Sowhat
we need is a TV content augmentation systemwhich retrieves additional information
automatically and presents them to the viewers by preserving user experience quality.

Our main motivation in this study is to design a TV content augmentation system
retrieving additional information and presenting them to the viewers by preserving
user experience quality. Enhancement of the content meaning and intelligibility by
providing additional information is known to be content augmentation. We design a
TV content augmentation system by using information extraction methods.

In order to construct such a system, we first interpret meaning of TV content by
extracting keywords in program descriptions. Themost challenging part of this study
is keyword extraction i.e. named entity recognition (NER). We have implemented a
rule basedNERmethod for Turkish texts to overcome this issue by utilizing language
morphological structure and lexical resources. After keyword extraction we retrieve
relevant data about the content by collecting detailed information of extracted key-
words from Wikipedia web site. While retrieving the description of a keyword we
also deal with ambiguous named entities. During the presentation of the relevant
information to the users, we summarize additional information by constructing an
information box including the most important data pieces. In order to provide the
users with the additional information quickly whenever they request it, we collect
and prepare additional relevant information as a summary before the broadcasting
of TV programs. Towards our goal, we also evaluate our NER algorithm and TV
augmentation system performance.

The rest of the paper is organized as follows. Section2 presents the related work
on TV content augmentation systems and named entity recognition on Turkish.
Section3 describes the details of the TV content augmentation system that we pro-
pose. Section4 discusses experimental results of our rule basedNER implementation.
Finally, Sect. 5 presents the conclusion and future work.

2 Related Work

There are some TV content augmentation systems which use image and audio
processing methods to interpret the meaning of the content [2, 3]. However, televi-
sions do not have powerful processors and sufficient resources to implement image
processing techniques. Exploiting social media is another method to extract con-
tent meaning and relevant data [4]. Nevertheless, in this technique there are limited
resources for extra-content. Also, additional information may not be accurate and
may not fulfill the requirements of the users. Some TV content augmentation sys-
tems use multi devices while presenting additional data to the users [4–6]. Presenting
summarized relevant content on a second screen different from TV is a considerable
functionality among similar systems. However, in such a system, viewers have to
manage second device while watching TV and may miss the original content on TV
screen. On the contrary, our system uses predefined TV program descriptions as a
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sufficient resource and present additional data in the overlay mode without any other
device.

Since one of the most important parts of our TV content augmentation system
is NER and the system is designed for Turkish, here we summarize NER studies in
Turkish particularly. Some Turkish NER systems utilize rule based approach [7]. In
these systems, the information sourceswhich are used to recognize named entities are
lexical and pattern based resources. While determining candidate entities, a morpho-
logical analyzer is exploited for noun inflections, in case named entities are inflected.
We have also dealt with inflected named entities similarly in our NER system. Rule
based systems can be enhanced by constructing a hybrid recognizer [8] that learns
from available annotated data through the agency of rote learning [9]. Another study
on Turkish NER literature is given in [10] where authors utilize supervised learning
strategy to learn rules automatically from the annotated data and employ rule filtering
and rule refinement to increase the accuracy. Although supervised learning systems
are more powerful than rule based systems, rule based approach is more suitable for
our augmentation system. Therefore we exploit rule based techniques in our system.

3 TV Content Augmentation System

The proposed system generates and presents relevant data about current content on
TV so that viewers can get specific information about the program content. Themajor
contribution of the proposed system is using textual description of a TV broadcast
program and providing additional data in real time. General structure of this system
is shown in Fig. 1.
In order to show the feasibility of the proposed system, a prototype system is imple-
mented according to its conceptual design except the actual smart TV interface part.

Fig. 1 General structure of the proposed system
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Server side and client side are integrated in the prototype system and it is imple-
mented as a java application running on PC. The prototype mainly consists of a TV
guide collection module, Turkish NER module for keyword extraction, information
retrieval module including semantic disambiguation and summarization, and a java
SWT desktop application. Themain issues in the implementation have been develop-
ing a NER algorithm for Turkish texts and constructing a TV content augmentation
application for Turkish TV programs.

TV Guide Collection: In our implementation, we have used Radikal1 website,
which is a news site publishing daily news in Turkish to collect descriptions of
TV programs. It periodically publishes three days program schedule of thirty nine
channels in TV guide page of theweb site. A program is describedwith some features
like the channel name, day and time of the program, type, director, cast information,
summary and long description. We have parsed html page for each channel to extract
the necessary information.

Turkish NER: Program descriptions in Turkish are processed to recognize named
entities. Since our prototype system works with Turkish TV programs and text doc-
uments, we have implemented our NER algorithm for Turkish language. We set
our goal to recognize person names, organizations, locations including cities and
countries, and abbreviations. Due to the limited number of entity types to be recog-
nized, we have chosen rule based approach among other NER methods. We have
defined lexical and pattern base resources in order to tag named entities. Lexical
resources consist of entity type dictionaries: person names, cities and countries.
Unlike other rule based systems, the number of dictionaries in our system is few.
Thus, we have tried to recognize named entities by using pattern base resources.
Pattern base resources include organization and location patterns which are deter-
mined by analyzing Turkish texts. There are more than 20 patterns in these resources
and the following patterns are examples where X represents the entities before the
specified word in each pattern:

X Üniversitesi/Derneği/Hastanesi/Takımı/Ligi/…
X University/Association/Hospital/Team/League/…
X Meydanı/Caddesi/Köyü/Yolu/…
X Square/Street/Town/Road/…

The classification of these resources is presented in Fig. 2.
We have developed our algorithm by considering the resources and determined its
steps as follows:

• Determine the boundary of sentences in a given text by using sentence boundary
detection method of Zemberek [11].

• Extract each word as a token from sentences and put it to the word list of the
corresponding sentence.

• Run abbreviation, location, organization and person name entity finder on word
lists of each sentence respectively.

• If a word or word group is tagged as an entity, add it into the annotated word list.

1http://www.radikal.com.tr/tvrehberi/.

http://www.radikal.com.tr/tvrehberi/
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Fig. 2 Classification of resources in our NER approach

An entity finder basically takes aword list as input and gives named entities as output.
There are four types of entity finders:

Abbreviation Entity Finder: This entity finder simply processes each word by
checking whether all letters of them are capitalized or not, after affixes are discarded.
If all letters of a word are capitalized, then this word is tagged as an abbreviation.
If there are dots between letters such as S.W.A.T , this is also considered as an
abbreviation.

Location Entity Finder: Location named entity finder first takes entities from
location dictionaries and searches them on the given sentence without addressing
each word separately. If a matching case occurs, then the matched word or word
group is tagged as a location entity. After using the lexical resource, finder exploits
location pattern base resource. In order to use patterns, noun inflections of the word
are determined by using the morphological parser of Zemberek. Noun inflections
of each word are searched on the patterns list whether there is a match or not. If
there is a match, it is tagged as a possible location and previous words are analyzed
iteratively until finding a word that does not begin with a capital letter.

Organization Entity Finder: This entity finder performs the same operations as
the location entity finder with the only difference that the organization entity finder
does not use any lexical resource to find entities.

Person Name Entity Finder: Person names are recognized by utilizing only lexical
resource which is a Turkish person name dictionary. The entity finder searches words
on person name list after discarding affixes. If there is a match, it is tagged as person
name and next words are analyzed iteratively until finding a word that does not begin
with a capital letter to recognize middle name and surname. Note that, if a word is
already tagged as an abbreviation, organization or location; it is ignored by this entity
finder.

Wikipedia Information Retrieval:The usermay request somemore information
about an extracted named entity. Our content augmentation system provides addi-
tional information for the named entity by searching it as a keyword in Wikipedia
and bringing a summarized form of the information found. We retrieve wiki page
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of keyword as a textual data including the information box. If there are different
pages in Wikipedia for the same keyword, we retrieve all possible descriptions of
the keyword from Wikipedia as a document. In this case, we carry out our disam-
biguation process. We use cosine similarity method which is a measure of similarity
between two vectors of an inner product space [12] to measure similarity scores of
each document. The vector for the document from which the keyword is extracted is
compared to other documents and the one with the highest similarity score is chosen
as the actual meaning of the given keyword. RetrievedWikipedia data is too long and
complicated to read while watching TV. Thus, we summarizeWikipedia texts so that
users understand the related additional data at a glance. We use short descriptions
of the related wiki page as a definition of keyword. Since infobox of the retrieved
Wikipedia page may be exhaustive for learning important features of the keyword,
we reduce the number of infobox features with respect to Wiki type of the keyword
such as person or city.

TV Scenario Application: We have implemented this desktop application in
accordance with the conceptual description of the proposed system. Since users
cannot select or switch channels on a desktop application as in TV, we provide the
users with the channel and program list, gathered from Radikal TV guide. The user
interface of TV scenario application has four main parts as seen in Fig. 3; channel
buttons on the leftmost area, program combobox with a representative image of
the selected program in the middle, keyword/actor selection list at the bottom of
program image, and infobox/additional information of selected keyword/actor on
the rightmost area.
The usage of the application is straightforward. When the user selects a channel,
the corresponding program list is presented to the user. When the user selects a
program, keywords and actors about selected program are extracted by NERmodule
and presented in the actors and keywords list. The selection of each keyword or actor
triggers loading of infobox and relevant additional information area.

Fig. 3 A screenshot of TV augmentation application
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4 Experimental Results

The quantitative results for each entity type and overall scores, which are calculated
by considering partial matching in the data set are shown at Table1.
The fact that F-scores for person, location and organization entities are higher than
80% shows that our system is successful for all named entity categories. High recall
and relatively low precision values for person and location entities indicate that our
system tags some entities as a location or person although they are actually not. Such
cases decrease the performance of our algorithm for location and person entities.
On the other hand, F-score is 85.97% for organization type entities, which is a more
challenging type, indicating that our system ismore successful in finding organization
names than person and location entities. The overall performance F-score=84.90%
can be considered as a successful result among similar rule based systems.

Since learning techniques in NER systems are superior to rule based methods,
the systems exploiting learning techniques with lexical and morphological features
produce better results than our rule based system.As a future workwemight consider
enhancing our rule-based system with learning methods.

In order to evaluate our TV content augmentation system, we analyzed the system
by considering augmentation performance with NER operation on program descrip-
tion data. We utilized three-month period program description data gathered from
Radikal TV guide web site. Gathered data includes 28 channels and about 1700
prime time programs. We have considered the performance scores with overlap-
ping boundaries presented at Table1, while commenting on NER results of program
descriptions. We have also determined a measurement technique for evaluating the
performance of augmentation in our system as follows:

Augmented Named Entity = The entity has a Wikipedia page

Augmentation Rate = # of Augmented Named Entity

# of Entities Recognized by the system

Table2 shows the statistical results of the experiments on the data set performed
with the help of our NER and information retrieval modules.

Webelieve that programs including sufficient number of named entities andhaving
high augmentation rate can increase the augmentation performance in a content
augmentation system. Therefore we extracted top channels according to the number
of named entities after processing 100 programs for each channel.

Table 1 Evaluation results of the system considering partial matches

NE Category Precision (%) Recall (%) F-score (%)

Person 82.43 86.52 84.42

Location 77.54 90.12 83.35

Organization 86.20 85.75 85.97

Overall 81.57 88.52 84.90
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Table 2 Augmentation performance of the system

Person names (%) Location
names (%)

Organization
names (%)

All named
entities (%)

RoA (Rate of
Augmentation)

34.56 83.93 61.85 49.52

Table 3 Top channels
according to number of
named entities and
augmentation rate

Channel name Number of named
entities

Augmentation rate
(%)

Fox TV 481 34.71

A Haber 67 94.02

Table3 shows the channels which have higher number of named entities and aug-
mentation rate.We have observed that news channels and channels usually broadcast-
ing series containmore satisfactory content for augmentation purposes.We exploited
this inference while constructing the demo of the TV content augmentation system
on PC.

5 Conclusion & Future Work

In this study, we have proposed a TV content augmentation system exploiting named
entity recognition methods for Turkish language. We have implemented a prototype
by considering user desires for such an augmentation system. Our NER system
produces better results than similar systems using rule based and local grammar
approach, with an overall f-score of 84.90. We have also evaluated TV content
augmentation system by processing 2700 TV program descriptions. According to
the experimental results, implementing such a TV content augmentation system for
news channels and channels usually broadcasting series is more appropriate. Also
we observed that our content augmentation system can easily be integrated to smart
TVs of Turkish companies.

As a future work, we are planning to extend our NER module with different
languages and supervised learning methods. Moreover, we will exploit different web
resources besides Wikipedia and Radikal. Integrating our TV content augmentation
system with smart TVs as an application instead of PC prototype is another future
work.
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A Comparison Study on Ensemble Strategies
and Feature Sets for Sentiment Analysis

Deniz Aldogan and Yusuf Yaslan

Abstract This paper is devoted to the comparison of different common base and
ensemble classifiers for sentiment classification of reviews. It is also aimed to gen-
erate different feature sets and to observe their contribution to the classification
accuracy. In detail, these feature sets are formed in an hierarchical manner, which is
accomplished by first forming part-of-speech (POS) based word groups and then uti-
lizing feature frequencies, SentiWordNet scores and their combination to obtain fea-
ture sets. In addition, several common base classifiers, namely Multinominal Naive
Bayes (MNB), Support Vector Machine (SVM), Voted Perceptron (VP), K-Nearest
Neighbor (k-NN), as well as common ensemble strategies, Random Forests (RFs),
Stacking and Random Subspace (RSS) are each tested on the generated feature sets.
Also, the Behavior-Knowledge Space (BKS) method has been derived to be applied
on the set of outcomes for different algorithm and feature set combinations. Fur-
thermore, a probability based meta-classifier technique has been tested on this set
of outcomes. Finally, Information Gain (IG) feature selection technique has been
applied to reduce the feature spaces. The experiments are conducted on a widely
used movie review dataset and an equally common multi-domain review dataset.
The results indicate that the probabilistic ensemble method generally gives compar-
atively better results than the other algorithms tested on the chosen datasets and that
IG method can be utilized to save computational time while maintaining allowable
accuracy.
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1 Introduction

Owing to the massive increase in the quantity and variety of data shared on social
media, the analysis of such data has become crucial for most product owners, com-
panies, universities, business entrepreneurs, etc. One of the most important reasons
for these analyses is to retrieve feed-back about people, products, services, events
and so on. Therefore, the sentiment analysis, which is basically a natural language
processing (NLP) application for identifying text sentiment as positive, negative,
neutral, etc., has become a hot research topic as mentioned in [1] or in [2]. In [2],
sentiment prediction or classification is further shown as the simplest form of an
opinion summary, where opinion summarization attempts to create a summary of a
large number of opinions on social media. Sentiment analysis can be an extremely
difficult task to achieve very high accuracies. One of the main reasons for this can be
traced to the fact mentioned in [3], where it is stated that NLP’s unresolved problems
such as negation handling, word-sense disambiguation or anaphora resolution also
exist in sentiment classification.

Several machine learning algorithms have been applied for sentiment analysis on
social media data such as website texts ([4]), reviews ([5–7]) and micro-blogs ([8–
11]). Another study [12] discusses sentence-level sentiment analysis. The authors
claim that unigrams/bigrams combined with sentiment lexicon features result in
good classification performance for subjectivity. As for polarity classification, uni-
grams/bigrams along with Sentiment Rhetorical Structure Theory (RST) features
help creation of more robust classifiers.

There are many studies where ensemble algorithms have been used for sentiment
analysis. To illustrate, the studies [13] where the authors apply ensemble methods
to integrate both different feature sets and different classification algorithms or [14]
where a novel boosting algorithm SharedBoost is introduced to implement transfer
learning can be given. In other studies such as [15] or [16], the Behavior Knowledge
Space (BKS) ensemble strategy is utilized for sentiment analysis. In their discussion
of NLP techniques for feature discovery, the authors of [2] point out that shallow
NLP approaches like POS tagging and parsing may not be enough to discover all
the features since not all the features are explicitly specified in the text. This fact
necessiates the requirement for some domain knowledge or help from some onto-
logical word dictionary. In this study, this idea has been realized by the employment
of SentiWordNet, which is a lexical resource for opinion mining and which assigns
sentiment scores to words [17].

In this paper, it is aimed to utilize meta-classifier approach on hierarchically
formed feature sets for a popular movie review dataset. Firstly, part-of-speech (POS)
based features are obtained. Then, these groups are further divided into 3 differ-
ent features, namely feature frequency based features, SentiWordNet based features
and the combination of both of these features. Furthermore, the base and ensemble
classifiers are tested on each of these feature sets. Moreover, the outcomes of each
algorithm feature set combination are used to test a derived version of BKS algorithm
and a probability based meta-classifier strategy, which benefits from the outcomes
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of both base and ensemble strategies. In addition, the multi-domain review dataset
is also experimented with to test the base and ensemble methods as well as a widely
used feature selection approach.

The remainder of this paper is organized as follows: Sects. 2 and 3 summarize
base and ensemble classification algorithms respectively. Sections4 and 5 discuss
the proposed feature sets and the ensemble models. In Sect. 6, experimental results
are both introduced and discussed. Section7 is comprised of the conclusions drawn
and future work.

2 Base Classification Algorithms

Multinomial Naive Bayes (MNB), which is a widely used classification algorithm in
sentiment analysis, is a specialized version of Naive Bayes. This version is intended
to be used for solving classification problems about text documents. While Naive
Bayes (NB) represents a text by constructing a model via the presence and absence
of particular words, MNB models by capturing the number of times a word occurs
in the document [18]. The Support Vector Machine (SVM) technique is an equally
popular supervised learning technique for sentiment analysis. It has a theoretical
foundation and performs classification more accurately than most other algorithms
in many applications. As a supervised classification approach, SVM aims to maxi-
mize the distance to the closest point from each class so as to obtain better gener-
alization/classification performance on the test data. The Sequential Minimal Opti-
mization (SMO) algorithm is an algorithm for solving the quadratic programming
(QP) problem that arises during the training of support vector machines [19]. The
k-Nearest Neighbors algorithm (k-NN) is a non-parametric lazy learning algorithm
used for both classification and regression [20]. In both cases, the input consists
of the k closest training examples. The Voted Perceptron (VP) method stems from
the classical Perceptron algorithm. The algorithm takes advantage of data that are
linearly separable with large margins. It can also be used in very high dimensional
spaces using kernel functions.

3 Ensemble Classifiers

We can define a classifier ensemble as a set of classifiers whose individual decisions
are combined in some way to classify new instances. This resembles the case where
the president of a committee (the ensemble classifier) decides on the polarity of a
given document by considering the opinions of the members (the base classifiers)
and the document itself. Therefore, a president who has successfully learnt when
to trust each of the members can improve overall performance [21]. Research in
ensemble methods has largely revolved around designing ensembles consisting of
competent yet complementary models [22]. A necessary and sufficient condition for
an ensemble of classifiers to be more accurate than any of its individual members is
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that the base classifiers must be accurate and diverse [23]. In addition, the accuracy
rate of each base classifier should not be below 0.5 and their errors should be at least
somewhat uncorrelated.

In the Random Subspace (RSS) method, the algorithm randomly chooses subsets
of training features rather than choosing subsets of training data. Random forest
(RF) is an ensemble learning method which operates by constructing a multitude
of decision trees. The RFs are chosen to correct for decision trees’ habit of over-
fitting to the training set. The BKS Method is known to efficiently aggregate deci-
sions of individual classifiers to derive better results [24]. It contains two stages.
Firstly, it extracts knowledge from the former behavior of classifiers and constructs a
K-dimensional behavior knowledge space, where K is the number of base classifiers.
Then, an operation stage is performed for each test sample to combine decisions from
individual classifiers. The intersection of the decisions of classifiers occupies one unit
of the BKS, i.e. the focal unit (FU). In each such unit, the method accumulates three
values; the total number of incoming samples, the number of incoming samples for
each class and the best representative class.

4 Feature Engineering

In text classification, bag ofwords (BOW)model iswidely used for feature formation.
Another equally common method is using POS information. In this study, the words
in the reviews arefirst divided into 3 groups,which are adjectives and adverbs (POS1),
nouns (POS2) and verbs (POS3). Moreover, another group of words (JointPOS) is
also formed by combining the 3 previous groups. In this way, 4 different vocabularies
are obtained to be used by the BOWmodels for the same dataset. This categorization
has been obtained from the study [13].

Having 4 different word groups at hand, 3 different methods are applied to rep-
resent a word in the feature set. Firstly, a feature set can be constructed by using
the number of occurences, i.e. frequencies, of the words in each of the POS based
groups. Secondly, SentiWordNet can be aided to build more feature sets. By being
normalized between 0 and 1, SentiWordNet scores can be utilized to represent words
for each of the POS based word groups. Finally, frequency and SentiWordNet scores
are both used respectively to generate a feature corresponding to a word in the BOW
model. As a result, totally 12 different representations are created for the very same
review in the dataset. The neutral SentiWordNet scores are discarded in order to
tighten the feature space.

In this study, it is aimed to observe the contribution of each feature set to the
accuracy of the classification algorithms. Another equally important reason for the
creation of varied feature sets is given in the next section. Since feature space is
excessively huge due to a massive number of words in the vocabulary, it becomes
necessary to reduce the number of features by a proper feature selection algorithm.
Information Gain (IG) has been selected as it is widely used for sentiment analysis.
The number of attributes to be chosen by IG has also been experimented with.
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5 The Proposed Ensemble Model

There are 2 different ensemble models that are proposed in this study. Firstly, the
BKS model is derived by using base and ensemble classifiers as well as the instance
sets. In the standard BKS algorithm, a CK space is allocated, where C is the number
of classes and K is the number of classifiers to store the outcomes of each algorithm
for the training data. In this study, C equals to 2 since a review can be either positive or
negative, while K is 84 as there are 12 different outcomes for each of the 7 algorithms
(4 base classifiers and 3 ensemble classifiers). This is due to applying all classifiers
to all the different feature sets.

These 84 different outcomes for a test instance (out of totally 7 algorithms and
12 feature sets) all possess a probability value. The outcome whose probability is
highest is chosen as the resulting class in the second derived meta algorithm, namely
the Probabilistic Ensemble (PE) technique.

6 Experimental Study

Experiments have been carried out in two steps. In the first step, different feature sets
have been extracted from a widely used dataset, namely the document-level polarity
dataset v2.0 of the Cornell movie-review corpora, which has been introduced in [5].
The dataset contains 1000 positive and 1000 negative processed reviews. The dataset
is evenly divided into 10 folds. Each fold contains 1800 instances of training and
200 instances of test data. In the second step of experiments, another dataset, the
multi-domain sentiment dataset presented in [25], has been utilized. This dataset
is comprised of product reviews taken from Amazon.com. Four product types, i.e.
Book, DVD, Electronics and Kitchen, have been considered to form the dataset. In
the second part of the experiments for this study, the preprocessed versions of these
datasets that contain 1000 positive and 1000 negative reviews for each of the four
domains have been worked with. Again, the dataset is evenly divided into 10 folds
so that each fold contains 1800 instances of training and 200 instances of test data
as in the previous step.

6.1 Experiment I: Experimentation with Feature Sets
and Ensemble Algorithms on Movie Review Dataset

As a preprocessing tool for POS-tagging, POS-Tagger tool of the Stanford Core
NLP was utilized. During the generation of feature sets, unigrams have been used
throughout the study. Each of the four category of words, namely POS1, POS2,
POS3 and JointPOS, has been further divided into other 3 new deeper subcategories
in correspondence with what has been used to represent a word in the feature vector.
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The first of such subcategories uses the feature frequency of a word in the review.
The second one uses the normalized SentiWordNet score of a word, whereas the
third one uses both of these data for each word. If a word lacks a non-zero sentiment
score, it is discarded from the feature set. Eventually, 12 kinds of feature sets are
formed.

MNB, SMO, k-NN and VP have been chosen as the individual classifiers, while
RF, Stacking that uses RF as meta-classifier and MNB, SMO, k-NN and VP as base
classifiers and Random Subspace strategy with SMO have been chosen as the three
ensemble methods. WEKA framework has been used to realize all these algorithms.
Instead of using merely different algorithms as base classifiers for the BKS ensemble
algorithm, different algorithms ondifferent feature sets have been inputted to theBKS
application. In otherwords, 7 algorithms over 12 feature sets cause totally 84 different
classifier outcomes to be considered for the meta-classifier. Since a BKS table of 284

entries is required for the algorithm to run, a hash function along with a hash table
has been produced to keep these data. The results of 48 different base algorithm
and feature set combinations as well as 36 different meta-classifier and feature set
combinations make totally 84 outcomes for each test instance. The outcome whose
probability is highest is chosen for each test instance for the PE algorithm. The
accuracies obtained for each of the algorithms on each feature set are given in Table1.
The accuracies for the derived ensemble algorithms are given in Table2. The k-
NN algorithm with k=1 has been used to provide the ensemble classifiers with its
contribution. In order to enhance its low performance on accuracy results, different
k values can be experimented with or different stronger features other than unigrams
can be applied. However, boosting k-NN’s success is not considered in the scope of
this study. The accuracies for JointPOS and POS1 are higher than the accuracies for

Table 1 Accuracies of classification algorithms on different feature sets. FF, SS and both refer to
feature frequency, SentiWordNet scores and usage of both methods respectively

Feature set versus Algo-
rithm

MNB SMO RF k-NN VP Stacking RSS

JointPOS-FF 81.75 85.85 63.95 50.40 80.05 80.70 84.90

JointPOS-SS 73.05 80.60 65.95 51.45 65.35 76.00 80.75

JointPOS-Both 76.20 80.60 66.25 51.45 71.80 77.45 80.65

POS1-FF 84.75 81.95 67.60 51.85 79.90 80.75 82.30

POS1-SS 72.75 78.30 66.80 53.15 74.60 75.65 80.00

POS1-Both 76.15 78.60 67.75 53.15 77.80 75.25 78.75

POS2-FF 74.70 70.50 58.10 50.40 67.10 68.15 69.90

POS2-SS 56.30 60.30 57.05 52.35 58.55 53.05 60.70

POS2-Both 56.60 58.85 56.40 52.35 58.70 53.00 59.50

POS3-FF 75.60 76.60 60.10 50.55 70.95 68.75 75.00

POS3-SS 65.90 67.30 60.80 51.60 50.60 63.80 70.75

POS3-Both 68.90 67.35 61.85 51.60 52 65.90 69.00
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Table 2 Accuracies of derived BKS and PE algorithms on all feature sets combined

BKS PE

82.65 85.80

POS2 and POS3. Therefore, using all the words generally causes better performance
than using a specific word group. POS1, the group of adjectives and adverbs, is better
than the 2 other specific word groups. The worst group of words in terms of resulting
accuracies is POS2, namely the group of nouns. These results for 4 different word
groups are similar to those produced in [13]. As for the base classifiers, MNB and
SMO are the top 2 algorithms, which are followed by VP. Among the three ensemble
methods, RSS performs the best. Using feature frequencies is significantly better
than using merely SentiWordNet scores or the combination of both. The derived
BKS and PE algorithms obtain good accuracies, in particular PE gives the overall
second best accuracy, 85.80. By observing the log files for the results, it has been
inferred that the correct class is always predicted by at least one of the algorithms for
all the test instances in all folds. However, this outcome is not always chosen by the
PE meta-classifier since its probability may not be the highest. In order to perform
an attempt to reduce the feature space to increase the accuracy, feature selection has
been applied. IG technique has been applied to all of the 12 different feature sets.
Afterwards, all the algorithms have been experimented with these reduced feature
sets. Figure1 shows the results for the top 5 algorithms. It has been prepared by using
the average frequency results of JointPOS word group for base classifiers MNB and
SMO along with RSS and the 2 derived ensemble classifiers, BKS and PE. In Fig. 1,
it can be observed that the usage of IG doesn’t improve accuracy except for BKS and
MNB. These 2 algorithms produce their best accuracies with one hundredth of the
feature set. SMO, RSS and PE algorithms undergo a performance decrease with one

Fig. 1 Accuracy versus
percentage of selected
attributes for the five best
classifiers on the movie
review dataset
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Table 3 Accuracies of classification algorithms on multi-domain feature sets

Alg. MNB SMO RF k-NN VP Stacking RSS BKS PE

Books 77.50 78.60 76.25 56.35 73.75 74.10 78.95 78.45 79.55

DVD 78.70 78.70 79.25 52.85 74.70 76.65 79.55 78.90 80.10

Electronics 80.70 83.15 81.70 55.75 78.75 78.10 83.20 82.55 83.40

Kitchen 83.55 84.60 83.40 55.40 80.60 82.25 85.30 84.05 85.50

tenth of the attributes, while the accuracy improves again with one hundredth of the
feature set. Dividing the attribute number by 1000 again causes a muchmore obvious
fall in accuracy. However, it can be deduced that the application of IG to keep only
the one hundredth of the attributes can be a reasonable choice since it reduces the
computational complexity while maintaining still acceptable accuracy results.

We can observe a very similar fall and rise pattern for the accuracy results with
decreasing number of attributes in the study [26], where SVM is used with IG on
the same movie review dataset. Their accuracy results versus the number of chosen
attributes show close resemblance with the currently produced results. It should be
noted that not only the SMOhere or their SVMalgorithmbut also the other algorithms
used in this study exhibit a similar behavior in terms of accuracy results.

6.2 Experiment II: Experimentation with Base and Ensemble
Algorithms on Multi-Domain Review Dataset

In the second step of the experiments, both base and ensemble algorithms previously
used have been applied to the second multi-domain dataset collection. The dataset
has been preprocessed so that each word or 2 subsequent words paired together
appear with their frequency in the review. Instead of using these word pairs, each
word in the review has been assigned as a specific attribute. In this way, the number
of attributes in the vocabulary, i.e. the feature space, has been drastically reduced.

Table3 summarizes the results of accuracies for each algorithm and review
domain. From the table, it can be inferred that SMO is approximately the best per-
forming base classifier. Unlike the previous dataset, the accuracies of the RF algo-
rithm get very close to those of MNB. However, MNB classifier is still the second
best classifier among the base classifiers.

We can observe that PE algorithm slightly exceeds the performance of all other
algorithms except for the movie review dataset. The number of attributes in this
dataset is much higher than the number of attributes in other datasets. Therefore,
we can deduce that using the PE algorithm is more advantageous when we have
less features to process at hand. The PE algorithm makes use of the results for all
other algorithms, which compensates for having fewer attributes. The RSS algorithm
is the second best algorithm for the datasets other than the movie review dataset.
As the number of attributes decrease, the RSS algorithm becomes a better choice
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Table 4 Ensemble algorithms with the best accuracy results for the five datasets in the study [13]

Movie Strategy 3 with meta-classifier combination

Books Strategy 3 with weighted combination

DVD Strategy 3 with meta-classifier combination

Electronics Strategy 3 with weighted combination

Kitchen Strategy 2 with weighted combination

than the SMO algorithm. In order to compare the results with previous studies on
ensemble strategies, the study [13] can be referenced. However, it should be kept in
mind that the results produced by using word-relation (WR) based features should
not be taken into consideration since WR based features outperform unigrams due
to their high computational complexity. In the paper, the results of three different
strategies, namely ensemble of feature sets, ensemble of classification algorithms and
finally ensemble of feature sets and classification algorithms, are shown. For each
of these strategies, three meta-classifier combination approaches, fixed combination,
weighted combination and meta-classifier combination, are used. Therefore, nine
different outcomes for accuracy are displayed for all the five datasets. The strategy
and combination pair that performs the best for each dataset is given in Table4.
In Table4, we can see that no strategy combination pair generally performs better
than the rest of the algorithms. However, in this study, it can be stated that the PE
algorithm performs slightly better than all the other methods except for only one
dataset. There is another aspect that needs to be considered here. The benchmark
study uses feature presence approach, which has been widely accepted to perform
better than feature frequency approach [13]. Also, the study [3] puts forward that
feature presence forms a more effective basis to review polarity classification. It
is stated that although recurrent keywords indicate a topic, repeated terms might
not reflect the overall sentiment. Since the feature frequency approach has been
experimented with in this study, it is believed that more promising results will be
obtained once the latter approach is utilized. In order to measure the effects of feature
selection on the second dataset, IG has been applied. As in the previous step, one
tenth, one hundredth and one thousandth of the number of original attributes have
been chosen by the IG algorithm for each of the four review domains. Figure2
shows the results of the top 7 algorithms. As seen in Fig. 2, the accuracies for MNB,
SMO and PE algorithms decrease slightly with one tenth of the attribute set, while
their accuracies increase with one hundredth of the features. MNB even achieves
better results with this configuration. RF, BKS and RSS algorithms output increased
accuracies with one tenth of the attributes. Like the previous experimentation step, it
can be inferred that using one hundredth of the attributes can be an appealing choice
due to the reduction in computational time and still acceptable accuracies.
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Fig. 2 Accuracy versus percentage of selected attributes for the seven best classifiers on the books
review dataset

7 Conclusion and Future Work

It can be inferred from the experiments that the derived PE ensemble strategy is
slightly better than the other algorithms tested. Its hierarchical structure enables the
utilization of ensemble algorithms over other ensemble algorithms. By combining the
outcomes of base classifiers as well as the outcomes of both base and other ensemble
classifiers, PE can obtain comparatively better results for 4 of the 5 different datasets.

Experimenting with different feature sets gives insight for determining the use-
fulness of distinct word groups. It has been concluded that usage of nouns, verbs,
adjectives and adverbs altogether causes better performance, whereas the group of
adjectives and adverbs display a bit less average accuracy. Furthermore, the utiliza-
tion of SentiWordNet scores for forming feature sets enable to observe its perfor-
mance with respect to using feature frequencies. Combining both approaches while
representing each single word in the vocabulary is also attempted.

In this study, the IG technique has been applied to the movie review dataset and
a multi-domain review dataset so as to decide if computational time could be saved
without a significant drop in accuracy. The results display that one hundredth of the
attributes can be utilized to achieve this goal. As a next step, it is aimed to work
more on the PE algorithm along with feature engineering while adding more base
and ensemble classifiers in the experimentation process.
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Feature Selection for Enhanced Author
Identification of Turkish Text

Yasemin Bay and Erbuĝ Çelebi

Abstract The rapidgrowthof the Internet and the increasing availability of electronic
documents poses some problems, such as identification of an anonymous text and
plagiarism. This study aims to determine the author of a given document among
the set of text documents whose author is known. Despite the excess number of
researches conducted in English language for author identification in the last century,
Turkish and other languages are gaining interest only in the last decade. Therefore,
this study deals with the Author Identification problem using two different Turkish
datasets, collected from two different Turkish newspapers. The datasets comprises
850 columns written by 17 columnists as a total, 50 columns from each columnist. 4
different Machine Learning algorithms (Naive Bayes, Support Vector Machine, the
K-Nearest Neighbor and Decision Tree) have been employed and 99.7% accuracy
is achieved with K-Nearest Neighbor algorithm. The classification fully recognized
with Chi-square feature selection method by reducing the features from 20 to 17.

Keywords Author identification · Text classification · Machine learning · Feature
selection

1 Introduction

With the rapid growth of the Internet and the increase on the online documents
it becomes one of the challenging studies to identify the author of an anonymous
text. Authorship attribution and identification is one of the popular research topics
gaining increased interest in text classification (TC). One of the dominating study on
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computer-based author identification was carried out by [1] in 1964 and has inspired
many researches since then. There are many applications concerning different fields
in author identification, such as author verification—mining email content for author
identification [2, 3], plagiarism detection [4], forensic investigations [5, 6], author
profiling (i.e. gender of the author [7]), identifying authors from their source code
[6, 8], etc.

Every person has their own distinct style of talking and writing, which distin-
guishes them from others, acts as a fingerprint and this made possible measuring
features in written text. Even they use the same words as others, they tend to use
them in a different way, with different combinations and patterns unique among
speakers/writers, therefore, there are large number of researches [2, 9, 10] have paid
increasing attention on idiolects, linguistics and stylometry during analysis of author
characterization for their identification.

In 2007 [11] performed their author attribution experiments on Turkish text with
function words, stylometic features and bag of words as a feature set using 500
articles from 18 different writers. The classifiers they have used are Bayes classifier,
Support Vector Machines, Histogram, K-Nearest Neighbor Method and K-Means
Clustering and obtained 95% success rate with SVM.

In [12], the authors conducted their experiments using two corpuses; a training and
a test sets each having 20 different authors. For identifying the authors, at the begin-
ning 35 of style markers has been used. Researchers have applied several Machine
Learning Methods in their author identification study on Turkish and obtained 80%
success rate with Naive BayesMultinominal method using CFS (Correlation Feature
Selection) Subset Evaluator for feature selection.

Another investigation of author attribution in Turkish was performed successfully
by [13] using 3 different datasets in combination with 5 different feature vectors;
function words, lexical, statistical, grammatical and n-gram. They have applied 5
classification methods that are Naive Bayes, Random Forest, Multilayer Perceptron,
Support Vector Machine and k-Nearest Neighbour and obtained 96.9% success rate
with Multilayer Perceptron.

Despite the excess number of researches conducted in English language for author
identification in the last century, Turkish and other languages are gaining interest only
in the last decades. Therefore, in this paper the effectiveness of Machine Learning
algorithms has been examined in Turkish text. Without considering the genre of the
content two different datasets have been collected randomly, from 2 different daily
newspapers broadcasting in Turkish, Milliyet and Kıbrıs Gazetesi, using a system
developed in Java. The datasets consist of 850 columns written by 17 authors as a
total(50 columns of each author).

The remainder of the paper is organized as follows. In Sect. 2, the Author Identi-
fication is described. Section3 gives details of the feature vector obtained. Section4
briefly defines theMachine Learning algorithms used in this study. The experimental
results are presented in Sect. 5 and the final section covers the conclusion and related
work.
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2 Author Identification

Authorship identification is the task of predicting the most likely author of a text
given a predefined set of candidate authors and a number of text samples per author
of undisputed authorship [14]. From a machine learning point of view, this task can
be seen as a single-label multi-class text categorization problem [15]. The basic steps
of author identification includes:

1. Extract the characteristics of the textual documents of known authors,
2. extract the characteristics of the textual document to be classified,
3. compare 1 and 2,
4. classify the author based on the result of the comparison.

However, there are some possible limitations on author identification that a
research may encounter. These are limited or excess number of documents to be ana-
lyzed, limited number of text data in documents, excess number of known authors to
be characterized, and distribution of the training corpus over the authors (balanced or
imbalanced) [16–18]. With limited number of authors the classification process will
be relatively high, gaining 95% and over success rate and this will lead the system to
lose its objectivity especially if the candidate authors (classes) having distinguishable
features. [19] has proven this theory by 40% drop on the performance by increasing
the number of authors from 2 to 20.

The author identificationwork in this study starts with collecting the documents of
known authors from websites of Milliyet and Kıbrıs Gazetesi newspapers randomly.
All the HTML tags are cleaned as a pre-processing step with the system developed in
Java and plain text data are saved in MySQL. The database consists of 850 columns
written by 17 columnists as a total, 50 columns from each columnist. The obtained
datasets are; Dataset I: Milliyet, has 10 authors from www.milliyet.com.tr with 500
documents and have an average of 18,800 sentences and 305,000 words, Dataset II:
Kibris, has 7 authors from www.kibrisgazetes.com with 350 documents and have an
average of 265 sentences and 5,960 words, 50 columns per writer.

3 Feature Extraction

Feature extraction is one of the most important stages of author identification since it
finds distinctive features that exhibit the writing style of each author. From the list of
stylometric features such as, lexical, character, syntactic and semantic features, this
study focuses on the lexical features. A significant advantage of such features is that
they can be applied to any language and any corpus with no additional requirements
[16].

After obtaining the corpus, 20 lexical features (style markers) were used to extract
the feature sets which are presented in Table1.

www.milliyet.com.tr
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Table 1 Style Markers

No Style marker No Style marker

1 # of sentences 11 # of question mark

2 # of words 12 # of punctuation marks

3 Average # of words 13 Average # of dots

4 # of words after stopword removal 14 Average # of commas

5 Average # of words after stopword removal 15 Average # of semicolon

6 # of dots 16 Average # of colon

7 # of commas 17 Average # of exclamation

8 # of semicolon 18 Average # of question mark

9 # of colon 19 # of Non-Turkish words

10 # of exclamation 20 Average # of non-Turkish words

The system used to construct the feature vectors was developed in Java and
Zemberek [20] library was used for stopword removal and Non-Turkish word iden-
tification which are the cruical style markers for Turkish Language. Zemberek is an
open source, Natural Language Processing library for Turkish Languages.

4 Classifiers

There are variety of powerful machine learning algorithms applied in TC systems. As
indicated by [16] in his deep survey about authorship attribution, these are Support
Vector Machines, Decision Tree, Naive Bayes, Neural Networks, Random Forest,
Genetic Algorithm, Maximum Entropy and K-Nearest Neighbors. In this study 4 of
the most popularly used classifiers in Text Classification were implemented using
WEKA tool.

4.1 Naive Bayes

This method is popularly used in TC due to its simplicity and computational effi-
ciency. It computes the probability of instance dj being in class ci as shown in Eq.1.
Hence, P(ci) is the probability of the occurrence of class ci, P(dj/ci) is the probabil-
ity of generating instance d given class ci and P(dj) is the probability of instance d
occurring.

P(ci/d j ) = P(ci )P(d j/ci )

p(d j)
(1)
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Based on this theorem,NaiveBayes classifier estimates the probabilities of classes
(authors) given a document (features). The classifier chooses the highest probability
among all authors as the author of the anonymous text.

4.2 Support Vector Machine (SVM)

SVM was introduced by Vapnik [21] as a machine learning algorithm, followed by
many researchers. In SVM model text documents are represented as vectors and the
model is built based on the extracted features from the training data set. Themain idea
of SVM is to divide the n dimensional space into two classes (positive and negative)
and maximize the distance between the boundaries of each class. A classifier with
large margin increases the certainity of the classification decision. New samples (test
data) are then mapped into that space to predict the category it can fall into. Given
training data xi :

wTxi + b ≥ 1for all xieP (for positive samples) (2)

wTxi + b ≤ −1for all xieN (for negative samples) (3)

where w is the weight vector and b is a bias value (an average over marginal support
vectors).

4.3 K-Nearest Neighbor (KNN)

The aim of KNN algorithm is to assign the instance (text to be classified) based on k
nearest neighbors among the pre-defined classes (authors) using associated distance
function. The performance of this algorithm greatly depends on an appropriate value
of the parameter k where k is a user defined constant. When k=1, the algorithm
simply assigns the instance to the class of its nearest neighbor which might work
well if there are only few classes. k is usually set to be an odd number to make
ties less likely [22]. When the value chosen for k is large the effect of noise on the
classification is reduced, but this makes the boundaries between classes less distinct.
In this study we used k=3. The pseudo-code of simple KNN algorithm is presented
in Fig. 1.

4.4 Decision Tree

Decision Tree is another widely used classification algorithm in TC for inductive
inference. It is a decision-modelling tool used to classify an instance by starting
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Read the training data from the file <x,f(x)>
Read the testing data from the file <y,f(y)>
Assign value for parameter k
For i=1 to test size

Get a new sample y to be classified
Calculate the distance of y among its k neighbors in train ing set x
Assign the corresponding class label based on max. similarity to sample y

End for.

Fig. 1 Pseudo-code of KNN

Fig. 2 A section from a decision tree generated by WEKA

at the root of the tree and moving through it until a leaf node, which provides the
classification of the instance is reached. The classifier adopts a top-down approach,
constructing the tree using if-then rules. Each path that starts from the root of a
decision tree and ends at one of its leave represents a rule. In this study the datasets
were tested using the J48 decision tree algorithm which is a WEKA implementation
of C4.5. Figure2 illustrates a section from a decision tree generated by WEKA.
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Table 2 Correctly classified
instances in %

Classification method Milliyet (%) Kıbrıs (%)

Naïve Bayes 97.6 98.28

SVM 98.8 98.57

KNN 99.6 99.71

Decision Tree 96.2 97.42

94

96

98

100

Naive Bayes LibSVM KNN J48

Success Rate of Classifiers on Each Dataset

milliyet kibris

Fig. 3 Comparison of 4 classifiers over 2 datasets

5 Experimental Results

For each feature set, all classifiers are trained and tested by applying 10-fold cross
validation where it estimates the performance of a classifier by breaking the dataset
into 10 partitions and then the model is trained on 9 datasets and tested on 1. The
mean accuracy is obtained by repeating the process 10 times.

Table2 shows the correctly classified instances in percentage for both datasets.
Comparison of 4 classifiers over 2 datasets can be seen graphically in Fig. 2. It can
be clearly observed in both representations that the success rate of all classifiers are
relatively high however, KNN performs better among all 4 classifiers (Fig. 3).

6 Feature Selection

There could be many potential features available in the written text. Hereby, Feature
Selection (FS) methods are used to utilize for more promising features and achieve
better results. By identifying the dependent features, the FS method aims to elimi-
nate the useless features. To maximize the success of the author identification system
and reduce the size of the vector space we used Chi-Square function in WEKA. We
reduced our feature set from 20 to 17 by eliminating the worst 3 features based on
the ranking process of Chi-square (number of words, number of commas and num-
ber of words after stopword removal) which were common to both feature vectors.
Improvements in the author identification rates after applying FS procedure can be
observed in Table3.



378 Y. Bay and E. Çelebi

Table 3 Correctly classified instances in % before and after feature selection

Classification method Recognition rate (%)

Milliyet before
FS

After FS Kıbrıs before FS After FS

Naïve Bayes 97.6 97.6 98.57 98.55

SVM 98.8 99 98.28 98.28

KNN 99.6 99.6 99.71 100

Decision Tree 96.2 96 97.42 97.42

7 Conclusion

The motivation of this study was to experiment an Author Identification task in
Turkish with feature selection method using classifiers. The emprical evaluations
carried on two datasets, Dataset I with 10 authors, Dataset II with 7 authors, 50
columns per author. 4 machine learning classifiers have been used; Naive Bayes,
Support Vector Machines, K-Nearest Neighbors and Decision Tree. Performance
results show that KNN performs the best score compared with the other 3 classifiers
(Naive Bayes, SVM andDecision Tree) with 99.7% accuracy and classification fully
recognized by reducing the features from 20 to 17 with Chi-square feature selection
method. To measure the robustness of the developed system it can be tested on more
datasets as a part of future work. Since the features used for author identification
task are mostly language independent, it is also possible to experiment with other
languages as well.
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Noun Phrase Chunking for Turkish Using
a Dependency Parser

Mucahit Kutlu and Ilyas Cicekli

Abstract Noun phrase chunking is a sub-category of shallow parsing that can be
used for many natural language processing tasks. In this paper, we propose a noun
phrase chunker system for Turkish texts. We use a weighted constraint dependency
parser to represent the relationship between sentence components and to determine
noun phrases. The dependency parser uses a set of hand-crafted rules which can
combine morphological and semantic information for constraints. The rules are suit-
able for handling complex noun phrase structures because of their flexibility. The
developed dependency parser can be easily used for shallow parsing of all phrase
types by changing the employed rule set. The lack of reliable human tagged datasets
is a significant problem for natural language studies about Turkish. Therefore, we
constructed a noun phrase dataset for Turkish. According to our evaluation results,
our noun phrase chunker gives promising results on this dataset.

1 Introduction

Noun phrase chunking is a subset of shallow parsing (or text chunking). Shallow
parsing consists of dividing sentences into non-overlapping phrases in such a way
that syntactically related words are grouped in the same phrase. It can be considered
as an intermediate step for full parsing. Each phrase has a name such as noun phrase
(NP), verb phrase (VP), etc. Noun phrase chunking is the process of the determination
of only noun phrases in a text.

There are many motivations for shallow parsing. By an intuition, when we read
a sentence, we read it chunk by chunk [1] and some natural language tasks do not
need full parsing [8]. For example, finding noun phrases and verb phrases may be
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enough for information retrieval technologies. For question-answering, information
extraction, text mining and automatic summarization, phrases that give us informa-
tion about time, places, objects, etc. are more significant than the complete analysis
of a sentence.

Shallow parsing has been attracting the researchers for decades and one of the
earlier works is Church’s NP extractor [4] which uses a stochastic model. Ramshaw
and Marcus [15] introduce NP chunking as a machine learning problem and they
apply transformation based learning by using lexical information. Several groups
worked with the same dataset and the same NP definition of Ramshaw and Marcus’s
study [15]. Argamon et al. [2] use memory based sequence learning in order to
determine NPs and VPs without using any lexical information. Cardie and Pierce [3]
learn POS tag sequences that form a complete NP to find NPs that are not found in
training set. Veenstra [18] uses a cascaded chunking that uses lexical information.
Daybelge and Cicekli [5] use memory based system and evaluates the system with a
different dataset. Munoz et al. [11] use a network of linear units for recognizing NP
and SV phrases.

Most of the studies are performed on English texts. However, there are also some
studies for other languages, too. Sobha and Vijay [17] uses transformation based
learning (TBL) for Tamil texts. Pattabi et al. [14] applies TBL for three Indian lan-
guages: Hindi, Bengali, and Telugu. Sastry et al. [16] uses dynamic programming
algorithm for finding best possible chunk sequences for the same three Indian lan-
guages. To the best of our knowledge, there is no previous study about shallow
parsing or noun phrase chunking of Turkish texts.

In this paper, we present a noun phrase chunker system for Turkish that consists
of a dependency parser that uses hand-crafted constraint rules. The system takes a
Turkish text as an input. Themorphological analyses of words in the text are obtained
by a Turkish morphological analyzer [6]. Correct morphological parses of words are
found by our own morphological disambiguation tool for Turkish [10] which is a
hybrid system that combines statistical information and hand-crafted grammatical
rules and transformation based learning rules. After disambiguation of words, we
use a dependency parser which uses hand-crafted rules in order to determine noun
phrases. The dependency parser creates links between sentence components to rep-
resent relationships between them. After creating links, we obtain noun phrases by
processing them. The dependency parser we propose can be easily converted to a
shallow parser that includes all types of phrases because of its generic structure.

We use a dependency parser for noun phrase chunking. Dependency parsing is
a technique that researchers are working on since 1960s for syntactic parsing and a
detailed discussion about dependency grammars can be found in [12]. There are also
studies for dependency parsing of Turkish sentences. Istek and Cicekli (2006) apply
link grammar for parsing Turkish sentences. Oflazer [13] uses extended finite-state
approach and he uses violable constraints in order to prevent robustness problem.
Eryigit and Oflazer [7] worked on statistical dependency parsing techniques. Our
study is in the category of constraint dependency grammars. We manually define
rules that are used by the dependency parser. The rules act as finite state machine
and when all constraints of a rule are satisfied, we construct a link for representing
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relationship between corresponding sentence component. We connect links between
sentence components called Token which are same with inflectional groups in [13].

The rest of the paper is organized as follows. Section2 discusses general structures
of noun phrases in Turkish. We give the details of our noun phrase chunking tool
in Sect. 3. Our evaluation results are given in Sect. 4. Section5 contains concluding
remarks.

2 Noun Phrase Structure in Turkish

A single noun, pronoun or proper noun can be a noun phrase without any modifier
in Turkish. A noun which is modified by other words can be a noun phrase (NP)
too. The modified noun is the main noun and other words are modifiers of that main
noun. In complex NPs, a sub-NP can also be a part of a modifier and the main noun
can be modified by the modifier containing that sub-NP.

Modifiers can be words with different part of speeches such as adjective, noun,
number, genitive pronoun. Modifying noun can be in nominative case or genitive
case. Main noun has to take third personal possessive marker depending on the
modifier type. If the modifier is a genitive pronoun, the possessive marker of the
main noun has to agree with that genitive pronoun.

A modifier may not modify an actual derived word, and it can modify a part of
that derived word. For example, in the noun phrase “yeşil başlıklı kız” (the girl with
green cap), the word “başlıklı” (with cap) which an adjective derived from a noun
modifies the noun “kız” (girl). On the other hand, the word “yeşil” (green) does not
modify the word “başlıklı” and it modifies “başlık” (cap) of the word “başlıklı”. This
fact demonstrates that we need the morphological structures of words in noun phrase
chunking in Turkish. For this reason, our noun phrase chunker works on tokens
(parts of words) not on words. We morphologically parse all words, and divide
derived words from their derivation boundaries into tokens (inflectional groups).
Thus, a derived word consists of more than one token and underived words consist
of single tokens. For example, the word in “kitapçıdaki” (the one in the book store)
has following morphological parse.

kitap+Noun+A3sg+Pnon+Nom∧DB+Noun+Agt+A3sg+Pnon+Loc∧DB+Adj+Rel

This morphological parse is divided into three tokens from derivation boundaries.

Token1 kitap+Noun+A3sg+Pnon+Nom
Token2 ∧DB+Noun+Agt+A3sg+Pnon+Loc
Token3 ∧DB+Adj+Rel

The last token of a derived word (Token3) is known as head-token and holds last
inflections, and its other tokens (Token1 and Token2) are called as non-head-tokens.
During the creation of links between tokens, only head-tokens of derived words can
be modifiers in links and non-head-tokens cannot be modifiers. On the other hand,
all tokens of derived words can be modified by a modifier.
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3 Dependency Parser for Noun Phrase Chunking in Turkish

Our dependency parser connects links according to a rule set which consists of rules
that determine the restrictions for constructing links between tokens. These rules
also define scores and types of links to be connected and put extra constraints when
needed. Putting restrictions only to tokens that will be connected is not enough for
handling complex structures because they need more information in the analysis of
a text, such as context or background information. Therefore, rules contain generic
functions that can define constraints using morphological and semantic information.
The usage of these type constraints in the rules eases the job of rule designers and
it allows handling complex structures. As we construct links between tokens, we
extract noun phrases according to the links.

We use links to represent relationship between tokens. In order to understand
structures of links, specifications for constructing links are listed as below.

• A token can modify only one token however, a token can be modified by more
than one tokens.

• A link can be constructed between only two tokens and there can be at most one
link between two tokens. No crossing links are allowed

• The modifier token is called Source of the link and the modified token is called
Target. The links have one direction which is from Source to Target. Since Turkish
is head-final, links are normally from left to right.

• Only head tokens of words canmodify a token. On the other hand, non-head tokens
of a word can be modified by another token.

• Each link has a name representing the relation type between tokens. The non-head
tokens are connected to the tokens at their right with a DB link.

3.1 Rule Structure

We use a set of hand-crafted rules for connecting links between two tokens. A rule
consisted of 5 parts which are Source, Target, Constraints, Priority and LinkName.
A rule template is as follows.

CONSTRUCT a link between Tokeni and Tokenj with name of LinkName with a
Priority IF Tokeni can be a Source and Tokenj can be a Target and all Constraints
are satisfied.

By defining names to links, we can distinguish types of modifications. For exam-
ple, if a modifier gives quantity information about a modified token, we use a certain
link name (Dn) and if the modifier gives information about quality or color of the
modified token, we use another link name (A). In our dependency parser, 30 link
types are defined for different modifier types.

The priority of a constructed link is a positive number where a bigger number
means a higher priority. The priorities of the rules are determined manually by the
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rule designer. Priorities of rules can be learned from a big tagged dataset, when it is
available. This is left as future work because of the lack of a big dataset.

Source and Target fields in a rule are specific properties describing which tokens
can be the source and the target of a link respectively. In fact, these fields can be
seen constraints for tokens that will be considered as a source token or a target token.
A Source field (or a Target field) is a pair consisting of a type that specifies which
parts of the token will be checked and a value that specifies the value of those parts.
Types can be categorized into four groups: TokenBased, WordBased, ContextBased
and SpecialTypes. TokenBased types specify which parts of a single token will be
checked.On the other hand,WordBased types specify the parts ofmore than one token
which belong to a single word. ContextBased types specify the parts of the words
appearing immediately left or right of the considered token. ContextBased types
can be used to catch collocations such that the part of speech of that collocation is
different than part of speeches of its words. There are also some types that do not
belong to first three types and are called as SpecialTypes. For example, a list of words
can be considered for source/target fields, and that list is treated as a special type.
TokenBased types specify the properties of the only considered token. A TokenBased
type can be as follows:

Part of Speech The part of speech of a token are checked with the given value in
the rule and its inflectional morphemes are ignored.
Part of Speech and Partial InflectionsThe part of speech and some of its inflections
of the token are checked.
Part of Speech and All Inflections The part of speech and all inflections of the
token are checked. Only stems can vary with this type.
Full Token An exact match with the token is checked.

A derived word can have more than one token and WordBased types can check
a token of a derived word together with its other tokens that are on the left of that
considered token. In the example in (1), if Token2 is considered as a Source/Target
token by a rule with a WordBased type, Token1 can also be checked together with
Token2. Similarly, if Token3 is considered, Token1 and Token2 can also be checked
together with Token3.

kitapçıdaki (the one in the book store)

kitap + Noun + A3sg + Pnon + Nom︸ ︷︷ ︸
Token1(kitap)

∧ DB + Noun + Agt + A3sg + Pnon + Loc︸ ︷︷ ︸
Token2(ç1−da)

∧DB + Adj + Rel︸ ︷︷ ︸
Token3(ki)

(1)

WordBased types are as follows:

Surface Form The surface form corresponding to the token is checked with the
given value in the rule. The corresponding surface form of a token is the part of
the surface form of the word up to that token. The corresponding surface forms
for tokens in (1) are kitap, kitapçıda and kitapçıdaki, respectively.



386 M. Kutlu and I. Cicekli

Starting with Surface Form The corresponding surface form of the token has to
start with the given value. For example, if the value in a rule with this type is
kitapçı, this rule can accept Token2 and Token3 but it does not accept Token1.
Starting with Surface Form and Partial InflectionsThe corresponding surface form
of the token has to match with the value and that token has to contain inflectional
morphemes given in the rule.
Lexical Form The corresponding lexical form of a token is the part of the lexical
form of the word up to that token. The corresponding lexical form of the token has
to match the value in the rule.
Starting with Lexical Form The corresponding lexical form of the token has to
start with the value in the rule.
Stem with Partial Inflections The stem of the corresponding word has to match
with the value in the rule, and the token has to contain given partial inflections.

Although Source/Target fields of a rule give constraints for possible source and
target tokens, extra constraints has to be satisfied before that rule is considered as an
applicable rule. All constraints in Constraints field of a rule has to be satisfied before
that rule can be treated as an applicable rule for possible source and target tokens.
The constraints are connected to each other with AND boolean operator.

A constraint can checkwhether a token satisfies certain conditions. The position of
the token in a constraint is given relative to source or target token. A simple constraint
is a boolean function which checks whether that token satisfies certain properties. A
constraint also checks a range of tokens whether satisfies certain conditions or not.
A constraint can also contain boolean operators (OR, AND, NOT) to represent more
complex cases.

3.2 Dependency Parser Algorithm

Our dependency parser finds noun phrases in a given sentence by creating links
between tokens of that sentence. First, all words of the given sentence are morpho-
logically parsed by our Turkish morphological analyzer [6] in order to get lexical
forms of words in the sentence. After the morphological analysis phase, all words of
the given sentence aremorphologically disambiguated by our Turkishmorphological
disambiguator [10] in order to get single morphological parses for all words. The
lexical form of a non-derived word is a single token and the lexical form of a derived
word is divided from derivational boundaries in order to obtain its tokens. Thus, the
given sentence is converted into a list of tokens where each token is the lexical form
of a root word or a derivational morpheme with possible inflections.

In order to create links between tokens of a sentence, the tokens of the sentence
are processed from the last token to the first token. If a new link is created in a pass
on tokens of the sentence, another pass is performed. Iterations are repeated until
no more new link is created in a pass. The creation of a link a previous pass may
cause the creation of another link in a new pass. Before iterations start, all tokens of
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derived words are linked with special links (called DB link) with highest priorities
to indicate that they are parts of a single word.

Each iteration starts from the last token and it is moved to the left token when the
process of a token is finished. If the current token is a head-token, it is treated as a
possible source token of a link. If the current token is not a head-token, we move
to the left token. When the current token is a head-token, an applicable rule which
can accept the current token as a source token is selected from the rule list. Every
token on the right of the current token is a possible target token for the selected rule.
If a token is accepted as the target token by the rule and all constraints of the rule
are satisfied, a link from the source token to the target token is created with the link
name and the priority in the rule. All tokens and all applicable rules are checked to
create links.

When a new link is being created, it is checked whether it crosses an available
link. If it crosses, this new link is not created or that available link is deleted in order
to create this new link. Here, the priorities of these two links play role in the outcome.
If the priority of the available link is higher, it is kept. Otherwise that available link
is deleted and the new link with a higher priority is created.

After all links of a sentence are created, its noun phrases are extracted by analyzing
its link structure. Some links can be parts of noun phrases, but themselves cannot
be noun phrases. All main noun phrases are extracted together with all sub-noun-
phrases in those main noun phrases. A noun phrase can be a part of another noun
phrase. If a noun phrase is not a part of another noun phrase, it is called as a main
noun phrase. Otherwise, it is called as sub-noun-phrase.

A sample noun phrase extraction from a sentence is explained here by giving
results of each step explicitly. Let’s consider the sentence “yeşil başlıklı kız büyük
kapıyı açtı” (the girl with green cap opened the big door). First, all words of the sen-
tence are morphologically analyzed and disambiguated. The correct morphological
parses of words that are morphological disambiguator are as follows:

yeşil yeşil+Adj (green)
başlıklı başlık+Noun+A3sg+Pnon+Nom̂ DB+Adj+With (with cap)
kız kız+Noun+A3sg+Pnon+Nom (girl)
büyük büyük+Adj (big)
kapıyı kapı+Noun+Pnon+Acc (door)
açtı aç+Verb+Pos+Past+A3sg (opened)

Then all morphological parses of derived words are separated from derivational
boundaries to get tokens of the sentence. Since “başlıklı” is the only derived word in
the sentence, its morphological parse is separated into two tokens from its derivation
boundary. Morphological parses of all other words in the sentence are treated as
single tokens. The tokenized sentence is as follows.

yeşil+Adj başlık+Noun+A3sg+Pnon+NomˆDB+Adj+With kız+Noun+A3sg+Pnon+
Nom büyük+Adj kapı+Noun+Pnon+Acc aç+Verb+Pos+Past+A3sg
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Our link construction algorithm using rules are applied to the tokenized sentence to
construct noun phrase links. The following links are obtained for the sentence.

Following two noun phrases are extracted from the sentence.

• yeşil başlıklı kız (girl with green cap). This NP also contains the sub-NP “yeşil
başlık” (green cap).

• büyük kapı (big door).

4 Evaluation

In order to evaluate our Turkish noun phrase chunker, three datasets (D1, D2, D3)
are created using a simple tagger tool, and noun phrases in those three datasets are
tagged by Turkish native speakers. Taggers tagged noun phrases using surface forms
ofwords. In the datasetsD1 andD2,words aremorphologically disambiguated by our
disambiguator andwords are approximately disambiguatedwith%97correctness.On
the other hand, morphological parses of the words in D3 are corrected by humans and
it can be assumed that D3 is morphologically disambiguated with %100 correctness.

Statistical information about datasets is given in Table1. Main NPs are directly
components of sentences and they are not sub-NPs. The forth row gives the number
of main NPs and the extraction of main NPs may be enough for some applications.
The fifth row gives the total number of all NPs including sub-NPs.

Total 98 NP chunker rules are created analyzing Turkish grammar for noun
phrases. When rules are prepared, structures of noun phrases in the dataset D1 are
used by the rule developer. But the datasets D2 and D3 are not used in the devel-
opment of the rules. All noun phrases including sub-NPs in all datasets are found.
Some NPs can be found correctly, but their sub-NPs may not be found correctly. On

Table 1 Statistical information about datasets: D1, D2 and D3

Features D1 D2 D3

Number of words 5695 3854 3152

Average length of
main NPs

2.04 1.59 2.05

Total number of main
NPs

1743 1208 990

Total number of NPs
including sub-NPs

2511 1398 1424
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Table 2 Raw and precision-recall-FMeasure results for datasets

DataSet # of main
NPs

# of total
NPs

# of main
NPs found

# of total
NPs found

# of main
NPs found
correctly

# of total
NPs found
correctly

D1 1743 2511 1832 2533 1552 2173

D2 1208 1398 1243 1422 1038 1206

D3 990 1424 999 1403 934 1313

TotalNPs MainNPs

DataSet Precision Recall F-measure Precision Recall F-measure

D1 0.858 0.865 0.862 0.847 0.890 0.868

D2 0.848 0.863 0.855 0.835 0.859 0.847

D3 0.936 0.922 0.929 0.935 0.943 0.939

the other hand, all sub-NPs of a main NP can be found correctly, but that main NP
cannot be found correctly. For this reason, we obtained the results for main NPs and
total NPs in datasets. The results are given in Table2.

The first chart in Table2 gives the raw results for the datasets and the second
chart gives precision, recall and f-measure values for the datasets. The results of the
dataset D1 is slightly higher than the results of D2 because D1 is used in the rule
development. We made sure that chunker rules do not overfit noun phrases in the
dataset D1. This can be seen from the results of D1.

There are many reasons that our chunker cannot find all correct NPs. One reason
is that the complex sentence structures and the capability of our rules to cover all
NP structures in Turkish. But, one of other reasons is the effect of morphological
disambiguation. We used a morphological disambiguator that works approximately
with %97 accuracy and we used it to tag words in the datasets D1 and D2. In order to
measure the performance of our chunker with a perfect morphological disambigua-
tion, we created the dataset D3 where all words corrected by humans. The results for
D3 in Table2 are much higher than other datasets. This indicates that the improve-
ment in the morphological disambiguation also increase the performance of the NP
chunker.

5 Conclusion

In this paper, we presented an NP Chunker for Turkish and it is implemented using a
dependency parser which uses constraint based handcrafted rules for NP chunking.
Our dependency parser has many distinctive features. It uses a scoring algorithm in
constructing links for overcoming ambiguity problem. In addition, we have defined
powerful constraining rules that allow rule designers to use semantic and morpho-
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logical information together and handle very complex structures. By changing rules,
full sentence parsing can be constructed, too.

Our dependency parser connects links between tokens rather than words. There-
fore, morphological analysis and morphological disambiguation are crucial for our
NP Chunker in order to determine correct tokens. We used our own morphological
analyzer and morphological disambiguator for this process. As expected, the perfor-
mance of the morphological disambiguation affects directly the performance of NP
chunking.

We have also constructed three small datasets for testing our NP Chunker. These
datasets consisted of 3941 main noun phrases at total. We implemented a tool for
easing tagging process. This tool can be used for increasing size of dataset in future.
Our NPChunker gives promising results and the performance can increase by getting
better chunking rules on Turkish language.
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Enabling Secure and Collaborative
Document Sharing in BIM Processes

Carlo Argiolas, Nicoletta Dessì, Maria Grazia Fugini and Barbara Pes

Abstract During the lifecycle of construction projects, documents and resources
should be shared by partners in a collaborative and secure way. Starting from the
Building InformationModelling (BIM) paradigm, we propose the Smart BIM Folder
(SBF), a cloud-oriented framework enabling project teams to share construction
documents on collaborative nodes, respecting security requirements of documents
sharing. The core idea is to consider the SBF as a single, collectively-operated virtual
resource accessed via a cloud-based catalogue. The paper proposes mechanisms
for document sharing respecting both the typicality of BIM projects and security
requirements of stakeholders in such sharing. We discuss cloud architecture issues
related to the implementation of the SBF as a cloud service.

1 Introduction

Architects, engineers and construction managers have always faced a difficult task
in coordinating multiple phases during the design and the construction of Archi-
tecture/Engineering/Construction (AEC) products. Building Information Modelling
(BIM) has helped in facing this difficulty by providing a paradigm enabling the cre-
ation of an accurate model (BIM model), which defines the digital representation of
the physical and functional characteristics of an AEC product. Devised to cover the
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early stages of construction design, the BIMmodel has proven useful throughout the
entire life cycle of AEC products, including detailed design of construction compo-
nents, project and cost management, construction development, facility operation,
and so on [1].

With the BIM advent, the stages of an AEC project are now progressively being
shifted from 2D-based construction drawings and documents to 3D-based BIMmod-
els. These represent viewpoints of the AEC products from the various perspectives of
project participants, such as design teams, main contractors and subcontractors, asset
owners, and so on. In practice, the BIMmodel integrates (graphically, and in text and
table format) a 3D model with multidisciplinary attributes and parameters aimed
at saving project time, money and resources. Operating via a shared BIM model,
interdisciplinary team members can define or modify geometric, position, material,
format, dimensional and other design attributes, sharing these attributes with the
whole AEC work teams, rather than working in isolation on their own project por-
tion. Accordingly, decisions can be taken with the consensus of various teams and
project roles.

It has been observed [2] that interdisciplinary collaboration is an important com-
ponent of BIM-driven processes, which should be considered as dynamic processes
able to produce, communicate and analyze product models rather than a modelling
technology “per se”. At the same time, critics have been expressed about BIM, seen
as a standalone system framework that restricts access by the project stakeholders to
a common set of data and resources [3].

Currently, cloud technology is seen as a suitable way to deal with the standalone
nature of traditional BIM since the cloud can lead to higher levels of cooperation,
providing an effective real-time communication platform for project members [4].

Moreover, recent research works [5] demonstrate that existing commercial BIM
tools and platforms [6, 7] are still inadequate to support a fully multidisciplinary col-
laboration and only offer functionality to integrate drafting tools through a database
structure storing information about the construction process (i.e. scheduling data,
costs, maintenance information, manufacturers’ details etc.).

In practice, during the design of an AEC product, collaboration and decisional
processes refer to the interconnection of different sources of information which
can be a part of the BIM model or contained in other sources, such as a central
repository containingproject catalogues anddocuments accessible to all co-locatedor
distributed teammembers. In this perspective, the central repository is a facilitator of
BIM collaborative practices; however, designing its architecture brings about several
open issues related to construction documents, namely:

(a) dynamicity: documents are frequently revised as the project proceeds and
occasionally accessed when decisions need to be taken (e.g. the building orientation,
building materials choice);

(b) business assets are owned by various stakeholders (project participants, exter-
nal organizations, government agencies etc.). Hence, documents should be secured
and their sharing kept under control. However, control is difficult in current practices,
also due to security and privacy requirements, which hold in a different way across
different organizations and are difficult to be harmonized [8].
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Moreover, documents relay on different categories of data, often extracted from
the BIM platform, such as engineering and project management data, documents
about the construction lifecycle (e.g. scheduling, and work assignment), or financial
data (costs and resources). It is expected that the integration of cloud and BIM
technologies will result in the second generation of BIM [4] that will enable more
effective collaboration platform for project team members.

Indeed, Cloud Computing technology offers an effective support to share docu-
ments, regardless of physical location. However, while opportunities for cloud are
attracting the attention of BIM communities, there remains the need for critical
examination of their implication on successful adoption within the BIM collabora-
tive requirements and critical research questions still exist in terms of the use of cloud
computing for secure collaborative exchange within BIM [9].

To face the above challenges, this paper proposes a framework named Smart BIM
Folder (SBF), a novel approach for flexible and secure document sharing among
BIM partners. Our approach provides support for sharing documents, while it does
not cover operation about BIM modelling processes. Document sharing is achieved
via a cloud-based catalogue, which provides information about documents stored in
distributed repositories. Security is given by defining access control rules, restricting
access to resources to selected teams of project members. Moreover, sharing is de-
centralized, so that project participants can leverage existing documents from other
project teams, but can also create their own associations and collaborations on the
fly. Authorization is dynamically provided allowing users to set their own sharing
policies, without affecting the policies of other users.

The SBF framework is inspired by the concept of dataspace [10], a paradigm for
data integration which, to the best of our knowledge, has not been applied in the BIM
domain. Additionally, we propose an implementation of SBF as a cloud application
to allow for easy development, flexibility and security.

The paper is organized as follows. Section2 presents a background about theman-
agement of BIM documents. Section3 illustrates the SBF proposed framework and
security modelling. Section4 focuses on cloud architectural aspects of the proposed
framework. Section5 reviews related work and draws our conclusions.

2 BIM Documents

As depicted in Fig. 1, BIM technologies originate a new vision of participants
involved in the construction process. According to the owner’s requirements, Archi-
tects design the architectural model of a building, which is then completed by struc-
tural Mechanical, Electrical and Plumbing (MEP) engineers. The resulting building
design defines all technical details about the building to be constructed. Critical
information about a building are stored and/or extracted from the BIM by the facility
manager or by contractors.Work scopes can be isolated by subcontractors, in order to
evaluate opportunities about pre-assembling some parts off-site. Information about
scheduling is extracted by suppliers for delivering products just in time and avoiding
to stock on-site.
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Fig. 1 BIM stakeholders

As the use of BIM grows, so does the amount of documents while the geographic
distribution of construction partners favors the dispersion of information in multiple
products through the building life cycle. The main feature of software environments
supporting secure and dynamic document sharing would turn out to be effectiveness
in empowering the activity of teams and professionals. Effectiveness brings about
two requirements: (1) devising mechanisms for document distribution and sharing;
(2) ensuring dynamic secure access to documents.

The first requirement calls formethods for effective exploitation of web resources.
Albeit Web-based technologies have promoted several integration and collaboration
technologies, BIM applications are a step behind other sectors (e.g. manufacturing)
[5] due to the complexity of the domain.

The second requirement needs documents accessed in a secure way, considering
user roles, and physical resources described by documents in a cybersecurity style
[11]. Dynamic adaptive access controls should be in place to allow new users/teams
to enter/leave/change their privileges on a need-to-know basis, keeping security com-
pliant with the overall security policies stated for document sharing.

Above requirements are not fully satisfied by the current BIM technology which
provides capability for data exchange and sharing within a virtual 3D environment
which is a centralized and accessible repository for more integrate communication
between project actors. Indeed, it has been stressed [9] that significant concerns over
security and privacy within BIM processes affects project teams on adopting digital
collaborative exchange technologies because of their greater risk as compared to
traditional paper-centric communications.

As previous mentioned, the integration of BIM and cloud technologies is consid-
ered a critical step and a promising solution to mitigate risks about secure collab-
oration. It can be regarded as a viable alternative to the state of data exchange and
storage of current BIM technologies.
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Specifically, Cloud computing assembles large networks of virtualized services
(including hardware and software resources)which can be abstracted into three layers
[12]: Software as a Service (SaaS), Platform as a Service (PaaS), and Infrastructure
as a Service (IaaS). Hardware and software resources are delivered at IaaS and PaaS
while SaaS relies on application services.

Our proposal focuses on the PaaS layer which provides a platform (i.e. NoSQL
databases, programming languages, libraries,APIs, environments and tools) enabling
users to build applications which, in turn, can be hosted and provided as services at
Saas level. PaaS applications are independent of external resources and their internal
organization, exploit a close integration with web servers and standard protocols and
their rapid development and updates are enabled. Moreover, databases provided as
cloud services improve data management in terms of elasticity and scalability.

3 The Smart BIM Folder (SBF)

With the aim of satisfying the above requirements, SBF:

• introduces a model for sharing documents within a scenario of multidisciplinary
cooperating participants involved in a building construction process;

• adopts the Attribute-Based Access Control (ABAC) paradigm [8] for dynamic
security rules;

• relies on cloud computing as a viable architecture for document sharing along the
lifecycle of a building construction process.

Basically, the SBF acts as a librarian who retrieves documents required by a user,
as long as he is allowed to read them for privacy reasons. It provides means for
crossing the boundaries of local teams to allow documents produced by each team to
be extended and reused within other teams, while ensuring that only the allowed user
has the privileges to access the data. The idea is that team members should switch
between different thematic documents, possibly linked to specific project activities,
but they should avoid unnecessary data transfer on theweb to find a document about a
given topic. Under these aims, the SBF is a dynamic environment enabling the project
participants to search and explore the set of construction documents in a user-friendly
and in a security-aware way. The SBF has the main following key design features:

• SBF is based on dataspaces [10, 13] for modelling web resources relevant to a
particular organization and its business/activities, regardless of their format and
location. A dataspace consists of components (also called participants) and of a
set of relationships among them. The participants are individual data sources, e.g.
relational databases, XML schemas, unstructured or partially structured informa-
tion, and so on. Each participant contains information about the kind of data it
contains, the data allocation, the storage format and the querying mechanisms.

• Within the SBF, data spaces are populated with classes of Objects that express
abstract views on users and documents exposed by the organization users belong
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to. Objects are featured by attributes storing data values useful to identify and
searching objects. An attribute is a “name-value” pair (e.g., “Type = Report”).
Security attributes are the secrecy level of a document, or the authenticationmethod
to access it. Contexts group documents/physical resources with homogeneous
security requirements (e.g., documents/physical resources related to public areas
of a building).

The SBF is composed of two dataspaces: the Document dataspace (Dd) and the
User dataspace (Ud). Within the Dd, documents are organized in layers; each con-
tains all documents related to a particular defined phase of the construction process
(e.g., design, construction, maintenance etc.). A Document has a unique identifier, is
described by a set of attributes which express its properties (e.g. web address of the
document, document type, data of creation, and so on). The dataspaces are populated
by structural and security relationships:

(1) Structural relationships provide insights about documents belonging to the same
layer (for example, two documents about the design of a building) or inter-
relationships between documents belonging to different layers in order to gen-
erate new types of documents from the aggregation of existing ones.

(2) Security relationships link a document to the physical resources it refers. Being
one-to-many, security relationships can have different security requirements. For
example, a Document D can be linked to office areas (Relationship1) and to the
physical layout of pipelines (Relationship2): while Relationship1 is “confiden-
tially”, Relationship2 can be “top secret”.1

Stakeholders and project members (users from now on), participate in the Ud.
A user has a unique identifier and a set of attributes stored at configuration time
or dynamically from an LDAP or a token received from the authentication services
used at login time. Member-of relationships between users define project teams or
hierarchical organizations in project management. We rely on User Roles to assign
privileges. User Roles are stored into a subsidiary archive kept updated by the admin-
istration or security staff within BIM processes.

A catalogue stores data about participants in both dataspaces and includes security
rules. According to ABAC model, these rules, defined as usual as<Subject,Object,
Privilege> triples, are based on attributes of dataspace participants and dynamically
enrich the user roles. Here, for the sake of simplicity, we consider Subjects with
security levels and Objects with sensitivity levels. To show an example about ABAC
in the dynamic BIM scenario, let us consider the following security policy:

Policy 1: A user with Role “Structural Engineer” and Access Level less than “3” is allowed
to Read an Engineering document (Object) related to a single physical resource r, e.g., “jail
underground”, whose sensitivity level is higher than “2”.

Using the attributes of dataspace participants, privileges about the role “Struc-
tural Engineer” can be dynamically specified by defining the following <Rule> in

1 We use terms of mandatory security although mandatory security is not actually adopted.
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XACML style [14], which holds in the Context Jail Documents, so that security
policies are respected since the rule holds in a confined domain [15]:

Rule 1: DefineRule(read, permit) in Context = “Jail Documents” ← (s.Role = “Struc-
tural Engineer”) ∧ (s.AccessLevel < “3”) ∧ (o.Group = “engineering-document”) ∧
(o.SensitivityLevel > “4”) ∧ (r.SensitivityLevel > “2”).

The SBFmanages this security rule that defines the allowed actions so that controls
can apply during the necessary time,while they canbe subsequently revokedwhen the
need to access the Object is concluded. Such temporary security rule can for example
hold during a construction phase: when the SBF is notified that a given construction
phase of the BIM is about to start, documents needed by the Construction Manager
Role are granted to him. Accordingly an ordered list of access rules on all the needed
documents (Objects) are activated by the SBF. Access control rules are so adapted
according to the phase “initiation”. Upon termination of the phase, the security rule
is revoked.

4 Architectural Aspects

Given the abstract nature of the dataspace paradigm, the architectural choices about
the implementation of SBF functionalities rise a number of related issues.

First, relational databases are inadequate to support the dataspace paradigm:when
rules are stored in a single relational table, their evaluation becomes potentially slow
(due to the amount of self-joins). The less selective the rule, the more problematic
these joins. The lack of just-in-time evaluations of rules results in a disconnection
between the rule-based policies and the resources (i.e. the documents) that they
protect.

Secondly, documents are physically distributed and accessible by a potentially
large community of users. However, access to shared documents must be uniform, no
matter where the document is. Because the number of accesses grows exponentially
with the number of communications among teams, issues of data access latency and
service partitioning must be considered.

To face the above issues, the cloud offers a viable architecture and newdeployment
models providing flexibility and efficiency. In particular, the PaaS layer of the Cloud
provides a platform enabling users to build applications hosted and provided as
services. PaaS applications are independent of external resources and exploit a close
integration with web servers and standard protocols.

Based on these considerations, the SBF architecture is a software environment
deployed at PaaS level and accessed by users through a web browser or a lightweight
desktop or mobile app (Fig. 2). This environment is made up of two components: a
database, which stores the dataspace catalogue, and a PaaS application supporting
document search and access.

The database contains attributes about users and their security levels, documents
and how they will be accessed, allocated and connected. Documents are exposed
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Fig. 2 The SBF as a PaaS application

in web repositories made available by single organizations and accessed via API.
This allows project participants to expose only documents they want to share with
other project teams. Relationships between documents and users are mapped into
a set of items in the form of a subject-predicate-object expression where the terms
“subject” and “object” denote two dataspaces participants while the term “predicate”
expresses the type of relationship between the subject and the object. Also a security
rule conforms to such expression,where “predicate” corresponds to “privilege” (read,
write, etc.).

The NoSQL nature of cloud databases gives great flexibility in structuring
dataspace participants. These are logically modeled as objects having key-value
properties and belonging to particular classes (e.g. the “users” and “documents”
classes). Moreover, their relations can be directly mapped into a list where each term
contains the identifier of two objects and a term or a code which details the type of
the relationship in which they are involved. Differently from relational databases,
data are not normalized and their duplication favors the easy evaluation of attributes.

The PaaS application is a procedural component for monitoring users in accessing
documents they require, and deals with searching and extracting documents from
distributed resources and evaluating rules for policies application. Documents are
accessed according to a pay-as-you-go approach: searched documents are released
after they are accessed by the users or stored into a buffer during a certain period of
time (for example 24 h) and then released.

5 Related Work and Conclusions

A review of research about system integration and collaboration in architecture, engi-
neering, construction and facility management (AEC/FM) industry is presented in
[5] which details the state of the art within some recent ICT paradigms includingWeb
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Services and Semantic Web. However, this review does not investigate cloud com-
puting. Towards the integration of construction data in AEC, a cloud-based approach
is presented in [16] that proposes a novel cloud application model for construction
data and a series of BIM tools integrated with a special platform for project collab-
oration. A comprehensive review about BIM and mechanism for their constructions
is given in [17]. Reference [9] presents an interesting study about the potential of
cloud computing in enabling interoperable processes based on binding several con-
struction applications through a single repository platform. Specifically, answers
to questionnaires given by professionals confirm the opinion that cloud comput-
ing would increase efficiency and productivity. Moreover, using an integrated BIM
process through a cloud service was considered as a key benefit as respect to the
integration of component parts of the building modeled in disparate software pro-
grams. In our work [18] we have detailed the use of ABAC to dynamically authorize
subjects to objects respecting the security policies.

This paper has presented a framework for secure document sharing of construction
documents within BIM processes with security. To foster the vision of a single
documental resource, we adopted the dataspace paradigm for modelling documents
and users as participants indexed by a catalogue. We have outlined the benefits of
the adoption of a cloud-based solution. Our work is preliminary to a specification of
the proposed framework. This will be the focus of our future work.
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Tactical Graphics Description Language

İsmail Kilinç, Hüseyin Ateş, Bülent Özhorasan and Hüseyin Korkmaz

Abstract Military tactical graphics are used to visualize and plan various command
and control features on a tactical map. MIL-STD-2525 and APP-6 series standards
make definition of tactical graphics. Since hundreds of complex tactical graphics are
defined in standards, a sophisticated design approach is needed in order to achieve
a successful software library implementation. A domain specific language named
TGDL (Tactical Graphic Description Language) is proposed in this work and imple-
mented on a desktop and web map software to define tactical graphics. This paper
introduces TGDL and design approach to implement tactical graphics as a software
library. TGDL effectiveness is also analyzed by using tools and metrics.

Keywords DSL · MIL-STD-2525 · APP-6 · GIS · Tactical graphics · TGDL

1 Introduction

MIL-STD-2525 series standards define common warfighting symbology for com-
mand and control systems and help establish interoperability between systems and
units. The latest version of MIL-STD-2525 is “MIL-STD-2525D” [1] and was
released on 2014. APP-6 [2] standards are subset of MIL-STD-2525 and used mainly
in NATO. The work in this article is based on MIL-STD-2525C [3] which was
released in 2008. The latest standard is different from previous by means of naming
conventions of graphics. There are also some new added graphics and changes in
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Fig. 1 Some examples of tactical icons and tactical graphics

existing graphics also in new standard. Proposed approach to define tactical graphics
for implemented vesion is generic and may be used to implement latest version or
any similar standard

Symbology is categorized as tactical symbols and tactical graphics as shown in
Fig. 1. Tactical symbols are icon based and have rules to show point features on a
map in which the size and shape of a tactical icon remains fixed regardless of the
map scale. Tactical graphics are point, line or area based and are differentiated from
tactical symbols since line and area geometry presentation may change according to
map scale and projection. Tactical icon definitions are simpler than tactical graphics.
It is possible to define point graphics by standard vector definition languages such as
SVG [4, 5]. However, tactical graphic definition is more complex than tactical icons
since those graphics are geographic and has complex shapes.

Before TGDL arrived into the scene, C2 (Command and Control) applications
implemented tactical graphics by using GIS libraries. As time passed, GIS software
has supported tactical graphics directly and C2 applications obtained tactical graphics
services from GIS libraries. Currently, well known GIS software products have built-
in tactical graphics support.

ArcGIS is one of the GIS software that supports tactical graphics with its Military
Overlay Editor (MOLE). It is possible to add custom graphics but it is limited to
default renderers. If a custom graphics needs a new renderer, new renderer needs to
be written with the support of ArcGIS library. Writing a renderer is complex and
needs advance programing knowledge [6].

LuciadMap is another well-known GIS software in C2 domain, mostly used by
NATO nations. It is possible to add custom graphics by adding new shape and ren-
derers extended from LuciadMap GIS software library. Code needs to be written by
utilizing the knowledge of computer graphics, Java graphics and OpenGL [7].

WorldWind is an open source GIS software library that was initiated by NASA.
Later, library was expanded with additional tactical graphics through the efforts of
WorldWind open source community. Currently, 75 % of tactical graphics set has been
added to WorldWind [8]. Consequently, the need for an easy-to-use tactical graphics
implementation/library has not been adequately fulfilled yet.
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A domain-specific language (DSL) is a programming language or executable
description language that offers, through appropriate notations and abstractions,
expressive power focused on, and usually restricted to, a particular problem domain
[9]. The tactical graphics can be considered as complex graphics as a composition of
simple graphics such as point, label, multiline and polygons with complex relations.
The main mission of DSL is to produce or manipulate simple graphics according
to descriptors of tactical graphics, control points and feature attributes. TGDL is a
script based sequential executable description language.

One motivation that triggered the development of a domain specific language was
the need for two general purpose language implementations. Library implementa-
tion of MIL-STD-2525C tactical graphics was already developed in Java prior to
TGDL development. But it is also required to implement same symbology standard
in JavaScript after Java implementation has been completed.

Another motivation was the multiple symbology issue. Existence of different ver-
sions of the same standards, appearance of same graphics in different standards, and
customer request to customize symbology according to their specific needs required
a proposal of a dynamic symbol definition environment to adapt upcoming symbol-
ogy requirements a necessary. Domain specific language approach solves multiple
symbology issue since editing a language file is the only thing to do to support a new
symbology.

Tools that implement tactical graphics, definition of TGDL and related examples
are covered in the following section. Section 3 contains design and implementation
of TGDL in JavaScript language and prior to conclusion, Sect. 4 contains the analysis
of TGDL by using theoretical and empirical methods.

2 Tactical Map Graphics Description Language (TGDL)

A sample tactical graphic definition in TGDL is shown in Fig. 2 with its respective
identification, control points and rules. The instruction set for sample’s TGDL is
given in Appendix A. The given graphic is defined in MIL-STD-2525-C with G*TPB
symbol identifier and defined in APP-6B as G*T*GB symbol identifier. Both symbol
identifiers represent the same tactical graphic.

Default control points are defined in a rectangle in which coordinates for lower
left corner and upper right corner are (0, 0) and (1, 1) respectively. In addition to
its use in graphic overview creations, default control points may also be used on a
user interface component and can also be used to initialize tactical graphic on a map.
Geographic control points are calculated by extending overview shape of tactical
graphic to viewing area using map scale and map center. However, application can
also retrieve control points from a database or other data source to construct tactical
graphics.

Rules part defines the rendering and editing behavior of tactical graphic. “CON P3
1 2” means Point 3 should be perpendicular to Point 1 and Point 2. “A P1” and “A P2”
defines the points for P1 and P2 line. “N” is used to discriminate line and polygons
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Idenfication

Default 
Control Points

Rules
A P3
L
C P3  
T B

G*TPB G*T*GB 
TACGRP.TSK.BRH
PT1 0.3 0.15
PT2 0.3 -0.15 
PT3 -0.3 0.0 
CON P3 1 2  
A P1
A P2
N
C P1 2
A

Fig. 2 A tactical graphic definition in TGDL

in multiline or multipolygon. “C P1 2” is used to accumulate center of P1 and P2.
Accumulation is used to store calculated position in a variable to use for following
rules. “A” adds accumulated point to point list. “A P3” adds the P3 to point list.
“L” constructs multiline using point list previously constructed. “C P3” accumulates
center of last accumulated point and P3 and “T B” puts text B to accumulated point,
which is the center of the line perpendicular to P1 and P2.

First graphic in Fig. 3 is icon based and contains several textual information with
different orientations and offsets. Second graphic is polygonal, but, have a special
line pattern which is defined by a line starting with PZ. Last graphic is linear and has
two labels for first and last point. Each label defined in definition is a parameter and
related parameter value is specified either by user or application.

A challenging problem is the definition of line and polygon styles for symbolized
boundaries. Some symbolized boundary definitions in TGDL and respective render-
ings are given in Fig. 4. Scale value is construed to define ratio of symbol size to
graphic size first. Then points for symbol pattern are followed by referencing symbol
starting point.

G*SPPSI 
TACGRP.CSS.PNT.SPT.CLS9
PT1 0.0 0.0 
I G*SPPSI S76 X-13 Y-55
TS Y78  
T H  
TS Y63  
TS OXR  
TS X-22  
T $W -  
TS Y50 
T W1  

G*MPOGR 
TACGRP.MOBSU.OBST.GNL.ORA 
PT1 -0.37979 -0.25907 
PT2 -0.39078 0.30672 
PT3 0.38101 0.11171 
PT4 0.37827 -0.26182 
PZ 0.04 0.5 1 1 0 1 0 2 0  
P LO0 SFG*FILL1  
C
B 0.0
TS Y13  
T T  

G*GPOLC 
TACGRP.C2GM.OFF.LNE.LDLC
PT1 -0.3 0.0 
PT2 0.0 0.0 
PT3 0.3 0.0 
L
B P1 2
R P1
TS Y24  
T LD/LC  
TS Y10  

TS X30  
TS Y63  
T T  
TS Y30  
T N  
TS X0  
TS Y60  

T (PL $T )  
R PN
TS Y24  
T LD/LC  
TS Y10  
T (PL $T )  

TS Y0  
T W  
TS Y-13  
T W1  

Fig. 3 Example tactical graphic definitions in TGDL
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0.5 1

1 0 2 0

PZ 0.04 0.5 1 1 0 0 0 1 0 2 0  

PZ 0.03 0 0.5 1 0.5 1 -0.5 2 -0.5  PZ 0.015 n 0 1.2 1 -1.2 n 0 -
1.2 1 1.2 n 0 0 4 0  

LZ 0.04 0.5 -1 1 0 1 0 2 0  

LZ 0.04 0 2 0.9 0 n 0 0 0.9 2 n 0 0 
2.5 0 n 0 2 2.5 2 n  

PZ 0.04 0 1 0 0 n 0 0 1.0 0  

Fig. 4 Symbolized boundary definitions in TGDL

G*GPPN
TACGRP.C2GM.DCPN.DMYMS

G*GPGPPW--****X 
TACGRP.C2GM.GNL.PNT.ACTPNT.WAP
PT1 0.0 0.0
I G*GPGPPW S50 
TS X10 
TS OXL 
T T 

Fig. 5 Icon based tactical graphic definitions

Some tactical graphics are simple icons while others may reference icons but have
textual or geometric components as shown in Fig. 5. It is assumed that if there is no
other definition, then, identification part for a tactical graphic that referenced icon
shares the same name with tactical graphic as in first graphic. In second graphic, “I
G*GPGPPW S50” line indicates that “G*GPGPPW“ icon should be positioned on
center point and symbol size should be 50. The second graphic also contains a text
definition which is oriented to left and has an offset of 10 pixels Icon definitions
are not direct part of TGDL. It is assumed that reference icons are accessible via a
service, an image file or an SVG definition.
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3 Implementation in TMAP-W

In TMAP-W project, TGDL is implemented using pure JavaScript with a simple
API shown in Fig. 6. IGISTacticalGraphicManager is a factory to create new tactical
graphic instances and a manager to load TGDL files and manage loaded templates. An
abstract tactical graphic and a listener interface are included in API to handle graphic
events such as editing and selection. When a TGDL file is loaded by a manager, file
is parsed and IGISTacticalGraphicTemplate’s are created for each graphic definition
on TGDL implementation file. Each template decodes related section of TGDL.

In many interpreter implementations, the general approach used to execute a
speedy script follows fetch-decode-execute model used in classical von Neumann
computer architecture [7]. In our interpreter implementation, fetch-decode-execute
model was used with some differences. Fetch phase is executed by TacticalGraphic-
Manager, then, fetched lines are decoded into TemplateCommand by TacticalGraph-
icTemplate and execution phase is executed by TemplateCommand implementations.
Because of performance issues, fetch and decode phases are executed once and stored
in TacticalGraphicTemplate as an execution scenario. The class diagram for inter-
preter’s component relationship is given in Fig. 6.

TGDL is a straightforward scripting language without any branching operation
where each command is executed line-by-line on a single execution context instance.
From this point of view, TGDL execution converges to chain of responsibilitypattern
where each line is an item in the chain presented by TemplateCommand implemen-
tations, after fetch and decode phases are completed [10]. Start and end commands
automatically added to chain when script is decoded. A TacticalGraphicExecution-
Context is added to manage state of executions.

TGDL interpreter renders tactical graphics according to TGDL where implemen-
tation class diagram is shown in Fig. 7. Created primitive graphics are updated instead

IGIStacticalGraphicListener

IGISTacticalGraphic

IGISTacticalGraphicManager

IGISTacticalGraphicTemplate

IGISTacticalGraphicTemplateRule

use use

«use»

interface

interface

interface

interface

interface

Fig. 6 Tactical API class diagram
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AddCommand CenterCommand

TacticalGraphic

TacticalGraphicManager TacticalGraphicExecutionContext

TacticalGraphicTemplate
abstract

TemplateCommand

.....

use
use

use

Fig. 7 Tactical implementation class diagram

of recreation to improve performance. For each instruction in TGDL, concrete imple-
mentations are done as a derivative of abstract command, TemplateCommand. TGDL
interpreter implementation is easily extensible by registering any custom implemen-
tation of TemplateCommand.

4 DSL Analysis

For qualitative assessment of the developed DSL, Framework for Qualitative Assess-
ment of Domain Specific Languages (FQAD) was used.

FQAD is used for creating the perspective of the evaluator, comprehending the
purpose of the assessment and opting fundamental DSL quality characteristic to guide
the evaluator in the evaluation. FQAD adapts and integrates the ISO/IEC 25010:2011
standard, CMMI maturity level evaluation approach [11, 12].

Assessment result of the evaluation is shown in Table 1. Results are obtained
via consensus after evaluations of four different development team members. There
are three success values: Incomplete, Satisfactory and Effective. The most success-
ful value is Effective which means the DSL satisfies the intended purpose. Overall
success rating for Tactical Graphics Description Language is Effective.

Prior to TGDL implementation, a legacy implementation without DSL was
present. LOC (Line of Code) comparisons for the legacy implementation, NASA
World Wind implementation and TGDL can be seen in Table 2. LOC specifies the
size of component and is correlated with development time. World Wind partially
implements tactical graphics (341 of 430) but also contains meteorology and ocean
graphics (181).

Usage of TGDL in a general purpose language reduces the SLOC and development
time approximately 5 times based on metrics for legacy Java implementation and
TGDL Java implementation.

TGDL implementation has 8678 lines for 430 tactical graphics and average lines
for a single graphic is about 20 lines. It means that a candidate new graphic may
be implemented with 20 lines and implementation time may be less than an hour.
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Table 1 Assessment Results for TGDL according to FQAD

Functional suitability Completeness Effective

Usability Comprehensibility Effective

Learnability Effective

Language helps users achieve their tasks in a minimum
number of steps

Effective

Likeability, user perception Effective

Operability Effective

Attractiveness Satisfactory

Compactness Effective

Reliability Model checking ability Satisfactory

Correctness Effective

Maintainability Modifiability Satisfactory

Low coupling Satisfactory

Productivity The development time improvement Effective

The amount of human resource used for improvement Effective

Extendibility Mechanisms for users to add new features Effective

Compatibility DSL is compatible to the domain Effective

Using DSL to develop models fits in the development
process

Satisfactory

Expressiveness A problem solving strategy can be mapped into a program
easily

Satisfactory

Uniqueness Satisfactory

Orthogonality Effective

The language constructs correspond to important domain
concepts.

Satisfactory

DSL does not contain conflicting elements Satisfactory

DSL is at the right abstraction level Effective

Reusability Reusability Satisfactory

Integrability Integrability Satisfactory

Overall success Effective

Table 2 Line of Code Comparisons

Legacy
implementation (Java)

TGDL
(JavaScript)

TGDL (Java) Tactical graphics
implementation in
NASA World Wind
(Java)

Physical LOC 13432 1629 2779 10990
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Currently there is no metric to measure the time to define tactical graphics using
TGDL however it is obvious that code development in a general purpose language
is much harder than in a domain specific language.

TGDL is limited to define tactical graphics in military standards. It is not possi-
ble to define 3D objects or animations using TGDL. However if military standards
evolve to include such graphics TGDL shall be evolved by adding new instructions
to define such improvements. Each graphic may have only one color. Colors specify
the hostility of the tactical graphic entity. If multiple colored graphics needed than
new instructions should also be added to TGDL.

5 Conclusion

A solution for portrayal and editing of tactical graphics via domain specific language
is proposed in this paper. First, current tools and approaches to solve the problem are
summarized. Then, architecture, syntax and instruction set for TGDL are explained
via examples. Paper is concluded with the presentation of implementation in web
architecture and the analysis of TGDL.

Solution is complete since it covers all of the tactical graphics in MIL-STD-
2525C. Some tools, such as NASA World Wind, also implement tactical graphics
but do not cover all graphics types.

Approach presented in this paper is extendible and customizable. Hardcoded solu-
tion for the symbology problem requires code updates to support new symbology
set or version update even for an invalid interpreted tactical graphic. However, it
is only needed to edit TGDL file in order to define a new tactical graphic. Since a
compiler is not required, only a successful interpreter like our TMAP-W implemen-
tation is adequate. Currently, the same language and definition file in two interpreter
implementations, JavaScript based web TMAP-W and Java based desktop software
TMAP-J, are used. If the declaration of an item in definition file is changed, then
both software behaves exactly the same.

TGDL analysis carried out using FQAD shows that an effective language is pro-
posed for tactical graphics. However, language efficiency may be improved by using
some looping operators for the definitions of recurring patterns existing on some
graphics. Abstractions may also be used to reduce the line of codes for TGDL.

Currently, MIL-STD-2525C and APP6-B standards are supported, but it is
planned to extend implementations by including MIL-STD-2525D, APP6-C and
national standard MS-76. It is obvious that TGDL will reduce the development and
maintenance costs.
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Appendix A: Instruction set for TGDL

Item Description
First line Name of tactical graphic
Second Line Description
PT1 0.0 0.0 First control point position
PT2 -0.25 0.0 Second control point position
D PI 2 Accumulate distance between PI and P2
B PI 2 Accumulate bearing between PI and P2
C PI 2 Accumulate center of PI and P2
T Text Add text to accumulated point
ARP11.00 Add reckoned position from PI to distance*1.0 and angle 0
N Add null point, ends a geometry and starts new one in same

type
A Add accumulated position
API Add PI
L Add line
SL Add spline
LA Add anticipated Line String
CRA Add anticipated corridor
CR Add corridor
CW 0.5 Corridor width is 0.5
P Add polygon
Rl 2.0 45.0 Accumulate intersection between last accumulated point and

last added line
CON P3 1 2 P3 should be perpendicular to PI and P2
CON P3 1 2 P3 should be perpendicular to PI and P2
LSOl Line start offset is 1
D PN 12 Distance of last pointto PI and P2 line
R P1 1.0 0 Accumulates reckoned position from PI
CL Text Add text to center of line
LT Text Sets legtext string for line
TS X10 Text style 10 pixel X offset
TS Y10 Text style 10 pixel Y offset
TS OXL/R/C Text style X orientation to left/right/center
$Parameter Defines parameter
TR Rotated text
LZ 0.04 0.5 1 10 2 0 20 Zigzag line string. 0.04 is zigzag scale according to polygon

size. Next aarameters are points based on aattern starting
coordinates.

LZF Zigzag filled line string.
PZ Zigzag polygon.
SEC $AM $AM1 $AN2 $AN3 Sector, radius 1, radius 2, angle 1, angle 2
// Comment
INFO Not displayed on MAP, only for information
1 Reflcon S45 Use Reflcon with size 45 point



Tactical Graphics Description Language 413

References

1. MIL-STD-2525D, DOD, Joint Symbology Standard, June (2014)
2. APP6-B, NATO, Joint Symbology, June (2008)
3. MIL-STD-2525C, DOD, Common Warfighting Symbology, November 2008
4. http://github.com/Esri/joint-military-symbology-xml/blob/master/svg/README.md.

Accessed 15 March 2015
5. W3C Recommendation, Scalable Vector Graphics 1.1, August 2011, http://www.w3.org/TR/

SVG11. Accessed 15 March 2015
6. Matthew C., Clark S., Kyle K., Tom H., Mara, D.: Using Military Overlay Editor 9.1 for

ArcGIS®, 2001
7. http://www.luciad.com. Accessed 15 March 2015
8. http://goworldwind.org/developers-guide/symbology/tactical-graphic-status/. March 2015
9. Van Deursen, A, Klint, P., Visser, J.: Domain-Specific Languages: An Annotated Bibliography.

ACM Sigplan Notices (2000)
10. Gamma, E., Helm, R., Johnson R., Vlissides J.: Design Patterns: Elements of Reusable Object-

Oriented Software, 1st edn. Addison Wesley, Boston (1994)
11. Kahraman G., Bilgen S.: A framework for qualitative assessment of domain specific languages.

Springer Softw. Syst. Model. (SOSYM) J. (2013)
12. Kahraman, G.: A Framework for qualitative assessment of domain specific languages, Ph.D.

Dissertation Thesis, Middle East Technical University, Electrical and Electronics Engineering
Department, September (2013)

http://github.com/Esri/joint-military-symbology-xml/blob/master/svg/README.md
http://www.w3.org/TR/SVG11
http://www.w3.org/TR/SVG11
http://www.luciad.com
http://goworldwind.org/developers-guide/symbology/tactical-graphic-status/


Part IX
Wireless Networks



EASER: Energy Aware Scalable
and Reactive Replication Protocol
for MANETs

Saeed Nourizadeh Azar, Kaan Karaagacli and Oznur Ozkasap

Abstract Mobile ad hoc networks (MANETs) depend on the nodes’ collaboration
to communicate and transfer data, and scaling the network size up greatly increases
the energy needed to transfer data among far away nodes. To preserve nodes’ energy
and increase the network lifetime, data replication protocols have been proposed,
which mainly increase data availability by creating nearby local copies of required
data. In this work, first we provide a review of energy aware data replication protocols
inMANETs. Then, by considering nodes’ energy consumption, we propose EASER:
EnergyAwareScalable and rEactive dataReplication protocol.Our simulation results
and comparison with SCALAR, energy aware ZRP and AODV protocols show that
EASER provides improved network lifetime and data accessibility as the network
size scales up with considering node energy levels.

Keywords MANET mobile ad hoc network · Data replication · Energy aware ·
Connected dominated set · Virtual backbone

1 Introduction

The main characteristic of MANETs is maintaining the network without a fixed
infrastructure or controlling station. Nodes can move in any direction independently,
and hence the frequent topology changes are not easy to predict [1]. Individual nodes
together set up the network in MANET that makes possible to increase the range of
communication among nodes, allowing to cover large geographical areas [2].
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Two key challenges in MANETs are finding suitable paths for delivering data
and increasing network lifetime. The focus toward preserving the energy of the
nodes is increasing drastically and becomes a design requirement to reduce energy
consumption in the network. Data replication plays a crucial role in MANETs to
improve performance, reliability and availability. However, due to limited memory
space of nodes, selecting appropriate data for replicating should be done carefully.
Although methods such as SAF, DAFN, DCGT [3, 4] and SCALAR [5] have been
proposed for increasingdata availability, theydonot consider the energy consumption
aspect.

In this study, we first provide an overview on energy aware data replication proto-
cols in MANETs based on the key characteristics identified. Addressing the findings
and building upon our previous work SCALAR [5], we propose EASER: energy
aware scalable and reactive data replication protocol. To transmit data in EASER, a
virtual backbone method is used to maintain connection among nodes.

Contributions EASER is a distributed approach for data lookup and replication
in large scale MANETs. By creating energy aware virtual backbone and taking
nodes’ energy levels into account, EASER improves network lifetime and reduces
average energy consumption. For creating virtual backbone, unlike [6] which has
network partitioning and node unreachability problems, we introduce new rules for
ensuring that these problems are avoided in the constructed virtual backbone. To the
best of our knowledge, using nodes neighbor information and considering energy
to replicate data in the virtual backbone are novel aspects. Through modeling and
extensive large scale simulations on JiST/SWANS, we analyze the effect of using
energy aware virtual path and data lookup on data accessibility, network lifetime
and network traffic. Performance results show that EASER protocol increases the
network lifetime and outperforms SCALAR, energy aware ZRP (E-ZRP) andAODV
(Ad hoc On demand Distance Vector) [7] protocols in terms of data availability and
delay.

The rest of this paper is organized as follows. Section2 provides our overview
of energy aware replication protocols in MANETs. Section3 presents details of the
EASER protocol. Section4 describes our extensive simulation results and perfor-
mance evaluation of EASER, followed by conclusions in Sect. 5.

2 Related Work

Two fundamental characteristics of MANETs are mobility and multi-hop communi-
cations [8]. Due to mobility, nodes can easily go out of range of communication and
lose access to the network. As a result, they cannot act as routers to deliver data in
multi-hop manner. Data replication involves copying similar data in multiple nodes
which is a fundamental technique used in distributed systems (Table1).
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Table 1 Comparison of energy aware replication methods

[11] [12] [13] [14] [16] [17] EASER

Remaining power + – + + + + +

Read-only + – + – – + +

Localized + – – + + + +

Energy balancing + + + + – + +

Access frequency + + + + – – +

Table 2 Simulation parameters

MAC protocol 802.11b

Mobility model Random waypoint

Radio range 100m

Node speed 1–3m/s

Initial energy 5000J

Number of nodes 20, 50, 100, 200, 400

Area (m2) 316, 500, 707, 1000, 1414

Memory space per node 5 data items

Number of requests 10

Total simulation time 300s

Criteria for comparing different energy aware methods There exist several
techniques for data replication, but not all consider energy awareness when replicat-
ing data [9, 10]. In Table2, we compare different data replication techniques which
consider energy consumption, through the following criteria. Remaining power cri-
terion represents whether amethod uses power of nodes or not.Read-only parameter
indicates whether the replication technique is performed for read-only data or not.
Localized this criterion determines that each node according to information from
constant hop count of neighbors decide to replicate data. Energy balancing crite-
rion indicates whether a replication protocol can manage the energy usage among
nodes or not. Access frequency refers to the fact whether a method considers access
frequency when replicating data or not.

Energy aware data replication protocols The energy aware WEA-B protocol
[4] takes nodes’ energy levels into account when replicating data. WEA-B method
uses access frequencies of nearby nodes and protects the nodes with low amount of
energy to be accessed by distant nodes, so that it achieves both data availability and
energy awareness [11].

A combination of pull-based and push-based data deliverymethodswere proposed
in Expanding Ring Replication (ERR) [12]. In the push based method, the server
frequently sends data and the client, by checking the channel, can access data, in
contrast in the pull-based method the mobile node queries the server for required
data. ERR assumes that the advertisement messages should be broadcast just for the
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one hop neighbors in order to prevent a flooding all nodes and their responses. As a
result, the energy consumed by each node as well as the network traffic load would
be decreased.

EENMDRA is a data replication protocol designed for energy efficiency that uses
method of [11] for replicating data and predicts nodemobility to replicate data before
node may go out of communication range. In EENMDRA, after determination of
node mobility, nodes’ energy consumption and replicating data, the algorithm aims
to make balance among data accessibility, delay and energy consumption [13].

Power-Aware Dynamic Adaptive Replica Allocation Algorithm (PADARA) that
makes use of the locality of data access was proposed in [14]. The replica alloca-
tion mechanism is balanced periodically to decrease the power consumption, and
as a result, increase the network lifetime. According to the number of read and
write requests, the total power consumption was calculated and after that by using a
heuristic algorithm the suboptimal replica allocation scheme can be found.

ZRP protocol [18] does not consider node energy levels, and its energy aware
extension E-ZRP [16] was proposed as a mechanism for decreasing unnecessary
transmission range, and it aims at preserving nodes’ energy and extending the
network lifetime. However, it has the tradeoff between power saving and reducing
transmission delay.

A method that frequently checks for the residual energy of the node which holds
replica and calculates the node lifetime is provided in [17]. If the node lifetime
falls below a predetermined value, replica will be redistributed to the node with the
highest energy. Node lifetime is calculated based on the current and previous energy
consumption of the node.

Using information about nodes’ remaining energy, our approach EASER con-
structs a virtual backbone, and aims at balancing the energy among the nodes and
increasing the network lifetime. We assume that replicated data is read-only and
consistency of data in different replicas is not considered. Furthermore, node energy
levels, data access frequencies and nodes’ neighbors information are utilized when
replicating data.

3 EASER: Energy Aware Scalable and Reactive Replication

In this section, we provide details of the EASER protocol, namely CDS construction
algorithm, distributed implementation, and reactive and energy aware replication
mechanism.

3.1 CDS Construction Algorithm

A subset of the graph is a dominating set (DS) if each node in the graph is either in the
subset or adjacent to the one node which is in the subset. If all the nodes in the subset
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(DS) are connected to each other, then the subset is called connected dominating set
(CDS). It has the property that every node in the network has the distance at most
one-hop from a backbone. Nodes in the backbone responsible for data routing are
called dominator nodes [19].

Our approach to create an energy aware virtual backbone is inspired by [6, 20,
21]. We applied marking method in order to construct the CDS. Each node in a CDS
graph, G = (V, E) by using m(p) which is a marker of node p ∈ V , is marked
either as true(marked) or false(unmarked). Initially, all nodes are marked as false.
We use approach in [6] for CDS construction, and we also add rules to ensure CDS
connectivity in the case of mobile nodes. The algorithm has the following properties:

• Every node requires local single hop information about the network topology.
N (p) is the set of the all neighbor of node p. The set which involves node p and
its neighbors is represented by N [p] and defined as N [p] = N (p) ∪ {p}.

• The resulting set of nodes forms a DS, and every node in the set is connected to
one or more dominator nodes.

• All other non-dominator nodes are directly connected to one or more nodes in the
resulting set.

For each node p there is a unique number, un(p), and an initial energy level,
eng_lv(p). V′ is the set of graph vertices in V which are marked True. We suppose
that the graph Gsub is the subgraph of G made by V ′, i.e., Gsub = G[V ′] [6]. The
heuristic rules for reducing the size of DS generated through the marking process
are:

Rule 1 Assume two marked nodes p and q in Gsub. The marker of p is changed
to false if one of the following conditions holds:

1. N [p] ⊆ N [q] in G and eng_lv(p) < eng_lv(q)

2. N [p] ⊆ N [q] in G and un(p) < un(q) when eng_lv(p) = eng_lv(q)

Rule 1 specifies that when all neighbors of p is covered by q, and remaining energy
of p is smaller than q, p can be deleted from Gsub. Also if both of them have equal
energy levels, if un(p) is less than un(q) then p can be deleted from Gsub.

Rule 2 Suppose that q and r are two nodes which are marked. Also these nodes
are adjacent to marked node p in Gsub. If one of the following conditions are satisfied
then the algorithm set the marker of p to the false.

1. N (p) ⊆ N (q) ∪ N (r), but N (q) � N (p) ∪ N (r) and N (r) � N (q) ∪ N (p) in
G

2. N (p) ⊆ N (q) ∪ N (r), and N (q) ⊆ N (p) ∪ N (r) but N (r) � N (q) ∪ N (p) in
G; and satisfying any of following a or b conditions:

a. eng_lv(p) < eng_lv(q), or
b. eng_lv(p) = eng_lv(q) and un(p) < un(q)

3. N (p) ⊆ N (q) ∪ N (r), N (q) ⊆ N (p) ∪ N (r) and N (r) ⊆ N (q) ∪ N (p) in G;
and satisfying any of following a, b or c conditions:
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a. eng_lv(p) < eng_lv(q), and eng_lv(p) < eng_lv(r)

b. eng_lv(p) = eng_lv(q) < eng_lv(r) and un(p) < un(q)

c. eng_lv(p) = eng_lv(q) = eng_lv(r) and un(p) = min{un(p),

un(q), un(r)}
Rule 2 shows that if closed neighbors of the p is supported by the union of q and r
in rule 2.1, if q and r are not covered by the union of two other node, then node p
will be deleted from Gsub. Rule 2.2 indicates that, if r is not supported by union of
q and p, but p is supported by the union of q and r, and q is supported by the union
of p and r, and also if the energy level of p is less than that of q or the un(p) is less
than un(q) when their energy levels are equal then node p can be deleted from Gsub.
Rule 2.3 specifies that, when all the neighbors of q, p and r is supported by the union
of the two other, and any of the following condition are satisfied in that case p can be
deleted from Gsub. The conditions are: a. if energy level of p is the smallest among
q and r; or b. if the energy level of p and q are equal but less than of r, and the un(p)

is less than un(q); or c. the energy levels of q, p, and r are equal and unique number
of p is the smallest among q, p, and r [6, 20].

3.2 Distributed Implementation

CDSconstruction algorithm is executed periodically tomaintain the backbone among
nodes considering the random mobility of nodes. However, we notice that the CDS
construction method of [6, 20] cannot always create a connected DS and dominator
nodes may become unconnected to each other. As a result, nodes in the network may
become unreachable through the dominating set and the network becomes partitioned
that reduces data accessibility drastically.Weobserved that the problems encountered
in [6] arise from the fact that nodes trust each other (for not going unmarked), and
go to an unmarked state simultaneously. That is, by concurrent execution of the
algorithm at each node, in some cases node p checks its dominator neighbors q and
r, and finds out that their open neighbors cover all neighbors of p. So p trusts q and
r, and changes its status to false (pruning phase). At the same time, q checks the
neighbors of p and r, and finds that they cover its neighbors, therefore q also decides
to change its status to false. This can also happen for node r. The update in status of
q and r to false causes the node or its neighbors to become unreachable. Therefore,
to solve this problem we modified CDS construction algorithm as follows:

1. When node p runs the algorithm, if it returns true for two randomly picked dom-
inator neighbors (q and r), node p may be pruned.

2. Before pruning, check if the nodes trusted (q and r) will be pruned. Pick another
dominator node d1 and run the algorithm for (p, q, d1) and (p, r, d1). In addition,
pick another node d2 and run the algorithm for (q, d1, d2) and (p, d1, d2). These
checks contain all the results about q or r that can be calculated from node p. If
any of these checks returns true it means that q or r will be pruned.
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3.3 Reactive and Energy Aware Data Replication Mechanism

We use a reactive replication method, that is a replication decision will be done when
a data is received by a node. In the previous work SCALAR [5], the cost function
uses request frequency history and distance (number of hops) information to the data
owner. In order to replicate data considering the node energy information, we use an
enhanced cost function which not only considers access frequency and energy level,
but also considers access frequency of the neighbors. We assume that replicated
data is read-only and consistency of data in different replicas is not considered. Our
energy aware replica allocation method in the virtual backbone is inspired by [4].
The assumptions about nodes and data items are the following:

• Host nodes (H1, H2, H3, . . . , Hn) move based on random waypoint mobility.
• Every data item (d1, d2, d3, . . . , dn) stores in a certain node and is read-only.

The following describes the cost function used when host Ha requests access to
data item d f resh which does not belong to itself.

(1) If Hi has enough memory space it replicates d f resh . Otherwise, Hi sends data
request to nodes within h(≥1) hops. The request involves host id of Hi and all data
entry stored by Hi and d f resh .

(2) When a node, Hc, get a request, it sends a response to Ha . The response
message contains the id of Ha and Hc, access frequencies of Hc to data, and flags
which shows Hc stored the data specified in the message.

(3) If Ha receives response message, it calculates Δa,k→ f resh , for each data item
held by Ha with

Δa,k→ f resh = δ(αa, f resh − αa,k) + (
Ei

Einit
)λ(

A′
a, f resh

Sa, f resh+1
− A′

a,k

Sa,k
) (1)

Here, data in node memory is represented by k. The total access to dk from node
Ha is αa,k . The value of Ei and Einit are current and initial amounts of battery power
of Ha . Total access frequencies to dk from one hop neighbors of node Ha is shown
by Aa,k . The value for Sa,k is the whole dk in one hop neighbors. By using δ and λ

as weights it is possible to give priority to access frequencies from the node or its
neighbors. The value of Δa,k→ f resh represents the changes in the total data accesses
when replacing the dk with d f resh [11].

(4) Data item dk with highest value of Δa,k→new is choosen by Ha to replace
with d f resh . By decreasing the node power the value in second term of Eq.1 will be
decreased. Therefore, in this case mobile node give priority to its access frequency.
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4 Simulations and Performance Results

We implemented EASER protocol on JiST/SWANS Scalable Wireless Ad hoc Net-
work Simulator [22]. Our simulation parameters are presented in Table2.We analyze
the performance of EASER and compare it with SCALAR, E-ZRP and AODV pro-
tocols.

ZRP protocol [15] aims to make use of the advantages of two routing meth-
ods, namely proactive and reactive routing. However, ZRP does not take the
energy level of nodes into consideration and packets are forwarded with full power
without considering the nodes position inside the zone. In E-ZRP [16], a method for
decreasing unnecessary transmission range was proposed to preserve nodes’ energy.
According to Friis free-space equation, Pr = Pt

(4πd)2
, where Pr is the received power

and will be significantly reduced by increasing distance d between nodes. E-ZRP
considers that when node power reaches 50% of its initial energy, it halves the trans-
mission power Pt . By decreasing nodes energy, not only nodes reduce their trans-
mission power to keep batterys capacity but also they do not disturb communication
among nodes.

4.1 Performance Metrics

The following metrics are used to analyze system performance. Success ratio is the
ratio of the number of successful access requests to the number of all access requests.
Average remaining energy metric shows the ratio of total remaining energy of all
nodes to the number of nodes. Network lifetime refers to the time at which the first
network node runs out of energy.

4.2 Analysis Results

Network density is defined as the expected number of a node’s neighbors in the
network [2]. To compare different methods, we consider different values for density
i.e. 1, 3, 5. Figure1 shows the success ratio of EASER, AODV, SCALAR and E-
ZRP for different network densities, where EASER outperforms the other methods
due to its efficient replication mechanism. Figure2 shows that with a fixed density
the success ratio of EASER has the largest value, especially when the network size
scales up.

Average energy and network lifetime Nodes in a virtual path collaborate in
several send and receive operations and their power will be depleted more quickly.
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Fig. 2 Data accessibility
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If the energy level of a node is smaller than the other nodes’ energy level, it will be
replaced with a new one. As shown in Fig. 3, EASER achieves the highest average
energy compared to other protocols. Furthermore, it also helps improving the network
lifetime. As given in Fig. 4, there is no occurrence of node death, up to 100 nodes
during the simulation time, but after that by increasing the number of nodes the
network lifetime for AODV plunges drastically. In EASER, the network lifetime is
improved significantly and no death of nodes occurs during the simulation time.

Network traffic Nodes spend energy during send and receive processes. By
decreasing network traffic, it would be possible to save nodes’ energy. The network
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Fig. 3 Average energy
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Fig. 4 Network lifetime
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traffic is also an important criterion for the power aware method. According to the
number of sent and received packets as shown in Figs. 5 and 6, the highest number of
sent and received packets are observed in AODV, and the smallest number of packet
transmissions are observed in EASER.

5 Conclusions

In this study, we provide a review of energy aware data replication protocols in
MANETs. By addressing the findings in existing mechanisms and considering nodes
energy levels when constructing virtual backbone, we propose EASER: energy aware
scalable and reactive data replication protocol. The aim is to reduce the number of
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nodes participating in lookup and replication in order to preserve network energy.
Our simulation results and comparison with SCALAR, E-ZRP and AODV protocols
show that EASER provides improved network lifetime and data accessibility in
several network scenarios investigated.
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Fractional Frequency Reuse Based Adaptive
Power Control Scheme for Interference
Mitigation in LTE-Advanced Cellular
Network with Device-to-Device
Communication
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and Choong-ho Cho

Abstract In this paper, we propose a frequency planning and transmission (Tx)
power management scheme, called Fractional Frequency Reuse based Adaptive
Power Control (FFR.APC)Scheme fororthogonal frequency division multiple access
(OFDMA) and time division duplex (TDD) based on LTE-Advanced device-to-
device (D2D) network. In the proposed scheme, the macro base station (mBS) and
D2D senders (D2DSs) service macro user equipments (mUEs) and D2D receivers
(D2DRs) use different frequency bands and optimal Tx power chosen as D2D links’
locations in inner and outer zones in different periods to reduce interference substan-
tially. Simulations show the proposed scheme outperforms D2D networks with soft
frequency reuse (SFR) and Fractional Frequency Reuse (FFR) schemes in terms of
the system throughput and outage probability for mUEs and D2DRs.
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1 Introduction

Due to the fast development of mobile communication technologies, more and more
users tend to download content on mobile device. Recently, the amounts of traffic
being treated by cellular networks have increased asmobilemultimedia services have
become popular. In particular, the macro base station (mBS) handles more traffic
than in the past years because of the fast-growing needs of high data rate services.
However, the radio resources in cellular networks are limited and the installation cost
of mBS is high. In [1] it has been proposed to handle the local peer-to-peer traffic
in a reliable, scalable, and cost-efficient manner by enabling direct device-to-device
(D2D) communication as an underlay to the IMT Advanced cellular network.

D2Dcommunication is the technology enablingmacro user equipments (mUEs) to
communicate directly with each other without the help of mBS. Before the resource
allocation and data transmission (Tx) phase, two devices need to find each other,
i.e., the peer discovery phase and D2D connection setup. The peer discovery phase
is relatively independent of the D2D communication phase. Existing work can be
classified into centralized and distributed approaches [2]. D2D communication can
offload the traffic handled by mBS and reduce end-to-end Tx delay since end users
are able to directly exchange data without intervention of mBS. However, D2D links
may generate high interference to mUEs located in their communication areas if they
use the same spectrum with the mUEs for data Tx [3–5].

To solve this problem, research on reducing interference between D2DRs and
mUEs in cellular networks supporting D2D communication was conducted. When
earlier studies are examined, in [3], they suggested the technique of using D2D
links’ channels first if frequency bands were not already being utilized in the mBS,
and observing the D2D links’ channel status if all frequency bands are used and
getting assigned the best channel from mBS. Several schemes of inter-cell inter-
ference mitigation are being considered in orthogonal frequency division multiple
access (OFDMA) networks, such as fractional frequency reuse (FFR) [6] and soft
frequency reuse (SFR) [7]. Partial reuse adopts different reuse factors for the cell
center and cell edge. Thus, partial reuse schemes can achieve a much higher network
capacity compared to traditional frequency reuse schemes and can simultaneously
reduce inter-cell interference compared to a frequency reuse factor (FRF) of 1. How-
ever, since the cell edges use a higher reuse factor, the cell edge spectral efficiency
may be significantly degraded compared to the cell center.

In [8], a resource allocation scheme was proposed for D2D networks with a FFR
system. The proposed scheme in [8] uses four resource groups to reduce interference
of mUEs and D2D links But the proposed scheme uses only FFR based frequency
planning of mUEs and D2D links in inner and outer zones respectively. In addition,
the strength ofD2DS Tx power (P D2DS) and performance formUEs andD2D links in
inner and outer zones is not analyzed. To solve this problem we propose a Fractional
Frequency Reuse based Adaptive Power Control (FFR.APC) Scheme for OFDMA
and time division duplex (TDD) in the LTE-Advanced D2D network. In this scheme,



Fractional Frequency Reuse Based Adaptive Power Control … 431

we control and optimize the P D2DS based on the user requirement to mitigate the
interference.

Thus, the proposed scheme increases the overall system throughput by limiting
the cross-tier interference at mBS below a predefined threshold level, i.e., maximum
cross-tier interference that mBS can tolerate, by ensuring the optimization of D2DRs
power allocation at each power adjustment phase. The simulation results are provided
to prove the advantages of FFR.APC scheme compared with SFR and FFR schemes
in terms of the system throughput and outage probability for mUEs and D2DRs.

The paper is organized as follows: In Sect. 2, we describe the system model. In
Sect. 3, the proposed scheme aiming to efficiently use the bandwidth and control the
power of D2DRs and mUEs is elaborated and described. Performance evaluation is
discussed in Sect. 4 and finally, Sect. 5 concludes the paper.

2 System Model

2.1 System Topology

We consider a typical two-tier D2D communication network architecture where
D2Ds are overlapped on the macrocell to analyze the system performance. Figure1
describes the system topology between the macrocell and D2D. We assume that
there are X hexagonal macrocells, here X=7, and a set of X mBSs, X = |X|, X =
{1, 2, . . ., X}, is installed at the center of each macrocell as shown in Fig. 1, while a
set of Y D2DSs, Y = |Y|, Y = {1, 2, . . ., Y } and a set of F D2DRs, F = |F|, F =
{1, 2, . . ., F}. The inter-site distance and radius of the inner zone are, respectively,
Dinter and Dinner in meter (m). We assume that each mBS is located in the center

Fig. 1 System topology
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of each macrocell and has a cell identification (ID, 1∼7). For example, mBS with
cell ID=i is described as mBSi . mUEs and D2DSs are randomly deployed in the
macrocell coverage and are stationary. In each cell, D2DRs are separated from their
corresponding D2DSs with a distance q, where q is a uniform random variable in [1
20] m. The target cell is the center macrocell mBSi , and interfering neighbor mBSs
to mUEs and D2DSs in each cell site of mBSi .

2.2 Signal Power Model

The signal power received, Pr , at mUE and D2DR from mBS and D2DS can be
expressed as

Pr = Pt × L × 10−(P L/10), (1)

where Pt is the Tx power of mBS and D2DS, PL is path loss, L is the shadowing
effect, with a log-normal distribution with a zero-mean and a standard deviation of σ .

We consider a path loss model for mUE and D2DR, where P LmU Ei,m is the
link between the mBSi and the m-th mUE, mUEi,m , in the coverage of mBSi and
P L D2DRi, j,h is the link between the j-th D2DS and the h-th D2DR, D2Di, j,h , in the
j-th D2DS coverage of mBSi , as shown in (2) and (3).

The path-loss is modeled according to the micro-urban models ITU-R report [9].
We apply different path-loss models to D2DRs and mUEs as given in Eqs. (2) and
(3) [10]. The path-losses of the micro-urban models for D2DRs (P L D2DRi, j,h ) and
mUEs (P LmU Ei,m ) are expressed as

P L D2DRi, j,h = 40 log10 d[km] + 30 log10 fc[M H z] + 49, (2)

P LmU Ei,m = 36.7 log10 d[m] + 40.9 + 26 log10( fc[G H z]/5), (3)

where d represents distance between a sender and a receiver, and fc means the carrier
frequency of the system.

3 The Proposed FFR.APC Scheme

In the FFR scheme, different resources are allocated to mUEs and D2DRs according
to their locations. The mBS services mUEs in the inner zone using RBs in RBinner
whereas mUEs in the outer zone use RBs in RBouter. D2DSs in the inner zone service
their D2DRs using RBs in RBouter, except the same sub-channel group for mUEs.
D2DSs in the outer zone service their D2DRs using RBs in RBinner and RBouter [8].
In the SFR Scheme, D2DSs allocate random RBs in the downlink (DL) subframe
(RBinner and RBouter) for D2DRs in conventional D2DS networks, as shown in Fig. 2.
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Fig. 3 Proposed Resource Allocation Scheme

Thus, D2DSs cause substantial interference formUEs in the outer zonewhile D2DRs
in the inner zone are affected by substantial interference from the mBS [7].

In the proposed FFR.APC scheme, mBSs and D2DSs service mUEs and D2DRs
using different RBs in RBouter to reduce strong interference of the outer zone, as
shown in Fig. 3. The mBS services mUEs in the inner zone using RBs in RBinner
whereas mUEs in the outer zone use RBs in RBouter. However, D2DSs in the inner
zone service their D2DRs using RBs in RBouter, except the same sub-channel group
formUEs in the same site, becauseD2DRs in the inner zone are affectedby substantial
interference from the mBS.

Also, D2DSs in the outer zone service their D2DRs using RBs in RBinner and
RBouter, becauseD2DRs are affected by small interference from themBS. In addition
mBSs andD2DSs’s powers are controlled.We increase the powers ofmBSs formUEs
in the outer zone. In the FFR.APC scheme, the D2DS uses Z RBs in the a-th sub-
channel for the D2DR using optimal Tx power according to SINR threshold and
gives weak interference to the mUEs and neighbor D2DSs

We explain how the adaptive power control scheme works for D2DS. In our
scheme, D2DS first with the full Tx power. This creates interference and the interfer-
ence is even further accelerated when more than one D2DRs simultaneously share
the same RB with another D2DR or mUE for Tx and these D2DRs use full Tx power
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for their Tx. In order to mitigate and prevent this further generation of interference,
D2DRs sharing the RB are set to transmit with its minimum power, Pmin

D2DS as shown
in (4).

PD2DS = Pmin
D2DS . (4)

If this power satisfies the required SINR of D2DR threshold, γthreshold , RB is then
allocated for this D2DR. If the D2DR threshold is not satisfied, the D2DS power is
then increased iteratively until its threshold satisfies as shown in (5)

PD2DS =
⎧
⎨

⎩

Pmin
D2DS γD2DR ≥ γthreshold

N∑
n=1

n Pmin
D2DS γD2DR < γthreshold

, (5)

where n={1, 2, … N} with N being the number of iterations to satisfy the required
D2DR SINR, γD2DR and is limited to the D2DS max power.

The D2DR Tx power adjustment will stop if the condition (6) is satisfied.

γD2DR ≥ γthreshold , (6)

where γD2DR is D2D Received SINR and γthreshold is the required SINR of D2DR.

4 Performance Evaluation

We evaluate the performancemeasurement in terms of threemeasurement indicators,
i.e., signal to interference plus noise ratio (SINR), system throughput and outage
probability (Table 1).

The detailed explanation and the description of the performance measurement
are given [11]. We compare the performance of the proposed scheme to the network
without D2D and the scheme which FFR and SFR to D2D links. Four cases are

Table 1 System parameters

Parameter Value

Carrier Frequency 2GHz

Bandwidth for DL 10MHz

Bandwidth of sub-channel 180KHz

mBS/D2D radius 866m/20m

mBS Tx power (Pm BS) Inner zone=41.7dBm(15W), Outer zone=43.42dBm(22W)

D2DS Tx power (P D2DS) Pmin = 8dBm(6.3mW), Pmax= 24dBm(251mW)

Noise power density (N o) −174dBm/Hz
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Fig. 4 System throughput
for mUEs
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considered: 1) consider having only mUEs (w/oD2D), 2) the FFR scheme 3) the
SFR scheme, and 4) FFRAPC presenting our proposed scheme.

Figure4 describes the results of system throughput for mUEs, as the number of
D2DRs increases. The traditional cellular system that is without D2DSs always has
the same performance about 18.5Mbps but the results of the FFR, SFR, and FFR.APC
schemes decrease as the number of D2DSs increase because the interference from the
D2DSs increase. The proposed scheme has better performance of system throughput
than those of the SFR and FFR schemes. The throughput of the FFR.APC with 200
D2DSs is approximately decreased 20%comparing to the traditional cellular system.
Also, the FFR.APC scheme increased by 8% and 17% compared to those of the SFR
and FFR schemes, respectively. The reason is that FFR.APC has less interference
from D2DS even though it uses all RBs.

Figure5 describes total throughput for D2DRS and the results of throughput
increase linearly as the number of D2Ds increases. All the D2DR system throughput
for the proposed scheme are higher than those of the SFR and FFR schemes. The
results of the proposed schemewith 200D2DSs are approximately increased by 14%
and 2% compared to those of the FFR and SFR schemes, respectively.

Figure6 describes the results of total outage probability as the number of D2DSs
increases. The results increase as the number ofD2DSs increases, as does the increas-
ing interference from the D2DSs. The traditional cellular system that is without
D2DSs always has the same outage probability, about 0.023. The results of the pro-
posed scheme are lower than SFR and FFR schemes. The results of the proposed
scheme with 200 D2DRs are approximately decreased by 22 and 42% compared to
those of the FFR, SFR system.

Figure7 describes the system throughputs of center and edge with the number of
200 D2DRs. System throughput of mUEs in the proposed schemes are higher than
the other schemes. In particular, since it uses frequency resources that are different
from a D2D link at the cell-edge, higher performances were displayed. FFR.APC
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Fig. 5 System throughput
for D2DRs
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Fig. 6 The outage
probability for mUE
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scheme can be improved by optimizing the cell-edge, the cell-center radius, and
the allocation of RBs in cell-center and edge mUE such that the overall network
throughput is maximized.

Figure8describes the system throughputs of center and edge.TheSystem through-
put of D2DRs in the proposed scheme is higher than the other schemes. However,
when the cell-edge performance of the suggested FFR.APC scheme is compared
with the SFR scheme, The SFR scheme’s performance was better because of the
cell edge uses a higher reuse factor, but it can be seen that the performance of the
suggested FFR.APC scheme is higher due to the performance difference at the cell-
center. Therefore, the interference is reduced significantly in the comparison with
other scheme. Also, D2D can control and optimize the Tx power based on the user
requirement to mitigate the interference in the proposed scheme
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Fig. 7 System throughput
for mUEs

w/oD2D FFR SFR FFR.APC
0

2

4

6

8

10

12

14

16

18

20

T
h

ro
u

g
h

p
u

t(
M

b
p

s)

 

 

Edge
Center

Fig. 8 System throughput
for D2DRs (center and edge)
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5 Conclusion

In this paper, we proposed a novelFractional Frequency Reuse based Adaptive Power
Control (FFR.APC) scheme to enhance the downlink (DL) system performance for
D2D networks. In the proposed scheme, the mBS and D2DSs service mUEs and
D2DRs in the inner and outer zones with different frequency bands and transmis-
sion (Tx) power, to reduce substantial interference. Simulation results showed the
proposed scheme outperforms D2D networks with SFR and FFR schemes in terms
of system throughput and outage probability for mUEs and D2DRs. We discovered
that the FFR.APC is the better scheme for improving the performance of the D2D
network. Based on this study, we plan to conduct additional future works in the fields
of frequency planning schemes and power management technology that have been
improved in a sectored environment which considers a directional antenna.
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Influence of the Management Protocols
on the LTE Self-configuration Procedures’
Performance

Mariusz Slabicki and Krzysztof Grochla

Abstract The performance of SNMP, NETCONF and CWMP in LTE self-
configuration scenario is investigated. The time required to perform the autocon-
figuration of the LTE eNodeB is evaluated and a part of the LTE SON procedures.
The influence of the size of the firmware file and the number of nodes being con-
figured by a singe network management server is verified. The results show that the
SNMP significantly outperforms NETCONF and CWMP in terms of time required
to finish the self-configuration, especially for base stations with small firmware size.

1 Introduction

The amount of data transmitted in cellular networks is rapidly growing during last
few years [7, 15]. The network operators extend their networks to respond to the
growing demand, by adding more base station and increasing the radio frequency
reuse. The shrinking cell size and growing number of small, low cost base stations
leads to greater complexity of the network. The large amount of managed devices
in modern cellular network makes it very hard to manually control and regulate
the parameters of the base stations to achieve the optimal performance. To address
this issue the concept of Self Organizing Networks (SON) has been proposed by
the 3GPP organization as a part of the LTE standard to minimize the OPEX and
CAPEX of the network. According to the SON concept the parameter tuning is done
automatically based onmeasurements. The SON functionmay be executed locally, or
in an centralized location: the Operation andMaintenance (OAM) system. The OAM
communicates with the network devices using the network management protocols.
The protocols allow to monitor the state of the network devices, gather statistics of

M. Slabicki · K. Grochla (B)

Institute of Theoretical and Applied Informatics, Polish Academy of Sciences,
Gliwice, Poland
e-mail: kgrochla@iitis.pl

M. Slabicki
e-mail: mslabicki@iitis.pl

© Springer International Publishing Switzerland 2016
O.H. Abdelrahman et al. (eds.), Information Sciences and Systems 2015,
Lecture Notes in Electrical Engineering 363,
DOI 10.1007/978-3-319-22635-4_40

439



440 M. Slabicki and K. Grochla

the network performance and change the configuration of the wireless equipment
when needed.

The self-organization functions of a mobile network consist of three elements: the
autoconfiguration (also called self-configuration), self-optimization and self-healing
[11]. The autoconfiguration is the first element of the SON procedures and provides
the initial configuration for the base station, speeding up the initial deployment of
the base stations. The self-optimization functions perform ongoing monitoring of
the network operation conditions and react to the changes, realizing functions such
as mobility robustness optimization, load balancing and maintenance of neighbor
relation [16]. The self-healing functions react to failures of network devices and
allow to reconfigure the network in case of a temporal unavailability of some of the
devices (e.g. a base station).

In this work we concentrate on the performance of the autoconfiguration proce-
dures. We consider the scenario of a newly added base station (eNodeB). During the
boot up the eNodeB needs to register in operation and maintenance (OAM) server.
We assume that the eNodeB downloads a firmware file and receives its configuration
via a network management protocol. Our main goal is to analyse how the selection
of network management influences the performance of the LTE autoconfiguration
procedures.We have evaluated three popular networkmanagement protocols: SNMP
[20], NETCONF [6] and CWMP (TR.069) [9]. We also analyse how the size of the
firmware file influences the time required to perform the initial configuration.

The rest of the paper is organized as follows: we present the brief review of the
literature in Sect. 2, next we describe the model used for performance evaluation in
Sect. 3. In the following Sect. 4 we discuss the results of the simulations. we conclude
the work in Sect. 5.

2 Literature Review

The use cases and procedures related to the self-configuration of the LTE network
have been defined in the LTE standard [1]. The SON functions can be classified
into three types: centralized, distributed and hybrid. In this paper we concentrate
on the centralized self-configuration, as it was defined in [1]. The SON concept is
continuously evolving [13] and new research aims in turning the LTE network into
an unified self-managed system, which controls the complex network environment
as a single entity [5].

The self-configuration procedures for the LTE eNodesB have been defined in the
Release 8 of the standard [17]. The performance of the self-configuration procedures
was not deeply investigated in the literature, as it is not a problem for large cell deploy-
ments. But with wider adoption of femtocells the number of base stations in the LTE
network may become very large and the efficient self-configuration of all network
nodes is crucial [3]. The performance of the three network management protocols
have been deeply investigated, but not in relation to the SON scenario. In the paper
[10] authors performed a quantitative analysis of the performance of the SNMP and
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NETCONF protocols, proving by simulation that NETCONF provides performance
comparable to SNMP for complex networks, but the model neglected the influence
of delays related to transmissionmessages through the network. Authors of [18] con-
sider usage of resources in SNMP and Netconf protocols implemented on embedded
devices, but there is no evaluation of the influence of the network conditions on the
transmission efficiency. There is quite a few papers analysing a single management
protocol performance over wired or wireless channel, such as [14] or [12] for SNMP,
but they do not provide the comparison to other network management protocols. In
our previous work we have compared the performance of SNMP, NETCONF and
TR.069 over a wireless network, but we have not considered firmware download
phase, which is crucial for element of the LTE eNodeB’s autoconfiguration [19].

3 Model Description

Asdefined in [1] the self-configuration procedure for LTE eNodeB starts by obtaining
the IP address, next the eNodeB provides the eNodeB with basic information about
itself. On the next step the OAM provides the addresses and path to download the
firmware and the initial configuration. The OAM model was very simple, with no
delay for processing firmware request. The eNodeB downloads the file with the
firmware, fetches the configuration and after 1 second (simulated reboot time) starts
the operation. In our studywe omit the IP address assignment phase, as it is an typical
use of DHCP protocol and has been deeply analyzed in the literature for both wired
[4] andwireless [8] networks.We concentrate on the twomost time consuming steps:
the firmware download and the configuration phase.

To evaluate the time required for the eNodeB self-configuration we have imple-
mented amodel inOMNeT++ [21]with INETFramework, which adds toOMNeT++
support for simulating network based on TCP/IP. We assumed a star topology, where
multiple eNodesB communicate with a single OAM server through a high speed
(1GBit/s) wired link. The schema of the simulation scenario is shown in Fig. 1.

Presented simulation scenario looks as follows:

• eNodeB connects via TCP connection to OAM, and sends request to download
Firmware,

• OAM sends Firmware,
• eNodeB closes connection,
• after a Restart Timeout, eNodeB opens a connection (by one of the managament
protocols),

• eNodeB sends a request for configuration,
• OAM sends configuration,
• eNodeB closes connection.

We have evaluated scenarios with different firmware sizes: from 0.5 to 16MB, and
number of eNodesB from 10 to 320. Size of configuration packets were estimated
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Fig. 1 Simulation schema, all connections are Gigabit Ethernet

Table 1 Configuration
packets size, in Bytes

SNMP Netconf TR0.69

GET 4386 9152 30,890

RESPONSE 8144 14,438 38,054

on the number of parameters that can be set in eNodeB (it is shown in [2]), and
protocol overhead. Overall packets sizes are shown in Table1. Packets used to control
connections used by management protocols had the same sizes as in the paper [19].

4 Results

The Fig. 2 shows how much time is required for the the autoconfiguration proce-
dures to finish depending on the management protocol used. The time needed for
self-configuration procedure increases linearly as the firmware size increases. The
standard deviation for all time intervals was smaller than 1% and is not presented on
the figures, as well as 0.95 confidence intervals which are smaller than 0.1% of the
mean value. The differences between all three protocols considered depends on the
size of the firmware and the number of clients. The SNMP is faster for all considered
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Fig. 2 Time required for the self-configuration procedures for different management protocols.
a 80 nodes, b 320 nodes

cases, with TR.069 requiring largest amount of time to finish the self-configuration
phase. The selection of the protocol is more important when small firmware size
is used, as when the 0.5MB file is considered, the SNMP outperforms TR.069 by
almost 50%. The two graphs (for 80 eNodesB and 320 eNodesB) on Fig. 2 show
also that the rate of the time increase depends highly on the number of eNodesB that
are configured.

The simulation results show that the time needed for the self-configuration proce-
dure, depends on the number of eNodesB in the network, as it can be seen on Fig. 3.
The characteristic of time needed for self-configuration procedure can be divided for
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Fig. 3 Time required for the self-configuration procedures for different number of eNodesB.
a 4 MB, b 16 MB
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two parts, separated by a breakthrough point. The results of the simulation suggest
that the breakthrough point is approximately 40 for the model considered. If number
of eNodesB is below particular level, the time is constant. But if the number is higher
than mentioned level, the time increases linearly. This shows that for small number
of nodes the time needed to finish the autoconfiguration procedures is almost con-
stant. For larger number of nodes the transmission speed is limited by the network
throughput and as more nodes are transmitting similar data the bandwidth available
per node gets smaller and the time need to finish the transmission is higher. These
graphs show also that the rate of increase differs with the firmware size.

Todemonstrate the dependencyon thefirmware size andnumber of nodes, the time
needed for Self-configuration procedure is presented in these two domains in Fig. 4.
This graph shows results for TR069—other protocols have similar characteristic.
We can observe that the breakthrough point dividing the constant part and the linear
increase in time for number of base stations is more clear when the base station use
large firmware, for small files the plot is more linear.
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Fig. 4 Time required for the self-configuration procedures for different number of eNodesB and
different firmware sizes
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5 Conclusions

Our research shows that the management protocol selection is important factor deter-
mining the time required for self-configuration procedures when the firmware they
need to download is small. In such a case the TR.069 requires approximately twice
the time needed for SNMP. The NETCONF showed only slightly better performance
comparing to TR0.69. This difference is caused by more efficient binary encoding
used in SNMP, comparing to XML used by two other protocols.

The size of the firmware used by the eNodeB more heavily influences the per-
formance of the self-configuration procedures in LTE networks than the selection
of the network management protocol. The time required for the eNodeB to start the
operation is counted in tens of seconds and needs to be taken into account when
designing a self-healing and high availability procedures. However the variance of
this time is very low (with standard deviation lower than 1% of the measured value),
what makes it very easily predictable.
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Subcarrier Allocation for LTE Soft
Frequency Reuse Based on Graph Colouring

Krzysztof Grochla and Konrad Połys

Abstract The paper discusses the parametrization of Soft Frequency Reuse (SFR)
method to minimize the inter-cell interference. The optimization method to select
the subcarrier allocation based on graph colouring is proposed. It is evaluated using
numerical model for uniform (honeycomb) and non-uniform (based on sample
deployed network) network topologies. The results prove that the proposed opti-
mization method can significantly improve (up to 20%) the throughput comparing
to the random subcarrier allocation. We also show that selection of scheduling policy
determines the optimal sub-band allocation and different SFR configuration should
be used for different types of schedulers.

Keywords LTE · Soft frequency reuse · SFR · Graph colouring · Inter-cell inter-
ferences · Scheduling

1 Introduction

The new generation wireless network need capacity increase to support the large
amount of traffic generated by diverse Internet services. The efficient utilization of
scarce radio resources is crucial tomaximize the amount of data the network is able to
deliver. The amount of data transmitted in cellular networks is rapidly growing during
last few years. Thus the wireless networks need to employmultiple means to increase
the frequency reuse factor and use the same radio resources in different location and
the same moments. Multiple methods to achieve this goal have been proposed, from
spatial multiplexing using MIMO antennas, through the heterogeneous structure of
the network with pico- and femto-cells deployed in areas with large load of traffic,
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to advanced transmission scheduling methods expoiting the information about the
user location to more effectively allocate the subcarriers and time slots to users.

The Long Term Evolution (LTE) has become a leading standard of high speed
cellular networks, with almost 500 millions of devices connected worldwide in 2014
[2]. The LTE networks use the OFDMA modulation in the downlink and provides
data transfer of up to 300Mbit/s in single cell. LTE is a mobile broadband solution
that offers a rich set of features with a lot of flexibility in terms of deployment options
and potential service offerings, supporting adaptive modulation and coding and very
low delay (less than 10ms) [1].

In the cellular networks that reuse the same frequency among multiple cells the
inter-cell interference become a serious problem. The fractional frequency reuse
(FFR) is one of the methods aiming for more effective radio resource allocation and
interference mitigation in cellular networks [3]. It has been designed for OFDMA
basedwireless networks. In FFR scheme the cell bandwidth (all available subcarriers)
is divided into two or more parts, of which one part is assigned to the users near to
the centre of the cell and the other part(s) to the users near to the border. The eNodeB
uses lower transmission power to send the data to the users within the center of
the cell (the inner part), and higher power to the rest of the users to maximize the
received signal level. There are two types of FFR: strict FFR and soft frequency reuse
(SFR) [11]. In SFR the each cell uses one part of the subcarriers (usually not used in
the outer parts of neighbouring cells) near the border, and the remaining subcarriers
in the centre, as it is depicted on Fig. 1. In strict FFR all cells use in the centre a
dedicated part of the bandwidth, which is not used in any of the outer parts by other
cells (what would be seen as a dedicated colour for the centres). The number of
parts to which the available bandwidth is divided (number of sub-bands) is denoted
as the factor K . Apart from strict FFR and SFR a few different schemes have been
proposed, with different methods of grouping of the users into outer/inner part or
proposing the sectioning of the cell area into more than two groups [8].

The rest of the paper is organized as follows: we define the subcarrier allocation
problem and present the motivation for our work in Sect. 2, next we describe the
model used for performance evaluation in Sect. 3. In the following Sect. 4 we discuss
how the application of the proposed algorithm for the configuration of SFR influences
the throughput offered to the users. We finish with brief conclusion in Sect. 5.

Fig. 1 Example of SFR
schema with reuse factor 3
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2 Subcarrier Allocation in SFR

In SFR the smaller is the number of sub-bands K , the larger bandwidth is available
in each cell, but the inter-cell interference are larger. When the K is equal one or
two, there will always be a situation when two adjacent cells share the same set
of subcarrier in the outer part. The factor K = 3 is the smallest which allows to
select the allocation of subcarriers in such a way that there will be no neighbours
using the same part of bandwidth on the border. However such ideal allocation is
only possible for the network with simple topology, where all cells have only three
neighbouring cells. In real life deployment, where cells have different sizes and
partially overlapping coverage, there are multiple possible allocations of the parts
of the bandwidth which provide different level of inter-cell interference in different
parts of the network.

The problem of allocation of the sections of the bandwidth to be used in the outer
parts of the cells can be seen as a graph colouring problem. The nodes represent the
network cells, the edges is the neighbour relation between the cells and the colour
denotes the part of the subcarriers used by a particular cell. The number of available
colours is determined by the number of sub-bands K—if the K = 3 than each of
the base stations needs to be assigned with one of the three available colours. The
fractional frequency reuse schema is parametrized by three main factors: (1) the
method in which the cell is divided into inner and outer part; (2) the proportion
between the TX power used for both parts of the cell and (3) the allocation of
subcarrier used in the outer part of the cells. The appropriate selection of the threshold
by which the cells is divided have been evaluated in e.g. in [14, 17]. The paper [19]
provides evaluation of the influence of TX power selection on SFR performance. The
joint evaluation of the influence of the factors (1) and (2) on the network performance
is given in [9], where also the variability of the cell throughput when user move is
evaluated.

The challenges related to the allocation of spectrum to minimize the inter-cell
inferences are presented in [16]. The graph-based approach to minimize interference
in LTE using coordinated fractional frequency reuse has been initially proposed in
[10]. In this approach every cell communicates all data required to draw the interfer-
ence graph to a central node, called interference coordinator. It is hard to implement,
since it requires almost instant communication among base stations. Another graph
based approach is presented in paper [4], which use graph colouring to minimize
the interference. The algorithm proposed by Chang et al. represents the mobile sta-
tions as the graph vertices and generates dynamic FFR scheme. While the static SFR
schemes are much easier to implement by the network operator, as require no change
of the scheduling algorithm in eNodeB and require only static configuration, we
target the problem of finding the optimum selection of subcarier allocation for static
SFR scheme. In [5] the frequency selection is jointly analysed with the selection of
optimal selection of number of sub-bands, we extend this approach by considering
different schedulers.
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3 Model Description

To find the optimal allocation of subcarriers per eNodeB we have implemented
a numeric model representing the location of the cells, inter-cell interference and
allowing to calculate the signal level, modulation and coding scheme used by the
users in each place within the modelled network. We have used a PyLTE framework,
which is an open source project available on GitHub [13]. It allows to run different
LTE network configurations, calculate UE throughput with provision of schedulers
and also it is possible to run optimizations of network parameters, such as TX power
and SFR configuration.

Twonetwork deployments are considered. Thefirst one is based on the honeycomb
topology. The cell size Rc (Radius of Curvature) is equal 1666m. Second scenario
is based on deployment from [15] where Hannover in Germany was an example.
It is more realistic approach than the honeycomb deployment because it is usually
impossible to deploy eNBs in such orderly way. The Rc of cell is set to 400m. In
both scenarios we have placed 1024 UEs as a uniform grid to represent the uniform
user distribution. We consider uniform network load and uniform spatial distribution
of the users among the network.

Radio resources were allocatedwith Soft Frequency Reuse (SFR) approachwhich
divides the cell into two regions—depicted in Fig. 1. For the inner area the 2/3 of all
subcarriers is available and eNB transmits there with lower power and for the outer
area the 1/3 of subcarriers are used with higher power. In both scenarios in the inner
part of cell the eNB transmits with power of 37dBm and in the outer part with power
of 40dBm. The point of the change between both parts is set to 60% of Rc, following
the optimal parameters found in [7].

4 Optimization Results

The goal of our work is to find the best eNBs colouring scheme which gives the
highest network throughput. To achieve it, we have implemented a optimization
algorithm, using the sum of throughput offered to each user as the optimization goal.
Throughput of whole network is calculated as a sum of every UE’s throughput. First,
the SINR (Signal to Interference and Noise Ratio) from eNB for the every UE is
calculated using the SUI radio propagation model [6]. For each user the eNodeB for
which the highest signal level is measured is considered as the serving eNB, next
basing on the distance it is determined whenever the user is within the inner or outer
part of the cell. At the next step the other eNBs which use the same frequency (the
same colour for users in the outer part of the cell or all neighbours) are considered
as the source of interference. Finally the SINR is used to determine the modulation
and coding scheme [12], which with the use of scheduler model is transformed into
throughput available for particular user.
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We have used the optimization based on Simple Evolutionary Algorithm (SEA).
The SEA is a random based solution space searching metaheuristic [18] and was
selected because the colour allocation problem is non-linear and the evolutionary
algorithms are well suited to such problems. The complexity of the optimization
method is determined by the size of the network and the number of generation. In
both analysed networks we experimentally determined that there is no improvements
when more than 100 generations are used.

The first set of experiments was performed for Round Robin (RR) scheduler,
which allocates radio resources consecutively and cyclically to every user as long
as there is some traffic to be sent. Every user terminal is equally scheduled without
taking the channel quality into account. Depending on the modulation and coding
level used by each user, the transmission rate may be very different from user to
user. The colour allocations for the honeycomb and Hannover network topology are
presented on the Figs. 2 and 3.

The colour allocations for max-min fair scheduler (MMF) are shown on Figs. 4
and 5. The MMF scheduler is assigning each data flow with a transmission time
inversely proportional to its data rate, anticipated based on modulation and coding
scheme. It guarantees that every user transmits the same amount of data. The alloca-
tion for the honeycomb network was practically the same as with the RR scheduler.
In less theoretical topology the colour selection was different and the algorithm was
less likely to assign two adjacent cells with the same colour: there are 5 such cases for
RR scheduler and only one in MMF. This is because the optimization goal function
emphasised the minimization of interference for the users near the border of the cell,
over the lowered modulation for the users near the centre of the cell.

The Fig. 6 shows quantitative evaluation of the efficiency of the proper subcar-
rier allocation for the SFR networks. The proposed optimization method outper-
forms the random allocation of colours for both the honneycomb and Hannover

Fig. 2 Honeycomb deployment. Round Robin scheduler. a Colour map, b SINR map (dB)
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Fig. 3 Hannover deployment. Round Robin scheduler. a Colour map, b SINR map (dB)

Fig. 4 Honeycomb deployment. Fair scheduler. a Colour map, b SINR map (dB)

topologies. The difference is significantly higher when max-min fair scheduler is
used, the results show that the optimized selection of the SFR configuration provides
the total throughput offered to the users higher by more than 20% than the random
selection of colours.
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Fig. 5 Hannover deployment. Fair scheduler. a Colour map, b SINR map (dB)

(a) (b)

Fig. 6 Average network throughput with Round Robin scheduler (RR), Max-Min Fair scheduler
(MMF) for honeycomb (a) and Hannover (b) deployment. Error bars show min and max values

5 Conclusions

The SFR allows to increase the network throughput by minimizing the inter-cell
interference, however it requires appropriate selection of the sub-band allocation.
The optimization method described in the paper allows to select configuration that
provides the users significantly higher throughput than the random selection. The
results show that the selection of scheduling policy influences the sub-band and
different SFR sub-band allocations are optimal for different types of schedulers.
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