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Introduction

Thomas Christiano, Ingrid Creppell, and Jack Knight

Russell Hardin produced a body of work of great breadth and richness on
essential subjects of the social sciences and political and moral philosophy:
collective action, trust, utilitarian ethics, groups and conflict, institutions,
and knowledge. The volume of output, the engagement with cross-cutting
fields of scholarship and myriad subjects, and his at-times conversational
mode of analysis make a succinct encapsulation difficult. We hope this
volume will enhance appreciation for the power and analytical tools embed-
ded in Hardin’s work. His theoretical insights remain more applicable than
ever. The most obvious thread running throughout his work is a rational
choice approach to analyzing theory, policy, practices, beliefs, and events.
Whereas some may consider this a procrustean framework, it served in fact
to open inspection on the vast areas of ambiguity and indeterminacy in
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political and social life. Hardin brought a brilliant and incisive scalpel to
investigating the extent and limits of self-interest as an explanatory variable
and a humanmotive. He titled one of his booksMorality within the Limits of
Reason (1988), but his work has consistently proved rationality within the
limits of the world—past, present, and future—a world individuals and
groups continually make and remake within the constraints of resources,
inheritances, and time.

In what follows we give a brief account of three main areas of Hardin’s
work: his distinctive take on the moral and political philosophy of utilitar-
ianism, his accounts of collective action and the nature of social life, and his
account of the fundamental idea of trust and social capital.

MORAL AND POLITICAL PHILOSOPHY

Russell Hardin’s contributions to moral and political philosophy are ani-
mated by the desire to bring the social sciences and moral and political
philosophy together. His most frequent criticism of much of contemporary
moral philosophy is that it had become unmoored from social science
during the twentieth century. Hume is his main inspiration here. The
guiding moral theory for him is utilitarianism, which is elaborated in his
Morality within the Limits of Reason (1988). The underlying idea is to start
from a stark budget of moral ideas: the idea of the value of welfare, which is
what people generally desire, and the idea that one ought to try to bring
about welfare as much as possible. The rest of moral and political theory is
generally concerned with means-ends reasoning concerning how to bring
about welfare generally among persons using the results of social science.
But even at the level of basic normative theory, Hardin thinks that econom-
ics shows us that a plausible conception of utilitarianism must be chastened
by the idea that welfare itself is a poorly understood thing, that interpersonal
comparisons of welfare are very difficult to discern in many important cases,
and that aggregation of welfares across persons is poorly understood. As a
result, what state of affairs realizes the greatest amount of welfare will in
many cases be unknowable and consequently indeterminate. Hence what
one must do in order to pursue the greatest amount of utility cannot be
given a clear statement in many circumstances. The utilitarian principle’s
main implications are that one must help more people rather than less,
satisfy the most basic needs, and pursue mutual advantage. Sometimes
one may use material goods as proxies for welfare, but not always. Beyond
these heuristics, it is hard to determine the extent to which an action or
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institution constitutes an improvement in many persons’ welfares over some
other action or institution. A large area of indeterminacy remains.

Another aspect of his critique of contemporary moral philosophy is
Hardin’s lack of sympathy with the method of much of contemporary
moral philosophy in that he, like Mill and Sidgwick before him, is very
skeptical about the probative value of individual intuitions about particular
moral examples. On his view, these intuitions are merely reflections of the
ordinary norms and rules, which develop in societies in order to advance
human interests and which are inculcated in us from early in our lives. They
are thus very strongly tied to particular situations and social milieus. They
have no further value. He reserves particular scorn for the efforts of some
philosophers to attempt to test moral theories by means of intuitions about
extraordinary and hypothetical circumstances. He thinks of these as
reflecting merely the idiosyncratic sentiments of the particular philosophers.
And these kinds of intuitive tests simply misuse the sentiments by employing
them outside of their appropriate sphere of application.

Hardin does not think that philosophy can get by without any intuitions
at all. He expresses confidence in universal intuitions such as the value of
welfare and the importance of bringing about as much welfare as possible.
He admires Kant’s theoretical effort to derive morality from a small set of
fundamental intuitions, though he rejects the categorical imperative as
unsuited to the evaluation of action given the strategic interaction of agents
with each other. The consequence of this is that he regards particular moral
rules and institutional structures as justified to the extent that they bring
about human welfare in the circumstances.

Hardin’s moral and political theorizing is guided by the idea that human
beings are primarily motivated by self-interest and only occasionally altru-
ism, like Hume and Bentham. He takes this as fundamental because he
thinks that there is good evidence in favor of the thesis that one can explain
how human beings act and how institutional structures function by invok-
ing self-interest alone, evidence which we discuss in more detail below. He
employs and develops a highly sophisticated rational choice approach to the
explanation of human action and the development and operation of insti-
tutions. The main tools he uses are game theory for small and large numbers
and an economic theory of information.

For all that, the basic account of utilitarianism is act utilitarian. Our
actions are hemmed in by low levels of information and by self-interest.
They take place in circumstances in which we strategically interact with
others and rely on information that other people possess. So Hardin argues
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that we need to construct and mainly to maintain institutions to provide the
right strategic background against which to act. Mostly the work we do on
institutions is to preserve them but we occasionally attempt to change them.
The limits to information are such that our abilities to change institutions in
the ways we want are themselves quite limited. Not only are we uncertain
about the effects of bringing about institutions, there are costs to bringing
them about.

The central game theoretic ideas for Hardin in the explanation of insti-
tutions are the ideas of coordination and the prisoner’s dilemma. Coordi-
nation plays this central role because institutions and norms that are based
on coordination are self-enforcing in a way that other institutions are not.
That is, if we suppose that human beings are primarily self-interested, the
only institutions that can guarantee that we act together in mutually fruitful
ways are ones that are based in coordination.

The prisoner’s dilemma plays a large role in explaining the failure of
contractarianism as well as the justification of the institutions of property
and contract. Contractarianism fails because it relies on the idea that persons
will act to do their fair share even when it is not in their individual interests.
Self-interest will not sustain a large-scale social contract because there is a
large number prisoner’s dilemma for each self-interested individual. The
idea that people will uphold institutions because they act from a sense of
justice, as Rawls maintains, is entirely foreign to Hardin’s conception of
institutions.

Hardin is skeptical of much of what we describe as ideal theory in moral
and political philosophy. He maintains throughout his work a strong skep-
ticism about such contemporary political ideals such as the equal distribu-
tion of goods or opportunities, democracy, or distribution in accord with
desert. He is very skeptical about the nature of the achievement of John
Rawls’ theory of justice and contractarian thinking in general. Some of these
ideals he considers counterproductive under current circumstances while
others are simply impossible to achieve. And these theories are generally
marred by the fact that they fail to take into account how we are to get from
where we are to their supposedly ideal state. This gives his political theoriz-
ing a distinctly incrementalist and skeptical character. Also, like Hume, he
tends to theorize politically more by determining which political institutions
work to promote welfare and how they work.

The main subject of normative thinking for Hardin is the justification of
institutions. The foundation of Hardin’s moral and political thought is his
concern for constitutions. The state, on his account, is necessary to provide
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the background for beneficial strategic interaction especially among
strangers. Constitutions are potentially successful political institutions to
the extent that they serve as coordination points for primarily self-interested
individuals. They can achieve a certain degree of stability for the society
when they coordinate. Thus, they serve a highly useful role in organizing
societies in particular in averting violent conflict and setting the framework
for mutually beneficial social interaction. Hardin’s discussion here builds on
an historical and social scientific analysis of how constitutions work, when
they do work. Hardin is an ardent defender of liberal rights of privacy and of
property and contract. He thinks they are institutions that enable people to
pursue mutual advantage without any commitment to altruism and despite
the severe limitations on information that people have in pursuing their
interests. Hardin thinks that the basis of rights consists in their being
institutional devices that enable us to advance our welfares on our own
and enable us to engage in mutually beneficial arrangements with small
numbers of people when each has the best appreciation of the effects of
actions on her own welfare. The rights of privacy, property, and contract are
all derivative from the utilitarian principle and the facts of limited informa-
tion and self-interest. His defenses of property and contract are completely
instrumentalist. Though he is an admirer of F. A. Hayek, he rejects what
Hayek called the classical liberal approach to property and contract. There
are many circumstances of strategic interaction in which these rights ought
to be modified. For example, Hardin argues that limitations of individual
rights of contract are defensible when there is a need for collective protec-
tion of groups of persons against the possibility of free riders who contract
individually. The cases of the protection of unions or the forbidding of vote
selling are good illustrations of this kind of solution to a strategic problem
for Hardin.

There is some room for considerations of distributive justice on Hardin’s
account as in classical utilitarian accounts. This is largely because he views
the economic product of society as mainly a function of how the society is
organized and does not tie the wealth of persons to their own efforts. He
agrees with Arrow and Rawls that the productivity of each person is mainly
tied to the way that the surrounding society complements that person’s
efforts and capacities. There is little room for desert in his view or any view
that ties a person’s product directly to that person. Furthermore, he thinks
that the modern state, unlike its eighteenth century predecessor, is capable
of significant redistribution. Yet these considerations are hedged in by the
fact that only crude interpersonal comparisons of welfare are typically
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justified and that inequality may be necessary to supply incentives to action
for the more talented. Furthermore, modern societies have not shownmuch
will to redistribution.

This latter observation is connected to Hardin’s generally very critical
approach to democracy, fully developed in his Liberalism, Constitutional-
ism, and Democracy (1999). Here Hardin generally follows the thought
that citizens in democracy generally have little or no incentive to become
informed about politics because they are primarily self-interested. When one
multiplies the value of the effect of the outcome of voting on one’s interests
by the extremely small probability that it will make a difference, and one
considers the real costs of becoming informed, we can see that the marginal
cost of gaining new information will be greater than the marginal benefit.
The rational citizens will likely not be even moderately well informed. But a
society run by people who do not have any knowledge about society is not
really run by citizens at all. Furthermore, Hardin thinks that the results of
social choice theory imply that collective decision rules are likely to issue in
decisions that fail to satisfy certain elementary requirements of consistency.
The ideals of popular rule or political equality consequently hold little sway
in his work.

Yet Hardin is by no means an opponent of democracy. Given his adher-
ence to the self-interest analysis of human action, the dangers of oligarchy
are very clear. He argues that democracy is a bulwark against oligarchic rule.
Hardin’s attitude to democracy is ambivalent here. He thinks that it has
failed to achieve significant redistribution, which would be desirable from a
utilitarian standpoint, because of the large-scale prisoner’s dilemma democ-
racy poses. But he also argues that the lack of serious participation in politics
of most people is often beneficial since it tends to tamp down the level of
conflict in democracies.

Overall, Hardin makes a powerful contribution to moral and political
thought by continuing the project of a utilitarian conception of morality
with the help of the new tools of contemporary social and economic
thought. As one would expect, this is a work in progress. But Hardin’s
work has transformed the project in a deeply illuminating and far reaching
way, as demonstrated by the contributors in this volume.

On morality, Gerald Gaus takes up the challenge of Hardin’s analysis of
cooperation as premised on self-interest-based conventions and argues for a
conception of social morality guided by internalized “social-moral rules.”
Bernd Lahno, considering Hardin’s extension of Hume’s moral and polit-
ical theory, argues that some version of freedom (Constant’s “liberty of the
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ancients”) may not be totally inaccessible in the face of Hardinian
pessimism. Ngomo discusses Hardin’s account of Hobbes’s political
thought. Others such as Geoff Brennan and Cristina Bicchieri flesh out
the promise of Hardin’s conception of norms as effective because of their
dual power to locate self-interest and tap into moral psychology.

On constitutions and constitutionalism, Hardin’s integration of social
science and constitutions as conventions (as opposed to contracts),
influenced many scholars, and should provoke many more, as Andrew
Sabl persuasively argues in his essay, about the paradigm-challenging nature
of Hardin’s work, which also tended to make it more difficult to fit it into
the conventional norms of scholarship. Pasquale Pasquino sets forth a
theory of constitutional democracy underscoring the preeminence of courts
over legislatures, a position Hardin might support based on utilitarian
reasoning about which political institutions would tend to protect mutual
advantage better over time. Advancing Hardin’s persistent aim to think
through the consequences of various types of constraints, Andrea Pozas-
Loyo investigates the relative effects of constitutional law versus social
norms in her study of a Mexican president’s decision to seek re-election.

RATIONALITY, COLLECTIVE ACTION AND COMMUNITY

Hardin’s contributions to social science complement his moral and political
philosophy. Hardin’s first book Collective Action (1982) addresses the
relationship between individual rationality and group action. From the
standpoint of narrow rationality, participating in collective action will
often appear not to be in an individual’s self-interest. When and why does
participation take place then? Examples of successful group action abound
but failures to coalesce and act for group goods may be even more pervasive.
Hardin seeks explanation for both provision and failure by using a rational
choice framework. By “rational” he means “efficient in securing one’s self-
interest.” The virtues of this approach are certainly methodological: one can
take apart opaque phenomena and show comprehensible and plausible
explanations for how things turn out in the way they do. His work in this
early text indicates an abiding interest in the forces that keep good public
policy from advancing. He takes the domain of collective action to encom-
pass actions that we would consider beneficial: the elimination of “bads”
such as polluted air and water, and the provision of goods, like participation
in civil and women’s rights movements, voting, support for water irrigation
systems, environmental conservation, and so forth. He keenly notes “how
little Americans have spent on such honored causes” as environmentalism,
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gun control, and so forth. When they have done so, it is due to structural
features of a situation (e.g., conditions allowing leaders to emerge), to
organizational factors, and to the activation of extra-rational motivations
(morality, desire to participate in history, misunderstanding/ignorance).
Achieving rational collective ends requires indirect and structural features
of social and political life to make these ends dovetail with the self-interest of
individuals. Beginning from the point of view of the individual decider helps
analysts to clarify “the impact of other motivations” (he insists: “many social
and individual phenomena cannot readily be explained as the product of
interest-seeking by individuals” 2015, 898). Presuming the collective goods
provided, we might hope to re-construct situations of choice to maximize
these goods.

More than a decade later, in One for All, The Logic of Group Conflict
(1995), Hardin takes up the question of group identity and collective
“bads” of a different sort—entrenched animosities, genocide, dueling, ven-
dettas, and so forth. Inspired to understand “the sway of groups in our
time”—a period after the collapse of the Soviet Union with the explosion of
ethnic war in Eastern Europe, genocide in Rwanda, Québécois nationalism,
among others—he again aims to show the large part played by self-interest,
but now with regard to apparently self-defeating and irrational behaviors. In
the book, he confronts primordialists, theorists who ascribe conflict to the
resurgence of deep-rooted permanent antipathies, and moralists who point
to the grip of moral imperatives. Hardin argues for the rationality of
individual behavior operating in these perplexing cases. This work, and
subsequent analysis in Indeterminacy and Society (2003) and How Do You
Know? (2009), toggles among the individual level of decision-making, the
context of choice, and the collective level of large-scale phenomena to trace
out connections leading to “grossly harmful effects” and disastrous conse-
quences in particular situations.One for All delves into rich details of history
and politics to explain the relative balance of factors—individual self-interest
and situational—affecting the sway of groups. We briefly consider three
insights from Hardin’s analysis in this work: (1) identity as identification,
(2) the grip of norms, and (3) descent into violence.

Identification

The question of identity is a central organizing subject in One for All. The
subject of “identity” pervades the social sciences yet remains without a
single canonical literature to organize arguments. Erik Erikson’s work
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may be closest to a core reference. Hardin agrees with Erikson’s approach:
“the central problem of identity is identification, what motivates you, not
what characteristics you have” (xi). Off the bat, Hardin rejects the approach
to identity as a static set of features, which objectively define a set of persons
or which people carry around in themselves as a picture of who they are
(with corresponding motivations to be read off the ascribed identity). His
insistence on identification presents the problem of identity as one about an
active, ongoing process of choosing what an individual will do and be in
various situations. The question in One for All focuses specifically on group
identification. Hardin sees identification as the active engagement with
“quasi-objective identities” pervading options in the social world, and
most importantly the commitments a person adopts to acting as a member
of a particular group.

The connection between self-interest and group identification is at the
core of the account. If membership cannot be objectively determined but
depends on people’s acceptance of an alignment, then we must ask why
people accept and decide to abide by certain defining characteristics. Ratio-
nality enters into identification not in the simplistic sense that it is “rational
to adopt a particular identification with its associated beliefs.”Hardin insists
this is “patently false and beside the point.” Rather, he explains, “it may be
rational to do what produces a particular identification and, once one has
that identification, it is commonly rational to further the interests deter-
mined by that identification” (OA, 60).

The necessity of group-based behavior is rooted in the evolutionary
advantages of coordinating human order through group differentiation.
Hardin argues that once coordination around a particular defined collective
happens, individuals find themselves associated and the ability to be part of a
coordinated unit brings advantages of two main sorts: (1) concrete benefits
the group provides to security, access to resources, jobs, and so forth and
(2) pleasure derived from membership in a group, as intrinsic well-being is
enhanced through building and sharing cultural values, what Hardin calls
the “comforts of home.” In his terminology, the linkages might be simpli-
fied as follows: coordination (among group members)! advantages: access
to resources, common expectations, and epistemological benefits (comforts
of home) ! moral valuations.

The most significant contribution of Hardin’s theory of identification,
we would argue, is that it operates as both an input and an outcome of
action. Whereas many theories treat identity as a causal input in an expla-
nation of violence or some event, for instance, Irish Protestants and
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Catholics participating in the “troubles” in Northern Ireland, Hardin insists
on a more active understanding of identification as enacting one’s catego-
rization (for purposes of protection and associated benefits) rather than just
protecting one’s “being.” Thus, the motivations of such groups cannot be
reduced to an objective identity—Catholic versus Protestant—but must be
analyzed as a dynamic that involves self-interest of persons given particular
options and aims, and the larger-scale exogenous forces that constrain
choice. This he calls a method of deconstructionism and contextualism,
which demonstrates the pressures of the fulcrum of deciding to act, arising
from the individual’s position in a context of factors, internal and external,
short-term and long-term. Rationality operates insofar as within the eddy of
forces, the individual must strategically decide what will most conduce to
her benefit, as this person presently situated. Thus, identifications are
pre-given options but also essentially rooted in the self-interest of persons
to survive and thrive, vis-à-vis other groups; the identifications must there-
fore continually be enacted and reinforced.

Exclusionary Norms

Essential to Hardin’s analysis of the work of groups is his description of the
purpose and role of norms of difference and exclusion. In order to keep
persons in line with the coordinated power of the group—to ensure self-
interest remains clearly linked to the group’s welfare and comparative
position—conventions and more quasi-formal norms of exclusion enforce
commitment.

Hardin explains the force of rationality not only at the individual level of
commitment but also at the macro-level in his explanation of the functional
benefits of norms, by which identifications are enacted, maintained, and
enforced on members. Here he takes the task not to explain the initial
appearance of a potential convention of behavior marking off a group. To
do that one would have to “investigate millions of actions by vast numbers
of people over several years.” Rather, once a convention emerges and takes
hold (and he uses the adverb once quite frequently in his analysis)—for
example, dueling as a mark of aristocracy—individual members become
compelled to submit to this exclusionary, gate-keeping norm because the
failure to do so will lead to ejection from the group. In acting according to
the norm, the power and success of the group are proven by the people who
must themselves be subject to it. Through obeying they infuse the rules with
power and thereby the ballast of their group. Thus, the maintenance and
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propagation (though not emergence) of general norms of difference and
exclusion are demonstrated to conduce to the self-interest of group mem-
bers because those norms function to sustain the group, which in turn
brings benefits to individuals within it.

Hardin compares the naturally divisive tendencies of norms of exclusion
to universalistic norms like promise-keeping, truth-telling, and loyalty
among associates. The former contribute to identifications and serve as a
guide in political–social mapping. Their hold seems more obviously
connected to a self-interest dynamic through the reasoning of in-group/
out-group. Universalistic norms appear to have a weaker grip, but again self-
interest comes into play in dyadic, ongoing relationships, when one expects
to interact over time. To the question of how nondyadic universalistic
norms can prevail, Hardin sees them operating again at the level of groups.
Here, for instance, the practices of vendetta are interpreted as universal
norms of loyalty deployed for one’s particular group against another.

Hardin helps the perplexed understand why persons who may not always
agree with the content of norms will go along with them. For instance, on
racism, he observed: “Even those who were not racially prejudiced therefore
may have participated in racial discrimination—because it seemed costly not
to do so” (OA, 90). His studies reveal the purchase of norms—individually
comprehensible and at times apparently compulsory. Many will bring the
comforts of home and benefits of belonging, language rules being a prom-
inent example. Yet, they also carry socially harmful, abhorrent, and at times
disastrous consequences.

Violence: Inputs and Outcomes

Perhaps the most innovative aspect of Hardin’s theory of groups comes in at
this point. Were norms of difference and exclusion to function merely to
maintain distinctions and therefore in-group/out-group ordering, we
would accept the basic rationality of the system. Yet, group ordering pro-
duces conflict, competition and can escalate into violence. When social
order becomes destructive, we ask how it will be in someone’s rational
interest to support violent actions and outcomes. The question is not
whether it will be in someone’s interest to support violent action once a
dynamic of tit-for-tat takes off; self-preservation would demand one do
so. Rather, what would make an extreme practice like genocide, dueling
or destruction of the Yugoslavian state a more rational path to take than a
less extreme form of seeking superiority or even domination? Hardin insists

INTRODUCTION 11



that people’s aims do not transform into monstrous desires to enact collec-
tive horror; rather normal self-interest-based decisions may end up here.

Dueling typifies the logic of a norm of exclusion leading toward violence.
As a practice, dueling channels the public nature of aristocratic status: a
gentleman’s position required public displays of nobility. Were one’s per-
sonal honor to be insulted, one must demonstrate bravery in a visible test of
standing through marksmanship. Publicity, manly honor, stylized deploy-
ment of a deadly weapon, and courageous risk of death—one can see how
the elements of the duel might have come together. Once this coalesced
into a group norm, members of the class would have been compelled to
abide by it if they sought to continue enjoying advantages of the rank.
Hardin’s investigation into this seemingly perverse norm makes compre-
hensible how aristocratic persons born into such a rank, or persons seeking
to prove belonging, would have enacted such a strange honor ritual.

Hardin also returns repeatedly to the Yugoslavian descent into ethnic war
in the early 1990s. A self-interest-based explanation must do more than
re-describe the battles as driven by groups fighting for their own interest,
which amounts to a mere repackaging of the event into rational choice
terminology. Hardin zeros in on the indirect and cumulative forces which
would have led to a situation in which individual motivations end up leading
from ethnic conflict to ethnic violence, the latter a qualitatively different
phenomenon. Hardin pointedly denies attributing bloodthirsty desires to
the protagonists. Normal perception, fear, and incentive explain the escala-
tion through the following logic: (1) a period of political transition in which
the “tottering weakness of the central regime” is combined with (2) vocif-
erous Serbian nationalism provokes a mirroring response by Croatian
nationalists and accompanying nationalist movement. These lead to alien-
ated segments of Serb minorities in Croatia taking up paramilitary actions
and igniting a descent into violence. Hardin describes the effect: “Violence
is a tipping phenomenon because, once it begins or reaches a high enough
level, it is often self-reinforcing. Violence can provoke reprisals and preemp-
tive attacks” (OA, 155). The important point for grasping the tragic
unfolding is that people of goodwill are “forced to choose in some of
these moments” and that they may panic in responding because of a
perception of the other’s aggression and the options available to protect
themselves and, for the leaders, their people. Leaders often play an outsized
role in determining the unfortunate fates of their followers.

Hardin insists in his analysis of genocide, dueling, and other assorted
lethal collective action that we begin from the point of view of persons
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seeking normal self-preserving interests. Hardin demonstrates how through
indirect accretion of conventions, and group consolidation, points of action
and decision can be reached at which normal people will tip over into
genocidal monsters. One does not need to be a primordialist or a commu-
nitarian to understand the emotions, ideas, beliefs, and incentives that can
prompt these behaviors. Indeed primordialists and communitarians get it
wrong when they see the source of lethal action as the inclination of people
to harbor deep-rooted bonds of unity and antipathy. In contrast, Hardin
argues for the constant theoretical application of the assumptions that
people act to preserve themselves, and decide within the limits of their
perceptual lenses and the limits of action on the available “stages” or spaces
of enactment.

Hardin’s work inOne for All sets the stage for his subsequent exploration
of indeterminacy in Indeterminacy and Society (2003) and of what he called
commonsense epistemology in How Do You Know? The Economics of Ordi-
nary Knowledge (2009). This pair of books was written to address two
angles on the problem of the limits of rational action: “the individual’s
capacity for achieving objectively good outcomes is often impaired or
even stymied” (2009, xii) due to problems of knowledge and of strategic
interaction. Both of these theoretical trajectories can be found in One for
All, where group identification was examined as an additional complex
reality for individual motivation and collective outcomes.

Out of many incisive discussions, one in particular seems to capture the
essential dimension of his conception of the human situation: the connec-
tion between knowledge, identity, and action. He writes: “What it is
rational to do depends on who one is, that is what knowledge one has”
(OA, 17). Identification depends on knowledge, and knowledge is always
truncated and limited by past and present blinders, narratives and interests.
As he memorably observes: “Our sunk costs are us. Our cultural sunk costs
have been transmuted into information and putative knowledge that is not
merely gone. Much of it is a resource to us in our further actions—although
much of it is perhaps an unfortunate resource, more nearly an obstacle, and
we might wish it were gone” (OA, 69). Is there a way out of this dead-end?
The point of Hardin’s work is to seek remedies for the limitations—episte-
mological and strategic—which misdirect human thinking, feeling and
acting on a collective scale. We might invoke one of his heroes, Thomas
Hobbes, for a reminder of the point of collective knowledge and the work of
politics. Understanding our own conditions and myopia should provide
grounds for constructing political institutions to solve some of the dismal
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results of uncoordinated, suboptimal and at times lethal interactions. Polit-
ical rules then can productively enhance the fortunes of most people, who
for Hardin, are not misanthropes and do not desire to dominate and
plunder their fellow citizens. “For Hobbes, coercion is necessary to prevent
the few who may be ill-intentioned from harming the many who are well-
intentioned. Even more important . . . the possibility of sanction is valuable
for letting the well-intentioned, who do not require sanctions, risk being
cooperative on the secure knowledge that those with whom they come to
interact are similarly well-intentioned” (1981, 185–186). Thus, we see how
Hardin’s own life-work, the expansion of the storehouse of collective
knowledge, is carried out in the hope of advancing human welfare, as well
as to increase self-understanding.

Three chapters in this volume directly spring from an application of
Hardin’s theory of group conflict. Baurmann et al. investigate the origins
of extremist ideologies through a model of dynamic belief formation that
unfolds through mutual adaptation, supporting Hardin’s analysis of the
indirect and yet seemingly inexorable outcomes of collective radicalization.
Carolina Curvale offers a rational choice account of ethnic conflict in North-
ern Ireland and the strategies of deployment and disarmament in the cases of
the Irish Republican Army (IRA) and Sinn Fein. Kimberly Stanton considers
Hardin’s theory of human rights as a case of universalistic norms, which can
only compel weakly, but may carry additional modes of institutional
incentives.

TRUST AS AN EXPLANATION OF SOCIAL COOPERATION

Hardin’s long-standing interest in explanations of successful collective
action leads him to undertake an extensive analysis of the concept of trust.
Trust and social capital are related concepts that have emerged as rich
sources of social scientific analysis of how social cooperation occurs in a
world characterized by the logic of collective action. In this section, we
highlight two major features of Hardin’s analysis of trust. First, we consider
his substantive claims about trust and trustworthiness, emphasizing the
distinctiveness of his approach relative to the dominant views in the litera-
ture. Second, we reflect on what his analysis of trust tells us more generally
about his approach to social explanation.

To do so, we will begin with a brief sketch of the state of the research on
trust in order properly to demonstrate the distinctiveness of Hardin’s
approach. Trust and its related concept, social capital, have been invoked
to explain various forms of social cooperation in political and economic life.
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Although, as with many such ideas, those who invoke it do not all share the
same meaning of the concept, they do, with few exceptions, posit trust as an
unquestioned good, a necessary condition for a healthy and productive
society.

When Hardin began his analysis of trust, the concept was being used to
explain cooperation in a wide variety of social situations. From the most
common, the two-person interaction to achieve a common goal or purpose,
to the most general, the willingness of an individual to contribute to the
production of a public good, trust was offered as an explanation of success-
ful cooperation. In the social sciences, there was an understandable focus on
the societal level, on a general sense of trust in the other members of one’s
society. This is the form of trust most closely related to other concepts like
social capital. Its most important features are that it is generalized across the
members of a group (in the sense that it is not tied to the reputation of
particular individuals) and that it is informal in nature (in the sense that its
causal effect is not related to any formal sanctioning mechanisms like the
state).

A fundamental problem for this research was that it is difficult to identify
the specific mechanisms by which trust might facilitate social cooperation.
This follows from the fact that the phenomenon of trust, as conceptualized
in the research, is so intertwined with the cooperative behavior that
researchers are trying to explain that it is difficult to sort out what is actually
doing the work in the explanation. Thus, the question, to what extent is
trust an independent factor in fostering cooperation?

The intuition behind this research is that trust might be an explanation
for cooperation in those circumstances in which we are uncertain about the
likelihood that others will cooperate with us. Several accounts have been
offered as an answer to this question. In his analysis of the existing literature,
Hardin categorizes the alternatives in three groups, in terms of the basic
causal mechanism on which the account is based: cognitive expectations and
beliefs, personal dispositions and moral commitments (Hardin 2006). The
first is the account most consistent with the logic of collective action,
seeking to identify mechanisms that would enhance expectations about
cooperation to such an extent that rational, self-interested decision-making
would recommend cooperative behavior. Gambetta’s characterization cap-
tures the dominant conception: trust as “a particular level of subjective
probability with which an agent assesses that another agent or group of
agents will perform a particular action, both before he can monitor such
action (or independently of his capacity ever to be able to monitor it) and in
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a context in which it affects his own action” (1988, 217). With this charac-
terization, the key to the explanatory question became, what factors estab-
lish the particular level of subjective probability necessary to achieve trust?

The other two accounts are grounded in noncognitive mechanisms,
seeking explanations in terms of psychological motivations or moral com-
mitments. On these accounts the identification of trust involves a search for
the factors that explain why some people are more willing than others to
believe that their acts of cooperation will be met in kind.

Each of these accounts of trust is used to explain cooperation both in the
two-person and the general case. For the noncognitive accounts, the tran-
sition of the explanation from micro to macro interactions is fairly straight-
forward. The psychological motivations and/or the moral commitments
that explain small-n cooperation are basically the same as those that explain
generalized trust. For the cognitive accounts, this transition is more com-
plicated. Put in terms of social expectations, theories of generalized trust
must provide an account of how these expectations of the positive likeli-
hood of cooperation extend beyond the instances of interactions with those
whom we actually know to a more general expectation of cooperation about
the members of a society. This requires an explanation of how the individual
members of a society acquire these shared beliefs. The research focused on
two primary sources of expectations and beliefs: (1) individual past experi-
ence and (2) cultural factors. While past experience is a major source of
belief formation for each individual, the diversity of experiences makes it
unlikely that it will be the primary source of generalized trust.

Hardin’s analysis of trust builds on his earlier work on collective action.
The logic of collective action suggests that if trust is an independent factor
in explaining cooperation, it would somehow involve the cognitive relation-
ship between expectations and the choice to cooperate. Hardin adopts
several initial premises that follow from his previous work. First, he develops
his own account at the micro level, analyzing the two-person interactions
that he feels characterize most of our day-to-day experiences. As in much of
his work in this area, he argues that if trust matters for cooperation, we
should be able to identify the relevant mechanism at the most basic level of
social interaction. Second, he insists that the basic concept of trust should be
the same regardless of the level of analysis. It should be applicable to small-n
relationships with people whom we know well and also to the kinds of large-
n interactions that characterize the generalized trust research. For Hardin it
follows that if the conception that offers the best explanation in small-n
cases cannot explain the causal effects of trust in the generalized case, then it
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raises serious questions about the applicability of trust as an explanatory
factor in larger social interactions. Third, he argues that we should keep an
open mind about the value of any such causal mechanism, questioning the
dominant perspective that trust is an unquestioned good.

From this perspective Hardin develops his encapsulated-interest concep-
tion of trust (Hardin 2001). This account challenged all of the existing
conceptions of trust. He conceptualized trust as a three-part relation: “A
trusts B to do X.” For Hardin, trust is a dyadic conception that always refers
to particular actions. He rejects the open-ended conception that “A trusts
B.” According to the encapsulated-interest account I trust someone when I
believe that he or she has some reason to act in my best interests or at least to
take my best interests fully into account. Hardin envisions this conception as
a significant improvement on other cognitive accounts grounded in the
logic of collective action: “my trust in you is encapsulated in your interest
in fulfilling the trust. It is this fact that makes my trust more than merely
expectations about your behavior. My expectations are grounded in an
understanding (perhaps mistaken) of your interests specifically with respect
to me” (2001, 3).

The thrust of this proposal is to identify the mechanism by which trust
might influence social cooperation in the interests of the trusted party.
Hardin insists that trust is more than mere expectations about future
cooperative behavior, as the dominant trust accounts within the collective
action literature would have it.

The interesting question then becomes, what is the basis for my beliefs
about other people’s interests? Hardin looks to the kinds of relationships
that are characterized by reciprocal interests. The most obvious examples
involve such relationships as those in which other people value my own
welfare (e.g., family relationships) or situations in which the other person
values the relationship with me (e.g., friendships or romantic relationships).
On the encapsulated-interest account, the more valuable the relationship is
to the parties involved, the more trusting we are likely to be.

Note that this conception rules out many situations that are treated as
trust relationships in the literature. First, Hardin rejects the account of trust
that was grounded in moral commitments. While not ruling out the possi-
bility that some trust relationships might be based on the moral commit-
ments that some individuals have to being trustworthy, he argues it is quite
unlikely that such strong moral commitments form the basis for most
ongoing trust relationships. He thinks such commitments would only
serve to facilitate trust and thus cooperation in the narrow range of
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interactions in which the parties know each other well. Second, Hardin
rejects any account of trust that is grounded in noncognitive, dispositional
motivations. In regard to these accounts, Hardin suggests that if some
people trust others purely because of the disposition to do so, they have
probably made a previous cognitive decision about whom they would trust
in that way. He doubts the plausibility of any dispositional account that
could not adequately distinguish between the contexts in which our levels of
trust might vary.

With this conception Hardin is better able to identify the circumstances
in which trust might be an independent factor in facilitating social cooper-
ation. And in doing so he hopes to minimize some of the primary concep-
tual confusion in the literature. He is always concerned to distinguish
trusting someone from acting on that trust. He notes it is not trusting
someone that is risky but rather acting on that trust. On his account trust
is about knowledge while acting on trust is about behavior. Thus, to say that
one chooses to trust me mistakenly implies that trusting is a matter of
action. Hardin argues that by keeping this distinction clear we can avoid
the problem that bedeviled much of the research on these issues, of con-
flating trust as a causal belief with the act of cooperating itself.

With the encapsulated-interest conception, Hardin makes several impor-
tant substantive contributions to the analysis of trust. One of the most
important of these is his emphasis on the distinction between trust and
trustworthiness (Hardin 2004). Referring to the basic trust relationship “A
trust B to do X,” trust involves A’s belief about B’s interest in the implica-
tions of X for A, while trustworthiness is a characteristic of B that relates to
B’s interests in regard to A. Hardin argues that much of the debate about
trust is better understood as debate about trustworthiness. Much of the
discussion about how to foster trust in society is on his account actually a
discussion about how to foster trustworthiness.

Hardin thinks that one of the strongest recommendations for the
encapsulated-interest account is that it helps to explain degrees of trust
and distrust at every level of analysis (Cook et al. 2007). And it does so,
on his account, without any conceptual changes. For the research on
generalized social trust, this has important implications. Hardin questions
the value of the concept of generalized or social trust. In regard to the
research on generalized trust, he argues that it is not capturing evidence
of trust but rather evidence of positive expectations of other’s trustworthi-
ness or cooperativeness. With his characteristic directness and clarity,
Hardin rejects the concept of generalized trust as an explanation of social
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cooperation: “In any real-world context, I trust some more than others, and
I trust any given person more in some contexts than others. I may be more
optimistic in my expectations of others’ trustworthiness then you are, but
apart from such a general fact, I do not have generalized trust. I might also
typecast many people and suppose some of the types are very likely to be
trustworthy and therefore worth the risk of cooperating with them, other
types less so, and so others not at all. But such typecasting falls far short of
generalized trust. It is merely optimism about certain others” (Hardin
2001, 14).

Hardin offers an important insight about the relationship between trust
and trustworthiness, and in doing so helps explain why there has been so
much conceptual confusion in the literature. The insight is simple and yet
persuasive: trustworthiness commonly begets trust. If I act on your trust-
worthiness and am subsequently rewarded by your cooperation, it will tend
to enhance my trust in you. He thinks that the close connection between
the two concepts is one explanation for why researchers tend to conflate
beliefs and actions in their analyses of trust.

Throughout his work on trust Hardin seeks to clarify types of circum-
stances and conditions under which beliefs about trust and trustworthiness
can be justified. Invariably this involves an identification of the proximity of
the interests of the parties involved as well as a clarification of the differences
between trust and trustworthiness. For example, Hardin reassesses the large
literature on the decline of trust in modern society and reinterprets it as a
concern about the decline of perceived trustworthiness in those societies. In
addition to the advantages of providing a more precise and persuasive
explanation of the sources of social cooperation, Hardin believes that the
clarification of the trust-trustworthiness conceptual relationship would serve
to enhance practical policy efforts to create the conditions for greater social
cooperation.

Hardin’s justification for his encapsulated-interest conception provides a
broader insight into how he envisions the intellectual task involved in social
theory. He justifies the encapsulated-interest conception in terms of its
ability to help us both explain and evaluate behavior. Hardin wants to
bridge the gap between philosophical (which was primarily definitional
and conceptual) and social scientific (which was primarily explanatory)
work on trust. He envisions the encapsulated-interest conception as a
concept that can satisfy both the definitional and the explanatory tasks.
And yet he is not committed to any form of essentialist conception of
trust, being clear to explain that he is not attempting to present “the”
true meaning of trust.
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As an example of the heuristic power of Hardin’s expansion of the trust
concept, Jon Elster’s chapter in this volume examines collective action in
America before 1787 and demonstrates the centrality of trust and distrust
for the Federalists and for ordinary people attempting to create a coherent
political group.

Hardin always adopts a very practical approach to social explanation. One
interesting example is his approach to functional explanations. In assessing
the merits of functional explanations of trust, he acknowledges that such
explanations fail to satisfy the rigorous criteria that are established in the
literature for a successful functional explanation (e.g., Elster 1979). And yet
he finds that thinking about the ways in which trustworthiness is function-
ally beneficial to social cooperation illuminates a wide range of social situ-
ations in the world today. His focus is not on the formal criteria but rather
on how the informal logic of functional benefits enhances our understand-
ing of everyday life. For Hardin, the success of a social explanation rests
primarily on the common sense ways in which it advances our understand-
ing of the world.

By extending his analysis of the logic of collective action to incorporate
how trust and trustworthiness might help to better explain social coopera-
tion, Hardin asks to be judged by a very pragmatic criterion: “I put forward
a workable notion that can be used to cover much of our experience of
relying on others in that it can be used to help explain variations in our
behavior and beliefs about the reliability of others, including collective
others. My central concern is such explanation” (Hardin 2001, 9). His
work on trust and trustworthiness well satisfies that goal.

CHAPTERS IN THIS VOLUME

We have grouped the chapters in this volume under three headings. The
first set of chapters by Gerald Gaus, Geoffrey Brennan, Bernd Lahno, and
Paul-Aarons Ngomo includes theoretical discussions of basic concepts in
social science and political theory such as social morality, self-esteem, or
historical figures such as Thomas Hobbes and Ancient philosophers. The
second set of chapters by Andrew Sabl, Jon Elster, Pasquale Pasquino, and
Andrea Pozas-Loyo is focused on basic normative and theoretical questions
about constitutions as social institutions. The third set of chapters by
Michael Baurmann/Gregor Betz/Rainer Cramm, Kimberly Stanton, Car-
olina Curvale and Cristina Bicchieri, and Erik Thulin is on issues of group
formation and violence.
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The Priority of Social Morality

Gerald Gaus

My old mother always used to say, my lord, that facts are like cows.
If you stare them in the face hard enough, they generally run away.

~Dorothy L. Sayers, Clouds of Witness

AN INTRAMURAL DISPUTE (ARISING FROM BOVINE INSPECTION)

Most political philosophers seem to share Mrs. Bunter’s view of facts. Facts
about motivations, information, as well as social and institutional dynamics
are often seen as pesky cows that need to be stared down so we can get on
with spinning out intuitions about true normativity, natural rights or ideal
justice, and exchanging those contrived stories (invoking “intuitions”) at
which philosophers excel. Russell Hardin long battled this absurd method
of political philosophy, which renders so many of its conclusions irrelevant
and useless.1 “The worst failing of contemporary political philosophy is its
frequent irrelevance to actual and plausible conditions” (Hardin 1999:
412).

Compared with the median political philosopher, Russell and I were
fellow travelers. We both have insisted that any adequate view of justice or
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morality must accommodate the facts of human life and show how notions
of morality and justice facilitate, as well as regulate, myriad forms of human
cooperation. And, as Russell stressed, questions of scale are critical. In his
papers on “Bodo ethics” (more on these anon), he maintained that systems
of moral relations that work well for small-scale closed societies might be
inapplicable to large, impersonal, dynamic, societies.2 In all this I am a
Hardinite, as any reasonable political philosopher must be.

Just because we shared so many assumptions, Russell and I had grounds
for fruitful debates. One of these involves the relative roles of instrumental,
self-interested, rationality and social morality in explaining human cooper-
ative social life, both small and large. Russell writes:

In David Hume’s account, our repeated resolution in the same way of an
interaction in repetitive contexts may be called a convention that thereafter
motivates our coordination with each other. We can commonly see confor-
mance with such conventions as instrumentally rational and self-serving. Some
of us might also eventually come to see them as morally binding. Any such
claim of morality must be a later development that comes after the instrumental
motivation for following at least some of these conventions. Even then, the moral
motivation may not compel everyone; some might still be compelled primarily
by their interest.

The achievement of general social order comes prior to justice, democracy,
and other systemic achievements. It is also prior to any collection of social rules
such as Gaus addresses. These are not about priority in conceptual claims, but
in causal claims. Without social order at a relatively high level, we cannot
successfully establish and maintain institutions for justice, democracy, and so
on. (Hardin 2013: 407–410, citation deleted, emphasis added)3

We need to avoid construing the disagreement between Russell and me
as a pointless chicken-and-egg problem. Of course as cooperative orders
increasingly secure people’s interests, the tendency to comply is increased;
but enhanced cooperation raises new problems (including new opportuni-
ties for cheating), which then raises new problems of coordination and
cooperation that are resolved by the development of social norms and
moral rules, which then further enhance the satisfaction of rational interests
and allow for further fruitful coordination, and so on. In successful cooper-
ative orders, there is a self-reinforcing relationship between advancing the
basic interests of participants and normative regulation; it would be folly to
suggest that one has absolute causal priority. And, of course, a quintessential
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convention can evolve into a moral rule.4 I certainly do not wish to deny
that a convention might pave the way for a rule of what I have called “social
morality.”

The interesting dispute is, I think, how early in the development of
human cooperation guidance by internalized moral rules arises, and
what functions it plays when it arises. If internal guidance by what I
have called “social-moral rules”5 is at the very foundation of human
cooperation, then, while of course we can accept that other modes of
cooperation such as conventions play a role, we should not privilege
conventions as somehow “prior” in the development of human social
order. Now this notion of a way of acting being “at the foundation of
human cooperation” can be parsed in a variety of ways, leading to
inquiries into (1) the original locus of human cooperation—small
groups—and the role of moral guidance in them; (2) how early moral
guidance arises in the development of agents; and (3) how early in human
history internalized guidance by moral rules arises. I believe internalized
moral guidance arises very early in all three senses, and shall have some-
thing to say about all three, though my emphasis will be on the first.
Normative guidance, shame, cheater detection and punishment are, I
believe, fundamental to even the smallest cooperative orders and char-
acterize very young moral agents and arose at the very origin of our
species (Gaus 2015). Without internalized moral guidance, even small-
scale cooperative orders are hopelessly inefficient and probably
impossible.

I begin by examining very small groups of face-to-face cooperators: here
we might think that the group is small enough, and information about the
behavior of others extensive enough, so that social rules enforced simply by
fear of sanctions by the group would suffice. I suggest that the data do not
support this supposition: even here, the internalization of moral rules is
fundamental to their cooperation and cheater suppression. I then consider
Russell’s charge that accounts of social cooperation based on moral rules, in
which individuals act on the rules despite their interests, are stuck with
invoking a variety of somewhat dubious and weak “claims of moral com-
mitment or shared values through [to] Rawls’s magical ‘addition of the
sense of justice and moral sentiment’ to make justice work at a large scale”
(Hardin 2007: 96). I shall be skeptical of this claim of Russell’s, pointing to
evidence in support of internalized rule compliance even in the face of high
costs to personal interests, and showing that the underlying mechanisms are
not especially mysterious. Lastly, I briefly turn to the fundamental issue of
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how social morality functions in large-scale settings and, importantly,
whether it is largely displaced by formal legal and political institutions.

SOCIAL MORALITY IN SMALL-SCALE SOCIETIES

Bodo

In several places, Russell depicted what he called “Bodo ethics”:

Axel Leijonhufvud . . . characterizes the village society of eleventh century
France in which the villager Bodo lived. We have detailed knowledge of that
society from the parish records of the church of St. Germaine. Today one
would say that that church is in the center of Paris, but in Bodo’s time it was a
rural parish distant enough from Paris that many of its inhabitants may never
have seen Paris. Virtually everything Bodo consumed was produced by about
eighty people, all of whom he knew well. Indeed, most of what he consumed
was most likely produced by his own family. If anyone other than these eighty
people touched anything he consumed, it was salt, which would have come
from the ocean and would have passed through many hands on the way to
St. Germaine, or it was spices, which would have traveled enormous distances
and passed through even more hands. (Hardin 1999: 401–402)6

In different contexts, Russell focused on different features of Bodo
ethics. For present purposes, the proposed underlying motivation is of
interest:

A striking feature of Bodo ethics is that it is relatively easily enforceable by the
community. An individual need not rely on self-regulation to be moral. The
knowledge that the whole community has of each individual’s adherence to
the local moral code allows community members to sanction miscreants. An
enormous part of the debate about morality in the modern secular world is
about how individuals can be motivated to act morally. That question is
answered easily for Bodo’s world. The community spontaneously enforces its
morality as a set of compulsory norms. . . . The exaction would typically be quick
and aimed at the right person. (Hardin 2013: 412, emphasis added)

In this passage, Russell seems to advance what we might call

The External Moral Rules Thesis: In a small cooperative group G, a system of
social regulation that is seen by members of G as simply an external system of
moral rules is apt to constitute an effective framework for social cooperation.
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To be a bit more precise: suppose that G is a cooperative group between
20 and 100, in which social regulation is achieved simply through moral
rules of type E that are generally observed (and publicly known to be) such
that (i) members of G expect the typical member, Alf, to conform to E; (ii)
Alf recognizes that other members ofG expect him to conform to E and will
usually punish Alf for infractions of E; yet (iii) Alf’s only motivation for
compliance with E is self-interest, including the fear of punishment.7

According to the External Moral Rules Thesis such rules are generally
sufficient in G to secure effective cooperation and social order. Note that
external moral rules can be, but need not be, rules specifying a classic
convention, as punishment may be necessary to secure compliance.8

I believe that we have strong evidence that the External Moral Rules
Thesis is false. From the very beginning of human social cooperation, social
order fundamentally relied on moral rules internalized by the participants.
Thus, I shall dissent from Russell’s claim that “In Bodo’s world we do not
need morality to keep us all in line because the transparency of all our
actions is virtually total” (Hardin 2013: 412).

Cephu

We now possess rich ethnographic data about rules in small-scale societies.
Christopher Boehm has engaged in a massive study of rules and sanctioning
practices of both tribal societies and hunter-gather societies (Boehm 1999,
2012). The latter—small groups of 20–30 people—is especially interesting
for us. Boehm has developed a database of over 300 hunter-gatherer
societies and, of these, he has identified about half as essentially closed
societies, with minimal contact with agricultural or commercial societies.
These societies share much social context of Bodo’s village (traditional,
small, face-to-face, largely isolated)9 except, crucially, they are not agricul-
tural and sedentary, and much less hierarchical.

Boehm’s data indicates that such small-scale societies tend to employ a
hierarchy of punishments, from gossiping and criticism, ridicule, ostracism
to capital punishment. He observes that, although “under the spell of
Durkheim” anthropologists often depict punishment in small-scale societies
as spontaneous and almost automatic, this seems mistaken. Focusing on the
sanctioning of overly assertive would-be dominant individuals, Boehm
holds that the typical process is considerably more political:
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First, individuals begin to grope toward a group resolution of the problem,
initially by gossiping behind the deviant’s back and carefully watching the
reactions of others. Once consensus seems predictable, some individual still
has to lead the sanctioning—unless several group members do so in concert,
which can be the case with ridicule. Once in a while the deviant will be simply
too intimidating—or too unpredictable—for any one person or even a small
coalition to risk taking the first step. (Boehm 1999: 118)

These political dynamics are striking in Colin Turnbull’s famous case of
Cephu, the cheating hunter. The Pygmy hunters studied by Turnbull
sometimes hunt small game with nets. The men place their nets in a long
semi-circle, and women and children drive game into the nets. Cephu,
having complained of consistent bad luck in hunting, decided to secretly
put his nets in front of the others, so game would be first driven into his net.
This worked in increasing his take but, unfortunately for him, he was
observed. Turnbull continues the account as the hunters

strode into camp with glowering faces and threw their nets on the ground
outside their huts. Then they sat down, with their chins in their hands, staring
into space and saying nothing. The women followed, mostly with empty
baskets, but they were by no means silent. They swore at each other, they
swore at their husbands, and most of all they swore at Cephu.

I tried to find out what had happened, but nobody would say. Kenge, who
had been sleeping, came out of our hut and joined the shouting. He was the
only male who was not sitting down, and although he was young he had a
powerful voice, and a colorful use of language. I heard him saying, “Cephu is
an impotent old fool. No, he isn’t, he is an impotent old animal—we have
treated him like a man for long enough, now we should treat him like an
animal. Animal!” He shouted the final epithet across at Cephu’s camp,
although Cephu had not yet returned.

The result of Kenge’s tirade was that everyone calmed down and began
criticizing Cephu a little less heatedly, but on every possible score: The way he
always built his camp separately, the way he had even referred to it as a
separate camp, the way he mistreated his relatives, his general deceitfulness,
the dirtiness of his camp, and even his own personal habits.

. . .

Trying not to walk too quickly, yet afraid to dawdle too deliberately, he
[Cephu] made an awkward entrance. For as good an actor as Cephu it was
surprising. By the time he got to the kumamolimo everyone was doing
something to occupy himself—staring into the fire or up at the tree tops,
roasting plantains, smoking, or whittling away at arrow shafts. Only Ekianga
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and Manyalibo looked impatient, but they said nothing. Cephu walked into
the group, and still nobody spoke. He went up to where a youth was sitting in
a chair. Usually he would have been offered a seat without his having to ask,
and now he did not dare ask, and the youth continued to sit there in as
nonchalant a manner as he could muster. Cephu went to another chair where
Amabosu was sitting. He shook it violently when Amabosu ignored him, at
which he was told, “Animals lie on the ground.”

. . .

Cephu knew he was defeated and humiliated. Alone, his band of four or
five families was too small to make an efficient hunting unit. He apologized
profusely, reiterated that he really did not know he had set up his net in front
of the others, and said that in any case he would hand over all the meat. This
settled the matter, and accompanied by most of the group he returned to his
little camp and brusquely ordered his wife to hand over the spoils. She had
little chance to refuse, as hands were already reaching into her basket and
under the leaves of the roof where she had hidden some liver in anticipation of
just such a contingency. Even her cooking pot was emptied. Then each of the
other huts was searched and all the meat taken. Cephu’s family protested
loudly and Cephu tried hard to cry, but this time it was forced and everyone
laughed at him. He clutched his stomach and said he would die; die because
he was hungry and his brothers had taken away all his food; die because he was
not respected.

FromCephu’s camp came the sound of the old man, still trying hard to cry,
moaning about his unfortunate situation, making noises that were meant to
indicate hunger. From our own camp came the jeers of women, ridiculing him
and imitating his moans. (Turnbull 1963: 104–108)

Note that the group decides whether a violation has occurred. Often the
lead is taken by one individual, in this case Kenge, who is not necessarily the
directly injured party. This helps insure that the dispute will not simply be
seen a dyadic conflict.10 Consensus then forms that a violation has occurred;
note especially that while Cephu’s family does not join in the punishment,
neither do they resist. Because small-scale societies are a complex mix of kin
and non-kin relations, and it is important that punishment does not lead to
interfamily conflict. This is especially clear in cases of capital punishment,
which is practiced in many hunter-gather societies.11 In cases of capital
punishment, the entire group of males, including the victim’s kin, some-
times collectively kills the offender (in one noted case, the entire group,
including women, participated in the execution). In many cases, a kin of the
offender is selected as executioner (Boehm 1999: 81–82, 121–122, 180).12

The critical point here is that because eruption of counter-sanctioning is
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always a possibility, the rule enforced must be seen by all as legitimate, it
must be agreed that a violation has occurred, and the kin of the deviant must
at least passively accept, and sometimes must actively participate in, the
punishment. Lethal weapons abound in hunter-gather groups, and the
escalation of violence is an ever-present threat.

As Samuel Bowles and Herbert Gintis more generally stress, effective
punishment depends on legitimacy: unless those to be punished and their
friends and allies are convinced that the rule being enforced is legitimate and
one for which community enforcement is appropriate, a punishing action
taken as a means to protect social cooperation can lead to weakening it
(2011: 36).13 Experimental evidence confirms that attempts at punishment
readily evoke counter-punishment when the offender does not experience
guilt (Hopfensitz and Reuben 2009).

The Internalization of Moral Rules

Note that with Cephu the admission of guilt preceded the group’s confis-
cation of his kill. Consensus on the lower levels of punishment, ridicule
and mild ostracism were reached during the walk home and afterwards, and
it is this less dangerous level of punishment that triggered his profuse
apologies—and only after that did confiscation occur. Still, one might
think, all this remains consistent with the External Moral Rules Thesis.
After all, it was punishment that in the end drove Cephu to admit guilt,
and Cephu was known to be something of an actor, so his profuse admis-
sions of guilt may simply have been strategic.

The important point, though, is how costly such punishing episodes are
to the group. Hunting is a highly egalitarian, cooperative, activity and
shirkers, cheats, and free-riders such as Cephu pose real threats. Cephu,
indeed, not only posed the threat of a cheat, but he initially resisted
punishment and sought to intimidate others, arguing that he was an impor-
tant person, indeed a chief (Boehm 2012: 43). Cephu, perhaps, did view the
rules largely externally, and that is why he was a persistent problem.14 Rules
that were generally perceived as purely external by group members,
depending solely on self-interest to motivate compliance, would be a hope-
lessly inefficient way of securing cooperation, inviting both opportunistic
evasion and counter-punishment. The large majority must, and do, inter-
nalize the rules, which, as Boehm rightly says, involve emotional attachment
to the rules and compliance with them (Boehm 2012: 113–114).
Such individuals possess a virtue highly prized in many small hunter
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groups—self-control.15 In the face of temptations to cheat and dominate,
they can be counted on to generally comply with the group’s rules. Cephu
was lacking in norm-based self-control and was a severe problem for the
group: he needed watching. Those even more seriously lacking in self-
control, such as repeated murderers, can be executed.16 Overall, Boehm
argues, hunter-gather societies display a high level of rule internalization
and corresponding self-control.

Students of cognition have recently turned to modeling the processes
that underlie norm internalization (Andrighetto et al. 2010). We know that
internalization of moral rules is a normal accomplishment for humans, and
occurs at a very young age. In a series of experiments conducted by Gertrud
Nunner-Winkler and Beate Sodian, children between four and eight were
told a story about two children, both of whom liked candy. The first child
was tempted to steal the candy, but did not; the second stole the candy.
Even the four-year-old subjects knew that stealing was wrong and could
provide reasons why this is so. Thus they could engage in punishing viola-
tors. The difference is that the youngest children expected the child who stole
the candy to be happy with his violation of the rule, while they (the youngest
children) expected the child who resisted temptation to be sad. Older chil-
dren reversed this; they supposed the child who stole would be sad—
guilty—while the child who resisted temptation would be the happy one.
Younger children apparently expect people to be happy when they get what,
all things considered, they want, regardless of whether this violates a moral
requirement and harms others.17 Again, older children expected the viola-
tor to feel unhappy. Nunner-Winkler and Sodian conclude:

children may first come to know moral rules in a purely informational sense,
that is, they know that norms exist and why they should exist. Not until several
years later, however, do they seem to treat them as personally binding obliga-
tions the intentional violation of which will be followed by negatively-charged
self-evaluative emotions or genuinely empathetic concerns. (Nunner-Winkler
and Sodian 1988: 1336, emphasis in original)

Very young children view moral rules as external guides, as in the
External Moral Rules Thesis. They can appreciate reasons that these rules
are important and even that punishment is appropriate; what they do not
grasp is that the rule can function as a requirement in an agent’s delibera-
tions and can be seen as “personally binding” (Nunner-Winkler and Sodian
1988: 1324), so that the agent will feel guilt for failing to meet this
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requirement even if by so doing she gets what she wants. What very young
children do not grasp is that a typical moral agent cares about moral
requirements and so can put aside the things that she wants and, instead,
conform to the rule’s requirements, and success in doing this relates to her
own self-esteem. As Abraham Lincoln was said to have remarked, “when I
do good, I feel good. When I do bad, I feel bad. That is my religion”
(Bowles and Gintis 2011: 169).18

What’s So Special About Hunter-Gather Societies?

I have focused on contemporary hunter-gatherer societies (with some
reference to larger tribal societies), whereas Russell’s “Bodo” resided in a
medieval agricultural community. In trying to think about Russell’s ques-
tion of the “priority” of social order v. social morality, which is the better
model? I believe the generally accepted answer is that humans evolved our
technology of social cooperation within such hunter-gatherer bands, and so
if our concern is some sense of priority, then it is these bands that formed
the context of the evolution of human cooperation.

Just when, and why, our human ancestors became intense cooperators, is
of course disputed, and so any claims we make must be highly tentative
(that’s the feature of facts that leads so many philosophers to try to stare
them down). It is clear that humans have long been engaged in deeply
cooperative hunting. Mary Stiner and her colleagues discovered distinctive
differences in the bones of the carcasses of human kills between 400,000
and 200,000 years ago at Qesem Cave in Israel. Bones from carcasses from
400,000 years ago demonstrate that the human hunters employed tools to
cut the meat, but the cut marks indicate the presence of a number of
different cutting implements employed at different angles. Evidence from
this earlier period suggests that

meat distribution systems were less staged or canalized than those typical of
Middle Paleolithic, Upper Paleolithic, and later humans. The evidence for
procedural interruptions and diverse positions while cutting flesh at Qesem
Cave may reflect, for example, more hands (including less experienced hands)
removing meat from any given limb bone, rather than receiving shares
through the butchering work of one skilled person. Several individuals may
have cut pieces of meat from a bone for themselves, or the same individual
may have returned to the food item many times. Either way, the feeding
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pattern from shared resources may have been highly individualized, with little
or no formal apportioning of meat. (Stiner et al. 2009: 13211)

Kills from 200,000 years ago display much more uniform cut marks,
indicating a single cutter, who cut and distributed the kill. A compelling
hypothesis is that by this time humans were, or were well on their way to
becoming, distinctly egalitarian hunters. Distribution of the kill does not
seem, as in the earlier case, determined by competition among the hunters
(where we can suppose the more dominant took the best, first), but by a
designated cutter allocating shares of the kill (as is the case in many con-
temporary hunter-gather societies). To be a bit more speculative, it looks as
if the socialized primate carnivores of 400,000 years ago were becoming
egalitarian hunters by 200,000 years ago. It is very difficult not to conclude
that egalitarian sharing of cooperative hunts had already taken root by this
period. Self-control was absolutely essential to the development of such
egalitarian sharing.

We have good reason to conclude (of course, tentatively, as we are always
learning more about these issues) that modern, late-Pleistocene, humans
lived in groups of between 25 and 150,19 obtained a high percentage of
their calories from hunting or fishing, and engaged in egalitarian meat
sharing. Boehm’s central thesis is that the mode of life of our common
cooperative ancestors is essentially that of today’s hunter-gather societies.
As I have remarked, in his important study of contemporary late-
Pleistocene-appropriate (“LPA”) foraging societies, Boehm eliminated
from consideration societies that have been heavily influenced by Western
and market societies, those with some agriculture, those that trade with
agricultural groups, those that rely on domesticated horses, and so on,
ultimately identifying 150 (of which a third have been more minutely
analyzed) contemporary forger societies whose way of life corresponds to
what we know of late-Pleistocene hunter-gatherer bands (Boehm 2012:
78–82).

This assumption is certainly not uncontroversial.20 Contemporary
LPA-foraging societies exist in the Holocene era of much, much, milder
climates and arguably greater ease, or at least less uncertainty, in obtaining
food. In the extraordinarily harsh late-Pleistocene climate, it could well have
been far less rare for groups to have faced such dire circumstances that
sharing broke down, leading to the group splintering into family-sized,
rather than band-sized, units, with very different evolutionary dynamics
(Boehm 2012: 274ff).21 Nevertheless, the social organization of these
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societies corresponds to much of what we know about late-Pleistocene
bands—they are mobile, stress sharing rather than storing meat, combine
hunting with foraging and live in core bands of 20–30 persons. And some of
these current LPA societies have, like late-Pleistocene bands, faced the most
dire of circumstances—leading in some cases to parents eating their children
(Boehm 2012: 275). At present, I believe, our best estimates of the earliest
form of intense human cooperative social orders correspond to these “LPA-
appropriate” hunter-gather societies, and these societies are ones in which,
while punishment is a critical form of social control, it must be used
carefully, its dangers mitigated by the internalization by most members of
the group’s rules and their self-control in the form of conscience. To put the
matter bluntly: given our best current information, the evolution of social
order marched hand-in-hand with the evolution of internalized social
morality or, as Kitcher puts it, “normative guidance” (Kitcher 2010:
Chap. 2).

To be sure, given the incredibly swift cultural evolution of the last
10,000 years22 we cannot assume that our current social morality is any-
thing similar to the egalitarianism of LPA societies.23 The point, however, is
that the normative competencies we find in such societies—such as norm
internalization and its attendant motivation—are almost surely long-
standing features of human social cooperation. So far from being odd
commitments of confused, obscurantist, Kantian philosophers (Binmore
2005: vii–viii), they are universal features of cooperating groups of humans.

NORMATIVE COMMITMENT AND SENSITIVITY TO RULES

How Muscular Is Normative Commitment?

There is, then, nothing really mysterious about a deeply cooperative species
internalizing—becoming emotionally attached to—the rules that specify
the terms of social cooperation, such as moral rules concerning sharing
and property. This was probably fully accomplished 45,000 years ago in
small groups. Having been hard on the modal political philosopher, in
fairness I must observe the characteristic blind spot of many PPE-oriented
philosophers, who accord an almost religious status to the manifestly false
axiom that rationality concerns something like a pursuit of self-interested
goals.24 This is entailed by neither the idea of instrumental rationality nor
rational choice/decision theory, and even a cursory understanding of moral
psychology displays its deep implausibility. But like many widely accepted
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false claims there is a genuine insight lurking here—the entirely sensible
worry that such moral rule–based motivations may not be able to stand up
to significant temptations to pursue one’s narrow interests by defecting. “A
mere norm,” Russell writes, “is unlikely to override self-interest in many
such contexts. Some members might be sufficiently motivated by moral
commitments, but we cannot generally expect everyone to be, especially
when the stakes are high” (Hardin 2013: 414). So, accepting that normal
humans internalize, care about and are motivated to conform to, social
morality, one may well wonder whether such merely “normative” motiva-
tion can successfully hold up to self-interest.

Social-Moral Rule Sensitivity

Cristina Bicchieri has usefully modeled this problem in terms of norm
sensitivity (Bicchieri 2006: 62). Sensitivity to a norm or social rule concerns
the relationship between the content/function of the rule and the moral
and value commitments of a person. When a rule of social morality is
strongly supported by an agent’s own normative commitments, she will
tend to be highly sensitive to a norm: put simply, she has many reasons for
adhering to the requirements of a norm even in the face of temptations to
cheat based on narrow self-interest.25 As one’s personal normative commit-
ments and beliefs provide less support for the norm, sensitivity will decrease.
A person whose only reason for compliance is fear of punishment would, on
this view, tend to have a low sensitivity: he will engage in opportunistic
cheating behavior when he can get away with it, or when the expectations of
gain outweigh the likely punishment. Thus we can hypothesize:

The Justification Effect: Alf’s sensitivity to a rule of social morality tends to rise
as its justification to Alf increases, where justification depends on the coher-
ence of the rule with Alf’s personal normative beliefs and convictions.

Bicchieri is clear that (what I have called) the Justification Effect varies in
the population. Those with greater “reflective autonomy,” she predicts, will
have a stronger tendency to decrease their sensitivity to a norm as they
become aware of reasons against it, while more conformist members of the
group will have higher sensitivity to a rule just because, say, it has been in
place for a long time, and will be less sensitive to reasons against it (Bicchieri
2016). On the other hand, as I have said, those whose sole reason to act on
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the norm is the fear of punishment will have much less sensitivity to the
norm and will be open to opportunistic cheating.26

The Justification Effect shows the importance of what I have elsewhere
called “convergent normativity.”27 Many political philosophers are apt to
think of the entire notion of “public reason” as a mere piece of Rawlsian
jargon—and, alas, too often it is. However, it also allows us to see a
fundamental feature of an effective social morality. As the rules of social
morality tend toward public justification in group G, in the sense that
overwhelmingly the members of G find that their personal normative beliefs
and convictions support the rules, the members of G become more sensitive
to those rules. And, so, internal motivations for compliance are stronger,
and socially costly—and perhaps disruptive—punishment can be reduced.
The more individuals find that the rules they live by correspond to their
important personal values, moral and religious convictions, the more they
are inclined to follow these rules even in cases when the rules call for
significant sacrifice of their narrow interests.

This is not to deny the basic truth that, as Peter Richerson and Robert
Boyd put it, “we are imperfect and often reluctant, though often very
effective cooperators” (Richerson and Boyd 2008: 114). We need moral
rules because we are a complex combination of selfish and cooperative
creatures: the moral system, we might say, has developed on top of an
earlier selfish set of motivations (Richerson and Boyd 2008; Friedman
2008: Chap. 1). Nevertheless, this moral system is real, and is a critical
basis of the human cooperation. When it draws on the personal values and
moral convictions of the participants, their motivational power can be
channeled into social morality.

The Puzzle of Punishment

Nevertheless punishment is necessary for an effective system of social moral-
ity. Some, such as Cephu, may only be sensitive to the rules insofar as they
expect punishment. More common is to have modest sensitivity, willing to
abide by the rules but not at great costs, while many others have quite high
sensitivity. But even they are usually concerned with self-interest, and seek
ways to advance it. Boehm hypothesizes that we evolved a “flexible con-
science”—able to distinguish what truly must not be done from minor
violations and “exceptions” that allow us wiggle room to advance self-
interest (Boehm 2012: 172–178).28 But appealing to punishment is no
quick solution to our problem. Why do people bother to punish? To be
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sure, in iterated interactions based on direct reciprocity (“I’ll help you if you
help me, but not if you don’t!”), “punishing” acts are actually elements of
an optimizing strategy, and so enhance the interests of the punisher.29

While direct reciprocity can be effective in accounting for cooperation in
very small groups (dyads, triads) its capacity to sustain cooperation dramat-
ically decreases as group size increases (Heinrich and Heinrich 2007: 51).30

Bodo’s group of 80 would seem considerably over the limit for direct
reciprocity to sustain cooperation.31 In large groups one who punishes an
infraction is also following a moral rule at the cost of her own interests—she
would almost surely be better off ignoring the infraction and go about her
own business. So while it is certainly true that punishment is necessary to
sustain a cooperative morality, it simply pushes us back to the question: why
do people support morality by punishing rather than allow the infraction
to pass?

Experiments have shown that we have a keen capacity to detect cheaters.
And, like internalization, cheater detection is a very early human accom-
plishment, being manifest in three- and four-year olds (Cummins 1996a, b).
And it is a capacity we effectively employ: as extensive empirical research has
demonstrated, people do punish, and often at significant-to-high costs to
themselves.32 To focus on a very familiar case, in Ultimatum Games
Responders will often refuse sizable stakes, and walk away with nothing
rather than accept miserly offers.33 Bicchieri has effectively argued that
underlying this behavior is a concern with fairness norms (Bicchieri 2006:
Chap. 3). To recall the familiar: in the United States and many other
countries, one-shot Ultimatum Games result in median offers of Proposers
to Responders of between 50% and 40%, with mean offers being 30–40%.
Responders refuse offers of less than 20% about half the time (Bicchieri
2006: 105).34 Play in Ultimatum Games does not importantly differ by
gender or age. And, importantly for our purposes, Responder rejection rates
remain high even when stakes are significantly increased. A variety of studies
have shown that play in Ultimatum Games is not highly sensitive to the
absolute size of the endowments being divided. In some studies, raising the
stakes from, say $10 to $100 typically has no significant effect.35 These are
common results.36 Although Responder rejection rates remains high even
when playing for surprisingly high amounts, raising the stakes eventually
does have the effect of decreasing rejection rates (Responders end up taking
low offers rather than going away with nothing). As Steffen Andersen and
his co-researchers point out, in many Ultimatum Game experiments Pro-
posers advance very few low offers, making it difficult to judge what
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Responders would do in the face of such offers. In their recent study, some
treatments drastically increased the size of endowments to be divided
(equivalent to 1600 hours of work in India, where the experiment took
place) and they elicited many low offers by Proposers. In treatments with
traditional sized stakes, the behavior of Responders was in line with normal
play (though there were more low offers to be rejected); in their very high
stakes treatments only 1 of 24 Responders rejected low offers (Andersen
et al. 2011; Slonim and Roth 1998).

Reactive Emotions

Stakes do matter in Ultimatum Games, but it typically takes very high stakes
before low offers are common and commonly accepted. Although we must
accept the claim that motivations based on the internalization of social
morality have their limits, in many ways such motivation is surprisingly
strong in those who have been on the short-end of the unfairness stick.
Why are so many Responders in Ultimatum Games so ready to deprive
themselves of significant resources when there is no possibility of compen-
sating gains through future interaction?37 A hypothesis with strong exper-
imental support is that reactive emotions such as anger are critical in
motivating punishing behavior.38

Overall, I think we have good reason to accept what I shall call the
Reactive Emotion View: Responders’ rejection of low offers is partly
explained in terms of Responders’ emotional reaction to the offers Pro-
posers make to them,39 in particular whether the offer evokes negative
emotions such as anger, irritation, or envy (Bosman et al. 2001). General
theories of emotion support the anger/irritation/indignation version of this
view; as Nico H. Frijda notes, anger and indignation are generally evoked by
norm violation (Frijda 1996: 311). The main idea here is that, in addition to
one’s sensitivity to the norm, those who are on the receiving end of
defection—or, by extension, those who empathize with victims—tend to
get angry or irritated, and this makes them less sensitive to the costs of their
punishing activities.40

To see this better, suppose we have a pot to be divided (X), and the
Proposer’s offer involves keeping n, leaving X-n to the Responder.
According to the Reactive Emotions View, low offers, defined as where
X�n is (1) a small absolute amount and (2) n is a large proportion of X,
should tend to be rejected. The personal costs of rejection are low (X�n is
absolutely small) but we would expect an emotional reaction because the
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Proposer keeps n, which is a large percentage of X. Conversely, high offers,
where X�n is a sizable amount and n is a small proportion of X, should be
accepted: the costs of rejection are high (the Responder would have to turn
her back on a large amount) and the negative emotional reactions should be
low or non-existent since the Proposer was not “greedy” (indeed, the
Responder may have extra incentive to accept if her reactive emotion is
joy at getting so much of X). This is the generally observed behavior.41 But
what of offers that are absolutely large, but proportionally low (i.e., when
X is a very large pot, but n is a high proportion of X)? As we have seen,
although Responder reactions are not highly sensitive to stakes, they do
matter: rejection rates go down for very high stakes. This is consistent with
the Reactive Emotions View, which depicts a trade-off rate between the
costs of punishment and the negative emotions attached to being treated
badly.42 The crux of the Reactive Emotions View is that negative emotions
can provide extra incentive to engage in costly punishment, not that the
emotional reactions are so strong that even very large gains (say a 20% share
of 1500 hours wages) will be angrily rejected. After all, we would expect
that the value of monetary gains will always be increasing, but one can get
only so angry: if so, at some point the value from monetary gains curve will
intersect negative value of emotional reaction, leading to Responders to
accept the offer, as in Fig. 1.

In Fig. 1, when the Proposer takes only a modest proportion of X,
Responder does not experience negative emotions, and the monetary losses
of rejection determine her decision. As Proposer claims a higher relative
amount of the total pot negative emotions arises and, at point x, exceeds the
monetary costs, leading the Responder to incur the monetary costs of

Strength of N
egative Em

otion

Modest                                         High

x

y

M
onetary C

osts of Rejection

n’s relative proportion of X

Fig. 1 Responder: monetary losses and negative emotions
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rejection. However, as monetary costs of rejection continue to increase but
the amount of anger at a low proportional offers does not, at point y the
monetary costs of rejection again outweigh the negative emotions, leading
Responder to accept low (proportional) offers.

If this line of reasoning is basically correct, and we also suppose that
emotions are more subject to fluctuation than the costs of punishing activity
(such as forgone monetary gains in the Ultimatum Game) a reasonable
hypothesis is that Responders will “cool down” after a time delay. That is,
we would expect Responders to accept an offer after a cool down period
that they would immediately reject. The results of experiments are mixed,
but I believe generally support this hypothesis. In an earlier study, a break of
an hour had no effect (Bosman et al. 2001), while the more recent study of
Veronika Grimm and Friederike Mengel found a marked decrease in rejec-
tion rates after only ten minutes: “While almost no low offers are accepted
without delay, a large share (65–75%) of these offers gets accepted after a
10 minutes delay only” (Grimm and Mengel 2011). Grimm and Mengel
also found that low offers of Proposers increase after a break; this is consis-
tent with work on Dictator Games,43 which indicates that Dictators whose
decisions are driven by immediate affect rather than calculation make more
generous offers; apparently a cool down period gives each party time to
switch into calculation mode, which favors focusing on the forgone personal
benefits or incurred personal costs (Schulz et al. 2014). In an experiment on
the related “Power-to-Take Game” (see the following section), a more
complicated pattern emerged: here both a “cooling off” and a “getting
steamed up” effect seemed present. If the Proposer’s actions are not too
selfish from the perspective of the Responder, the Responder seems to cool
off after a wait time; however, as Proposers get greedier, wait time raises the
Responders’ level of punishment (Galeotti 2013). If both cooling off and
getting steamed up occur, we would expect ambiguous results from wait
time experiments.

Emotions in Power-To-Take Games

A problem with measuring the role of emotions in straightforward Ultima-
tum Games is that Responders only have a take-it-or-leave-it choice and, as
we have seen, low offers are typically uncommon. The role of emotions in
Responders’ behavior has been extensively studied in a “cousin” of the
Ultimatum Game, the Power-to-Take Game, which allows more scope for
variable emotional reaction. A Power-to-Take Game involves two players, a
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Taker and a Responder; their roles are determined at random. To start, each
player is given an endowment; in some treatments the players earn their
endowment in a pre-game task, in others it is simply distributed by the
experimenter. Suppose the endowment for each is $10. The Taker, then
determines take rate—the proportion of the Responder’s endowment he
will take and this is announced. The Responder then has an option of
destroying any amount of her endowment that she wishes, before the
Taker’s announced percentage is transferred from her. So if her endowment
was $10, and the Taker’s announced a take rate of 50%, the Taker would get
$5 if the Responder destroyed none of her endowment, which would yield
total payoffs of $15 for Taker and $5 for Responder. If the Responder
decides to destroy half her endowment after the Taker announces his take
rate, it would reduce her endowment to $5, of which the Taker would get
$2.50. This game is sometimes described as an Ultimatum Game that allows
variable punishment, since Responder can decide on the level at which she
will deny Taker’s resources.44 But note that in this game the Responder
cannot affect the Taker’s endowment, but only the amount of her endow-
ment the Taker can transfer (Reuben and van Winden 2010: 908).

In an early pioneering study by Ronald Bosman and Frans van Winden,
where players earned their endowments, out of 39 subjects, only three
Takers took 0, positive takings ranged from 25–100%, with a mean of
58.5%, and median 66.7%; 70% was the mode (Bosman and van Winden
2002: 153).45 Eight Responders chose to destroy part of their endowment,
and of these, seven destroyed the entire endowment. In a later study, Bosman,
Matthias Sutter, and van Winden compared this to a game in which endow-
ments were simply distributed at the start of play (rather than earned)
(Bosman et al. 2005). Play in the no effort experiment was markedly
different; Takers took an average of 32% more, and many more Responders
destroyed, and more opted for intermediate destruction rates. Figure 2
summarizes the differences between the effort and no effort experiments.

Effort
No 

Effort
Destroy Everything 7 6

Destroy Part 1 9
Destroy Nothing 31 25

Total 39 40

Fig. 2 Results in two power-to-take experiments (Bosman et al. 2005: 418)
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Especially interesting is that these experiments sought to determine the
extent to which emotional reactions explained behavior. Emotions were
measured via self-reporting on a seven-point scale ranging from “no emo-
tion at all” (1) to “high intensity of the emotion” (7). The emotions
measured were irritation, anger, contempt, envy, jealousy, sadness, joy,
happiness, shame, fear, and surprise (Bosman et al. 2005: 415).46 The
following findings are of interest to us:

Responders who destroyed report more intense emotional reactions than
those who do not.

The most intense emotions of Responders who destroy in the no effort
condition were (in order) anger, contempt, surprise and irritation.

The most intense emotions of Responders who destroy in the effort
condition were (in order) irritation, contempt, surprise and anger; the emo-
tions tended to be more intense in this treatment.

For both treatments, the intensity of these emotions is correlated with the
take rate.

With effort, the probability of destruction . . . depends positively on the
intensity of irritation and contempt. Without effort, the probability of destruc-
tion depends positively on the intensity of anger and contempt, and negatively
on the intensity of happiness and joy. (Bosman et al. 2005: 420)

Responders who destroy everything report more irritation than those who
destroy only part. (Bosman et al. 2005: 417)

In these studies intensity of emotional reactions is a strong predictor of
Responder behavior. And importantly, anger is by no means the only relevant
emotion. Especially fascinating is that contempt is always present.

In a recent study, Fabio Galeotti has shown that the predictive value of
emotional reactions can be considerably lessened if the Responders’ destroy
options are restricted to a fixed rate (2:1) for each unit taken (Galeotti
2015). Rather than Responders deciding how much to destroy in response
to a taking, they simply opt to destroy at the fixed rate or not at all. In this
treatment, negative emotions remain correlated with the take rate, but have
less predictive value of punishment. At low levels of punishment (for smaller
takings) only contempt was of predictive value; at higher take rates (and so
levels of punishment), those with higher levels of anger, irritation and
contempt punished more, but this was significantly less predictive than
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under variable destruction rate treatments. Fixed rate punishment thus
appears to blunt the predictive effect of emotions; it especially thwarts
Responders’ emotionally destroying their entire endowments in response
to modest takings.

Expectations and Fairness

The upshot of this line of analysis is that the mechanisms by which people
uphold rules of justice and fairness at considerable costs to themselves by no
means depend on a magical sense of justice; Humean limited benevolence
or even simply the internalization of social rules that supports our personal
normative commitments. A plausible hypothesis is that emotional reactions,
especially perhaps negative ones—such as guilt by perpetrators and anger,
irritation and contempt by victims—are an important foundation of uphold-
ing rules of justice among strangers.47 However, the mere fact that in
Power-to-Take Games Responders’ destructive behavior is significantly, in
some cases powerfully, explained by their emotional reactions does not
show that emotions are related to the rules of morality and fairness. How-
ever, other data does indicate a connection. In Bicchieri’s important
account of social norms (roughly), a social norm is a behavioral rule
r governing some type of behavior in a social network S, where most
individuals in the social network prefer to conform to r on the conditions
that (i) most others in S conform to r (an empirical expectation) and (ii)
most people in S believe that most others in S ought to conform to it
(a normative expectation) (Bicchieri 2006: 11). Experimental evidence
involving Dictator Games indicates that when normative and empirical
expectations diverge, there is a strong tendency to align behavior with the
empirical expectations. An important finding in the Power-to-Take Games
is that the Responders who punished very strongly tended to be (and in one
study were exclusively) those who had expected lower take rates than they
experienced (recall the presence of surprise) (Bosman and van Winden
2002: 156; Bosman et al. 2005: 421; Galeotti 2015: 12). This suggests
that while negative emotions are well correlated with punishing behavior,
this is strongly mediated by the punisher’s empirical expectations about
what others will do. However, as normative expectations have not been
measured, we can only be tentative in suggesting that a norm is involved.

Thus far I have focused on Responders. Reuben and Winden studied the
effect of Responders’ punishment on Takers’ take rate in a multi-stage
Power-to-Take game (Reuben and van Winden 2010). They found that
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when Responders did not destroy, the Takers who increased their take rate
in the second round tended to experience regret after the first round—
apparently regretting that they could have taken more and gotten away with
it. Takers who did not experience destruction tended to increase their take
rate in the second round; we might hypothesize that they were engaging in
opportunistic behavior, and the absence of sanctioning encourages it. The
behavior of Takers who did experience Responder destruction in the first
round, however, was complex: some decreased their take rate while others
did not. The key appears to be whether the Takers thought their taking was
fair or unfair: those who took what they considered to be an unfair amount,
to a significant degree reacted to Responders’ punishment (i.e., destruction)
by decreasing their takings. It is worth pointing out that in the first round
these Takers apparently were willing to incur some guilt in return for high
monetary gain; in the second round they may have experienced an increase
in guilt, which could well have led them to lower their taking (Reuben and
van Winden 2010: 918).48 However, Responder destruction did not have
the effect of lowering the take rate of those Takers who thought their
takings fair. This is consistent with other studies concluding that, in addition
to the anger of punishers, effective punishment requires violators to expe-
rience guilt, say in recognition that they have violated their understanding
of fairness or a social norm (Hopfensitz and Reuben 2009).

I have considered experiments on Power-to-Take Games in some depth
as they have focused on emotional reactions, and show that the typical
fixation on anger misses a good deal of the relevant emotional reactions
(and blinds us to the fascinating possibility that some reactions may be based
on pride, rather than a form of moralistic aggression). We also should not
make the false assumption that anger inherently leads to punishment.
Experiments by Thulin and Bicchieri have shown that “moral outrage”—
which is closely related to anger—underlies third-party compensation behav-
ior, when norm violation has occurred. This is important: we should not
suppose that negative emotions must be attached to a preference to punish
violators, as opposed to compensating victims (Thulin and Bicchieri
2015).49

SCALING-UP SOCIAL MORALITY

Given that we evolved in highly cooperative small group settings, it is hardly
surprising that violation of social rules is associated with significant emo-
tional reactions. The tale of Cephu the bad hunter is about attempted
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opportunistic cheating, group detection, deliberation, and the emotional
storm that followed, albeit one that settled quickly once guilt had been
admitted and punishment completed.50 I have suggested that all this is far
more than an ethnographer’s vivid tale; the Reactive Emotions View helps
explain not only the tale of Cephu, but has significant support in experi-
mental evidence. I do not think it is much of a mystery either that we
internalize moral rules and become devoted to them, or that our emotions
are deeply involved in both moral judgment and action. The emotions seem
especially important in inducing people to respond to defectors (Bone et al.
2014).

One still might be tempted to think this still is all about small-group
settings, so it may seem that we are back to a more sophisticated version of
Bodo ethics.51 However, recall that Ultimatum and Power-to-Take Games
are one-shot anonymous interactions. They are games that make sense to
people habituated to non-iterated rule-based interactions with strangers.
Indeed, Ultimatum Games are played fairly similarly in all large-scale mar-
ket-based societies. It is when we look at very small-scale societies that we
can observe marked variation. The Machiguenga (of the Amazon Basin of
southeastern Peru), for example, play the game in the originally expected
“selfish” way, with many lower offers that are accepted. They also play
public goods games with very high rates of defection (Heinrich and Smith
2004).

The type of moral guidance that I have sketched, with internalization of
group rules, concern for the legitimacy of rules, and often strong emotional
reactions at being treated in ways that defy our expectations, all scale up to
large-scale, anonymous interactions. It is, perhaps, precisely because in our
original, and long habited, hunter-gather societies, we developed this tech-
nology of social cooperation that humans were able to so quickly and
dramatically increase the scale of their societies at the beginning of the
Holocene era. If the earliest societies really depended simply on rational
self-interest regulated by self-interested punishment of defectors, it then is
mysterious how humans could have left that small-scale setting for huge
cooperative orders so quickly.

The answer usually given by political philosophers, is, of course, “politics
and the law.” In large-scale societies, it is typically held, formal institutions,
not the informal framework of social morality, do the work in securing
cooperation. Now of course legal and political institutions are necessary for
innumerable aspects of large-scale cooperation. No sane advocate of the
importance of social morality or social norms would deny that. The question
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is whether these formal institutions supplant or supplement the basic frame-
work of social rules and norms. Increasingly, I believe it is coming to be
recognized that legal and political regulation without an underlying social
normative framework is ineffective.52 Gerry Mackie has pointed out that
there are hundreds of critical cases around the world in which practices—
among them female genital cutting, caste discrimination, child marriage—
have been widely criminalized yet continue to be practiced. Laws that
depart from the basic moral and social norms of a society mostly likely will
be ignored, often engendering contempt for the law. As Mackie, following
Iris Marion Young (2011), concludes, “Criminalization is an appropriate
response to a criminal injustice, a deviation from accepted norms, its harm-
ful consequences intended, knowingly committed by identifiable individ-
uals, whose wrongdoing should be punished. It is not an appropriate
response to a structural injustice, in compliance with accepted norms, its
harmful consequences unintended byproducts, and caused by everyone and
no one. The proper remedy for a harmful social norm is organized social
change, not fault, blame, punishment” (Mackie 2017).

In recent years, students of social change have come to something of a
consensus that effective legal regulation cannot stray too far from the
underlying informal social rules.53 One of the most striking “social exper-
iments” based on this insight was that of Antanas Mockus, mayor of Bogotá
in the late 1990s and early 2000s.54 Mockus’s aim was to harmonize
legislation with social morality; he recognized that unless supported by
the underlying informal moral and social framework, attempts to induce
change though law would not succeed. For example, Bogotá was charac-
terized by a very high rate of traffic fatalities in the mid-1990s, with
widespread disregard for traffic regulations. Mockus distributed 350,000
“Thumbs Up/Thumbs Down” cards that drivers could display in response
to dangerous driving by others, to drive home the message that such
behavior was not only illegal, but violated the informal normative judg-
ments of other drivers. Along with related programs, Bogotá witnessed a
63% decrease in traffic fatalities between 1995 and 2003. Similar programs
based on harmonizing the law with informal social normative expectations
led to decreases in water usage and, critically, homicides.

In lieu of an informal moral framework that coheres with the law, in a
wide variety of cases (including traffic laws, which look like simply a coor-
dination matter), we cannot expect the mass of citizens to conform unless
coerced by high and effective penalties. And in the absence of such a
framework, we cannot expect those occupying positions in the formal
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institutions (in charge of administering those penalties) to be guided by its
rules rather than taking the myriad opportunities for opportunistic
enriching of themselves (Schwab and Ostrom 2008: 209–211). Institutions
designed to promote cooperation can—and very often do—lead to klep-
tocracy (Friedman 2008: Chap. 5). Without the necessary foundation in an
effective social morality, law and politics become simply additional devices
by which some use power to extract from others.

CONCLUSION: COWS CAN BE COMPLEX

“[O]f all the differences between man and the lower animals,” Darwin
observes, “the moral sense or conscience is by far the most important. . . .
It is the most noble of all the attributes of man. . . . Immanuel Kant exclaims,
‘Duty! Wonderous thought, that worketh neither by fond insinuation,
flattery, nor by any threat’” (Darwin 2004: 120). As Darwin recognized,
it is the invention of morality, self-control, and conscience that allowed us to
develop into one of the few eu-social species (Darwin 2004: 133). Darwin
had no doubts that human morality and normative guidance was evolved,
complex, and in many ways the defining feature of human social life.

Those whose work I most admire, in rightly seeking to avoid the sterility
and unworldliness of so much moral and political philosophy, often turn to
those models of clear-headed, empirically informed, social philosophers:
Hobbes and Hume. And I freely confess that it was the hard-headed beauty
of Leviathan that hooked me on political philosophy. For others it was the
empirically rich and moderate Hume that captivated them. But while many
of us deeply admire Hobbes and Hume, we must also acknowledge that
their view of humans, and the ways they might solve their basic dilemmas of
social life, was limited and too simple. In the last two decades, we have
discovered that humans are far more complex cooperators than we thought.
Recognizing the importance of social-moral rules, their internalization and
enforcement, is not an appeal to the mysterious but is required by attention
to the facts.

NOTES

1. David Estlund (2011, 2014) explicitly accepts that the true theory of justice
may well have no practical value.

2. Shaun Nichols and I have argued for this, with special reference to Bodo
ethics, in Gaus and Nichols (2017).
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3. For a different sort of claim that purely instrumental reasoning is in some
way more basic than the notion of a rule-based social morality, see
Moehler (2014).

4. Moving a bit beyond classic coordination problems, think of a “coordina-
tion” interaction such as a Stag Hunt. Even if we have achieved “hunt stag”
equilibrium—which might be maintained simply by self-interest—a rule that
makes it a moral requirement to hunt stag may stabilize cooperation in the
face of trembling hands and other uncertainties.

5. Let us say that for a rule R to be a genuine social-moral rule for Betty, Betty
must (i) recognize R as rule that applies to C circumstances; (ii) typically
have motivating reason to conform to R rather than act simply on her own
goals inC circumstances; (iii) her personal normative convictions endorseR;
(iv) she believes that a sufficiently large subset of her groupG conforms toR;
(v) she believes that a sufficiently large subset of G expects her to conform to
R. See further Gaus (2011: 163–181). In this chapter, I shall not distinguish
the rules of social morality from social norms. They are not, however,
equivalent; the rules of social morality are parts of practices of accountability
and sustain the moral emotions of guilt, resentment and indignation; not all
social norms do so.

6. See also Hardin (2013: 411ff; 2003: 98).
7. The rules are external in the sense that while agents understand them to be

social guidelines that serve a purpose, their motivation to comply is simply
that sanctions will be applied by others. I consider the contrast to “internal-
ized” moral rules in more detail in section “The Internalization of Moral
Rules” below.

8. See, however, the wider characterization of a convention in Bowles and
Gintis (2011: 111).

9. Much depends on what is meant by a “closed” society. Marriage networks,
for example, can make the group much more porous than first inspection
would indicate.

10. This is one reason why “direct reciprocity” (e.g., “tit-for-tat” responses) is
often a poor basis for social cooperation, engendering cycles of conflicts. See
further, Boehm (2012: 60ff).

11. Boehm reports that in his database about half the hunter-gather societies are
coded as having practiced capital punishment; there is strong reason to think
that the number may be much higher, as central governments treat band and
tribal executions as murder (2012: 84).

12. While females seldom participate in the executions, they do typically partic-
ipate in the deliberation leading to execution.

13. As Bowles and Gintis point out, in large-scale societies too, anti-social
punishment (counter-punishment) is real: experiments show great differ-
ences in societies to the extent to which punishment is accepted or evokes
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counter-sanctioning (Ibid.). As we shall see below that in experiments in
“Power-to-Take” games, Takers who were sanctioned by their partners for
taking the partner’s endowments but who did not see these takings as unfair,
did not decrease their takings in a second round; in contrast, those who were
sanctioned and did think their initial taking unfair (but hoped to get away
with it) responded to sanctioning by decreasing their takings.

14. Boehm (2012: 44–45) muses that Cephu may have been something of an
amoral psychopath, and so unable to internalize moral rules.

15. For a striking case, see Boehm (1999: 51–59).
16. In Boehm’s database, of the societies that engaged in capital punishment, a

repeat murder was the second most reported capital offense.
17. It is generally thought that young children see harm to others as violating a

basic moral requirement. See Turiel et al. (1987: 174). Guilt is especially
associated with violation of rules against harm and the rights of others (Prinz
2007: 77).

18. Bowles and Gintis devote much care to analyzing how internalization of
social morality can be modeled (Chap. 10). As they stress, the internalization
of norms is an aspect of cultural transmission that affects preferences or
values. On the general phenomenon of cultural transmission, see Richerson
and Boyd (2005).

19. Daniel Friedman points to 150, with much larger numbers when groups
fused (Friedman 2008: 16). See also David C. Rose, who mentions 200 as
the typical size of the groups in which humans evolved (Rose 2011: chp. 3).
Closer examination shows that group size may be understood differently:
average band size may differ from typical group size (Bowles and Gintis
2011: 95).

20. For doubts, see Richerson and Boyd (2013).
21. On the other hand, it could well have been such instability that increased the

benefits of cooperation (Bowles and Gintis 2011: 93ff).
22. To what extent genes have evolved during this period is a highly controver-

sial question. 10,000 years is far less than the 1000 generations, which is the
rule-of-thumb for the evolution of major traits. But this is a highly contro-
versial matter that is being debated (Cochran and Harpending 2009). For a
rather more widely accepted view of the relation of genetic and cultural
evolution, see Henrich (2016).

23. Though I have argued that it is surprisingly so (Gaus 2015).
24. Thus the common depiction of Hobbes as somehow the father of rational

choice theory (even though Hobbes himself had a much more sophisti-
cated view of human motivation). See, for example, Hartmut Kliemt,
Philosophy and Economics I: Methods and Models (Munich: Oldenbourg,
2009), pp. 46ff.
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25. On the importance of reasons, see Bicchieri and Mercier (2014).
26. Plausible models of internalization often yield polymorphic results, with a

population divided between internalizers and more opportunistic types. See,
for example, Andrighetto et al. (2010).

27. See, for example, Gaus (2016: chap. IV).
28. Bicchieri and her co-workers have shown how subjects exploit normative

ambiguity in order to provide wiggle room to advance their interests. See
Bicchieri and Chavez (2013a) and Bicchieri and Mercier (2013b).

29. As in the folk theorem, Binmore (2005: chap. 5).
30. Indirect reciprocity, or reputation, might seem to underwrite cooperation in

larger groups by encouraging “boycotts” of violators, but indirect reciprocity
turns out to be very sensitive to the quality of information about people. See
Henrich and Henrich (2007: chap. 4), Bowles and Gintis (2011: 68–70) and
Vanderschraaf (2007: 167–195).

31. In Bowles and Gintis’s agent-based modeling allowing even for small rates of
errors in reciprocation, groups over 10 seldom, and over 15 essentially never,
evolved cooperation (2011: 64–68). Even in small group forager bands,
direct reciprocity does not explain most cooperation (Boehm 2012:
179–180).

32. The experimental work on strong reciprocity and altruistic punishment is
now extensive. The pioneering work was done by Ernst Fehr and his col-
leagues. See, for example, Fehr and Fischbacher (2005) and Fehr and
Gächter (2000a, b).

33. The now famous Ultimatum Game is a single-play game between two
anonymous subjects, Proposer and Responder, who have X amount of
some endowment (say, money) to distribute between them. In the classic
version of the game, Proposer makes the first move, and gives an offer of the
form, “I will take n amount of X, leaving you with X�n,” where n is not
greater than X. If Responder accepts, each gets what Proposer offers; if
Responder rejects, each receives nothing. For a recent overview see Eric
van Damme et al. (2014).

34. Here some small-scale societies are outliers. See Heinrich and Smith (2004).
35. See Hoffman et al. (1996).
36. See, for example, Slonim and Roth (1998). In one study with an endowment

worth three month’s wages still displayed Responder rejection of lower offers
(Bicchieri 2006: 114n).

37. One possible explanation—one that Russell sees as partaking of the
magical—is that people may be moved by a sense of justice (Rawls 1999:
chap. VIII). I do not think it is magical, and some evidence indicates that
impartial concern for justice may be a motivational factor (Carlsmith et al.
2002: 284–299). Third-party punishment might be seen as based on an
impartial sense of justice, and there is certainly considerable evidence for
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such punishment. See also Fehr Fischbacher (2004). However, I do not
think the evidence indicates this to be a critical factor, once we have
factored out the reactive moral emotions, such as anger. In an interesting
experiment Simon Knight sought to determine whether Responders were
upholding such a sense of justice—whether “the concern is with unfair
offers in general”—or were responding not to the Proposer’s general
status as a sharer or miser, but specifically what the Proposer did to
her—whether the Proposer gave her a high or low offer. Knight finds
that Responders’ behavior supports the latter hypothesis—that Responder
Betty’s action is more strongly influenced by what has been done to her, so
she will be apt to accept a high offer from a generally unfair Proposer or
reject one from a generally fair one (Knight 2012).

38. See, for example, Hopfensitz and Reuben (2009).
39. Thus my focus at present is second-party, not third-party, punishment.
40. Another cost to which punishers appear insensitive is the number of viola-

tors; even if defection is “the norm”—there are many defectors—punish-
ment does not generally decrease (Bone, Silva, and Raihani).

41. See, for example, Knight (2012: 7–8). As we shall see in the next section,
expectations count.

42. To drastically oversimplify, The Reactive Emotion View can be modeled as
claiming the decisions are based on a two-part value function. Letting X�n
be an offer in an Ultimatum Game, where X is the total endowment and n is
the amount Proposer reserves for himself, then Responder’s total value of the
X�n offer will be VMG�VRE, where VMG is the value of the absolute
monetary gain, and VRE is the value based on the reactive emotions, a
value arising from the negative emotions, which focus on the ratio of X to
n, as mediated by expectations of what is to be expected. A Responder will
accept if total value is positive, reject if it is negative.

43. In the so-called “Dictator Game” Proposer simply decides on the two shares,
and that’s the end of the game (not much of a game).

44. The variability of destruction is meant to uncover the relation of degree of
emotional response to degree of punishment; I discuss presently a version of
Power-to-Take that gives only limited punishment options which, not too
surprisingly, considerably blunts the importance of emotions.

45. This is typical of takings in Power-to-Take Games; see Reuben and van
Winden (2010: 912.)

46. “In both conditions, the sequence of actions was as follows. Before subjects
played the one-shot PTT-game, they were randomly divided into two
groups. One group was referred to as participants A (the take authorities)
and the other as participants B (the responders). Subsequently, random pairs
of a responder and a take authority were formed by letting take authorities
draw a coded envelope from a box. The envelope contained a form on which
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the endowment of both participant A and participant B was stated. The take
authorities then had to fill in a take rate and put the form back in the
envelope again. After the envelopes were collected, we asked the take
authorities to report their emotions as well as their expectation of what the
responder would do. The envelopes were brought to the matched
responders who filled in the part of their endowments to be destroyed.
The envelopes containing the forms were then returned to the take author-
ities for their information. Meanwhile, responders were asked to indicate
which take rate they had expected and how intensely they had experienced
several emotions after having learned about the take rate. After completing
the questionnaires and collecting all envelopes, subjects were privately paid
outside the laboratory by the cashier who was not present during the
experiment. Experimenters were not able to see what decisions subjects
made in the game and how much they earned” (Bosman et al. 2005: 415).

47. That contempt is a significant emotion in almost all experiments suggests
that pride is an important explanatory character trait.

48. On the relation of guilt to interpersonal harm, see Berndsen et al. (2004).
49. It is important that Thulin and Bicchieri’s target emotion appears distinctly

moral; in one study emotions were measured, for example, on a 7-point scale
from “Strongly Disagree” to “Strongly Agree” with statements such as “I
feel angry when I learn about people suffering from unfairness” and “I think
it’s shameful when injustice is allowed to occur.” These emotions are moral
emotions, presupposing a normative content, thus in my terms they appear
to function as moral rules.

50. The tale of Cephu seems to manifest both the “steaming up” and “cooling
down” dynamics.

51. In some contexts, Russell intimated that the problem with all rule systems is
that, because they depend on identification of a set of act-types, they cannot
be usefully scaled up to regulate dynamic societies with constantly changing
act-types. Nichols and I analyze this idea in Gaus and Nichols (2017).

52. I have expanded upon this point in Gaus (2018).
53. In addition to Mackie (2017), see Bicchieri (2016) and Bicchieri and

Mercier (2014).
54. For a short description of this experiment, see Mockus (2012). For an

in-depth treatment, see Mockus (2017).
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Self-Esteem

Geoffrey Brennan

When nature formed man for society she endowed him with an original desire to please
and an original aversion to offend his brethren. She taught him to take pleasure in their
favourable and pain in their unfavourable regard. She rendered their approbation
most flattering and agreeable to him for its own sake; and their disapprobation most

mortifying and most offensive.
Adam Smith [TMS p. 116].

INTRODUCTION

As far as I know, Russell Hardin never wrote specifically about esteem and
the role that it plays in social and political life. But he was interested in the
issue of what motivates people to act ‘cooperatively’ in collective action
contexts where individuals’ incentives seem to indicate problems for ‘col-
lective action’; and in my view, the desire for esteem plays an important
explanatory role in such settings.1 Argument in favour of that view is part of

I am grateful to Loren Lomasky, Tori McGeer, Doug MacLean, Susan Mendus and
Philip Pettit for extremely helpful comments on earlier versions. Since many of those
comments have been somewhat critical, these commentators deserve special
exoneration!

G. Brennan (*)
School of Philosophy, The Australian National University, Canberra, ACT,
Australia
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the agenda in Brennan and Pettit (2004). More broadly, that book is an
attempt to develop a systematic analysis of the role that esteem plays in
social and political life.

The primary focus of that earlier work was social esteem—the esteem that
is at stake when one’s actions and traits are observed by, and induce
evaluative attitudes in, others. Those evaluative attitudes are termed ‘(pos-
itive) esteem’2 in the case where others’ attitudes are favourable and dises-
teem when unfavourable. The esteem thereby enjoyed is taken to be an
object of desire for the actor, in the spirit of the Smith quotation above.
Accordingly, people will adjust their behaviour (and their character devel-
opment3) so as to increase the positive esteem they earn from their fellows
and to reduce the disesteem they receive. In other words, esteem operates as
a kind of incentive—a social currency that is silently transacted as individuals
undertake actions and as observers observe.

An important ambition of the earlier work was to develop analytic tools
and simple models designed to capture central features of the esteem
‘economy’—the social relations that govern esteem transactions, and the
behavioural tendencies to which esteem incentives give rise. However, the
earlier work deliberately gave only passing attention to the notion of self-
esteem. Following the spirit of the epigraph, the earlier treatment focused
on esteem as an essentially social phenomenon. On this account, as the
Smith quotation suggests, it is the esteem of others that counts: each
individual is taken to have an ‘original desire to please his brethren’ and it
is the approbation ‘of those brethren’ [my emphasis] that is ‘most flattering
and most agreeable to him’.

In the present chapter, I want to turn attention to the issue of self-esteem.
There are two kinds of questions that are of interest in this regard:

1. To what extent do the analytical categories developed in the treat-
ment of social esteem serve to throw interesting light on the phe-
nomenon of self-esteem? How far can we go in treating self-esteem as
just a special case of social esteem—the case, specifically, where the
identity of the actor and the observer/evaluator happens to be the
same? What interesting insights does such a perspective suggest?

2. When we include self-esteem in the overall picture of how esteem
operates within society, how if at all does that inclusion moderate the
conclusions drawn from exclusive attention to the ‘social’ esteem
case?
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In asking these questions, I am in part responding to two aspects of
commentary on the earlier work (mostly in seminars and other public pre-
sentations). One aspect is that commentators often slip, apparently quite
unconsciously, from using the term ‘esteem’ to referring to ‘self-esteem’ as
if the two were somehow identical. A more focused and direct challenge less
commonly met refers to self-esteem as the ‘dog that doesn’t bark’ in those
earlier treatments: as one critic put it, to talk of esteem without explicit
attention to self-esteem is to talk of Hamlet without the Prince! Both kinds
of comment suggest that somehow self-esteem is to be seen as the ‘real
game’ and that social esteem is to be understood mainly as a derivative
category—a view that on its face is precisely the opposite of Smith’s.

One possible response to this challenge is simply to assert that self-esteem
and social esteem are quite different categories, and the fact that the term
‘esteem’ appears in both expressions is just a linguistic accident. After all,
much common use of the term self-esteem seems to emphasise the aspect of
‘feeling good about oneself’ without bothering to distinguish different reflex-
ive attitudes that might be in play. In this way, self-esteem, self-confidence,
self-affection and self-respect become a kind of ill-differentiated amalgam of
reflexive attitudes. Moreover, self-esteem and related attitudes like self-
respect often seem to play a rather different role in moral and social theory
from that which social esteem plays—enrolled more in conceptualising the
self than in illuminating the notion of esteem.

It is worth underlining in this connection the fact that a significant
defining feature of esteem in the social setting (at least as we develop the
notion4) is that esteem is performance-based: B esteems A for a reason
(or reasons)—by virtue of A’s qualities or accomplishments or actions. For
B to remark that he disesteems A without being able to offer the reasons
why he does so strikes a bizarre note. Perhaps B more simply just hates A, in
a manner that is basically detached from reasons—but hatred is not dises-
teem! Esteem is precisely unlike love and hatred in this critical respect:
esteem involves grounds—and quite specific grounds at that.

My instinct is to preserve, for reflexive attitudes, the same repertoire of
carefully honed distinctions that we deploy in analysing people’s attitudes
towards others—and to insist that, even if ‘self-esteem’ in common parlance
often does more work than is contained in the idea of social esteem turned
reflexive, the notion of self-esteem ought to retain the critical feature of self-
evaluation and self-assessment—by reference, however, indirect and vague,
to specific performances in esteem-relevant domains.
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In any event, for the purposes of the argument here, I shall take exactly
that line. I shall want to treat social and self-esteem as being essentially of a
piece—as involving the same kind of attitude in the observer and having the
same kind of value to the performer/recipient. One implication of this
strategy is that a complete treatment of overall esteem does indeed require
the inclusion of self-esteem, alongside social esteem—and that a discussion
of social esteem in isolation is incomplete. Just how much difference giving
self-esteem its proper place will make to the analysis of overall esteem then
becomes part of the explanatory agenda.

The point of departure for this investigation, then, is the stipulation that,
in the case of self-esteem, the one individual plays both the roles relevant in
the social esteem case—that is, she acts both as actor and observer. In the
social esteem case, A acts in some esteem-relevant domain and is observed
by B, who spontaneously forms an evaluative attitude of A’s ‘performance’.
In the self-esteem case, A is the observer (and spontaneous appraiser) of her
own performance.

To conceptualise self-esteem in this way is to treat the self as more or less
continuous with other participants in the esteem ‘economy’. My role as
observer and evaluator of myself is like my role as observer and evaluator of
others. Enjoying the esteem (and/or suffering from the disesteem) of
others is like enjoying esteem from oneself (or suffering disesteem from
oneself). Of course, the self may have special features in all of these roles, but
the thought is that those special features can be approximated by features
that might in principle be possessed by particular others. There is on this
view nothing irreducible about self-esteem—or at least, if there is, that is a
fact to be uncovered rather than something to be assumed a priori.

Consider first A in her role as observer of others. The picture is that when
she observes those others operating in some esteem-relevant domain, she
spontaneously forms an evaluative response. ‘Great paper!’ she thinks to
herself. Or ‘Fantastic singer!’ Or ‘Courageous fellow!’ Or ‘What a liar!’ In
having these thoughts, she mobilises certain values and applies certain
standards.5 The presumption is that, when the performance she witnesses
happens to be her own, she will bring to bear more or less the same values
and more or less the same standards as she applies in evaluating others. I say
‘more or less’ advisedly here, because there are well-attested elements of
‘favouritism’ in self-evaluation that will require more detailed treatment
(specifically, in section ‘The Self as Observer’).

Now instead, consider the value of the esteem derived from self as against
esteem derived from others. There are two aspects here. First, there is what
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we might think of as a ‘quality’ aspect. The self may have some peculiar
features as an observer—access to special knowledge or non-access to
certain other knowledge—that lends the self-esteem a different quality
from that deriving from ‘third-persons’. Perhaps this difference between
self-esteem and social esteem is rather like the difference in the esteem of
someone who is an expert in the relevant domain compared with the esteem
(no less intense) of someone who knows nothing about the activity.

Second, there is what we might think of as a ‘value’ aspect. Suppose both
B and C esteem A for A’s X-ing and do so equally intensely; and that B and
C are equally expert in evaluating performance in the X-domain. There is
nevertheless nothing to require that the given amount of ‘equal-quality’
esteem from B and C will be worth the same to A. There will certainly be
some presumption to that effect if B and C are equally unknown to A and
are just ‘anonymous observers’ on the street. Or if B and C are equally good
friends of A’s. But suppose that B and C differ in precisely this kind of way.
We should not rule out the possibility that the strength/intimacy of A’s
relationship with the observer in itself influences the pleasure taken in any
esteem received (or the pain endured in any disesteem suffered), all other
things equal—and specifically the amount and quality of esteem/disesteem.
And if this is so for the value A places on esteem from different observers,
then there seems no reason why it could not be so for the observer A
specifically. There isn’t any a priori consideration suggesting that self-
esteem cannot be, say, especially highly valued.

However, the idea that the esteem of certain persons is worth more than
that of others, and the possibility that self-esteem might be especially
valuable in this way, does not suggest that the value of esteem to A overall
would be anything other than the sum of the value of the esteem derived
from the various sources. And if this is so, it implies that social esteem and
self-esteem are substitutes—that a higher level of social esteem can substitute
to some extent for low self-esteem, and obversely a high level of self-esteem
can substitute for low social esteem.6 And that substitutability thesis is what
I shall here assume.

The substitutability thesis is a claim, as we might put it, about the
‘demand side’ of esteem relations—about the agent’s utility function in
relation to esteem enjoyed. Of course, to make this claim is not to rule
out the possibility of certain inter-dependencies between social esteem and
self-esteem of a different kind—arising say on the supply side. However, it is
intended to rule out two specific possibilities about the relationship between
social esteem and self-esteem that seem to have some currency in the
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philosophic debate. One of these is the view that self-esteem is the thing
people really desire—and not social esteem at all: so, at best, social esteem
can only play a subsidiary role. The other is the view that social esteem is an
independent object of desire only in so far as the agent believes it to be
‘deserved’—only in so far, that is, as the social esteem supports and endorses
independently existing self-esteem. I reckon that neither of these supposed
properties holds in general; and it will be the object of section ‘Social
Esteem and Self-Esteem’ to dispose of both.

We can then proceed to examine the two basic questions that this general
approach invites. First, what are the special characteristics of the self as
observer? This question will occupy section ‘The Self as Observer’. Second,
what are the special characteristics of the self as a source of esteem? This will
occupy section ‘The Value of Self-Esteem’. The ‘Conclusion’ presents a
brief summary.

At various points in the argument, I will indicate behavioural hypotheses
that the conjectures suggest, and where I am aware of it, appeal to relevant
evidence in relation to these hypotheses. Of course, it is quite likely that
there is relevant evidence of which I am unaware—especially in the social
psychological literature. But in one way, that is all to the good,7 because
that evidence can be treated as if it were entirely ‘independent’, and used
either to refute or support the broader-grained conjectures. It should be
clear that my aim is not to survey, still less to generalise upon, available
empirical evidence—even though I shall help myself to relevant findings at
an appropriately amateur level where I am aware of them.

SOCIAL ESTEEM AND SELF-ESTEEM

As earlier indicated, the main object of this section is to reject two specific
accounts of the demand-side relationship between self-esteem and social
esteem. However, before broaching that issue, it may help to consider a
different connection, arising on the supply side.

Supply-Side Connections: The Epistemic Value of Social Esteem

In developing an attitude towards a performance and assigning esteem,
there is a necessary element of judgement. I, as observer, must assess the
actor’s performance—note its properties and locate that performance accu-
rately along the relevant metric of performance quality. Such a judgement
need not be especially fine-grained. I can, when I go to a lieder recital, be

62 G. BRENNAN



transported by the beauty of a voice, impressed by the intelligence and
appropriateness of the interpretation, delight in the choice of repertoire—
all this, without necessarily enquiring of myself whether this performance
was actually superior to one by Fischer-Dieskau witnessed in 1971, or by
Lisa della Casa in 1968, or Elly Ameling in 1981, all of which were
comparably captivating. I just assign this performance to that larger ‘blow-
away’ class and esteem the performer accordingly. But aesthetic judgements
of this kind have an epistemic dimension and can be disrupted by intelligent
critique by a fellow aficionado. Perhaps the tempo of the opening song was,
after all, too slow. Or the vocal treatment just a bit too robust. Or the
breathing in that final long phrase disappointingly obtrusive. I can have my
attention drawn to these features—and either make a contrary claim or
come to see the force of the critique (We singers are a tough bunch!).
Equally, my judgements can be endorsed or rejected by others for whose
judgement I have respect. We can wax lyrical together about just how
transporting the performance was—and remind each other of the features
we found especially delicious—or get down to a decent squabble.

Of course, in an environment of more or less common values, where
everyone is pretty much agreed on the various dimensions of X that are
relevant in forming appropriate attitudes in relation to a performance in the
X-domain, having our judgements endorsed by others gives us good reason
to consider them more secure. This is an idea that is formalised in the
Condorcet jury theorem, and derives from the notion that, unless there is
a presumption that people’s judgements are on average wrong, then larger
numbers of independent observations add to the epistemic authority of the
predominant view. So there is good reason for me to feel that my judgement
of the quality of A’s X-performance is well-grounded if most others agree
with my assessment. Given that the esteem others assign A reflects their
judgement of A’s performance in the X-domain, then the amount of esteem
forthcoming operates as a proxy for their quality judgements. After all, it is a
necessary feature of self-esteem that the judgements on which it is based are
singular. Adding additional observers bolsters the authority of those judge-
ments. Accordingly, my self-esteem will be more securely grounded if it is
endorsed by social esteem: I can be more confident that my judgements of
my own ‘performance quality’ are accurate if those judgements are shared
by independent others, provided only that I have reason to believe that
those others share my values. In this sense, social esteem and self-esteem
tend to be ‘complementary’: self-esteem will be worth more (because more
securely grounded epistemically) if it is buttressed by social esteem.
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I consider this an important point; but I certainly do not think that it
exhausts the relationships between social- and self-esteem. Nor of course,
do I think it should be taken to suggest that, ultimately, the only thing
people value is ‘self-esteem’. That would be a total non sequitor! The
evidentiary complementarity (EC) property arises on the observer side of
the esteem relation: the claim that only self-esteem has ultimate value to the
actor is a claim arising on the actor side of the esteem relation. This latter
claim and the EC property are logically independent.

Demand-Side Factors: Three Possibilities

What is the relationship between the value of self-esteem and the value of
social esteem to the performer/beneficiary? I want to lay out three possible
answers to that question and try to dispose of two of them.

To distinguish these possibilities, let me set them in contrast to my
preferred option.

(a) Possibility one (preferred option): Self-esteem and social esteem are
basically elements of an overall aggregate ‘esteem’. The self operates,
in principle, just like any other observer. Of course, the self may have
some unusual properties both as an observer and as a source of
esteem. But on my approach, persons other than the self might, in
principle, also have such properties. And indeed, differentiating
between cases on the basis whether others do or do not have the
relevant properties allows us to test claims about the distinctive
features of self-esteem.

(b) Possibility two: Self-esteem, not social esteem, is the thing that
individuals really desire. Social esteem has no independent value.
But because social esteem is based on a judgement of performance
level (just where in the spectrum of possibilities the actor’s
X-performance lies), social esteem can play the auxiliary role of
providing epistemic authority to judgements relevant to self-esteem.
So social esteem, or something that social esteem entails, operates as
an input into self-esteem, and therefore has derivative significance.
But that is its sole significance.

(c) Possibility three: Social esteem is valuable to the agent only to the
extent that the agent believes it to be ‘deserved’. In that sense, social
esteem and self-esteem are related only in special circumstances. Self-
esteem is driven by the values of the agent and by the agent’s own
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assessment of her (own) performance level. If observers’ values are the
same as the actor’s, and if observers’ judgements about performance
level are credible to the actor, then social esteem (or disesteem) has
value (or cost) to the actor—otherwise, social esteem is irrelevant.

As already indicated in section ‘Supply-Side Connections: The Epistemic
Value of Social Esteem’, I think (ii) gets one aspect of the relationship
between self-esteem and social esteem right. Its mistake is to think that
social esteem can be reduced exclusively to that role.

Possibility (iii) raises the important case, where there is heterogeneity of
values—specifically, the special case where the actor’s own values (call these
V) diverge from those (denoted M) prevailing in the rest of society. For
simplicity, consider three cases:

(a) Where V and M coincide;
(b) Where V and M are entirely independent in that they involve differ-

ent but independent activities as relevant domains of evaluation. So
V takes X to be a valuable activity; M takes Y to be a valuable activity
(and not X). Apart from the natural limits on time and energy to
devote to X and Y, which make the pursuit of X and Y competitive, X
and Y are unrelated.

(c) Where V and M are directly opposed. So V holds that X is desirable;
M holds that X is undesirable. Any self-esteem A enjoys by virtue of
his good performance in X automatically attracts social disesteem by
virtue of A’s poor performance in ~X.

The three possible relationships between V and M and the three possible
relationships between self- and social esteem listed in (i), (ii) and (iii) create
a three-by-three matrix of possibilities that is depicted in Table 1. I shall
focus on just two aspects of the comparisons across entries in the matrix:
first, whether the EC property is present or not; second, on the size of the
behavioural incentives in play. Such incentives can be large, medium or
small and can apply to X or Y. ‘Large X’ is to be read as saying that the total
esteem-based incentive to improve X-performance is large. ‘Small X’ is
taken to include the possibility that the X-incentive might be negative.

The reason for focusing attention on the ‘size of the incentive’ in relation
to activity X (and/or Y) is because that incentive (to pursue esteem) has
behavioural effects, which can be used to ‘test’ the different models in those
cases where the incentive size differs. If, for example, we want to test model
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(iii) against (ii), we consider a case where the performer’s values and the
prevailing values in the rest of society are identical. We then consider a
situation in which (e.g.) the forces of social esteem are increased—say by
making A’s performance more conspicuous among a larger number of
people. If A devotes more effort to improving his performance in response
to the social esteem thereby forthcoming, then we would reject model (ii) in
favour of (i) or (iii). Or suppose we take a case where we think A’s values
diverge from the prevailing ones. Then making A’s performance in some
arena for which he has no value (or low value) more salient among a larger
number of people would have no effect if (ii) and (iii) are right—but would
have an effect if (i) is right.

This is what I mean by ‘behavioural implications’ and I am going to use
these in association with relevant evidence to cast doubt on models
(ii) and (iii).

Some remarks about the table. First, note that the different models of
esteem relations make no difference to the EC property. Someone who, for
example, thinks that only self-esteem matters will still take notice of social
esteem if it has ‘epistemic value’. Note too that social esteem does have
epistemic value of a kind when V andM are directly opposed: the fact that A
endures social disesteem for his good performance in X reinforces his belief
that his X-performance is indeed good!8

Second, note the differences in behavioural implications across the three
models of esteem relations:

In the case of value equality, ‘deserved esteem’ and ‘simple additivity’ will be
identical—there will be a bigger behavioural effect (more X-effort) associated
with social esteem in those cases than in the ‘self-esteem only’ case.

Table 1 Esteem incentives

Esteem relations

Value relations (i) Simple additivity (ii) Self-esteem only (iii) ‘Deserved’ esteem only

(a) Identity (V¼M) EC
Large X

EC
Medium X

EC
Large X

(b) Independence ~EC
Medium
X/mediumY

~EC
mediumX/zeroY

~EC
mediumX/zeroY

(c) Opposition EC (negative)
Small X

EC (negative)
Medium X

EC (negative)
Medium X
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In the case of independence and opposition, the ‘self-esteem only’ and
‘deserved esteem’ cases will be identical.

The ‘simple additivity’ case will be different in two respects: A will be
induced to improve Y-performance in the independence case; and A will face a
net small (possibly negative) X-incentive in the opposition case.

In this light, consider the (independently interesting) case of ‘pluralistic
ignorance’.9 The characteristic feature of this case is that most people
believe that most other people believe that some activity X is estimable.
The latter belief happens to be false; but it is false in a manner that is hard to
detect, because the same forces of esteem that encourage the X behaviour
discourage confession of the view that X behaviour is dis-estimable. The
classic example is binge-drinking among teenagers. Most teenagers (so the
argument goes) think that most of their peers think that binge-drinking is
‘macho’ and that to refrain from binge-drinking would be to reveal yourself
as a wimp. They observe that binge-drinking is widely practised and induce
from this fact that others think that binge-drinking is ‘a good thing’. They
comply with what is the prevailing norm. And they do not publicly question
that norm, because to do so would be to reveal oneself as a wimp—the same
sort of wimp that refrains from binge-drinking! In fact, however, anony-
mous questionnaires reveal that many of the group actually think binge-
drinking is pretty disgusting. And when this fact is revealed to the group, the
amount of binge-drinking goes down.

Accepting this evidence at face value, what it suggests is that social
esteem is a significant behavioural influence quite apart from any epistemic
value that the esteem is taken to generate. Presumably, given their actual
attitudes to binge-drinking, the teenagers in the example derive some self-
disesteem from their drinking performances. They know that they are
behaving in a manner that is ‘pretty disgusting’. After all, they cannot be
in any doubt about the fact that they are indeed binge-drinking.10 But any
self-disesteem is offset by what the drinkers take to be the esteem they
receive from their peers. And when the peers’ true values are revealed, and
the social esteem drinkers are actually getting is accurately perceived, then
predictably binge-drinking declines.11

I do not think there is anything surprising or especially controversial in
the idea that social esteem is desired by individuals for its own sake (and
hence that it exercises behavioural effects). To attempt to reduce everything
to self-esteem just seems to be a mistake. But of course this is not to say that
self-esteem is irrelevant or second order. The right conclusion to draw
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seems to be that social esteem relates to self-esteem in potentially two ways.
First, social esteem may be an input into self-esteem in that it may provide
epistemic warrant for A’s judgements about her own performance quality
(and conceivably about her values, though I do not focus on this aspect
here). Second, social esteem is desired in addition to self-esteem—and, as
the pluralistic ignorance example indicates, not necessarily less extensively
desired.

In relation to this latter aspect, it is worth bearing in mind all those cases
in which it seems self-evident that being externally observed affects behav-
iour. So, for example, in the famous Ring of Gyges fable, Plato contends
that possession of a ring that can make you invisible at will, serves to expose
you to all kinds of temptations that, if visible, you would be able to resist
(and indeed that might remain effectively unthinkable to you.) The impor-
tant point to bear in mind in the current setting, however, is that, though
the ring makes you invisible to others, it does not make you invisible to
yourself! Self-esteem remains as a discipline. But not, Plato seems to have
thought, a sufficiently strong one. Of course, neither I, nor Plato, need
argue that self-esteem is no discipline at all. Just that social esteem plays a
significant additional role.

We do not need to appeal to fables alone here. There is the interesting
case of a ‘hand-washing experiment’ undertaken in the New York public
lavatory system.12 It was observed (via hidden cameras) that 40% of indi-
viduals who occupy the bathroom precincts on their own, washed their
hands after use; whereas when the bathroom was inhabited by another
person—a potential ‘observer’—80% of subjects washed their hands.
Now, the solitary occupant can certainly observe herself as a hygienic
hand-washer: all the forces of self-esteem are present when she is the sole
occupant. But that seems not to have the same effect as when there are
others around who might observe and make judgements about the hygiene
or otherwise of the actor! The obvious conclusion is that self-esteem is not
all that is in play.

None of this is of course, enough to show that, for the demander of
esteem, self-esteem and social esteem can be simply aggregated into a single
‘overall esteem’measure. And actually, this is a much stronger claim than is
required. My chief object here is just to cast doubt on two variants that see
self-esteem as the ‘major game’ and social esteem as a residual category.
That conclusion just does not seem to be justified empirically.

There is a further point to be made in relation to self- and social esteem,
relating to the options open to individuals to increase the overall esteem
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they enjoy. Short of deliberate self-deception there is probably not much
you can do to increase your self-esteem—apart, that is, from improving your
performance. Social esteem is different in this respect. There are a number of
things you might do, given your performance level, to increase your social
esteem. First, if your performance is in the positive esteem range, you can
seek to garner greater attention—to stand in the light, as it were. [Equally, if
your performance is in the negative esteem range, you can seek ‘privacy/
secrecy’.] Or you can seek to locate yourself in a league where your perfor-
mance will appear better relative to your natural comparators than in
another league where you will not shine so much. Or you can join groups
that enjoy a high reputation and exploit possible economies of scale in
reputational effects.

The effect of these social-esteem-augmenting strategies on incentives to
perform at a yet higher level is ambiguous. On the one hand, when you
secure greater attention, the esteem on offer from better performance is
greater. On the other hand, attention-seeking may itself be somewhat
dis-estimable; and in any event, it engages time and effort and imagination
that might otherwise have been devoted to performance enhancement.
Besides, when your social esteem rises to a threshold level, it might pay
you to ‘rest on your laurels’.13

The general implication of this section is that once the ‘self’ is treated
more or less as any other observer, then social esteem and self-esteem are
seen as elements of the same kind, more or less aggregating to form a
measure of ‘overall esteem’. This simple formulation seems broadly consis-
tent with such evidence as I have been able to uncover on the matter, and of
course has the virtues of simplicity and analytical tractability. One important
implication of this formulation is that self-esteem must always be viewed
against the background of the aggregate: it is social esteem plus self-esteem
that is the behaviourally relevant parameter.

THE SELF AS OBSERVER

If the self is more or less the same as any other observer conceptually, that
does not of course imply that the self as observer does not exhibit certain
special features. Rather it suggests that we can explore the properties of self-
esteem by thinking of properties of observers that would make an empirical
difference in the social esteem case.

In that social esteem case, individuals differ as observers. Some are just
more attentive as a general matter. Some are expert in the X field and
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more sensitive to relevant differences in X-performance. The esteem
(or disesteem) of more astute, more refined, more expert, observers will
naturally count more: it is, as we might put it, of ‘higher quality’. So it is
natural to ask what the special characteristics, if any, of the ‘self’ as observer
are. In addressing this question, we consider various possible such charac-
teristics in turn.

1. Partiality: If we ask a number of people who are acquainted with
each other to give themselves and the others a score based on certain
desirable characteristics—charm, intelligence, good looks, affability,
honesty, courage (etc.)—certain systematic patterns emerge. People
routinely score themselves somewhat more highly than others do. In
fact, there is only one group of people whose self-assessment matches
what others think of them—namely, the clinically depressed. On
reflection, this fact is itself somewhat depressing. The message
seems to be that others find you less charming, less intelligent, less
good-looking, less honest, less trustworthy than you think you are.
The only consolation (if it is one) is that we seem to need this cushion
of illusion to function as ‘normal people’. In short, and the clinically
depressed apart, we are partial to ourselves in making evaluative
judgements of our own performances.14

There is a sense in which this self-partiality connects to our sociality. If
people believe that their characteristics are more estimable than they are,
then they will have esteem-seeking reason to place themselves in environ-
ments where they will be observed. If people were aware what others really
made of them, then they would have (social and hence aggregate) esteem-
based reasons to act more often ‘in private’. And thus diminish the esteem-
based incentives to behave as well as they do!

It may pay to distinguish two possible mechanisms by which this partial-
ity might come about. First, you may have a distorted perception of your
own performance—your judgement of where along the X-performance
dimension you lie may suffer from sympathetic magnification. Alternatively,
you might apply different standards to yourself than you apply to others—
and specifically, lower standards. Perhaps you expect less of yourself. Per-
haps you think that yours is a special case. Perhaps your judgement is
distorted by self-affection. ‘Geoff’ you say to yourself. ‘Not a bad chap,
really. Certainly imperfect, but all those inadequacies are mere peccadilloes.
And in their own way, slightly endearing.’ The same kinds of distortions
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that doting mothers bring to their children’s performances in the primary
school play, the self may bring to assessment of own performance in arenas
like honesty, punctuality, consideration for others, hygiene, sense of respon-
sibility and so on.

Or perhaps it is not so much that one’s self-assessments are too generous
but rather that our judgements of others are too harsh. Again, perhaps this is
because we apply excessively high standards; or because we are uncharitable
in our judgements of how good others’ performances are—applying not so
much sympathetic magnification to our own performances as rather mean-
spirited de-magnification of others.

It is doubtful whether such distortions are entirely conscious: it is difficult
to see how one could bring such partisan evaluations of the same quality
performance to bear entirely consciously. This is why the moral life includes
a measure of serious and, as far as it is possible, ‘objective’ self-evaluation.
Still, one can be more or less hospitable to such self-examination, and more
or less casual in its application. Just as some observers are less attentive or
more easily distracted than are others, so some people may be especially
inattentive to their own performances—or attentive in the wrong way.

Short of having any inclination towards clinical depression, however,
most of us cannot be entirely unaware of the possibilities of partiality.
That presumably is why for Smith (as for countless other moral theorists)
it is the impartial spectator to whose stentorian voice moral sensibilities
attend. And such partiality also suggests why social esteemmight actually be
more reliable than self-esteem. The neighbours may actually be a better
approximation to the ‘impartial spectator’ than the all too cosy, benignly
disposed, ‘man within the breast’.15

2. Epistemic Access: We know things about ourselves that others can-
not know with equal authority. Some of those things are relevant
for esteem assessment. For example, to the extent that esteem
attaches to motives and dispositions rather than actions, the self
seems decidedly better placed to assess esteem-worthiness than any
external observer—even perhaps one who knows you quite well. A
knows of himself, for example, that he gives money to charity almost
exclusively because he wishes to be thought generous by his peers. He
calculates whether, if he refrains from making his contribution, others
will find out—and what the chances are that he might get away with
it, and so on. In short, A knows that he is not really a benevolent
person. Others may esteem him as such, but he cannot garner any
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self-esteem on this front. And this consideration means that self-
esteem is likely, other things being equal, to mean more to A. Social
esteem is just too ill-informed to be authoritative.

There are, however, other cases where one’s own judgement of ‘perfor-
mance’ is seriously lacking—not for reasons of partiality but because of the
nature of what is being observed. In the normal course of events, you
cannot see your own face. And you know, from tapes replayed, that your
voice sounds different to others than it sounds to you. And you are sensitive
to the case of halitosis—something that, if the dental ads are right, we have
to rely on our ‘best friends’ to tell us about. In such cases, you will be
dependent on others to assess your ‘performance’. ‘How do I look?’ ‘How
did I sound?’ ‘Do I have bad breath?’: these are questions that you need to
have answered by others before self-esteem or self-disesteem can be based
on much more than mere suspicion.

In short, it shouldn’t be assumed that superior epistemic authority lies
either with the self or with others: this is a case-by-case matter. And of
course, we can say what it is about the cases that is relevant: viz., the relative
capacities of internal and external observers to make accurate judgements of
performance quality. For example, consider two estimable domains—X and
Z. In the X-case, esteem-worthiness is largely a matter of the agent’s
motivation: we give esteem not so much for the act as for the disposition
that the act signifies. We might be concerned whether a person is ‘truthful’
in the sense that she tries to say what is true, rather than whether her beliefs
are accurate: someone may say many things that happen to be false, on this
reading, and still be a truthful person, because whenever she says something
that is false she sincerely believes it to be true. But she knows this of
herself—that she has a disposition towards truthfulness—and she can
esteem herself on that basis.

In the Z-case, the relevant performance is such that the actor is neces-
sarily a poor judge of its quality. The reasons for this might be varied: it
might be that the case is like the bad breath one. Or it might be that the act
of performance somehow occludes the possibility of observation. Or it
might be that the performance itself is of an intrinsically relational kind
such that its success depends on its bringing about some response in
someone else. Being a good communicator might in certain contexts be
an object of esteem: but ‘good communication’ is a matter of others getting
your message, and requires the relevant response in the others for the
communication to count as good. Being a ‘good lover’might be considered
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similarly. The ‘good lover’ or the ‘good communicator’ cannot assess
performance unilaterally. A person knows she is good in such cases because
and insofar as she is esteemed by others.

Accordingly, self-esteem will be a larger share of overall esteem in X-cases
than in Z-cases: in those latter cases, social esteem predominates. But what
of cases that are not especially of the X- or the Z-type—where the self has no
special knowledge beyond being close to the scene of action as a matter of
course? In general, there seem to be two epistemically relevant consider-
ations; and they go in opposite directions. Social esteem has going for it the
fact that the number of judges assessing your performance and locating it
along the relevant spectrum is greater. You might think that a scholarly
paper you have written is a ‘really nice piece’—but you are only one among
(we hope) potentially many readers. For reasons already mentioned, if the
body of professional opinion on the paper is less enthusiastic, there is good
reason to think that they are right and you are wrong—in no way different
from the case in which you have an eccentric judgement of a paper not your
own. Unless you are an especially good judge of such things (and maybe
even then) the odds, other things equal, favour backing the views of the
larger mass—this, provided that the average reader is more likely to make a
right than a wrong assessment.

This consideration weighs in assessing particular papers. But the self has
an advantage over others when it comes to making a more global assessment
of your performance overall—namely, that the self is likely to have a larger
sample to draw on. Sadly, there can be few readers as well acquainted with
your work as you yourself. You have read everything you have written;
whereas most of those others have just read a few pieces here or there.
When it comes to making an assessment not just of this chapter or that, but
of your general qualities as a scholar, the self has some advantages. The
reason why no man is a hero to his butler (if this is indeed true) relates to the
fact that the butler has a wider sample of performances to draw on. When
you are an observer, sheer proximity counts! Accordingly, supposing that
we are not dealing with a case where there are special problems of self-
assessment (the X-type), the self has one significant advantage—that of
perpetual presence. For instance, the self can know whether a failure to
wash your hands after using the public lavatory is just an unfortunate lapse
or whether you really are something of a dirty slob. The casual anonymous
fellow-user who happens to observe your lapse cannot know this.16

Finally, we should note one set of cases where the value of epistemic
considerations is reduced. The cases we have considered so far are ones in
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which esteem (and disesteem) is assigned in larger or smaller amounts
according to the level of ‘performance’. Epistemic considerations bear in
assessing where in the spectrum of good/bad performance a particular
performance or set of performances lies. But not all esteem-relevant cases
are like this. In some (like the hand-washing case), the real issue is not how
assiduously you wash your hands, but whether you do so at all. Providing
your observance of the prevailing norm is not so perfunctory as to not count
as observance, the real issue is whether you act as required—whether you
wash your hands or not, say. In cases where esteem and disesteem are based
on this sort of on/off case, the epistemic demands are significantly reduced.
Usually there is not much doubt about whether a subject washed her hands
or not (more generally, complied with the prevailing behavioural norm or
not). In such cases, most of the epistemic considerations just become
second order. The one that remains is the fact of ‘perpetual presence’.
The self can observe ‘how oft he offendeth’: only very ‘close’ observers—
butlers, spouses, parents, long-standing colleagues perhaps—compare with
the self in this respect.

The aim of this section has been to explore the distinctive features of the
self qua self as an observer. The object in this endeavour has been twofold:
first, to isolate some of the properties of self-esteem that might distinguish it
from social esteem; and second, to suggest arenas or activities where self-
esteem is likely to represent the ‘main game’ in overall esteem stakes.
Partiality is one important feature of self-esteem, though of course it is
not unique to self-esteem. Some observers are likely to show partiality in
assigning esteem to particular others—often because of personal connec-
tions of one kind or another (connections of affection say) that are similar in
kind to the connections most normal individuals have to themselves.

The epistemic privilege issues are more complicated—precisely because
they are not systematic across all cases. Several distinctions seem important.
Those between:

• Esteem-relevant performances that are ‘on/off’ (e.g., a matter of
complying with a well-defined norm) and performances that come
in degrees. Epistemic considerations weigh more heavily in the
latter case.

• Performances that are predominantly ‘action’-defined and perfor-
mances that are significantly ‘motive’-defined. Social esteem is more
important in the former class—self-esteem in the latter.
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• Single incident cases (the quality of your appearance in tonight’s
opera) versus more temporally extended cases (the quality of your
lifetime career). Again, self-esteem seems more significant, because
more authoritative, in the latter case.

In lots of cases—instances of specific behavioural incentives based on
esteem—self-esteem does not seem likely to play an especially predominant
role. Self-esteem is most relevant for cases where the object of esteem
(or disesteem) is a matter that reflects performance over a long horizon
and where there are important elements of motive and disposition involved.
In short, self-esteem is more important when the object of esteem is what
we might refer to as a person’s character. This is, perhaps, hardly an
astounding conclusion. But what I think is mildly interesting is that this
‘unsurprising conclusion’ emerges not as a matter of direct observation but
rather as a proposition derived from an examination of the special features of
the self as observer. And the fact that the conclusion is unsurprising (if it is a
fact) provides some support for the general picture of self-esteem that is
offered here.

THE VALUE OF SELF-ESTEEM

In the preceding section, I examined the ‘quality’ of self-esteem, based
mainly on epistemic considerations—the authority of the judgements
made that underlie esteem. In this section, I want to examine the issue of
the value of esteem from different sources, other things including epistemic
authority equal.

1. The affection dimension: The esteem of different observers may be
worth different amounts to you—not just because some ‘observers’
are more alert, more discriminating or better placed to assess, but also
because you desire their esteem in particular. That is, the same level of
esteem with the same epistemic authority coming from two different
people need not be valued to the same extent. This aspect of reality
was backgrounded in the book-length analysis of social esteem
because our aim was to treat esteem as a general phenomenon—not
something that needed to be mediated by a catalogue of other more
personal relations. But it certainly does not seem implausible that the
esteem, say, of your mother matters especially to you by virtue of the
fact that she is your mother; or the esteem of your partner by virtue of
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the fact that s/he is your partner; or the esteem of a much revered
teacher, by virtue of his being a much revered teacher.17

It might seem as if this observation is similar to the discussion of ‘par-
tiality’ in the previous section. But the point is quite different. It may well be
that your mother is partial to you—inclined to overlook your mistakes and
focus on your little successes. This means that she will, other things equal,
give you more esteem than would a more objective observer. But the crucial
question here is what that esteem is worth to you—whether the esteem of
different persons, otherwise identical in ‘esteem-units’ is necessarily worth
the same. Consider, for example, the mother who is actually niggardly in her
assessments of her children—Woody Allen’s mother perhaps. Her esteem
may be reluctantly given, but it may genuinely matter to Mr. Allen that he
gets as much of it as possible. And he will need a lot more esteem from other
persons to adequately substitute for the disesteem he routinely receives from
the maternal source.

In any event, the possibility that esteem must be denominated by its
source for evaluative purposes is not at all implausible. And once this
possibility is allowed, the question naturally arises as to the status of the
‘self’ in this respect. Is there any reason to think that the esteem that comes
from the self has a special value?

At this point, issues of self-affection and self-esteem come together. I
think it plausible that self-affection (an attitude that may be simply founda-
tional and not derived from any particular considerations) may have the
effect of augmenting the value that esteem from the self might possess to the
self. However, it is worth noting that this augmentation effect is a
two-edged sword: if I perceive my overall performance as ‘below par’ then
the self-disesteem that I suffer will also be augmented. Self-affection and
self-esteem are not uniformly positively related—so the augmentation
effect, if present, does not make any case for muddying the distinction
between the two concepts.

2. Testimony effects: One source of difference that can arise in the
social esteem case lies in the differential capacity of different individ-
uals to operate as testifiers: the esteem of a Nobel Laureate in the
academic setting, or a distinguished critic in the musical one, is likely
to be more valuable simply because, if it becomes known that you are
esteemed highly by that person, that tends to generate greater esteem
from others. In particular, you may be able to enrol that Nobel

76 G. BRENNAN



Laureate in writing references for you; or ensure that the distin-
guished critic in question is the one invited to review your
performance.

And of course, esteem from such persons can increase your self-esteem,
for epistemic reasons we have already examined. But here, the question is
whether this ‘testimonial’ value is something that you can produce for
yourself. And it is pretty clear that that is not the case. It is one thing for
your Nobel connections to testify to your excellence and another entirely
for you to do that for yourself. Self-promotion is in most contexts distinctly
dis-estimable and the wise esteem-pursuer eschews it altogether.18 As the
eighteenth-century satirist, Edward Young (1968) rather nicely put it:

The love of praise, howe’er concealed by art,
Reigns more or less and glows in every heart.
The proud to gain it toils on toils endure.
The Modest shun it—but to make it sure!

In short, whatever differences in testimonial capacity there might among
different possible observers, such differences provide no basis for especially
valuing self-esteem. On the contrary, other things equal, the esteem of
others will be more valued, precisely because those others are much better
placed than you are to act as suppliers of favourable testimonial on your
behalf.

3. Humean multiplications: Hume famously remarked that we value
more highly the esteem of those who are themselves more highly
esteemed. This may be for testimonial reasons. Or it might be because
those who are highly esteemed are better judges of good perfor-
mance—as evidenced in their own capacity to perform. But perhaps
neither testimony nor evidentiary effects fully explain the phenome-
non: it might be just a brute feature of the esteem economy.

Supposing this to be so, it offers an additional reason why social esteem
might be a positive input into self-esteem. If I am highly esteemed by
others, then the esteem I feel towards myself (as well as towards others)
will carry more weight. If I have positive self-esteem, then the Hume effect
will mean that that self-esteem will be worth more to me by virtue of the
high social esteem I enjoy. But again, obversely, the social esteem I enjoy
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will also increase the bite of self-disesteem should my self-evaluation be
negative.

It is worth noting that when Hume talks of the esteem people enjoy, he
seems to have in mind the social esteem they enjoy. You are unlikely to think
that my esteem is especially valuable to you just because I have huge self-
esteem. For these purposes at least, self-esteem does not cut much ice. If it
has any influence at all, it looks to be negative: the esteem of someone who
is highly esteemed by others but who evidently has low self-esteem is likely
to be diminished in value. We might wonder, for example, what it is that
such a person knows about himself that we do not know. In this sense, I am
inclined to think that the main source of the Hume effect is evidentiary. And
that Hume’s point about the value of observer esteem is best understood by
reference to the observer’s social esteem specifically (and not overall esteem,
or a fortiori self-esteem).

One implication for self-esteem lurking in the Humean formulation is
that, if I have high self-esteem, I will be inclined to think that that self-
esteem has high value. If by contrast I have low self-esteem (by which I, like
most people, mean self-disesteem) then I will be inclined to think that my
own attitudes to myself don’t matter so much. Why care about the dises-
teem issuing from someone whose esteem level makes him of little account?
What this means is that the value of self-esteem, aggregated across individ-
uals in a given community, will be higher than otherwise. People with high
self-esteem will value that esteem more than people with low self-esteem
will suffer from their self-disesteem, ceteris paribus.

4. Perpetual presence again: In the previous section, mention was
made of the epistemic implications of ‘perpetual presence’. There,
we noted that self has a larger sample of esteem-relevant episodes to
draw on than the typical other, simply by virtue of the fact that the self
is always around. The same fact has a more direct and simple applica-
tion in relation to the self as a source of esteem. It is, I think, self-
evident that the attitudes of those with whom you most commonly
intersect are more significant to you than the attitudes of those with
whom you intersect rarely. When, for example, you are trying to
‘choose the right pond’, you do so in part with an eye to the esteem
you will enjoy within that pond. You will, when you reflect on it, be
aware that others outside the pond may well have attitudes towards
your performance, but these will not be salient to you in the way that
the attitudes of those close around you will be. A may know that B
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thinks ill of A’s honesty—but A is surrounded by persons who con-
sider A pretty honest by most standards. A confronts B’s disesteem in
its full flower only on the rare occasions when A confronts B. And in
that respect B’s disesteem matters to A less. In short, it is the attitudes
of those most immediately about you that bear most on the esteem
you actually enjoy.

But of course, the self is especially privileged here. The self is your
constant companion: the self’s attitudes are, for better or worse, always
present to you. You have for that reason especially strong motives to stand
high in the eyes of self. The same might of course be said of one’s spouse, or
a very close professional colleague or people with whom one shares a house.
These persons too have a special status—merely by virtue of being around
most of the time. Of course, people can shift households and places of work
and even change spouses. The self is, absent desperate extremes, impossible
to shift!

The ‘perpetual presence’ consideration is to be distinguished from giving
special weight to self-esteem as a direct object of desire. Perhaps one will
have a preference for self as a source of esteem, much like a possible
preference for one’s mother’s esteem—based purely on relational consider-
ations. But that is a different issue—even though the points have similar
effect: self-esteem looms larger as a share of total esteem as a result.

At the risk of repeating the obvious, I want to underline one conclusion
of the argument in this section. I have already noted that any ‘partiality’
towards oneself as an esteem source is to be distinguished from the ‘partiality
in the assessment of own-performance’ discussed in section ‘The Self as
Observer’. This distinction is not just conceptual. The ‘partialities’ have
different effects on self-esteem incentives. Source-partiality of the kind
discussed here means that self-disesteem no less than positive self-esteem
will be weighed more highly. There is no necessary implication that, because
the self-esteem matters more than the esteem of any other observer, the self
will be more generous in assigning esteem to the self than would any
external actor. Of course, knowing that this favouritism to self is likely,
considerations that lend self-esteem a higher weight in overall esteem will
increase the effect on overall esteem of any favouritism in play. But it is
perfectly possible, even with the favouritism bias, that the self will have
reason to disesteem her performance in some given arena—and if her self-
esteem matters more to her, that disesteem will weigh more heavily with
her, not more lightly!

SELF-ESTEEM 79



CONCLUSION

The object of this chapter has been to explore the notion and some of the
effects of self-esteem viewed through the lens of social esteem.

One relevant question, as I have seen it, is this: does the addition of
self-esteem as an important category of esteem significantly affect the
behavioural implications of esteem as a social category? Put another way,
does the ‘economy of esteem’ look significantly different when self-esteem
is given its proper (important) role in the overall picture?

My answer to this question is broadly in the negative. If the esteem one
receives overall is an amalgam of self-esteem and esteem of others, the same
basic structural features and the same essential behavioural implications
emerge. Provided that the values that individuals use in self-assessment are
the same as those they use in the assessment of others, the same general
esteem incentives will be in play. And this remains true even if, as seems to
be the case, individuals routinely apply rather less stringent standards to own
performance than they apply to others. (i.e., they have higher self-esteem
than an external assessment of their performances would warrant.)

One might respond to this answer by remarking that that is a rabbit I
have already put into the hat. By framing self-esteem in the deflationary way
I have, identifying the self for the purposes of the exercise as ‘just another
observer’ and trying to isolate the special features of self-esteem by identi-
fying the properties of self as observer/evaluator, I have shoe-horned self-
esteem into a social esteem framework and that this shoe-horning loses
more than it gains. I see the force of this charge in principle. In particular, I
can see that viewing the self in relation to self-esteem as much like an
external observer might fail to recognise the distinction between the ‘inter-
nal’ and the ‘external’ point of view—and might ultimately fail to take the
constitution of self seriously. But in practice, I find the charge leaves me
reasonably undisturbed. Certainly, I resist the claim that self-esteem
(or even deserved esteem) is the main game in town and that social esteem
is just a sort of residual category that might in congenial circumstances
support the forces of self-esteem and is otherwise irrelevant. I do not
think the behavioural evidence supports this view.

The other question at issue in this chapter is whether useful light can be
thrown on self-esteem by examining it through the lens of social esteem.
And here I am inclined to answer in the affirmative. To be sure, what one
thereby analyses may be somewhat different from what passes for ‘self-
esteem’ in popular discourse, where the distinctions between a variety of
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reflexive attitudes—self-affection, self-confidence, self-recognition, self-
knowledge and self-esteem—are not well-drawn. My instinct is to think
that there is a case for drawing such distinctions and affixing labels appro-
priately—and that drawing the analogies between self-esteem and social
esteem more rather than less closely is likely to be helpful in this connection.

NOTES

1. See, for example, the discussion of norms and contracts in Collective Action,
pp. 216–219.

2. The terms ‘esteem’, ‘approbation’ and ‘favourable regard’ are taken to be
equivalent here.

3. People can be esteemed both for actions and for ‘character’ (or dispositions).
For example, a soldier might be esteemed because he performed some heroic
act—and it is the quality of the act as such that elicits the esteem of others. Or
he might be esteemed because that act indicates that he has a courageous
disposition. In this latter case, if it turned out that he had performed the act
for non-courageous reasons (say, because he wanted the rewards of promo-
tion and esteem), then the esteem forthcoming would be diminished and in
the limit extinguished. For our purposes here, it won’t be significant whether
the object of esteem is action or disposition. But we do need a term to cover
both cases: accordingly, we shall use the generic term ‘performance’ to cover
all cases.

4. Following of course the tradition for which Smith is merely a representative
spokesman. See Lovejoy (1961).

5. ‘Standards’ are a term of art here. For present purposes just think of the
‘standard’ as the performance level that separates disesteem from esteem. If
the performer’s performance is above standard S, the performer will be
positively esteemed: if that performance is below S the performer will be
disesteemed.

6. An implication is that someone who has a low level of self-esteem will have a
higher demand for social esteem ceteris paribus than someone who has a
high level of self-esteem.

7. This is perhaps a rather transparent attempt to make a virtue of my own
ignorance—but with ignorance, what else can you do?

8. The EC property might extend beyond beliefs about performance quality to
beliefs about ‘value’. That is, the fact that others share your values might give
you confidence in their validity. These EC domains are of course distinguish-
able—in row three, the opposition between V and M might confirm A’s
judgements of performance quality, but moderate A’s confidence in her
values. In that event, the esteem incentive might also be moderated, as A’s
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self-esteem becomes correspondingly less secure. This effect, if present, will
be identical across the columns—the difference in esteem incentive levels
between (i) and (ii)/(iii) will remain.

9. The classic reference is Prentice and Miller (1993) and Miller and
Prentice (1994).

10. Suppose they were in such doubt. Then revealing to them that lots of their
peers secretly disapproved of binge-drinking would not have any effect: they
would still go on acting in the same way in ignorance of the fact that binge-
drinking was what they were doing!

11. If no one thought binge-drinking was a good idea, then presumably binge-
drinking would disappear. Some people must think binge-drinking is macho
or desirable on other grounds.

12. See Munger and Harris (1989)
13. For a more extended discussion of all these matters, see Brennan and Pettit

(2002, 2004).
14. There is a considerable literature on this phenomenon, by now well-attested,

in relation to self-evaluation, to clinical depression and to illusions
concerning degree of control over outcomes. The classic references are
Taylor and Brown (1988) and Bandura (1989).

15. It is worth emphasising that it is what I take the neighbours to think of my
performances, rather than what they actually say to me about them that is
critical. Indeed, part of the source of the divergence between what others
think of me and what I think of myself may well lie in a (corresponding)
divergence between what others really think of me and what they say to me
about such things. Norms of politeness shade into flattery: when we consider
the divergence between what we say to others and what we really think about
them, we have perhaps good reason to discount the things that people say to
us. But such ‘good reason’ is equally something that it is a bit depressing to
entertain. One implication is that ‘social esteem’ as revealed by the signals of
esteem that are given to us by others may be as much the cause of self-
partiality as a cure for it! I am grateful to Loren Lomasky for this point.
[He may have been suggesting that his remarks to me about this paper might
be a case in point!]

16. Perpetual presence has another (non-epistemic) aspect, which is taken up in
the next section.

17. And, for example, not because your mother/partner is always around!
18. Of course there are certain self-promotional activities that are more or less

legitimate—sending free copies of your latest book to your most influential
colleagues; providing free tickets to the Opera to the most widely respected
critics; and so on. But such activities are after all mediated by the belief that
these people will call the shots as they see them—so that all one is subsidising
is their attention to your performances. You are not buying (and almost
certainly cannot buy) esteem as such.
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The Freedom of the Ancients
from a Humean Perspective

Bernd Lahno

INTRODUCTION

One of Russell Hardin’s most forceful and influential arguments against
Social Contract theory is embedded in his ‘dual coordination theory’ of
social order. Hardin traces its origins to David Hume’s theory of govern-
ment, but he elaborates the argument not just in his seminal 2007 book on
Hume as a moral and political theorist. While Hume never referred to or
explicitly laid out the argument of the dual coordination theory, we may
find it elaborated and illustrated in many places within Hardin’s extended
work on political order.1 The argument is clearly Humean, but we need the
sharp analytical perspective of the modern political scientist Russell Hardin
to see how it evolves from Humean thought. Hence, it seems fair to credit
Hardin rather than Hume with the argument’s merits.

In contrast to other scholars in the Humean tradition, Hardin’s interest
in social order is not primarily directed at its spontaneous origins. He
explicitly focuses on the range and potential of political action: that is, on
intentional attempts to form communal life and its guiding rules. However,
the dual coordination theory seems to suggest that all such attempts are
fundamentally constrained. Forming the rules of social life almost always
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requires the coordination of many individual efforts. So the success of any
attempt to shape these rules depends heavily on the coordinative powers of a
social group. And these powers in turn depend on existing conventions to
facilitate coordination. As a consequence, a preference for a certain rule is
not sufficient to motivate corresponding behavior. The rules that we have
may not be the rules that we wish to have.

In this chapter, I will contrast this seemingly disenchanting result with
the ancient ideal of liberty as conceptualized in the nineteenth century by
Benjamin Constant (1819). I will argue that the dual coordination theory
need not necessarily entail a pessimistic view of our potential to be politically
free in the sense of the ancient. It is true that our individual power to choose
the rules of social life is severely restricted. However, as David Hume’s
theory of artificial virtues shows, it may still be the case that we live by
those rules that we wish to live by. And the fact that we live by those
particular rules may actually be a consequence of the fact that they are
what we wish to have.

In my argument, I will share the Humean perspective of Russell Hardin.
I will take for granted a few very general and far-reaching hypotheses on the
origin of social order, including the following:

The fundamental social institutions are based on conventions which arose in
(spontaneous) evolutionary processes.

Conformity with a social rule is in general mutually advantageous.
Individual compliance with the rules is originally motivated by interest; this

individual interest may be supported by formal or informal sanctions.
Government is based on an evolutionary evolved system of power and not

on consent manifested in some sort of foundational agreement among the
members of society.

No State of Nature, no idealized Original Position can explain or justify
government.

There is no obligation grounded in Natural Law, nor an obligation by
some fictitious Social Contract.

I adopt these hypotheses from Hume’s social theory without commen-
tating further here. Moreover, I will also follow Russell Hardin methodo-
logically in employing a method that he masterly cultivated in his work:
I will base much of my argument on an analysis of stylized game theoretical
models that capture fundamental aspects of problems to do with coopera-
tion and coordination.2 In another regard, I will possibly transgress the
Humean picture unfolded by Hardin. I shall put somewhat more weight on
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the emotional underpinnings of moral institutions in Hume’s work. I hope
to show that such an attempt may help understanding of how and to what
extent social life’s conventional constraints leave room for the liberty of the
ancient.

The argument proceeds as follows. After specifying the main claims of
the dual coordination theory and confronting these with the ideal of the
liberty of the ancients (1), I will prepare the basis for my argument by
specifying forms of spontaneous order (2). Once people become aware of
the benefits provided by spontaneously evolved social institutions, they will
take interest in maintaining and forming these institutions. This is the
awakening of politics. But dual coordination theory seems to imply that
the influence which individuals may exert on fundamental social rules
guiding our conduct can be neglected (3). However, as Hume argues in
his theory of artificial virtues, a new motive may arise as people become
mutually aware of a beneficial social practice (4). With the rise of this new
motive, our constitutional interests take effect on individual compliance.
Institutional practices and individual motivation become closely
intertwined. The fundamental social rules and practices determine what
people wish to do, but in a mature political order the rules and practices
are also the result of what people wish others to do. The liberty of the
ancients is feasible. I will conclude with some general remarks on the role of
consent in this account of social order (5).

DUAL COORDINATION THEORY AND THE LIBERTY OF THE ANCIENTS

In contrast to other Humean scholars who also see convention as the origin
of social order,3 Hardin does not focus primarily on spontaneous order. He
explicitly maintains that political order is, at least in part, the result of
intentional intervention. Social order is not only ‘the result of human action,
but not the execution of any human design’ as Ferguson (1995, 119)
maintained; it is also to some extent shaped by politics, in an attempt to
give the social rules guiding our life a suitable and favored form (Hardin
2007, 103):

The core of social order is not mere regularity [. . .] [it] is organizing institu-
tions to produce mutually advantageous outcomes.

Dual coordination theory claims that both arenas—the one in which
actions aim at forming and adjusting the rules of social interaction as well
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as the one in which actions are regulated by those rules—are subject to the
solution of coordination problems (Hardin 2007, 89):

[. . .] to give a full explanation of the power of government, we would require
a dual-coordination theory. First there is coordination among those who are
the officials of the government and, second, there is coordination of the
citizens in acquiescence to the government. But the latter does not require
‘voluntary co-operation’—only acquiescence.

However, as this citation emphasizes, coordinating under the rules of
social interaction does not require that those who are to be guided by the
rules would, in some sense, consent with the rules’ content. Given the rules
and our expectation that others will conform, our best policy is also to
conform, whether we like the rules or not.

This is, of course, a central argument against the contractarian claim that
the rules of political or, more generally, social order essentially come into
existence and are stabilized because of a consensual support that legitimizes
these very rules. Such a support is neither necessary nor actually operative
for those to be guided by the rules. Moreover, the creative powers of those
politicians and government officials commissioned with the forming and
maintenance of rules are also severely restricted as these individuals also
operate within the range of given practices, traditions, and inherited norms
which cannot be overcome by starting from scratch. In most cases, they will
be capable of completing their task only if they effectively coordinate their
efforts with those of others. So their endeavor will also be channeled by
predefined conventional rules that guide such coordination. In essence,
according to this argument, our powers to form the rules of social interac-
tion seem severely limited on all levels of potential intervention. The shape
of our communal life is essentially determined by history and tradition
rather than by our interest in certain rules of conduct (Hardin 2007, 99;
emphasis in original):

[. . .] almost all of what we enjoy in this world is an inheritance from others
who went before. Certainly most of the government that rules in any decent
nation is something handed down to us, and most of us must be well served—
even best served—if we keep it working well.

We inherited the social order that we inhabit. We are not given much
opportunity to form this order, so the best we can do is almost always to
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preserve it as it is. Compare this skeptical result with the ancient ideal of
political liberty as specified by Benjamin Constant in a famous lecture of
1819:

[The liberty of the ancients] consisted in exercising collectively, but directly,
several parts of the complete sovereignty; in deliberating, in the public square,
over war and peace; in forming alliances with foreign governments; in voting
laws, in pronouncing judgments; in examining the accounts, the acts, the
stewardship of the magistrates; in calling them to appear in front of the
assembled people, in accusing, condemning or absolving them. But if this
was what the ancients called liberty, they admitted as compatible with this
collective freedom the complete subjection of the individual to the authority
of the community.

Constant confronts this conception of ‘the liberty of ancients’ with what
he calls ‘the liberty of the moderns’. The latter actually captures the liberal
understanding of today, being based on the conviction that every individual
must be maximally free to lead her life without the interference of others—
individually or collectively—and characterized by the recognition of indi-
vidual rights and the rule of law.4 Although conceptually opposed, the two
kinds of liberty are factually compatible with each other. One can easily
conceive of a society in which individuals participate equally in collectively
forming the conditions of their individual and collective life, yet still remain
maximally free from individual and social coercion.

However, as the last sentence of the quotation above suggests, the two
liberties may equally well be in conflict with each other. There is an obvious
parallel here with Isaiah Berlin’s famous distinction between positive and
negative liberty. As with Berlin in his famous metaphor of Sarastro’s temple
(1969, 145 ff ).5 Constant warns us against the latent threat of social
coercion. The liberty of the ancients is a dangerous and deceptive ideal,
which may well lead some people to oppress others in the name of liberty
and which could easily be used to justify such attempts: This is what you as
part of the body politic want, so we are acting on your will if we force you to
comply. We are assisting you only in being free.

While the liberty of the ancients clearly incorporates the potential threat
of terror in the name of liberty, it also displays a very attractive idea,
suggesting that we consciously—if only collectively6—control the material
and social conditions of our life and that we are not just their passive
product. This, of course, is also central to the republican ideal of a free
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society. However, the dual coordination theory as outlined above seems to
tell us that there is little point in such an ideal. As Hardin forcefully argues,
we live under those social rules that we contingently find in force. Conse-
quently, our constitutional interests (Vanberg and Buchanan 1988) do not
seem to play a significant role in forming those rules: we do not seem to have
these rules because we presently wish to have them, nor because we once
wished to have them, or would have wished to under certain (ideal) cir-
cumstances. People simply acquiesce to the rules they find; they do not
comply with the rules for the reason that they prefer these rules to others.

In what follows, I will attempt to show that our constitutional interests
may well play a significant role in the formation of social order. I will argue
that there is a sense in which it might be true that:

the rules we have are those that we wish to have,

and that

we have these rules because we wish to have them.

The liberty of the ancients remains an attainable aim.
Like Hardin’s argument, mine will be based on a Humean perspective on

the evolution of social order. In fact, it seems to me that my argument is a
supplement to Hardin’s theory rather than a critique. As we will see, it leaves
the central insights of the dual coordination theory untouched. In particu-
lar, it does not question its anti-contractarian implications.

SPONTANEOUS ORDER

The simplest forms of behavioral regularities stem from the regularities in
human nature or in the prevalent living conditions of individuals. Fishing is
best at dawn, so we observe people going out to fish shortly before sunrise.
Boys enter adolescence by the age of 13, so we see teenage boys turn into
awkward bullies who go particularly crazy if girls are around. The two
simple 2�2 normal form games in Fig. 1 may illustrate the basic structure
of ‘natural order’.

There is a simple and linear causal link from the situation of each
individual as defined by the natural properties that he shares with others
and/or by the common conditions of life to the actions chosen. A charac-
teristic and regular behavioral pattern evolves because all individual actions
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are motivated according to the same motivational pattern so defined. But
any single individual action is chosen independently of every other choice.
There is no social interaction in the narrow sense; actions are not motiva-
tionally related to each other. This does not mean that individuals may not
be affected by what others do. The second game in Fig. 1, which is, of
course, exemplifying the famous Prisoners’ Dilemma (PD), illustrates this.7

Whereas in the first game the payoff of each player is independent of the
respective other’s choices—the first game is best understood as a combina-
tion of two 1-person games against nature rather than as a proper 2-person
game—each actor’s choice in a PD has a significant (and probably drastic)
impact on the outcome of the respective other. Nevertheless, it does not
have a significant effect on his incentives. Defection is a dominant strategy:
every actor has sufficient reason to defect, whatever the opponent chooses
to do.

An interesting borderline case is the formation of a track by many
individuals who make their way from A to B. They may just take the
obviously shortest route, each deciding on her own judgment and essen-
tially doing so independently of what actions she observes. But to reach B
from Amay require the crossing of a swamp with impassable spots which are
hard to detect. In such a case individuals will be carefully testing the ground
first in finding their way through the dangerous terrain. After a while,
though, it will be possible to orientate oneself on the tracks found. Finally,
a clear track may evolve and actors’ choices will be between following the
track and searching for a new way off the beaten path. That others took this
path becomes a reason to do the same. Regularity thus generates an inde-
pendent motivational momentum.

The paradigmatic case of a behavioral regularity that has such a feedback
effect on actors is, of course, coordination. It is illustrated in Fig. 2 by the
simplest 2-person coordination game, within which a given regularity makes
a certain conforming behavior favorable for the individuals involved.
Because others act in a certain way, it is best for me to do the same; if
their behavior were different, I had better change mine, too. Although I

2 | 2 2 | 3 3 | 3 1 | 4

3 | 2 3 | 3 4 | 1 2 | 2

Fig. 1 Natural order
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may not have an interest in your aims and interests—I may have no sub-
stantial interest in what you do—I am interested in knowing what you do,
because your actions set the conditions that determine howmy aims are best
pursued. Actions are factually interrelated here. And this produces a mutual
causal relationship between individual action and social regularity. A com-
mon example of such a simple coordination problem represented by the
game in Fig. 2 is the problem of choosing which side of the road to take
when meeting an oncoming vehicle.

As an example of a social practice that coordinates the actions of many
agents at the same time, consider a rural area in which producers offer their
goods on a common, centrally located marketplace. Consumers will be
looking for times when sufficiently many producers offer their goods on
the market and producers, in turn, will have the best prospect of making
good deals if many customers attend. For the sake of simplicity, we may
assume that only two alternatives are given, A (‘attend the market between
8 a.m. and noon’) and B (‘attend between 4 and 6 p.m.’). The decision
problem of any possible market participant may (under additional simplify-
ing assumptions) be represented by the matrix in Fig. 3. If k is sufficiently
high (relative to the total number of agents) the corresponding n-person
game has exactly two pure strategy equilibria, namely that ‘all actors choose

1 | 1 0 | 0

0 | 0 1 | 1

Fig. 2 2-Person coordination

k or more 
others choose A

less than k 
others choose A

A 1 0

B 0 1

Fig. 3 n-Person coordination
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A’ or ‘all actors choose B’. This suggests that a regular practice with fixed
market times will evolve.

There is a significant difference in the incentive structure of the coordi-
nation problems in Figs. 2 and 3. Actors in the simple 2-person coordina-
tion game of Fig. 2 have an interest in the compliance of their partners, once
a coordinative practice has evolved. They want their partners to comply if
they comply themselves just as much as they themselves want to comply
once they know that the partners do.8 In the n-person case of Fig. 3, this
relationship between individual preferences and conformity is much weaker.
Although every individual agent has an interest in sufficiently many others
complying, she will usually have no interest in the behavior of a particular
other. I do not care when my neighbor goes to the market as long as I am
certain that enough others will be there.

On the surface, such differences play no essential role in understanding
coordination within the simple contexts that we discuss here. No sophisti-
cated motivation is needed to bring about and maintain regular behavior in
simple coordination problems such as those above. Interest and a reasonable
expectation about others’ behavior suffice. And this is true for the coordi-
nation problem in Fig. 3 just as well as for that in Fig. 2. The actual
motivation we observe in real life social coordination may, nevertheless,
be much more complex. People may develop additional, social motives to
comply. They may, for example, have a peculiar inclination to behave as
others do, which besides individual interest will give them a separate motive
to conform.

The special feature in the incentive structure of our simple coordination
game in Fig. 2 may account for some of the complexities that we find in the
motivational structure of basic social institutions. Incentives in this game are
intricately interrelated: I want to do A, because You will do A; I want You to
do A, because I will do A, and I expect You to do likewise: You want to
do A, because I will do A. Once individuals become aware of these corre-
lations, two things are likely to happen. First, individuals will develop a
direct interest in the conduct of others. Second, individuals will become
mutually aware of the regular pattern that their actions form and perceive
this pattern as a meaningful order that somehow ties together the individ-
uals involved.

The result of this is a dramatic change in the self-conception of individ-
uals as social beings. Individuals will realize that the actions of others
contribute to a certain social order in exactly the same way as their own,
and that these actions are based on individual interests and expectations
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similar to their own. Consequently, others’ actions are not understood as
mere external constraints on one’s own actions as in a game against nature.
Individuals will start to interact consciously with each other rather than
individually maximizing their outcome in a predefined, more or less con-
stant (social) environment.9 Normative expectations rather than mere cog-
nitive expectations seem psychologically natural under such conditions and
informal or even formal sanctions may well evolve. Moreover, a shared
understanding of the overall behavioral pattern as representing ‘appropriate’
or ‘right’ action is likely to develop. Finally, along with this, the regularity of
behavior will be seen as reflecting authoritative rules of conduct. There will
be a cognitive consensus about the content of these rules and a normative
consensus that the rule(s) should be followed as long as compliance can be
(cognitively) expected to prevail. All this will add stability to the regularity.

Compare this to Hume’s description of the basic convention underlying
the social institution of promising (T 522 f):10

There needs but a very little practice of the world, to make us perceive all these
consequences and advantages. The shortest experience of society discovers
them to every mortal; and when each individual perceives the same sense of
interest in all his fellows, he immediately performs his part of any contract, as
being assur’d, that they will not be wanting in theirs. All of them, by concert,
enter into a scheme of actions, calculated for common benefit, and agree to be
true to their word; nor is there any thing requisite to form this concert or
convention, but that every one have a sense of interest in the faithful fulfilling
of engagements, and express that sense to other members of the society. This
immediately causes that interest to operate upon them; and interest is the first
obligation to the performance of promises.

Hume clearly presupposes that individuals acknowledge each other as
alike in nature, being endowed with the same kind of cognitive capabilities
and driven by the same kind of interests. He assumes that they share a
common understanding of the beneficial practice as the outcome of a
common ‘scheme of actions’ and know what action is required for each of
the individuals involved. If all these conditions are met, Hume argues,
interest alone motivates people to comply with the basic rules of the
institution.

Obviously a complex social institution such as the promising institution
in Hume’s example copes with a coordination problem that is much more
complex than any of the simple coordination games above. In the case of
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promising, interaction is generally ongoing instead of ‘one-shot’. Many
people may be involved over the course of time although each instance of
promising is a matter between two parties only. Individuals will make their
choices dependent on a potentially rich source of information about their
partner’s behavior in the past that includes information on interactions with
other actors from direct observation as well as third party testimony. The
isolated single interaction—the stage game—does not show the structure of
a coordination problem; here we find a severe conflict of interest between
the interacting parties that constitutes a genuine dilemma. But in the
ongoing interaction this changes fundamentally. As with a simple coordi-
nation game, in the resulting ‘supergame’ individuals face an equilibrium
selection problem. As in the case of our simple toy games, there are several
coordination equilibria,11 and the objective is to coordinate actions in such a
way as to select one of them.

A convention for solving such complex problems will itself constitute an
intricate scheme which comprises a set of rules and roles assigning different
acts to different actors in different contexts with different histories. But in
principle, its character as the solution to a coordination problem remains the
same. The convention defines one scheme of action among others that
forms a coordination equilibrium: No individual can profit from a deviation
from the scheme by one singular actor. What is more, the scheme is likely to
have the stronger property of strict coordination equilibrium as in the Fig. 2
game. At any rate, it seems very plausible that any singular deviation is
actually detrimental to the well-being of at least one actor (and possibly
many others). So people are likely to develop a common understanding of
the scheme as well as its benefits, and they will have a substantial claim on
the conformance of others. Consequently, just as we believe that people are
obliged to drive on the right side of the road (or on the left, as in Britain),
we also think that they have an obligation to keep their word and should
avoid those that do not. This contrasts with the fact that we would not
expect people to care much about whether or not a particular person
complies with the common market times as in the example illustrating the
coordination problem in Fig. 3.

Here is a simple but profound insight: A mature conventional order goes
well beyond the regular pattern of behavior resulting merely from every-
body reacting rationally to what he correctly expects others to do. In a
conventional order people have become aware of the mutually beneficial
coordinating power of (a system of) rules. They will adjust their perception
of the social world accordingly. However, although there is a shared
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understanding of the ‘scheme of actions’, of its implications for individual
decision-making and of the common benefit that mutual compliance pro-
duces, and although there might even be some normative consensus about
what people should do given the conventional practice, interest remains as
the ultimate force that drives individual behavior, as Hume clearly points
out: I comply, because compliance is in my interest as long as (enough)
others can also be expected to comply.

THE PROSPECT OF POLITICS

Once people are aware of the benefits made available to them by a social
practice they will take interest in the cultivation of these practices. However,
the benefit realized by the social practices may be controversial. Some of the
practices may distribute the benefit unequally among the individuals
involved, some producing less than optimal benefit. The two coordination
games in Fig. 4 may illustrate these potential features.

Both games—the first game is commonly known as a ‘Battle of the Sexes’
(BoS), the second as a ‘Hi-Lo’ game—are perfect 2�2 coordination games
in the sense of David Lewis. Both have two coordination equilibria (in pure
strategies). All the arguments about a convention solving the equilibrium
selection problem in coordination games presented above also apply to
these simple games.

Assume that a practice assigns two roles, A and B (‘female’ and ‘male’), to
the players in a BoS. Assume further that the row player is always a player of
role A, while a B player chooses columns. If the practice is that row and
column players both choose their first alternative in the matrix, the practice
will clearly favor B players. A players may well wish to change the practice to
realize the other equilibrium, while B players will have an interest in
maintaining the given order. However, once the practice is established,
neither the wish of A for a reform nor B’s interest in conserving the given
practice seems to be of much relevance. As long as all As expect all Bs to stick
to the practice, As can do no better than conform with the contested

1 | 2 0 | 0 1 | 1 0 | 0

0 | 0 2 | 1 0 | 0 2 | 2

Fig. 4 Contested order
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practice. And as long as this is so, B individuals do not have to worry about
maintenance of the practice.

The Hi-Lo game illustrates that all players involved may have an interest
in a reform of a convention which, nevertheless, persists. Assume that for
some contingent reason the convention is that players in a Hi-Lo situation
universally choose the alternative that is listed first in the (rows or columns
of the) matrix. One could, for example, imagine that the benefits were
originally inverse when the practice evolved or that the practice was simply
transferred from a different context in which it was (or still is) optimally
beneficial for all individuals involved. If a convention is suboptimal in this
way, one would expect that individuals have a common interest in bringing
about change. The suboptimal convention may, nevertheless, persist. Each
individual actor will optimally perform by conforming with the suboptimal
practice if he has reason to expect that sufficiently many others conform
with the suboptimal practice. This applies to all individuals alike and so
sufficiently many may conform and all may have good reason to expect that
this is actually so.

This analysis, of course, echoes a central claim of Hardin’s dual coordi-
nation theory. While we may have an individual interest in changing the
social order, we may even have a social consensus to affect such a change,
this alone will not suffice in bringing about such a change.12 As Hardin
argues, the individual cost of initiating and organizing re-coordination will
mostly be too high.13

The general lesson behind this argument is that the effectiveness of our
constitutional interests is fundamentally constrained. A wish that society
might be ordered by some preferred rule may motivate action only if actors
are actually in the position—or at least believe to be in such a position—to
exert a significant causal impact on the rules of interaction. This typically is
not the case when interaction is guided by a convention. A singular choice
between conformity with or deviation from the conventional rules simply
has no significant effect on the overall practice.

The upshot is: If the fundamental rules of social life are conventional,
then our primary reason to comply with these rules is not that we prefer
these rules to others. As Ferguson observed, we are guided by rules that
somehow evolved from our actions, but we never chose these rules. This
general descriptive insight into the origin of a conventionally defined social
order points to a corresponding normative one: A preference for a certain
rule does not necessarily justify conforming with that rule. I may wish that
all individuals including myself would act in accordance with a specific
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conventional rule; however, if others do not act accordingly, it may be
foolish and, in view of the consequences for all individuals involved, possi-
bly14 even immoral to act according to that rule’s demand. And, this might
be true even though all individuals agree in their evaluation of conventional
rules. If all prefer conventional rule A to conventional rule B, they can still
consistently and correctly expect that most will follow B. Hence, acting in
accordance with A may be individually imprudent as well as immoral.15

However, that our preference for certain rules as a guidance in certain
contexts has no direct impact on our behavior in these contexts does not
mean that our corresponding constitutional interests are altogether ineffec-
tive. Hume considers the following situation in which our constitutional
interests conflict with our situational inclinations (T 499):

To the imposition then, and observance of these rules, both in general, and in
every particular instance, they are at first mov’d only by a regard to interest;
and this motive, on the first formation of society, is sufficiently strong and
forcible. But when society has become numerous, and has increas’d to a tribe
or nation, this interest is more remote; nor do men so readily perceive, that
disorder and confusion follow upon every breach of these rules, as in a more
narrow and contracted society.

We would prefer to go on in accordance with the established conven-
tional rules, but given the limitations of human nature we are inclined to
deviate. Can we, nevertheless, do anything to preserve the preferred prac-
tice? Here is one answer that Hume gives (T 537):

as ‘tis impossible to change or correct any thing material in our nature, the
utmost we can do is to change our circumstances and situation, and render the
observance of the laws of justice our nearest interest, and their violation our
most remote. But this being impracticable with respect to all mankind, it can
only take place with respect to a few, whom we thus immediately interest in
the execution of justice.

Our preference for the traditional practice alone is not sufficient to
motivate compliance. But we can change circumstances in a way that causes
constitutional interests to become relevant: we enable some individuals to
make choices that have a direct impact on the general compliance with rules.
Government here serves the function of compensating for the imperfection
of our action interests in the light of our common constitutional interests.
The solution to our problem lies in intelligent institutional design.
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All this is perfectly in line with the dual coordination theory. Hardin
explicitly acknowledges that there is a political sphere in which individuals
are directly concerned with the organization and regulation of social behav-
ior. He points out that the installing of government (see, e.g., Hardin 2014,
86) as well as the implementation of new rules or the preservation of
established rules that have become problematic (see, e.g., Hardin 2007,
89) are themselves tasks the completion of which generally requires many
individual actions to be coordinated. So we implement certain measures to
facilitate coordination in preferred ways. But to do so we must again employ
conventions to coordinate our individual efforts in realizing the common
project. As with the original coordination problems at which the whole
enterprise was directed, we again face the problem that coordination might
not be based on mutually preferred rules and hence might not result in
mutually preferred solutions. The general insight, therefore, seems to
remain in force.

Indeed, if this were the whole story it would seem to leave us with a
disenchanting result: The liberty of the ancients is a fleeting ideal. Its
realizations are rare and incidental. The good news is: The fundamental
rules of social life are in principle mutually advantageous. The bad news is:
This does not result from our individual or collective efforts to shape our
social world. We are the slaves rather than the masters of life’s fundamental
conditions that are—more or less unconsciously—produced by the interplay
of our actions.

But it is not the whole story. At least this is what I intend to argue now.
And I believe that the argument can already be found in Hume’s theory of
moral institutions. Hume’s theory elucidates how our constitutional inter-
ests may become effective even though we cannot directly control the rules
that shape our social life by individual decisions.

RULES AS REASONS FOR ACTION

The decisive element that Hume adds to the story told so far is his obser-
vation that a mutually beneficial social practice may fundamentally change
the motivational structure of those actors who are involved in it. In short,
our shared interest in beneficial and well-functioning social rules takes effect
not just in the foundation of government—for instance, in establishing roles
and positions, such that their holders are likely to make the public good
their own. It also directly affects our willingness to comply with the rules
well beyond the extent that is covered by individual interest. A new kind of
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motivation emerges. The rule is internalized. It turns into an independent
reason for action, into a social norm in a more narrow sense. As Hume notes
in a passage from his analysis of the promising convention immediately
following the quote in section ‘Spontaneous Order’ above (T 523):

[. . .] interest is the first obligation to the performance of promises. Afterwards
a sentiment of morals concurs with interest, and becomes a new obligation
upon mankind.

In the emergence of a moral motive to comply with rules based on
convention and self-interest three key factors may be distinguished, which
I will briefly discuss in turn.16

First of all, individuals will develop a tendency to associate moral senti-
ments with conforming behavior because of its favorable consequences for
the people involved and the public in general (T 533):

Upon the whole, then, we are to consider this distinction betwixt justice and
injustice, as having two different foundations, viz. that of self-interest, when
men observe, that ‘tis impossible to live in society without restraining them-
selves by certain rules; and that of morality, when this interest is once
observe’d to be common to all mankind, and men receive a pleasure from
the view of such actions as tend to the peace of society, and an uneasiness from
such as are contrary to it.

Hume emphasizes here that a social practice must meet certain condi-
tions before people start evaluating it morally. Individuals must conceive the
practice as a concert of actions guided by rules; they must be aware that the
practice is mutually advantageous and that all individuals involved share a
constitutional interest in the maintenance of the practice. Once these con-
ditions apply, as is likely in a mature conventional order, people start to
evaluate behavior from the sole standpoint that it conforms with or deviates
from the practice.

This evaluation manifests itself in moral sentiments that arise from the
observation or—less agile—imagination connected with conforming or
deviating behavior. The development of these sentiments is mediated by a
fundamental human emotional disposition which Hume calls ‘sympathy’:
whenever a person considers the feelings of a fellow human this is likely to
strike a chord in his emotional makeup. Reflecting on another person’s
feelings tends to produce similar feelings in the person reflecting. These
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feelings evoked by sympathy now typically undergo a transformation pro-
cess in the mind of the reflecting person so that they turn into moral
sentiments. Moral sentiments are essentially characterized by two features.
First, they are as Hume says ‘calm passions’ (T 417), meaning that they are
associated with a low state of arousal (which makes them easily confusable
with judgment). Second, and more importantly, they are ‘indirect passions’
(T 276 ff), passions that are directed at an object different from their
immediate cause. The original feeling was an instantaneous and direct
reaction to the favorable or dismissive consequences of an individual’s
action. In the moral sentiment, the positive or negative character of this
sentiment is preserved, but the moral sentiment is now directed toward
what is perceived as the source of the good or bad consequences rather than
to the consequences themselves. The characteristic objects of a moral
sentiment are found in the act that brought about the consequences and,
ultimately, the person who is perceived to be the genuine origin of this act.
Moral sentiments, thus, represent an evaluation of an act and, ultimately,
the person acting.

By sympathy and the emergence of moral sentiments, the feelings of
those directly affected by conforming or deviating behavior spread among
those observing or merely imagining this behavior. Thus, a shared beneficial
practice yields a common scheme of emotional reaction: individuals will
generally appreciate conforming behavior and disapprove of deviating
behavior, even though they might not be directly affected by the conse-
quences of the behavior being evaluated.

The role of the two other factors in the emergence of the new motive is
primarily to generalize and unify the emotional reactions with conforming
or deviating behavior and, thus, to foster the common practice of moral
evaluation.

More precisely, the second factor is based on the human mind’s propen-
sity to perpetuate a regularity experienced in the past. One may compre-
hend this propensity which Hume refers to as the impact of ‘custom or
habit’ (see, e.g., E 43 f. as the result of Pavlovian conditioning in the sphere
of thought. The human mind tends to stick to the paths imprinted by past
experience. The relevant consequence here is that humans are rule-
following animals. They are inclined to follow the lead of a rule without
considering every singular case (T 499):

The general rule reaches beyond those instances, from which it arose.
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This tendency applies also to the processes underlying moral approbation
(T 585):

Where a character is, in every respect, fitted to be beneficial to society, the
imagination passes easily from the cause to the effect, without considering that
there are still some circumstances wanting to render the cause a compleat one.
General rules create a species of probability, which sometimes influences the
judgement, and always the imagination.

Hence, a person observing conforming behavior will be inclined to
display a positive emotional reaction, although she might not in fact observe
corresponding positive consequences. But, of course, initially such positive
consequences created the bond between observing conforming behavior
and feeling approbation. The emergence of a moral sentiment out of the
immediate positive emotions caused by the good consequences of a specific
kind of action is associated with a fundamental change in the role of good
consequences. They do not just lose their function as the intentional object
of an observer’s emotional reaction. Through the influence of ‘custom’,
they also lose their role as its cause and necessary condition. In the end, the
emotional reaction is not a reaction to the good consequences observed, but
rather becomes a direct reaction to the act, which is experienced as ‘right’.
Or, to put it in terms of the subject’s perspective: the good consequences
lose their role as reasons for moral approbation. A certain kind of act is
approved of for the sole reason that it conforms with the guiding rules of the
practice.17

Finally, the third factor further fosters the unification of moral approba-
tion across the individual actors involved in a social practice. It is directed at
the discord in the approbation of others’ conduct because of individual
involvement: (T 585):

[. . .] ‘tis impossible we cou’d ever converse together on any reasonable terms,
were each of us to consider characters and persons, only as they appear from
his peculiar point of view.

The cure for this obstacle is based in a natural human inclination to
overcome such dissonances.18 And themeans that people exploit is adopting
the perspective of an uninvolved observer (T 581 f):
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[. . .] we fix on some steady and general points of view; and always, in our
thoughts, place ourselves in them, whatever may be our present situation.

Thus, by imagination and reflection we are able to correct (T 583) our
sentiments to some extent and, more rigorously, our language as well as
judgments (T 585; E 227) such that some sort of consensus about the moral
quality of actions is attainable. The consensus about the advantages of the
common practice is complemented with a consensual practice of moral
approbation.

Hume’s overall argument is based on various hypotheses about the
psychological nature of human beings. Whether or not these hypotheses
are correct is an empirical question that cannot be answered by abstract
argument based on game theoretical models. However, modern psycho-
logical theories such as the theories of learning or cognitive dissonance
avoidance seem to affirm Hume’s claims.

If Hume is right, then, the important consequence is: A new motive
fostering compliance with a conventionally grounded social practice may
arise once individuals become aware that the practice is mutually beneficial
as a whole independently of the particular consequences of individual acts.
This new motive is based on moral sentiments and constitutes, as Hume
says (T 523), ‘a new obligation upon mankind’. It is effective, transcending
what is warranted by individual interest and the particular consequences of
individual acts. We conceive the guiding rules of the practice as defining
what is ‘right’. We take actions to enforce the rules and, therefore, we
deliberately comply with the rules even though we know that this might
be disadvantageous in the individual case.

With this newmotive, our constitutional interest to live in a world guided
by certain rules translates into action interests which, to some extent, guide
our choices under the respective rules. However, as Hume also notes, the
new motive may well not be strong enough to overcome effectively the
force of self-interest and the misguidance by a shortsighted or partisan
perspective. So Hardin’s argument seems to retain its force: the costs of
making choices in conformity with what we would wish to be the rule may
still be too high even if we feel morally inclined or morally obliged to
comply. It is in this context that Hume introduces the idea of government
as a remedy to the weaknesses of human nature (T 537). The new motive is,
therefore, complemented by the possibility of institutional design.

So, we found that there are three ways in which our constitutional
interests may become effective in forming the social order:
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The ‘newmotive’ grounded in our shared constitutional interests may directly
motivate us to comply with the rules preferred beyond what is warranted by
individual interest.

It may also motivate the imposition of positive as well as negative sanctions
on those complying or deviating even though sanctions might be costly for
those sanctioning.

Constitutional interests may directly motivate investing effort in institu-
tional design and reform. And again, the ‘new motive’ may reinforce this
motivation by enhancing the individual willingness to bear the costs of reform.

Each of these forces toward a realization of our constitutional interests in
living under certain rules is of limited effectiveness, as Hume confirms. But
in combination and by mutually reinforcing each other they may, as Hume
also points out, form and stabilize a mutually beneficial practice.

This does not mean that we live by the rules that we chose. We cannot
choose the rules individually. And even if there were some collective choice
procedure to determine the preferred rules (which is not the case), a
collective choice using this procedure would not on its own warrant con-
formity with the rule. That a rule actually guides a social practice is consti-
tuted by a multitude of individual decisions to comply. No social rule is put
into practice by mere decree. Moreover, Hardin’s argument that we simply
inherited most of the practices and norms that guide our social life remains
valid. Yet, the practices and rules that constitute social order together with
our individual preferences and aspirations are not as one-directionally
related as one may think. It is true that our preferences and choices are
formed by the social practices we find. However, these social practices are
also formed by our choices, some of which are motivated by our approval of
these practices and some of which are intentionally directed at them. There
is a bi-directional causal relationship between the social order and our
individual preferences. Our social practices and our constitutional interests
in the rules that constitute the practices co-evolve. This leaves us with the
prospect that:

• the rules we have may finally coincide with the rules that we wish to
have; and that

• we may ultimately have these rules (at least in part), because these are
the rules that we wish to have.

The liberty of the ancients is, therefore, a consistent and approachable
ideal.
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CONCLUSION

My argument was motivated by an impression that the dual coordination
theory leaves no room for political freedom in the sense of the liberty of the
ancients. I then argued that Hume’s theory of moral institutions actually
preserves the possibility of the liberty of the ancient. In a mature moral
institution, people approve of its fundamental, mutually beneficial rules. If
there is a consensus to this effect, a new motive arises: individuals will want
to comply with the rules even at a cost and they will also be willing to invest
some effort in making others comply. Thus, the fundamental rules of a
moral institution acquire normative force. We act in certain ways because
this is what the rule says and we demand corresponding conduct from
others for the same reason. Hence, our consensual (albeit still individual)
wish to live under the guidance of these rules explains to some extent that
the rules are actually valid: not only do we comply with them but we also
understand and accept their normative demand.

Does this mean that the dual coordination theory is false? I do not think
it does. As I have pointed out here, my argument is perfectly consistent with
the central claims of the dual coordination theory. Social order is consti-
tuted by social practices and rules that guide and constrain individual
decisions in solving fundamental social coordination problems. Any attempt
to form the practices and their guiding rules poses itself a coordination
problem. So the rules of society cannot be chosen deliberately; they are the
result of a complex social process nobody can fully and directly control. I did
not deny any of these claims. However, with Hume I maintain that the
process in which the rules evolve also forms our motivation. The new
motive that arises according to Hume’s theory may then re-affect the
process in which it evolved. The picture that emerges is dynamic: A social
practice sets the constraints and forms individual motivation to act. The
choices so defined form and possibly reform the practice. Dual coordination
theory emphasizes that all choices in this process are constrained by the
underlying practice, which is not chosen according to constitutional inter-
ests. I agree. But I add: Although the practice is not deliberately chosen, it is
formed by a process in which the mutual approval of the guiding rules plays
a significant motivational role; we all consciously and deliberately participate
in maintaining and forming a mutually beneficial practice because we mutu-
ally approve of the practice.

This may sound to some like reaffirming a version of the Social Contract
theory. But this is a misconception. I argued that mutual approval and, thus,
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individual consent and social consensus do play a causal role in the emer-
gence of the new motive. We identified the new motive as causally effective
in the forming and maintenance of a moral institution. Consent and con-
sensus may, therefore, contribute to an explanation of the respective social
practice. They are actually a necessary part of a sufficient explanation of the
practice inasmuch as the new motive is a necessary element of such an
explanation. However, it is not true that consent on its own or some form
of (tacit) agreement have significant motivational or justificatory power, as a
contractarian would typically affirm.19 The new motive that stems from the
approbation of compliance to a preferred rule is conditional; it will become
motivationally effective only if individuals expect sufficiently many others to
share their approbation. Otherwise, they cannot expect to be able to coor-
dinate in the desired ways. But the fact that the motivational force of the
new motive depends on the perception of mutual consent does not imply
that consent has any independent motivational force on its own. The
argument from dual coordination theory retains its full force: We comply
because, given what we expect others to do, compliance is the optimal way
to further our aims (now including those aims defined by the new motive)
not because there is consent. The consent does not define our aims (as it
does in a contract) and, thus, cannot acquire motivational force. And a
similar argument shows that consent does not have justificatory force either
(cf. the corresponding argument in section ‘The Prospect of Politics’).

The new motive that evolves according to Hume’s theory is an individual
motive stimulating individual choices. But it is not defined by our individual
interests. Compliance with the rule that forms the core of the new motive
must certainly be mutually advantageous. But the rule is not the result of
reconciling individual interests as in a contract. It is part of a shared per-
spective onto the world that evolves in a common social practice.

NOTES

1. See for example Hardin (1995), 28 ff. or Hardin (2014). The theory is also
clearly present, albeit not explicitly stated, in other earlier work such as
Hardin (1999).

2. See Hardin (1988, 1989, 1999, 2004, 2007).
3. As, for example, Robert Sugden (2009), Ken Binmore (2005) or Antony

de Jasay (2010); for the general discussion see also Lahno and Brennan
(2013/14).
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4. Note that both kinds of liberty apply to individuals. The liberty of the
ancients is ‘collective’ in the sense that it focuses on participatory rights in
forming the collective body and its guiding rules. But these rights are still
individual rights. The liberty of the ancients is about what individuals can do,
albeit what they can do as part of the body politic.

5. Arguably, Constant’s distinction is much more suited to accentuate this
problem than its modern counterpart. As Berlin notes, the threat of unjust
coercion in the name of liberty is not essentially tied to positive conceptions
of liberty (1969, 134). Coercion may conceivably be justified in similar ways
by reference to the ideal of negative liberty. In contrast, the liberty of the
moderns as defined by Constant is conceptually inconsistent with the viola-
tion of liberal rights.

6. Many thinkers outside the liberal tradition thought that, once the world was
civilized, we can control the determinants of our life only collectively and
they held variants of the liberty of the ancients, therefore, to be the only
achievable forms of liberty within a mature human society. See, for example
Rousseau’s concept of ‘liberté civile’ (Contrat Social 1.8, see Rousseau 1987,
159) or Marx’ ‘menschliche Emanzipation’ (1974).

7. If, as many argue, a PD can represent Hobbes’ state of nature, it is a state of
order, albeit a ‘natural order’ as explicated here.

8. This property of a strategy profile can be understood as an enhancement of a
property introduced by Davis Lewis to characterize the stability of a conven-
tion. A ‘coordination equilibrium’ according to Lewis (1969, 14) is a strat-
egy profile such that no deviation from the profile is advantageous to any of
the players involved, if all others stick to the given. Thus, in a coordination
equilibrium no actor has an interest in any other actor deviating from the
common scheme, so long as no other does. The distinguishing feature of the
simple coordination problem in Fig. 2 is stronger: every isolated deviation
from the common scheme by one actor is strictly disadvantageous to every
actor involved. Thus every actor has an interest that no singular actor
deviates. A profile with this property could be called ‘strict coordination
equilibrium’.

9. Michael Tomasello argues that this is what decisively discriminates human
beings from non-human primates. See, for example, Tomasello (2009, 32 f.
62 ff).

10. In what follows I will refer to the Selby-Bigge edition of Hume’s Treatise
(1978) by a capital T usually followed by the relevant page numbers.
Similarly E will refer to Hume’s Enquiries (1975).

11. See FN 8.
12. A prominent example put forward by Hardin is the electoral system in the

USA. See Hardin (2014, 83 f).
13. See, for example, Hardin (2007, 92, 97, 98); or Hardin (2014, 87, especially

FN 11).
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14. It may, for example, be immoral if the rule represents a ‘strict’ coordination
equilibrium and no other can be expected to act according to the rule. This,
of course contradicts Kant’s claim that the categorical imperative (as given in
the first definition, see Kant 2002, 37) has unconditional obligating force.

15. I take it that these two claims about the explanatory and justificatory force of
consent are the essence of the anti-contractarian argument of the dual
coordination theory. See also the related short discussion in section ‘Rules
as Reasons for Action’.

16. For a more thorough discussion of moral approbation in the context of
artificial virtues, see Lahno (1995, chap. 8).

17. According to Hume’s analysis common sense morality tends to be deonto-
logical rather than consequentialist. Kant may well have been inspired by this
piece of moral psychology. But, of course, no normative or meta-ethical
conclusion can be drawn from this purely descriptive account.

18. The connection of this psychological claim to Leon Festinger’s Theory of
Cognitive Dissonance (1957) is obvious.

19. See Salter (2015) for a more comprehensive related argument.
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Russell Hardin’s Hobbes

Paul-Aarons Ngomo

PRELIMINARY REMARKS

Perusing Russell Hardin’s corpus one cannot but be struck by the growing
presence of Hobbes in his impressive body work in the years immediately
following the publication of Morality Within the Limits of Reason (Hardin
1998). There, Hobbes is entirely absent from his “reconstruction of utili-
tarianism” as it relates to “the problem of choosing in social life” (Hardin
1998: ix). Likewise, apart from two passing references, his book on Collec-
tive action does not extensively discuss Hobbes’s thought. The first refer-
ence appears in a brief survey of historical instances of the logic of collective
action “stated by numerous political philosophers and political economists
from the time of Hobbes to that of Sidgwick and Pareto, with especially
elegant examples of the problem invented by Hume and J.S. Mill”; the
second is a brief evocation of Hobbes’s justification of coercion in a short
segment on the efficacy of sanctions to make one-shot contracts workable.1

Contrastingly, a turning point occurs with “Constitutional Politi-
cal Economy: Agreement on Rules”, “Why a constitution?”, and
“Contractarianism: Wistful Thinking”, three seminal papers that typify
what we might characterize as Russell Hardin’s Hobbesian turn (Hardin
1988, 1989, 1990). In these pivotal papers that lay out his arguments
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against contractarianism and the core of his views on constitutions as
coordinating devices, references to Hobbes are virtually ubiquitous. From
there onward, his use of Hobbes’s insights will only grow in importance to
become a permanent fixture in his work. Even in One for All: The Logic of
Group Conflict (1995), his penetrating work on violent conflict bears the
imprint of Hobbesian intuitions. They are particularly noticeable in his
analysis of centrifugal mobilization spurred by group coordination in the
pursuit of group-level benefits.

In such contexts, group coordination often floods institutional barriers to
violence by escalating conflict. The outcome is often what Hardin describes
as a “structured variant of the state of nature” (Hardin 1995: 9). Once
violence is unleashed, “preemption becomes an unavoidable urge. One
need not hate members of another group, but one might still fear their
potential hatred or even merely their threat. Hobbes’s vision of the need of
all to preempt lest they be the victims of the few who are murderous still fits
even in the relatively organized state of ethnic conflict, except that it applies
at the group level” (Hardin 1995: 144). Hobbes’s presence in Hardin’s
work is perhaps nowhere as prominent as in Liberalism, Constitutionalism,
and Democracy, arguably his major work (Hardin 1999a: 379). While
canvassing what he takes to be his central argument, he argues that
“Hobbes supposed it clearly serves our mutual advantage to have the
most draconian government rather than to live in anarchy or civil war”
(Hardin 1999a: 4).2 Subsequently, we are told that “with better parlour-
room manners in their discourse and a generous addition in their argu-
ments, it is a thesis shared by the Federalist Papers, Tocqueville, and such
contemporary democratic theorists as Robert Dahl” (Hardin 1999a: 4).
Conjoining such diverse thinkers allows Hardin to locate his work within a
philosophical lineage that stretches back to Hobbes, albeit with a few
caveats, especially “the generous addition” stipulating that “if a society
can coordinate on basic political and economic order, then it can risk politics
at the margin over lesser issues. . .Where there is broad consensus on order,
we do not need Hobbes’s autocrat to rule us”. Once the caveats are stated,
pride of place is fully granted to Hobbes as a source of enduring insights
useful in refining a theory of order to illuminate the structure of strategic
interactions. As Hardin writes, “with that addition and one qualification, or
emphasis, Hobbes’s thesis is also the thesis of this book. The qualification,
addressed especially . . .is that in some societies there is little hope of coor-
dination on mutual advantage—conflict is too divisive and beyond compro-
mise” (Hardin 1999a: 5, italics added). We would certainly miss the
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impetus behind Russell Hardin’s mid-career frequent evocations of Hobbes
if we construe them simply as an erudite foray into the history of political
thought in search of compelling illustrations to buttress arguments.

He turns to Hobbes while reconstructing the genealogy of theories of
order in different historical settings to highlight various attempts to clarify
the nature of the problem of order. In so doing, he identifies a thematic
continuity across traditions and issues by locating past thinkers in a broader
lineage that displays increasing levels of conceptual sophistication. This is
especially apparent in Hardin’s characterization of Hobbes as a “nascent
coordination” theorist of order whose solution to the central explanatory
problem of empowering a sovereign is subsequently improved by Hume’s
better grasp of the nature of iterated interactions and their institutional
implications (Hardin 1999a: 13). We now begin to fully understand what is
at stake in Hardin’s Hobbesian turn. The bifurcation happens when central
Hardinian themes have already been laid out in Collective action andMoral-
ity Within the Limits of Reason. Indeed, familiar topics such as Hardin’s view
of “coordination for mutual advantage” in an iterated coordination game—
to achieve a “convention” feature prominently in the first of these books. In
a similar vein, the latter fleshes out an account of institutional utilitarianism
discernible behind his view that the “early origins of the general utilitarian
justification of government” may be found “in the theory of Hobbes”
(Hardin 2003: 12).

The supposition that Hobbes justifies government in utilitarian terms
might seem rightly anachronistic, not least because such terminology post-
dates his era. This rather liberal use of adjectives conveys the general tenor of
Hardin’s reading of Hobbes. Eschewing exegesis, he is primarily interested
in mining strands of ideas arising in scattered places in his justification of
government to make them more intelligible to contemporary readers. To
put it differently, he revisits Hobbes to retrieve modal categories that fit the
underlying structure of a variety of strategic interactions. His goal is “to join
the enterprise of re-reading Hobbes as a proto-game theorist” (Hardin
1991: 19). The exercise yields a recasting of Hobbes as a pioneering figure
in the rise of the strategic analysis of dyadic or group-level interactions. In
one such instance, he is praised as “the first major coordination theorist”
(Hardin 1999a: 11). Elsewhere, he is credited with laying “the foundations
for rational choice theory and for a major branch of political philosophy
thereafter” (Hardin 2007: 208).

But Hardin’s reading of Hobbes is not merely laudatory. His intent is
perhaps best expressed in the words of Gregory Kavka, another prominent
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Hobbesian revisionist, who is adamant in his insistence that “if Hobbes’s
philosophy is to be taken seriously today, it must be modified in certain
respects. Some of his arguments must be modified or discarded” (Kavka
1986: xii). Endorsing just such a program, Russell Hardin revisits Hobbes to
assess his central insights in light of subsequent developments in explanatory
discussions on the structure of workable constitutional orders. In the end, he
offers an interpretation that appropriates and redeploys Hobbesian insights
often in ways that may be deemed unorthodox. Anticipating that his interpre-
tive audacity might elicit skeptical gazes, he readily concedes, referring to the
characterization of Hobbes as coordination theorist, that “not all scholars
would agree with this assessment” (Hardin 1999a: 11 fn 23). This candid
concession is indicative of the purpose of his rereading of Hobbes.

ApproachingHobbes as a theorist of order, he reads him as a thinker who
was only partly successful because his tools and his general inclination left
him unable to fully grasp the strategic characteristics of iterated interactions.
As a result, he is unable to understand how conventions may arise from such
interactions to stabilize expectations to render draconian enforcement
superfluous. Though the Hobbes that emerges from Hardin’s probing
and reconstructive grip might seem slightly unusual, he is confident that
“Even someone, at least a political philosopher, who disagrees with my
account of him should nevertheless be interested in the theory I attribute
to him, because it is a wonderfully spare baseline theory” (Hardin 1999a:
2 fn 6). The theory imputed to Hobbes purports to explain how order is
maintained once it arises from dyadic interactions. Hardin finds it compel-
ling enough to endorse it unreservedly as a self-standing theory should
anyone cast doubt on its Hobbesian credentials. As he contends, “It is not
important . . .whether my account of Hobbes is correct- those who think I
have Hobbes wrong can read my account of his theory as my theory of social
order” (Hardin 2001a: 65).

Whether Hardin should retain the theory imputed to Hobbes as his own
is not my central concern here. Instead, my goal is partly expository and
partly evaluative. I wish to sketch a reception of his critique, appropriation,
and creative redeployment of Hobbesian insights. The purpose of such a
reception is to highlight the varied aspects of his rereading of Hobbes as he
reconstructs the structure of Hobbes’s arguments to determine their epis-
temological status in a broader lineage of social-scientific thinking on polit-
ical order. The result, I suggest, is a critique of Hobbes, that is, an
examination of the possibilities and limits of the conceptual framework
that grounds his theory of government. Briefly described, Russell Hardin’s
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interpretation of Hobbes revolves around three related arguments. First, he
is presented as the progenitor of a minimalist value theory built on a
“holistic normative principle” that justifies mutually advantageous institu-
tions (Hardin 2003: 121). In contrast to standard deontological theories of
political justification, he is said to subscribe to a welfarist vision of order
derived uniquely from self-interest with no prior normative commitment.
Second, Hobbes is praised for “seeing the two-level nature of our general
problem of political justification”. As Hardin would have us believe, “This is
an aspect of Hobbes’s account that has received inadequate recognition by
subsequent thinkers” (Hardin 1999b: 105). Accordingly, an adequate rec-
ognition requires identifying the methodological insight that makes
Hobbes appealing even when we disagree with his normative conclusions,
as Hardin does. He contends that Hobbes’s major insight lies in
“establishing a two-stage theory of government and of justification. At
the first stage, we create and justify government. At the second stage,
government creates policies” (Hardin 1999b: 106). Finally, Hobbes’s
contractarian justification of institutions is rejected as a “lousy theory”
(Hardin 2007: 87 fn 14) that misframes the structure of the problem of
maintaining government. In Russell Hardin’s uncharacteristically unchari-
table assessment, “His story is fundamentally silly and of no real interest”
(Hardin 2007: 81). The contractarian story is allegedly unworkable because
individuals cannot literally transfer their natural faculties or their instrumen-
tal power to a sovereign. Overall, Hardin boldly claims, Hobbes is
hamstrung by his contractarian theory of the creation of government and
somehow errs when he envisions individuals involved in the initial empow-
erment of government as parties facing a “one-time coordination problem”

(Hardin 2007: 56).
Because he supposedly misdescribes the strategic structure of the prob-

lem of order, Hobbes prescribes draconian enforcement to solve the prob-
lem of the maintenance of government. His “gunman view of the
sovereign” empowers a government endowed with unconstrained power
to keep subjects in line (Hardin 1991: 159). This “institutionally enforced
coordination” is deemed “empirically wrong” because it overlooks the
stabilizing potential of repeated interactions for social cooperation (Hardin
2011: 45). In trying to empower government, Hardin argues, agents are
faced with a repeated coordination problem, not one that could be resolved
satisfactorily with an expedient designed for one-time interactions. While
I am generally sympathetic to Hardin’s enterprise, I wish to suggest that
his revisionist interpretation is at times so liberal as to raise concerns
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about its orthodoxy. Because Hardin often explains Hobbes’s views by
contrasting them with those of Hume, his humeanized Hobbes is often
dehistoricized. His chronocentric bias leads him to see in Hobbes a failed
theorist of order who could not grasp the structure of iterated coordina-
tions. In doing so, he misses Hobbes’s central insight about the efficacy of a
prudent exercise of sovereignty to achieve the maintenance of order.

In what follows, I examine Russell Hardin’s Hobbes in three steps. The
next two sections (“Hobbesian Value Theory” and “The Coordination
Theory of Order: Hobbes in Russell Hardin’s Humean Mirror”) are pri-
marily expository. They focus on Hardin’s reception and modification of
Hobbes’s insights on the maintenance of order. In the section “The Sover-
eign at the Helm”, I argue that his convention-based account of the
maintenance of order runs against Hobbes’s view that collective prosperity
depends on a successful “exercise of entire Soveraignty” (Hobbes 2014:
574), and with one that acknowledges the centrality of the sovereign in the
maintenance of order. On this contrasting account, though the sovereign
embodies an enforced coordination, continuous order depends on how she
discharges the duties attached to her office to procure the “safety of the
people” and “also contentments of life”, rather than “a bare preservation”
(Hobbes 2014: 520). In short, governance, not endogenously emerging
conventions, incentivizes cooperative behavior and acquiescence to extant
order.

HOBBESIAN VALUE THEORY

The claim that Hobbes’s justification of government “starts from a partic-
ular value theory” hardly features in standard accounts of his moral theory
(Hardin 2001b: 60). They are typically preoccupied with the normative
status of his account of the laws of nature. A great part of the discussion
revolves around whether they are best interpreted as deontological princi-
ples, divine commands, or simply as prudential precepts.3 As a result, it has
very little to say about the value theory that grounds the strategic move to
endorse order. In his interpretation of Hobbes’s justification of govern-
ment, Hardin provides an account of cooperation that rejects visions of
moral obligation derived from an overarching theory of the good or the
right. Unlike “a fairly standard moralized account of Hobbes’s intent” that
articulates “a theory of moral obligation to the sovereign that follows merely
from contracting” (Hardin 1999a: 19–20), he reads Hobbes as expounding
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a utilitarian rather than a deontological theory of government that grounds
decisions on some exogenous moral principle.

We choose life under government not because of its intrinsic goodness,
but primarily insofar as it is the most efficient means to achieve desired ends.
“Government has no value in its own right, it is merely the means to the end
of human welfare”, Hardin argues (Hardin 1999a: 47). While he generally
endorses psychological explanations of motivation that subordinate reasons
for action to self-interest, he does not follow them in presenting a prudential
account of action that describes Hobbes’s enterprise as one whose “primary
aim is to demonstrate what men ought, and what they ought not, to do”, as
David Gauthier contends (Gauthier 1969: 27). Rather than articulating a
prescriptive theory of human motivation, Hardin presents aHobbesian value
theory that purports to illuminate the motivational basis of mutually agree-
able commitments. This claim should not be taken as implying that
Hardin’s aim is to articulate a self-standing value theory that takes its
bearings from Hobbes to explain, “in a general way, why morality exists,
why it has the content it does”, as Kavka does in his “Hobbesian analysis of
morality” (Kavka 1986: xiv).

Though he often uses a terminology that wasn’t available in Hobbes’s
time, his discussion focuses entirely on clarifying the normative underpin-
nings of Hobbes’s axiology. Like Hobbes, he rejects the inherentist view
that value inheres in things. The central claim of his account is that
“Hobbes’s value theory was individualist and ordinalist” (Hardin 2003:
43). While describing Hobbes’s premises as individualist fits standard inter-
pretations of his account of human motivation, it is less common to cast him
as an ordinalist value theorist. The claim appears all the more anachronistic
since such a term was not part of his philosophical lexicon. But it conveys a
central intuition of Hobbes’s holistic justification of a particular state of
affairs as ordinally better than the contrary choice. The valuation is ordinal
insofar as the choice is between two states of affairs with contrasting
implications. We may say that “Hobbesian individualist ordinalism”

grounds valuations that elicit choices that meet individual expectations
holistically since they are typically “focused on the problem of collectively
providing for individual welfare” (Hardin 2007: 173). Furthermore,
Hardin argues, “the central move of such theory is typically to create an
institutional structure that will guarantee the welfare of individuals who act
sensibly, which is commonly to say, who act according to the simple canons
of rational choice” (Hardin 2007: 173). This claim needs unpacking. There
are two related points at play here. First, valuations are a reflection of
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individual expectations in the following sense: my choice of a state of affairs
as the most desirable is driven by the urge to obtain conditions conducive to
my welfare. Second, my choice is only cashed out collectively since my
preferred state of affairs coincides with the expectation of other agents
striving to achieve their welfare. The baseline that allows each of us to
secure our welfare is mutually advantageous because it works aggregatively.
In this sense, “we may say that mutual advantage is the collective implica-
tion of self-interest because to say that an outcome of our choices is
mutually advantageous is to say that it serves the interest of each and
every one of us. One could say that, in this view, collective value is emer-
gent; it is merely what individuals want” (Hardin 2003: 14).

On the preceding view, the emergent collective in value is order. We are
all strictly comparatively better off under orderly government because the
rise of order is a holistic resolution that saves us all from the nefarious
prospects of a “solitary, poore, nasty, brutish, and short” (Hobbes 2014:
192) life that awaits in a world in which we are left to our own devices to
fend for ourselves, each of us assured of a dreadful untimely demise. Hence,
an ordinalist valuation grounds Hobbes’s justification of orderly govern-
ment. For Hardin, “A striking feature of Hobbes’s view is that it is a relative
assessment of whole states of affairs: Life under one form of government
versus life under another or under no government at all” (Hardin 2003:
43–44). Individual values are realized collectively since it is in our mutual
interest to endorse an institutional structure that stabilizes expectations. As
such, crediting Hobbes with the “astonishing success of founding govern-
ment in an account from self-interest, or rather from its collective implica-
tion in mutual advantage” amounts to stressing that collective welfare is
essentially self-interest writ large.

Accordingly, a theory of the good or the right that derives its normative
force from an abstract moral impetus that requires us to act justly does not
yield workable valuations because it fails to grasp that collective resolutions
are reliably efficient when they speak to individual valuations and expecta-
tions about welfare, that is, when they speak to our self-interest and moti-
vate us on such grounds. This is Hardin’s ordinalist interpretation of
Hobbes’s value theory. Recall that he is primarily interested in identifying
the normative principle that aligns individual valuations, that is, self-interest,
with collective concerns, so that resolving the latter only requires a “moti-
vational theory” predicated on “disaggregated individual values” (Hardin
2003: 13). The casualty of this rereading is the deontological interpretation
of laws of nature as transcending norms that motivate action for purely
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moral reasons. In Hardin’s account of Hobbesian value theory, valuations
are self-centered and primarily endogenous since only circumstances of
choice and their constraints determine how individuals act, regardless of
other religious or moral commitments they may have. Facing the ordinalist
choice between order and deadly anarchy, individuals would prefer the
former because it comports with their fundamental values that motivate
them, namely “survival and welfare” (Hardin 2003: 13).

To sharpen the contrast between his minimalist account of Hobbesian
value theory and deontological views of the laws of nature, Hardin boldly
reinterprets them as “sociological laws about what would work to our interest,
not because they are in some sense moral” (Hardin 1999a: 2). Hence, we
might say that his view of Hobbes’s value theory turns self-interest into a
normative principle that provides a baseline to motivate collective resolu-
tions of individual problems. What is more, endogenizing laws of nature by
framing them as workable precepts rather than as exogenous commands, as
is often the case in deontological readings, offers an insightful interpretation
of the connection betweenHobbes’s moral and psychological claims and his
political theory. The primacy of order implies that moral concerns are only
derivatively important, that is, when they fit the structure or order, as is the
case when normative orders match self-interest to elicit cooperation without
“an ad hoc claim of normative commitments” (Hardin 2003: 54). In
Hardin’s reading of Hobbes’s value theory, the values of survival and
welfare ground stable orders. It is the only normative foundation they
require to achieve stability. Hence, the claim that “Hobbes’s theory of
government required no normative principle of obligation” reaffirms the
primacy of self-interest as a minimalist principle of valuation. The positive
and the normative are inescapably intertwined because they are driven by
“related motors”, that is, “individual incentives for individual benefits”
(Hardin 2001b: 61).

Let us pull together the preceding claims to summarize Hardin’s account
of Hobbes’s value theory. Because self-interest drives our valuations, our
commitments are unlikely to be shaped by exogenous normative stances.
With the exceptions of a fringe of religious fanatics or glory-seekers in our
midst, survival and welfare typically justify our commitments, especially
acquiescence to orderly government in the face of the possibility of chaos.
This ordinalist claim grounds Hobbes’s view of political justification.
Despite claims to the contrary that interpret him as arguing “that because
we have agreed to government we are morally obligated to stick by our
agreement”, Hardin characterizes his “actual justification” as “more nearly
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utilitarian because it is grounded in mutual advantage”. Insofar as “we are
all better off to have a state and, once we have one, to avoid dissension and
revolution”, the value theory that underlies the justification of government
is fundamentally welfarist, not deontological (Hardin 2001b: 69). Valua-
tions predicated on the values of survival and welfare turn mutual advantage
into “relatively compelling holistic normative principle” because they elicit
patterns of coordination that might generate positive implications for the
whole society. Hardin calls “Hobbesian efficiency” the grounding of “value
theoretic accounts in individuals” to justify collective choice. Its appeals lies
in providing a holistic justification for order or the structure of a legal system
(Hardin 1993a: 463). This is the foundation of Hardin’s claim that
“Hobbes’s theory of political sovereignty has its minimalist moral ground-
ing in mutual advantage” (Hardin 1993b: 362). Accordingly, Hobbes is at
once “welfarist and resourcist” since prospects of “greater welfare” in a
stable order are enticing enough to elicit commitment to stave off chaos.
Perhaps the most striking feature of Hobbesian value theory as Hardin
reconstructs it is that it is essentially political and not a separate moral
theory. To put it slightly differently, Hobbes derives the structure of insti-
tutions “at the large scale of the whole society” (Hardin 2007: 107) from
individual valuations instead of predicating them on a moralizing view of
political action. His value theory is not strictly a moral theory that articulates
a moral vision of the political world. It is a unified theory of political
justification that connects personal valuations with the structure of institu-
tions that holistically secure survival and welfare. This is Hardin’s central
claim in his interpretation of Hobbes as a coordination theorist. It is
examined in greater details in the next section.

THE COORDINATION THEORY OF ORDER: HOBBES IN RUSSELL

HARDIN’S HUMEAN MIRROR

The preceding discussion on Hobbesian value theory has set up the revi-
sionist rereading of his account of political order. As we have seen, a
normative principle derived from our valuations grounds our choice of
institutions. Order arises and remains stable because it meets our expecta-
tions about survival and welfare. While Hobbes is clear about the causal role
of these foundational values in stabilizing political order, he is far less explicit
about the structure of his theory of political justification, Hardin contends.
In Chapter 17 of his Leviathan, his arguments are couched in a
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contractarian idiom that obscures the motivational basis of acquiescence.
There, he argues that political unity is “made by covenant of every man with
every man” to empower government (Hobbes 2014: 260). Hardin discards
his contractarian metaphor to recast him as a theorist of mutual advantage.
He is said to have articulated “the clearest, most urgent claim for the mutual
advantage of orderly government” to justify an institutional structure that
secures cooperation and allows people to seek economic prosperity on their
own terms (Hardin 1999a: 4). Whereas the contractarian just-so story
about the creation of government figuratively involves parties in a starting
position agreeing “to conferre all their power and strengths upon one Man,
or upon one Assembly of men, that may reduce all their Wills, by plurality of
voices, unto one Will”, mutually advantageous acquiescence is striking in
that it does not imply an argument between parties figuratively or literally
(Hobbes 2014: 260). All that is required is merely a coordination that
secures an outcome that suits the most significant segments of the relevant
population and compels potential dissenters to go along with the arrange-
ment because failure to comply might potentially leave them worse off.

Russell Hardin starts his assessment of Hobbes’s account of political
order by praising him as a remarkable proto-game theorist and a proto-
utilitarian who “justifies a government according to the benefits it offers
relative to alternative governments” (Hardin 1991: 175). He locates his
main insight in his theory of government that distinguishes between ex ante
decisions and those taken, in media res, that is, under mutually advanta-
geous institutions, once they are established. In this account ascribed to
Hobbes, he is said to have articulated a determinate resolution of the
problem of choosing and justifying institutions. In Hardin’s assessment,
“He did so by establishing a two-stage theory of government and of
justification. At the first stage, we create and justify government. At the
second stage, government creates policies” (Hardin 1999a: 106). It is
suggested that Hobbes’s central methodological insight also finds an echo
in various resolutions of the problem of institutional justification of partic-
ular choices in many other settings. A conceptual genealogy of mutual
advantage puts Hobbes in impressive company. Presumably, the normative
structure of the two-stage theory also grounds liberalism, democracy, and
constitutionalism (Hardin 1999a: Chap. 1). Likewise, Rawls whose focus is
“on the general structure of political-legal order” is squarely placed in a
lineage of mutual advantage theories that counts Hobbes among its foun-
dational figures (Hardin 2003: 103). Hardin goes so far as to argue that
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“the normative foundations of the formulations of Hobbes, Pareto, and
Coase are essentially the same” (Hardin 1996, 1991).

The reconsideration of the structure of Hobbes’s arguments begins with
a startlingly heterodox claim. In contrast to the received view that sees him
as a consent theorist of order because he spoke of a covenant to establish
government, Hardin rejects the very idea of a consensus between
consenting parties agreeing to divest themselves of their natural and instru-
mental powers to set up orderly government. He suggests that Hobbes
lacks clarity because he is often “ambivalent about what problem he wishes
to resolve. His discussion is more or less equally about the creation and the
maintenance of sovereign government” (Hardin 1991: 157). Hobbes, it is
suggested, blurs the distinction between two separate issues: creation and
maintenance of government. His ambivalence is apparent in the contrast
between his contractarian account of the creation of order and his generally
welfarist views of its maintenance. His theory of the creation of a sovereign
by institution sits uneasily with his account of sovereignty by acquisition.
Indeed, his convoluted justification of the power of the sovereign by acqui-
sition does little to dispel the suspicion that sovereignty obtained through
conquest is hardly defensible on a contractarian basis. In such realms,
compliance is obtained by coercion -not by consent- since the defeated
and subjugated populace is, de facto, powerless before its powerful con-
queror. Moreover, the contractarian story is arguably a “lousy theory
because it runs against the strategic problem of transferring power from all
individual citizens to the sovereign and it is historically irrelevant” (Hardin
2007: 87). Likewise, Hardin says, “the theory of maintenance requires only
Hume’s convention for order and Hobbes does not give us an account of
how ongoing order works” (Hardin 2007: 87). The rejection of the
contractarian theory of order goes hand in hand with a restatement of the
problem of maintaining government without Hobbes’s overbearing sover-
eign. Before unpacking the convention-based theory of the maintenance of
government, I briefly present below the main argument leveled against the
contractarian account of the empowerment of government.

To begin, recall that all that is required to maintain government is to
align self-interest with extant order. Indeed, the centripetal force of mutu-
ally advantageous institutions stems from their ordinal superiority over
competing alternatives. A comparative assessment of whole states of affairs
(order vs. chaos) leads us to endorse the only alternative that fits our
expectations about security and prosperity because it causally generalizes
self-interest. To commit to extant order, we merely need to acquiesce to
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government by submitting to its commands. In the contractarian variant of
the initial creation of government, order arises following a transfer of power
from consenting parties to a sovereign endowed with the prerogative to
secure compliance with the power of the sword bestowed upon her. In
Hardin’s view, any such transfer is de facto impossible. In making this claim,
Hardin says, “Hobbes falters”. He writes, “We can consent all we want to
but, as a matter of actual fact we cannot simply hand our power over to
anyone if that power is constituted primarily of our human capacities. . .. I
consent to the movement of the mountain before us out of our path, but it
will not happen therefore. And our new sovereign cannot enter office with
any power worth having for the awesome tasks ahead” (Hardin 2007: 215).
The contractarian story is unworkable because individuals cannot literally
transfer their natural faculties or their instrumental power to a sovereign.
Hence, the very idea of a transfer of power is merely a derivation by fiat
because it cannot produce the expected aggregation of individual strengths
that supposedly establish an all-powerful sovereign.

Having established that “Hobbes lacks a credible account of the initial
empowerment of the government” because the very idea of a transfer of
power that sustains the contractarian view is unsalvageable, Hardin reinter-
prets him as a coordination theorist to spell out the structure of his account
of political order in a much clearer light than what we typically see in
standard contractarian justifications of government. On this view, Hobbes
is best read as a coordination theorist because the initial issue of
empowering government is about providing a holistic resolution to collec-
tive problems, not to elicit contractual commitments. While a contract
addresses a collective action problem that arises when our resolutions may
be undone by free-riders, an initiation empowerment of government faces
no such issues. As Hardin explains, the establishment of government is not
akin to tackling “an n-prisoner’s dilemma that must be resolved by agree-
ment and then enforcement of the agreement” (Hardin 2007: 110). In
practice, “If we once do establish a sovereign, there is no prospect of free-
riding on that choice. I might prefer to be able to avoid the sovereign’s glare
when I wish to steal from you in the political society on which we have
coordinated. But I cannot free-ride on the initial coordination itself”
(Hardin 2007: 110). Hardin’s creative insight here is to reinterpret Hobbes
by reframing his central problem as one of coordinating to maintain order,
not one of contractually creating from the state of nature.

The recasting of Hobbes as a theorist of the maintenance of order is
consistent with “his overriding actual concern at the time of writing, even
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his likely motivation for writing”. That concern was “the maintenance of
sovereign government in the face of revolutionary fervor and turmoil”
(Hardin 1991: 157). If Hobbes is not the contract theorist he is often
made out be, including by none other than himself, it is because he clearly
grasped the impossibility of a universal agreement to establish order, as it
happens when a fraction of dissenters such as religions extremists or thrill
seekers are not interested in securing their personal survival and prosperity.
Hobbes says as much when he claims that “because the major part hath by
consenting voices declared a Soveraigne; he that dissented must now con-
sent with the rest; that is, be contented to avow all the actions he shall do, or
else justly be destroyed by the rest” (Hobbes 2014: 268). This observation
fits the strategic structure of resolutions that make most people better off in
society. Hobbes’s tacit view here is that extremists and those willing to
disrupt order in pursuit of gains incompatible with the security and the
welfare of significant groups should be overrun to preserve peace for those
whose self-interest aligns with extant government. In this sense, he is best
described as a coordination theorist.

Yet even as he recognizes Hobbes’s credentials as a coordination theorist,
Hardin is quick to emphasize that his limited grasp of the structure of the
problem of maintaining order betrays analytical shortcomings he could not
correct. Beholden to his contractarian idiom, he could not cut the Gordian
knot to overcoming the crippling ambivalence between creation and main-
tenance of government. Hardin deems Hobbes’s grasp of the problem of
maintaining government insufficient because he saw it mainly as one of
enforcement through “draconian force”. Resolutions obtain though insti-
tutionally enforced coordination by getting everyone to select order over
chaos. While his “one-time coordination” is resolved by empowering a
sovereign, the resulting order requires political absolutism to remain stable,
a state of affairs that makes changing government perilous. Hence,
Hobbes’s resolution is inherently conservative and biased toward the status
quo since attempting regime change might wreak havoc on the prevailing
coordination that preserves ongoing orderly interactions.

In a Hobbesian polity, subjects would be stuck with a powerful sovereign
with no prospects for political liberalization because Hobbes sees the prob-
lem of maintenance as a one-time coordination. As a result, he fails to grasp
how repeated interactions “could lead to very stable, compelling incentives
for continuing coordination that is spontaneous and that is not deliberately
organized through an explicit agreement or overseen by any manager to
keep us in line” (Hardin 2007: 214). Herein lies the crux of Hardin’s
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reinterpretation of Hobbes as a coordination theorist. To redeem Hobbes,
he turns to Hume to mine his insights on the institutional implications of
iterated interactions to provide an account of large scale coordination for
order without draconian enforcement. Reading Hobbes through humean
lenses magnifies his analytical shortcomings and reveals the extent of his
incomplete grasp of the challenging problem of maintaining government
after the initial coordination to secure peace.

In humeanizing Hobbes, Hardin was not merely trying to dismiss his
limited insights on strategic interactions. His move might be construed as a
reconstruction that sheds light on the gradual improvement of our under-
standing of how order is maintained. Thus, from Hobbes’s “one-time
coordination” through Hume’s more sophisticated account of iterated
interactions, we can readily see a development that mirrors various steps
of a broader conceptual transformation. It begins with Hobbes, journeys
through Hume and reaches its peak with game-theoretic theorizing on
strategic interactions. Using Hume’s better grasp of the institutional impli-
cations of repeated interactions as a critical standpoint allows Hardin to
show how ongoing order works, something Hobbes could not clarify
perhaps owing to the limitations of his tools. Because he could not see the
stabilizing potential of iterated interactions, he is oblivious to the normative
force of conventions. Consequently, Hardin says, he “overestimates the
need for an especially powerful state to regulate behavior” (Hardin 2007:
214).

In contrast, Hume sees the strategic possibility of iterated interactions
and clearly understands that it is in everyone’s best interest to cooperate to
maintain ongoing exchange and preserve future benefits. Hence, the benefit
reaped in reading Hobbes through Hume’s lenses, as Hardin does, is that
we gain far better insights into how to “enable government to enforce its
will, both at the outset and thereafter” without the persistent threat of
incurring the wrath of the sovereign (Hardin 2007: 214). The central
point here is that conventions rather than draconian rule stabilize expecta-
tions and preserve extant order. Moreover, subsequent political liberaliza-
tion happens because “the incentives that back conventions can partially
control even political office holders, who can be constrained in ways that
Hobbes did not grasp”, Hardin claims (Hardin 2007: 224). Strikingly, the
sovereign as a governor who deploys the tools of statecraft to secure
compliance is entirely absent from the convention theory of order, as if only
ongoing coordinations determine the quality of governance and its out-
comes. I argue in the next section that Hardin’s reliance on what he sees as
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Hume’s “solution to Hobbes’s central problem” leads him to overlook the
role of the function of governance is maintaining political order (Hardin
2007: 224).

THE SOVEREIGN AT THE HELM

Strikingly, the convention theory of political order downplays the impact of
the exercise of sovereignty in maintaining order, as though spontaneously
emerging conventions rather than the performance of the sovereign matters
in explaining political stability. While Hardin’s rereading of Hobbes
through Hume’s account of the rise of conventions illuminates the role of
emerging norms in stabilizing order, it is not entirely clear that focusing
solely on orderly iterated interactions between agents involved in ongoing
exchanges fully explains how government is maintained. Likewise, the view
that the maintenance of order in Hobbes’s theory of government requires
only draconian force should be qualified. Brian Barry wrote quite unchar-
itably “that it is a travesty to identify Hobbes with a position in which social
order depends solely on ‘draconian force’” (Brian 2010: 370). Travesty is
perhaps not the right word to describe Hobbes’s understanding of the
exercise of power. But the observation raises a key point in suggesting
that the preservation of government does not solely require the use of
force, as Hardin seemingly contends. I wish to argue that Hobbes’s sover-
eign may preserve government without constantly using draconian force.

While Hardin is certainly right that “Hobbes’s argument for the necessity
of draconian force seems empirically wrong for many societies”, he over-
emphasizes the role of blunt force in securing order and tends to proceed as
though Hobbes’s sovereign preserves order only through stringent enforce-
ment of laws (Hardin 2007: 81). The fact that Hobbes offers a more
nuanced account of the maintenance of government is apparent in his
claim that force alone is not enough to elicit compliance. He argues for a
program of civic instruction to instill in subjects the legitimacy of the rights
of sovereignty. “And the grounds of these Rights, “Hobbes writes,” have
the rather need to be diligently taught; because they cannot be maintained
by any Civill Law, or terrour of legall punishment” (Hobbes 2014: 522).
Notwithstanding his defense of absolutism, Hobbes understood that dra-
conian force is insufficient to secure compliance. As Arash Abizadeh puts it,
“Hobbes did not believe that any sovereign could ever wield enough
coercive power to maintain order on that basis alone” (Abizadeh 2010:
116).
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Hobbes’s recognition of the limits of “draconian force” to maintain
order is just the tip of a theory of governance that casts the sovereign as
an astute ruler who often relies on subtle means to maintain order. Indeed,
“the exercise of entire Soveraignty” requires a proactive art of government
that limits the needs for a brute force to maintain order (Hobbes 2014:
574). Copious prescriptions in his Leviathan offer guidance as to how the
sovereign should behave at the helm. For example, Hobbes insists that
rulers should not “countenance anything obliquely which directly they
forbid” because “The examples of princes, to those that see them, are,
and ever have been, more potent to govern their actions than the laws
themselves” (Hobbes 2014: 476). Similarly, Hobbes notes that “power is
preserved by the same Vertues by which it is acquired; that is to say, by
Wisdom, Humility, Clearnesse of doctrine, and sincerity of Conversation;
and not by suppression of the Naturall sciences, and of the Morality of
Naturall Reason; nor by obscure Language” (Hobbes 2014: 1076). The
larger implication is obvious: the exercise of sovereignty depends far less on
draconian force than Hobbes’s defense of absolutism suggests. We need to
look no further than his recommendations on the strategic use of rewards
and punishments to grasp the extent to which the maintenance of govern-
ment depends on the skillfulness of the sovereign. A policy of selective
incentives allows the sovereign to mete out punishments to offenders or
show leniency in proportion to the dangers posed to the commonwealth by
those who run afoul of the law. To a remarkable extent, the prescriptions on
punishment and rewards afford us an insightful observational standpoint to
understand the universe of governance and the challenging tasks a ruler
inevitably faces once at the helm. Revealingly, when Hobbes points out that
“the maintenance of civil society” depends “on Justice. . .and Justice on the
power other lesse rewards and punishments” (Hobbes 2014: 698), he
brings into full view the limits of draconian force in maintaining the
commonwealth.

CONCLUDING REMARKS

Audacious interpretations of canonical thinkers unavoidably often raise
questions of their own. Hardin’s quip that whoever does not think his
“account of Hobbes is correct” should read it as his is conceivably a subtle
but resolute way to assert his Hobbesian credentials. But probing his claim
to Hobbesian orthodoxy is unwarranted. Philosophical appraisal is not
merely a drab exercise and redundant exercise in doctrinal loyalty. It is
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only worthwhile when it derives new insights from paths often trodden with
little creative impetus to express in other words claims that hardly need
another superfluous restatement. On this score, Hardin’s interpretation of
Hobbes is largely successful despite conclusions that may seem controver-
sial, a fact he readily conceded. In the preface to his book on David Hume,
he writes that “when we read any theorist, and perhaps especially when a
philosopher reads another philosopher, we often tend to take a strong
critical stance and to pick the theorist apart” (Hardin 2007: vii). Drawing
on Hume, Hardin reads Hobbes to harness insights that provide a strong
starting vantage point to subsequent theorizing on order. For example,
Hobbes supplies many of the conceptual structures underlying Russell
Hardin’s mutual advantage theory of social order, including his two-stage
theory account of the empowerment that entails a broad ex ante agreement
in the first stage to facilitate coordination of a workable order and subse-
quent resolutions that take place in media res. Rather than picking here
and there bits and pieces of confirmatory wisdom, Hardin reconstructs
Hobbes’s intuitions and integrates them in his toolkit before improving
them by revisiting them through humean and game-theoretic lenses.

His hermeneutical efforts highlight the novelty of Hobbes’s ideas and
their conceptual limitations as well. In reinterpreting Hobbes to clarify the
“strategic structures of the problems that we face in achieving social order”,
Hardin provides a robust exemplar of how interpretive conversations across
philosophical eras might improve our analytical toolkits (Hardin: 23).
Paraphrasing Gregory Kavka, we may argue that his elucidation of the
“modal strategic categories” that ground Hobbes’s analytical reasoning
embodies an approach that shows how a classic text can be creatively
appropriated to contribute to contemporary philosophical debate (Kavka
1986: xiii). Perhaps unsurprisingly, the Hobbes that surfaces from Hardin’s
searching assessment is both flawed and brilliant. The flawed Hobbes is just
as edifying as the brilliant one. His flaws show the limits of a social
contractarian idiom that leaves him unable to expound a compelling theory
of the maintenance of government. Once stripped of his contractarian
garbs, the brilliant Hobbes emerges as theorist of power, that is, as a social
scientist. In Hardin’s assessment, “the difference between Hobbes the
contract theorist and Hobbes the power theorist is the difference between
a political philosopher and a social scientist” (Hardin 2006: 299). If his
Hobbes often seems like a pared down version of Hume with a weaker grasp
of the strategic structures of the problem of maintaining order, the com-
parison is not meant to be unflattering. It stands out as a perceptive
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genealogical reconstruction that shows how early generations of thinkers
provide the seeds that allow others to chart new territories. Undoubtedly,
we are indebted to Russell Hardin for his bold interpretation of Hobbes as a
thinker whose two-stage theory of order is far closer to contemporary
concerns than it might appear at first glance.

NOTES

1. See Hardin (1982). For the lone reference to Hobbes, see p. 8.
2. According to Hardin, “the Hobbesian view seems to fit ethnic conflicts that

have turned violent in Lebanon, Azerbaijan and Armenia, Rwanda and
Burundi, Iraq, and many other societies, as it fits Yugoslavia” (1999a: 144).

3. This simplification glosses over nuances. For a fuller account, see Martinich
(1992, Chap. 3). For a more recent interpretation of the laws of nature, see
Lloyd (2009).
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Constitutions as Conventions: A History
of Non-reception

Andrew Sabl

In 1983, Michael Harrington wrote a book called The Politics at God’s
Funeral. In that book, Harrington accepted the decline of faith but thought
it left a spiritual void that he hoped a form of socialist politics could fill
(Harrington 1983).1 This paper treats, in a sense, the academic politics at
convention theory’s christening (or bris).

Over several books and related articles, culminating in his reconstruction
of David Hume’s political thought, Hardin expounded an account of
constitutionalism that saw constitutional structures as profound and perva-
sive solutions to coordination problems.2 David Hume first called the
relevant kind of long-term and society-wide solutions to coordination
problems conventions, and one may describe the whole theory, for short,
as the convention theory of constitutions. Hardin’s convention theory of
constitutions implies several conclusions that fulfill the usual requirements
for deeply influential social science by being striking, deep, profoundly
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counterintuitive (at least when taken together)—and true. That is, consti-
tutions simultaneously serve all those subject to them by enabling them to
pursue more effectively their disparate purposes (more briefly, by serving
their diverse interests). Constitutions promote citizens’ interests unequally
yet without the likelihood of provoking successful opposition. And they do
so without requiring either explicit consent or normative consensus.

As far as I know, no one has directly refuted the heart of this theory. No
one disputes that the members of large societies have an interest in follow-
ing the same rules, modes, or norms of action—particularly with regard to
the most fundamental political and economic structures—to some degree
regardless of what the substance of those rules, modes, or norms will be. No
one seriously believes that what I have elsewhere called “crude focal points,”
the kind characteristic of face-to-face societies (words within earshot, the
grasping of a conch or a scepter in a gesture all can see, a reputation, known
through personal acquaintance, for wisdom or decisiveness), can solve those
problems when it comes to mass societies.3 No one credibly denies, once it
is pointed out, that the kind of legal and political conventions we call
constitutions palpably do solve these kinds of problems much of the time,
settling in particular which laws count as authoritative and how the holders
of political power are to be selected.

But the truth, depth, and counterintuitiveness of Hardin’s conclusions
have not, alas, ensured their fame. My observation, which I’m afraid must
remain an axiom for inability to prove a negative, is that while political
theory—surely the natural home of Hardin’s work—has never rebutted
Hardin’s account of constitutions as conventions (and conventions as coor-
dination solutions), it has responded to this fact not by adopting the theory
but by ignoring it.4 Hardin’s work has few partisans. At least as strikingly, it
has few worthy opponents; it is not considered among the main accounts of
mass democracy that requires mention and refutation. Why this relative
non-reception?

The first part of my tentative answer is this: in a field divided between
democratic theorists, liberal theorists, and historians of political thought,
convention theory embarrasses all three by seeing and raising their charac-
teristic claims and points of pride. It captures too much about real democ-
racy to sit well with self-styled partisans of “Real Democracy.” It is too
accurate regarding the real preconditions of diversity and choice to sit well
with those who imagine those values are best furthered by a universally valid
rational consensus. It is too successful at explicating Madison’s constitu-
tionalism, and Hume’s, to sit well with those determined to mine the
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history of thought for lost doctrines of virtue and the common good, and to
slough off insights that glitter less. In other words, convention theory is not
just counterintuitive but embarrassing: it accomplishes too much without
the aid of premises regarded as necessary by too many.

If this first part of the answer involves an amateur sociology of knowl-
edge, the second part is more substantive. Hardin’s formulation of conven-
tion theory sometimes makes it appear more pessimistic and quietist than it
need be. Conventions may appear to lock in inequality or bias, in the sense
of providing universal benefits but doing so unequally. And they may appear
to achieve stability at the cost of a sort of rolling hostage-taking: the status
quo is to be acquiesced in because, and for at least some parties only
because, the costs of “re-coordination,” including the risks of social strife,
are too high to be worth it. But one of Hume’s central claims is that political
institutions and practices resemble scientific discoveries in being (lumpily)
progressive: institutions and practices are human technologies resulting
from trial, experience, and diffusion. I submit that certain political technol-
ogies, largely unknown to Hume and insufficiently stressed by the partisans
of convention theory, go a long way to addressing the theory’s critics—both
those whose criticisms are explicit and those whose critique takes the form
of scholarly neglect.

THEORY OUT OF SCHOOL(S)

Democratic Theory

A great many contemporary political theorists define themselves as “dem-
ocratic theorists.” One would think this would give them a profound
interest in studying a theory, like that of convention, which explains the
nature and justification of democratic institutions. But in using the same
word, democratic theorists do not always mean the same thing.

To dramatize the point, consider two paintings (not, alas, reproducible
here, but available online).5 They were painted in the same year (1943),
share a more or less epic style, and even share a title: The Four Freedoms
(after Franklin Roosevelt’s famous speech on that theme). But they exem-
plify two profoundly different approaches to democracy: one stirring but
hardly relevant to modern problems; the other, much more pertinent but
alas, less inspiring.

Norman Rockwell’s painting, “Freedom of Speech,” is very familiar, as is
its message. A plainly dressed man rises to speak at a town meeting, with a
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dignity and presence that make others, whose dress and accessories mark
them as more learned and richer, pay attention. The painting, along with
Rockwell’s paintings on the other three Freedoms, is the graphic version of
a civics book, portraying homespun emotions and ordinary citizens. (The
other paintings portray a Thanksgiving table groaning with food [Freedom
from Want]; a multicultural group of worshippers, each engaging in his or
her respective prayer [Freedom of Worship]; and parents checking on their
children, safely in bed, while holding a newspaper chronicling a bombing
elsewhere [Freedom from Fear].) The other work, by Hugo Gellert, is
much less famous than Rockwell’s, as well as more realistic, more political,
and less comforting. Gellert’s painting portrays organized power. Freedom
from Worship—the atheist’s Geller’s least interesting panel—portrays
abstract symbols, not particular worshippers: this is freedom of organized
religion. Freedom from Want portrays stylized foods, not citizens sitting
down to food. Freedom from Fear is represented not by childish innocence
that lacks the feeling of fear, as in Rockwell, but by an imagined defeat of the
cause of fear: a Nazi snake being crushed by a strong arm.

Most fascinating for current purposes: Gellert’s “Freedom of Speech” is
symbolized by a microphone and a book—a blank book, indicating that the
point is not what is said but the speaker’s power to say it and be heard. That
is, the real power of free speech attaches not to every anonymous speaker at
a town meeting—who may indeed speak but will be heard and heeded by
very few—but to the person who commands a microphone and the prom-
inence to speak to a mass audience either in an auditorium or, more likely,
over the air (one imagines a Roosevelt Fireside Chat).

The panoply of freedoms is presided over by a huge figure of Franklin
Roosevelt, portrayed with such realistic toughness as to look slightly men-
acing. The message is clear, and clearly one of coordination: to save our
freedoms in a time of peril, we must get with the program and follow along
with some authority, leader, or focal point that others can be counted on
also to follow.

Leadership is not the only way of solving coordination problems. A liberal
or a non-authoritarian democrat should shrink—as the pro-communist
Gellert did not—from the implications of relying on leadership on a
mass scale, of resting freedom, and social values generally, on the preroga-
tive of one national politician.6 Of the standard means of solving coor-
dination problems—focal points, leadership, common knowledge, and
conventions—only the last is fully and reliably consistent with both the
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need for concerted action and the imperative that the exercise of power
be limited (Sabl 2012).

The illustration on the cover of Hardin’s Liberalism, Constitutionalism,
and Democracy portrays the framing of the US Constitution. But while the
face-to-face coordination that founded the constitution makes for a better
graphic, the day-to-day coordination whereby every citizen more or less
unthinkingly and automatically acquiesces in established constitutional
authority is, for political purposes, more significant.7 There is nothing
wrong with calling a book that treats liberal democracy as a matter of
large-scale conventions Liberalism, Constitutionalism, and Democracy. But
a simpler title might have been Real Democracy.

The actual recent book calledReal Democracy, by FrankM. Bryan, places
on its cover neither constitutional framing, nor everyday acquiescence, nor
populist leadership, but precisely Rockwell’s Freedom of Speech—and the
“real” democracy it has in mind is the town meeting. In general, most
recent democratic theorists, participatory or deliberative in inspiration,
would consider town meeting democracy more “real” than the variety
through which we choose representatives and they settle legislative matters
by majority vote. What lies behind this?

One version of participatory democracy prizes the agency involved in
small-scale self-government, where each ordinary citizen can hope to make
a difference through speaking. If one is determined to value democracy in
this sense and for this reason, it will follow that democracy can be studied
most fully where the number of participants is small. As a corollary, demo-
cratic theory will have little to say about—indeed, will be very tempted to
discount and demean—decisions on the scale of a modern state, and will
disparage the study of constitutional structures that promise to make dem-
ocratic politics more secure and durable while retaining some popular
influence on collective decisions.8

More interesting for current purposes, because less obviously determined
to ignore the most salient and inescapable facts about modern society, is
Josiah Ober’s attempt to explain Athenian-style participatory democracy as
a regime of coordination that made only limited and informal use of consti-
tutional methods (Ober 2008). Ober portrays a world of common knowl-
edge and common purposes. While he acknowledges in various places that
modern mass polities does not possess these qualities, he still implies that we
can draw more analogies between Athens’ situation and our own than is
credibly the case.
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Ober does not claim that Athens’ scale (about 250,000 residents, of
whom tens of thousands were free male citizens) allowed each individual
to make a profound difference: the numbers involved were too large. But he
is determined to argue that various aspects of Athens’ design—from the
inward-facing structure of its assembly to the division of citizens into
heterogeneous tribes—allowed it to operate through common knowledge
solutions to coordination problems, especially the problem of ensuring that
each citizen could know that others would do their part in governmental
and military affairs. In fact, Ober mentions only common knowledge, and
not mass leadership or conventions of authority, as the known means by
which citizens can coordinate (Ober 2008: 114). (For obvious reasons,
common knowledge would be, for participatory democrats, preferred over
authority, constitutionalism, or leadership as a means.)

Ober regards Athens as diverse in many ways, including with respect to
specialized knowledge stemming from economic roles. (He cites evidence
that Athenians recognized at least 170 different occupations (Ober 2008:
21n34)—though one might observe that the US Bureau of Labor Statistics
currently counts nearly 8500, including Annealing Furnace Operator,
Chum Driller, Computer Numerically Controlled Shot Peening Operator,
and, no joke, Pepper Picker).9 Ober insists, however, on a striking lack of
diversity in one sense: Athenians, on his view, possessed “shared core
preferences” that included the polis’s prosperity and military strength in a
context of deadly inter-polis competition.

The assumption of shared values is absolutely necessary if coordination
problems are to be solved by common knowledge alone. For one thing, it
rules out rent-seeking; in another piece, Ober argues that Pericles’ leader-
ship posed no danger to Athens and came at no cost to democratic agency
since

there was no contradiction between seeking his individual good and the good
of a powerful and flourishing community. As Athens flourished, so too did
Pericles. (Ober 2006: 151)10

More generally, the assumption of shared values is necessary because in
order for common knowledge to work as a method of coordination, the
individuals who share knowledge must broadly want the same thing. If my
purposes clash with yours more thoroughly or more fundamentally than
they coincide, the knowledge that we have in common will consist of the
fact that you and I must be enemies in a fairly literal sense. As Hardin has
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noted, we may then need to occupy separate polities, or a single one that
suppresses diversity through authoritarian means (Hardin 1999: Chaps. 5
and 7).

Aware that modern polities lack this level of shared values, Ober admits
that Athenian democracy resembles modern states less than it does modern
firms, whose members have a common interest in firm survival and profit-
ability on an impersonal but limited scale and in a context of fierce compe-
tition (Ober 2008: 90 and passim). But one may draw the further normative
conclusion that participatory democracy is normatively attractive if and only
if one thinks it possible and desirable to have a civic culture at least as strong,
coherent, and action-focusing as a corporate culture. And this is likely to seem
possible and desirable in turn if, and only if, one regards democratic life as a
matter of constant crises that the polity must face as a whole (as opposed to
its citizens facing various problems severally). There are some indications
that Ober does see democracy this way, especially with regard to environ-
mental crises (Ober 2008: 5). More generally, theorists of participatory
democracy quite commonly fault citizens for ignoring crises that seem
obvious (to the theorists) (Wolin 1969).

The question of how polities are to coordinate their decisions is therefore
a crucial one. One’s answer to the question clarifies not only what one
means by democracy but what one means by choice and political agency
(as well as what one means by coordination, an issue discussed below).
Participatory democracy, even in its most sophisticated versions, envisions a
polity acting as a single citizen body at the cost of denying individual citizens
the prerogative of choosing their own purposes and dissenting from the
prevailing sense of common interests. In contrast, conventions of authority
are not themselves matters of agency, either as subject or as objects. The
convention does not collectively “do” anything in particular (only desig-
nating how decision makers will be chosen), nor do citizens choose it (each
citizen mostly acquiesces in the convention that exists, rather than being
able to form a new one). But there seems a systematic sense in which
conventions allow much greater agency in the realm of personal judgment,
including judgments about politics, than is conceivable under the common
knowledge that undergirds participatory democracy. Participatory demo-
crats typically argue that polities must engage the citizen body, acting as
one, in order to address crises. I submit it is largely the other way around:
they are determined to see politics as a rolling crisis because that allows them
to discount the costs of a politics that prefers a feeling of common agency to
a diversity of individual purposes.
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Liberal Theory

Proponents of liberal theory are aware of this problem and aim to avoid
it. They value diversity of life plans and of “conceptions of the good” (the
systematic, coherent accounts of how to live that John Rawls imagines most
persons have the capacity to formulate) (Rawls 1999). I have mentioned
that convention theory has no need for normative consensus; as long as
people accept the direction of the same set of authoritative conventions,
they need not agree on, or even think about, why; in fact, their reasons are
likely to differ radically. Hardin notes the reality-based advantages of seeing
politics this way: while there are a great many social theorists who have
claimed that shared values are needed to maintain a stable polity, fewer
(i.e. none) can list, with good evidence, what those shared values are
(Hardin 1999: 9, 280 and elsewhere).

One central reason that prevalent liberal theories posit the need for
normative consensus is, of course, that doing so seems to allow for greater
critical purchase than a theory that explains social order as the habitual
acceptance of conventions. The fear is that unjust orders, or those that
discount the rights and interests of certain classes of citizens, might gain
the ready acceptance of the advantaged and the resigned acceptance of the
disadvantaged who doubt that great change is possible. A “proper” liberal
theory, i.e. one that distinguishes between political structures that are
normatively justified and those that are not, is supposed to allow only the
kinds of diversity and choice consistent with justice and equality, as suitably
defined in turn by that theory. A customary order that cannot justify itself is
to yield to a more reasonable order that can.

Quite often, the argument rests on the explicit or implicit premise that
so-called ideal theory—systematic accounts of justifiable social orders—is a
precondition for social change. The (almost always implicit) premise is that
ordinary people will not seek social change if all they have are urgent felt
grievances and rough-and-ready, easily understandable accounts of what
might be done to address those grievances. Absent such, they will wait,
helpless and hopeless, for an abstruse book to provide them with proper
goals. To the extent that this premise is—palpably—false, the need for
critical theory is diminished. But often the critical demands of liberal theory
are articulated, more credibly, in normative terms: even if a social movement
or reform campaign could arise without the help of liberal theory, it would
not deserve to succeed unless it could pass the tests proposed by that theory.
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The striving, in other words, is not for social criticism or reform but for
rational or justifiable social criticism and reform.

Here convention theories of liberalism again seem both superior to
rationalist theories and acutely embarrassing to them, on two grounds.
First, there is a problem of justificatory circularity. To the extent that ideal
theory is supposed to provide critical purchase, so that discovering and
defending the right theory will bring about more justice or equality in the
world, it would seem to be necessary that the theory stick fairly closely to
principles and modes of argument that ordinary people in fact recognize
(along the lines of Michael Walzer’s “connected” criticism11). But the more
a theory aspires to the rational consistency, technical specificity, and com-
prehensive scope of a moral-political system, the less likely it is to track folk
beliefs. Such beliefs are, everywhere and always, incompletely theorized,
piecemeal, and partial (in every sense). Most saliently, ordinary citizens put
forth their social opinions in the expectation that they will be accepted as
they are—on the axiomatic assumption that democracy means each being
entitled to his or her own opinions—rather than put to a test of rational and
intersubjective acceptability. To express a similar argument in empirical
rather than a priori terms: if the goal of A Theory of Justice was to bring
about a society whose economy observes the difference principle, it has not,
as Raymond Geuss has observed, worked very well (Geuss 2005).

Put more simply: convention theory suggests that ideal theory is neither
necessary for either constitutional stability or needed change, nor even
particularly helpful to either end. It implies that rational justification
of entire social orders is both a fairly eccentric desire and an almost
completely dispensable one. By making these suggestions, convention the-
ory guaranteed its enforced obscurity. A theory that disagrees with one’s
answer to one’s favorite questions is to be refuted; but a theory that mocks
the importance of the questions can only be ostracized.

A second way in which convention theory flouts not only the premises of
high liberal theory but also (and worse) its sensibilities has to do once again
with common knowledge. Rawls regards the principles of justice as a
stabilizing force because they do, or would, embody common knowledge:
the parties in the original position are choosing principles of justice under
the assumption that there will be “general awareness of their universal
acceptance.”12 This seems a wildly implausible account of how any liberal
society could operate. We would all have to be monitoring one another
constantly, from birth and unto death, not for external behaviors but for
inner states of mind. (Compare the Woody Allen joke that he once cheated
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on a metaphysics exam by peeking into the soul of the kid sitting next to
him.) One overheated critique of A Theory of Justice claimed that it rested
on a quasi-totalitarian plan of education and indoctrination (Schaefer
1979). No serious critic thinks that Rawls in fact had such in mind. It is
more accurate to say that Rawls hoped that political activity and debate
within liberal institutions would educate citizens in liberal principles
through a sort of normative invisible hand.13 But one important reason
that Rawls and his followers do not think that they need indoctrination is
that they fail to acknowledge the Madisonian, conventionalist point that a
free society produces not only a huge variety of social and moral opinions
but also widespread ignorance in one quarter of what is believed in others.
In actual democracies, people regard opinions deriving from unfamiliar
circumstances, backgrounds and situations as both surprising and presump-
tively illegitimate. The folk definition of “special interest” is an interest held
by geographically and/or culturally distant sorts of people with unfamiliar
concerns. Most Nebraskans think that mass transit is a special interest; most
New Yorkers think the same of farm subsidies (Hibbing and Theiss-Morse
2002).

Hardin’s claim that Humean convention theory is exclusively positive,
and only normative or prescriptive occasionally and when Hume gets over-
excited (Hardin 2007: passim), to my mind goes too far. But it makes sense
in the context of ideal theory and as a reaction to it. It is very common for
high liberal theorists to regard their theorizing as a political act, designed
either to enable social criticism or to buttress a new and better social
order.14 Hardin’s position reflects the accurate conviction that this hope,
in its usual form, is mostly vain. No theory complex and counterintuitive
enough to be innovative and intellectually challenging will be sufficiently
simple and uncontroversial to serve as common civic currency. Nor would
we necessarily welcome the flattening of diverse private experiments of
living that would, in imagination, make it possible for any such currency
to serve as moral tender. Hume himself thought that one of the few ways of
calling an act contrary to reason was to show that it rested on false factual
beliefs. And since he doubted that passions were (aside from the possible
case of a few sages) directly subject to rational control, he suggested that the
only way to reform one’s behavior through philosophy might be by chang-
ing one’s social commitments or situations so that the sentiments one
valued would be likely to arise through new habits and experiences
(Hume 1740, 1987: 168ff). To the extent that convention theory does
allow for political and social reform, it must probably do so through versions
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of those two insights. Both seemmore authentically liberal than the wish for
a society based on constant, low-level, moral harangues.

Philadelphia Versus Cambridge

The historical or contextual school of political thought—Cambridge School
for short—has two goals: one explicit, the other universally understood but
never written down. The explicit goal is to improve the quality of the history
of ideas, a.k.a. intellectual history, by ruling out “presentism”—the impulse
to make sense of past theories by interpreting them in light of current
concerns. Instead, scholars are to master the language and the intellectual
arguments current at the time an author was writing. We are to assume
(reasonably) that authors were writing for an audience that understood
language as it was used then, not as it is used now; and (more controver-
sially) that their main goal was to intervene in the debates of their time
rather than to effect a timeless contribution to knowledge.15 The implicit
premise of the main factions of Cambridge is simpler: liberalism is bad. In
one version of the thesis, associated with Quentin Skinner and Philip Pettit,
liberalism entails mere non-interference with individual choice, while
republicanism involves “non-domination”: the pursuit of institutions or
practices that render it impossible for those with power to act arbitrarily
against those who lack it (Pettit 1997). This contrast, somewhat ironically,
makes the most sense in a specific but odd context: the British, in which a
political class universally affirms liberal values while proclaiming the impos-
sibility, or at least the badness, of constitutional checks on parliamentary
sovereignty. In such a context, “liberalism” indeed seems like a “trust-us”
ideology in which nothing but the ruling class’s good will and good sense
prevent government oppression. But the non-interference/non-domina-
tion distinction makes less sense in the rest of the world, where liberalism
and constitutionalism are considered near-synonyms rather than opposites.

The contrast can only be saved by arguing for a particular account of
non-domination. This account requires citizens to place an active commit-
ment to republican government ahead of their private concerns for achieve-
ment or advancement, and claims that citizens can only vindicate their civil
rights, and protect their private purposes, if they possess, and foster in one
another, a common civic virtue and vigilance. This account indeed contra-
dicts traditional constitutional or Madisonian liberalism. The latter form
of liberalism assumes that politics will be of surpassing interest only to a few.
It regards the main safeguard for liberty as a set of institutions that
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harness ambition to check ambition and channel citizens’ overwhelmingly
private and potentially conflictual passions into pursuits that are harmless
(peaceful religious competition) or beneficial (economic, artistic, or scien-
tific emulation).

A second strand of Cambridge, sometimes called “civic humanist” and
associated with J.G.A. Pocock, goes yet further. It insists that civic virtue is
not just instrumentally but intrinsically good, that the highest human
capacities can only be displayed in political action, and that a system based
on the management of interests can only be an exercise in delay or evasion
by a polity that has culpably flouted the imperative to seek a common good.
On this view, the durability of a Madisonian system only compounds its
errors, habituating a benighted citizenry to the false belief that politics exists
to protect their diverse private purposes (Pocock 1975).

Convention theory challenges Cambridge on all these points—in ways
destined, alas, to maximally embarrass it. While more than willing to admit
that the specific, local terms in which a theory is expressed probably derive
from intellectual context, it is not especially interested in those specific and
local elements of a theory. A theory is interesting to the extent that it
discovers something of lasting truth and value. Knowledge of contexts, on
this view, may yield only tragic or negative lessons, as when Hardin argues
that the central insights of Hume’s convention theory were neglected for
200 years because they flouted the ethical frameworks of his time and could
only become manifest after the re-discovery of coordination, expressed
largely in mathematical terms, in the twentieth century (Hardin 2007:
25–26).

When it comes to civic republicanism or civic humanism, the particular
brand of liberalism represented by convention theory not only denies the
need for a common standard of civic virtue, but takes great pride in doing
so; stresses the advantages of doing so; and implicitly mocks republican
and humanist theories for even attempting to seek common values
(as mentioned above). Conventions are, on the contrary, to be prized for
allowing us to enjoy a common political and social order in the midst of a
degree of social and moral diversity that renders impossible agreement—
even “overlapping” agreement—on what the moral basis of that order
might be. (Nor does it much matter, since the order does not rest on
moral agreement.) And one notable tendency of convention theorists is to
celebrate the fact that actually existing liberalism allows for this moral
diversity.
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Again, convention theory is objectionable not because it differs with
Cambridge answers but because it mocks Cambridge questions. Whereas
“high” or “ideal” liberalism often meets critics of liberalism halfway, assur-
ing them that liberalism, too, aspires to a normative consensus and a respect
for community values that are not too different from republican (or, in
an earlier version, communitarian) virtue,16 the liberalism of convention
refuses to grant even half-hearted affirmation to those who believe that
liberty requires more than a modicum of civic virtue, who assume that the
kind of conformity characteristic of small towns is something to be admired
rather than escaped, or who insist that their fellow citizens must persistently
prefer public business over their often exciting and deeply fulfilling private
projects.

CONVENTIONAL WISDOM AND POLITICAL LEARNING

As said, while convention theory’s relative lack of take-up can be explained
in large part by its offense to prevailing prejudices, it is also the case that
convention theory has not always put its best foot forward. It has not always
sufficiently addressed potential weaknesses, even when these are only appar-
ent or contingent.

Biased Solutions and Accreted Powers

The first set of concerns derives from the acknowledged fact that political
conventions of authority, a.k.a. constitutional or fundamental conventions,
are not pure coordination games in which the parties are indifferent regard-
ing the solutions provided that one solution is durably reached. (Which side
of the street to drive on is the most commonly mentioned real-world
example of a pure coordination problem. It may in fact be the only one:
solving any other coordination problem creates relative winners and losers.)
Like most coordination problems, constitutional conventions reflect an
“impure,” “biased,” or “bargaining” problem in which all parties have a
clear interest in reaching some solution rather than none, but each benefits
most from certain solutions and is relatively disadvantaged by others.

One is tempted to say—and this is one of many instances in which
Hardin underplayed his own potential theses—that only impure or biased
coordination games are politically interesting and potentially permanent,
precisely because pure ones are easily solved through strategies of mutual
observation and communication. Only when a solution benefits everyone
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greatly but different groups unequally is it likely to preserve the problem:
such solutions are stable enough to preserve the conditions of politics
(i.e. relative stability, not constant war or anarchy) yet controversial enough
to remain political issues, matters of contestation. To focus one’s discussion
on pure coordination games bespeaks a strong desire to see polities as
overwhelmingly consensual, as seeking methods of making sure that all
find ways to coalesce in acting for the common purposes they would like
to pursue together. (At the extreme, some theorists of common knowledge
refer to coordination games when they really mean assurance games, in
which a single solution is preferred by all if only each can be reassured that
the others will find it too.17) Impure coordination games are the stuff, on
the contrary, of real politics: citizens’ interests and their purposes are
different and partly conflicting.

The matter is in fact not so simple, since the success of a constitutional
order requires, as Hardin aptly notes, a good deal of uncertainty regarding
which specific parties a set of institutions will benefit in the future (Hardin
1999: 129–134). Still, constitutional decisions inevitably render some
society-wide arrangements more difficult than others.18

As I have argued elsewhere (Sabl 2012: Chaps. 6 and 7), there are really
two kinds of bias involved. One might be called “vertical inequality,” and
may be seen as a writ-large version of rent-seeking, though its importance
transcends the connotations of that label. Those whom a constitutional
system designates as having the authority of office may use their unique
prerogative over authoritative decisions to grab resources, powers, or immu-
nities for themselves or their associates. A particularly egregious example of
this is that governments can leverage the authority deriving from their unique
ability to provide public goods in order to engage in acts that formally
resemble public goods (e.g. defense) but may promote the glory of leaders
rather than the good of citizens (e.g. wars of choice). Hardin certainly notes
this possibility, but does not stress it. A second kind of bias involves “hori-
zontal” inequality: the ability of groups that win power to give dispropor-
tionate rights and opportunities to one sector of society, perhaps themajority,
at the expense of others. (To see the distinction between vertical and hori-
zontal inequality: an African-American of an impoverished background who
is elected mayor of a city may be able to name any number of African-
Americans to city office—but unable seriously to affect housing segregation
or the differential quality of mostly-white and mostly-black schools.)

144 A. SABL



Hardin’s treatment of convention acknowledges both kinds of inequal-
ity. The first he treats repeatedly but rather briefly. However, those who
regard war-fighting and empire as the most salient and nefarious activities of
the American state (e.g. such political theorists as Sheldon Wolin and
George Kateb, ever scarred by the experience of the Vietnam War) might
wish the treatment were fuller.19 Hardin’s treatment of what I call horizon-
tal inequality, under the name of “unequal coordination,” is more extended
but not particularly optimistic. Hardin argues that given “successful coor-
dination on a constitutional regime that does not seem to give equal
standing to some group,” “[t]hat group’s members may nevertheless find
their interest is to acquiesce in the coordination. . .. The price of mutiny may
be too high for any benefits it might bring” (Hardin 1999: 306). Hardin
explicitly mentions “the ghetto poor” in this context, and in an Appendix
seems to imply that while universal welfare schemes might be able to latch
themselves onto existing coordination schemes, explicitly redistributive,
reparative, or anti-welfare schemes do not serve the advantage of whites
and are therefore, on a coordination view, more or less out of luck (Hardin
1999: 307, 328–331).

The usual remedy for vertical inequality in the form of rent-seeking is a
separation of formal powers, along with legal and social protections for civil-
society institutions with a professional interest in checking power. Given a
professional interest in investigating corruption and durable protection for
the activity of doing so, legislatures, courts, and various activists and jour-
nalists in civil society can be counted on to do so (without the need to
assume a uniform “civic virtue”) (Philp 2007). Such methods are probably
insufficient to prevent mischief in the arena of foreign warfare: the secrecy
necessary to meet genuine national security threats also prevents the over-
sight needed to expose fraudulent ones (Sagar 2014). But if convention
theory provides no clear solution on these matters, neither does any other
account of government. At least seeing foreign glory as a form of rent-
seeking, stemming from legitimate and probably unavoidable coordination-
based power, might help clarify and sharpen the problem.

When it comes to horizontal inequality, such a tu quoque argument
might also work. (Not everyone who faults others’ accounts of politics for
not addressing racism and poverty has a politically plausible roadmap for
ending racism and poverty.) But we can do better. Consider Adam
Przeworski’s well-known minimalist or “paper stones” defense of democ-
racy, in which voting represents a peaceful signal of the social power that
social forces could potentially muster in violent fashion (but do not need to,
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because they express their power by voting instead). Less often noted is
that Przeworski develops this account with explicit reference to Hardin’s
(early) account of constitutionalism as stable because re-coordination, or
“mutiny,” would have costs that are too high (Przeworski 1999: 46–47).
Przeworski does not really develop the implications of his account in terms
of convention theory. One can easily do so, however, provided that one
avoids a reductively quantitative account of social power. Voting works, on
Przeworski’s view, because those tempted to mutiny will refrain from doing
so if the voting process reveals them to be a minority. This may be true in a
very uncompromising sense of mutiny, perhaps the Marxist sense. Small
minorities with no particular social or military power rarely win civil wars
and take over a society’s monopoly on force; there is a reason Marxists
believed, and had to believe, the proletariat and its allies to be an “immense
majority.”

But mutiny and re-coordination do not need to be about winning.
Unsuccessful rebellions—which are usually, being unsuccessful, called
riots—impose substantial costs on the victors. If a group competes in mass
elections and wins a substantial chunk of the vote, though not a majority, it
obtains a strong and cheap signal, to itself and outsiders, that its demands
could become the object of costly, though losing, civil unrest.20 Electoral and
legislative contestation thereby serves as an important check on horizontal
inequality; by demonstrating the possibility of a costly mutiny, it may scare
the powerful into considering re-coordination. And to the extent that legis-
lative bodies represent a plurality of social voices more effectively than a single
executive can, the fact that the latter must concur with the political decisions
of the former represents a limit to the power accruing to coordination.

Institutional Reform Within Formal Continuity

Convention theory appears to explain why political institutions persist, but
not how they change. To be sure, the desire for constant institutional
innovation for its own sake, evident in Dewey’s work and more recently
Archon Fung’s, is almost certainly a minority taste (Fung 2012). A great
many people find radical change even in their consumer goods quite
disorienting. A computer-run car with an electric motor could theoretically
mount its controls in any way one likes. But there is a reason that Priuses still
use steering wheels and pedals for steering, acceleration and braking, even
though the mechanical reasons for such control devices no longer obtain.
This is all the more valid for political institutions, which must provide not

146 A. SABL



only the comfort that facilitates occasional operation but the continuous
and absolutely necessary stability necessary to plan the rest of life. Still, it is
common, and legitimate, for those who live under constitutional regimes to
want politicians to be able to tinker and adjust them to meet new needs. It
might appear that convention accounts of coordination leave little room for
doing that. Every substantial change seems to risk misunderstanding,
non-coordination, the re-opening (or new opening) of disputes that pro-
ductive stability requires us to set aside.

Convention theory has an answer to this, but not an answer that it always
sufficiently stresses: de facto institutional change and development within
formal conventional continuity. Critics of American constitutionalism—and
in the international arena, there are many more critics than fans—often
note, correctly, that the American constitution is in international compar-
ison extremely hard to amend21 and contains very few specific guarantees or
stipulations that the system must benefit ordinary citizens in tangible ways
(by providing them health care, or free education, or jobs). But the second
flaw, if such it be, compensates for the first. Precisely because there are no
specific guarantees, our system has evolved a norm of re-interpreting—in
what might seem implausible ways—extraordinarily vague terms like “equal
protection,” “general welfare,” and “commerce” so that the system will in
fact serve purposes whose achievement benefits more or less everyone but
whose pursuit seems disallowed by the formal rules. Hardin stressed the
degree to which the constitution at its origins had commerce as its central
purpose, in opposition to the anti-Federalists’ goal of resting the new
republic on local farming and the civic virtues that they quaintly believed
unique to that. One could equally note, however, that the purpose of
“commerce” has since been stretched to include the comprehensive regu-
lation required for the flourishing of industrial and post-industrial societies.
Similarly, “the executive power,” once exercised by a President and by a few
aides (called “secretaries” in the US system for the good reason that they
once handled their own correspondence and wrote their own reports), has
been stretched, without formal breach of convention, into a full-scale
administrative state. In other words, re-coordination by stealth renders it
more possible than might at first appear to combine the advantages of
relative constitutional stability and those of necessary institutional change.
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Technologies of Re-coordination

The concern with horizontal inequality may be restated, and amplified, by
taking the perspective of those who are planning strategy on behalf of relative
losers. One of the central insights of Liberalism, Constitutionalism and
Democracy is also the one most hotly resisted by students when I teach it:
that it could be in the interest of parties relatively disadvantaged by a scheme
of coordination to acquiesce to it indefinitely. After all, they do benefit from
the existing scheme to a very considerable extent compared to having no
constitutional scheme at all; they might not be able to secure the acquiescence
of the more privileged in a project of “re-coordination” under a different
and perhaps fairer scheme; and the costs of seeking re-coordination, likely to
be paid in civil strife, may be very high, especially for the disadvantaged
themselves.

In a sense this argument is very strong, precisely because of the
disanalogy between constitutional conventions and other instances of
bargaining and unequal gains. If workers prefer having a job to not having
it yet feel their wages and working conditions are unfair, and lower than
ones that the employer can reasonably grant, they can strike—forgoing
mutual gains from the employment contract, but only temporarily and in
the service of a new contract on better terms. But this only works because
the rest of society goes on peacefully during the strike: conventions of
authority abide. A strike against conventions of authority themselves looks
like anarchy or insurrection. Hume says in this context, more or less, that
disputes over property can be settled by authority, but disputes over author-
ity are only settled by “the swords of the soldiery” (Hume 1740: 3.2.10.15).

As in many cases, however, new political technologies can expand these
alternatives. One of these is free speech, which in its more radical forms was
too free for Hume’s taste in his day, but still, with respect to fundamental
constitutional questions, very constrained compared to what we are used to
now. (The Seditious Meetings Act two decades after Hume’s death illus-
trated this: British elites were not willing to allow free discussion by those
who approved of the French Revolution, even if they refrained from draw-
ing explicit British lessons.) Another, more to the point, is civil disobedi-
ence. Civil disobedience is a complex and theoretically disputed act—which
is actually something of a problem; it would send a clearer signal if
governed, like war, by rough norms, so that people could know when a
violation of expectations was intended. Still, its core and classic meaning, as
expressed in the movements led by Gandhi and King, was to reject the
legitimacy of prevailing institutions while expressing willingness, shown by
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lack of personal violence, to live peaceably under a different arrangement of
authority and civic status.22 Civil disobedience, in this way, promises radi-
cally to reduce the costs of attempting re-coordination, and thereby to make
it more attractive. A corollary of this is that civil disobedience, as compared
to violent rebellion, makes it harder for the privileged to insist on the status
quo as the only alternative to constitutional indeterminacy and palpable
anarchy. Civil disobedience, so conceptualized, remains a very radical strat-
egy and one that threatens to backfire if its practitioners’ claims to justice
cannot be vindicated or the terms on which they will agree to acquiescence
are not clear.23 Still, it represents a major innovation with respect to political
action and a crucial friendly amendment to convention theory.

CONCLUSION

I have suggested that the convention model of liberal democracy has faced
mostly unfair and irrelevant criticisms. These have, in turn, obscured some
other criticisms that are more pertinent but can be answered. I would
conclude by stressing that these answers address not only rational worries
but also what might be called emotional or rhetorical ones. That is to say: we
demand of theories that they give us not just truth, but usable truth. While
the goal of political science, like that of all sciences, is to increase our
knowledge, the point of political science, like that of all sciences, is to increase
our ability not only to make sense of the world but to have a sort of purchase
on it, an awareness of how it might be made somewhat better through
interventions in the causal process. (This is to put things in the least utopian
terms possible.) I fear that convention theory can be seen as not doing this. It
seems to be telling us to prize our existing institutions for fostering wealth
creation and a multitude of personal projects, without giving us a sense of
how political institutions themselves might be improved. AsMichael Freeden
has noted, there is an odd disconnect between today’s self-styled liberal
political theories, which stress equilibrium, stability, and a tendency to stick
like glue to static principles of justice or equality if they are ever achieved, and
a longer liberal tradition that stresses a “zeal, eagerness, insistence” for change
and a fervent impulse for reform (Freeden 2005: Chap 1). Edmund Fawcett’s
recent popular account of liberalism has stressed this dynamism to such a
degree that liberalism is said to favor no permanent solutions: only certain
values to be vindicated in an awareness that constant social change requires
constant political adaptation (Fawcett 2014).
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Convention theory, with its stress on the need for political and institutional
stability, might seem allied with the former approach to liberalism. I propose
interpreting it in a way that gives it much more in common with the latter.
Because it doubts that institutions reflect, or can reflect, eternal moral principles
grounded in reason, it can recognize the utility and authority of institutional
change as new social interests manifest themselves or new ways of satisfying old
interests prove their worth. (On this matter, the wise can exploit the foolish. If a
country, state, or province pursues a policy for ideological reasons, in advance
of empirical evidence that it might work, other, more prudent political units
can observe the experience of the imprudent innovators and draw lessons from
that experience, learning “the easy way” from others’ failures and successes.24)
And while convention theory doubts the wisdom of seeking revolutionary
change, it has plenty of room for steady and, over time, profound evolution
within a framework of formal stability. It is true that there are intractable
disputes (slavery, existential distrust among groups like the Hutu and Tutsi)
that liberal-democratic institutions cannot address, as well as many private and
technical goals whose achievement liberal-democratic institutions allow for but
do not themselves bring about. But despite these caveats about what
convention-based accounts of politics do not promise, it is crucial to acknowl-
edge the progress that they do allow, encourage, and welcome.

APPENDIX: TWO MODELS OF “COORDINATION”

1. Assurance

6

6

0

4

4

0

4

4

Fig. 1 “Coordination problem” qua assurance (Re-drawn from Chwe (2001:
102); compare Ober (2008))
Solvable by common knowledge and real-time monitoring/signaling
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2. Impure/Biased/Bargaining

NOTES

1. The politics in question consisted, roughly, of (democratic) socialism cum
participatory democracy.

2. One reason the theory has found it hard to gain purchase might that the
relevant volumes embody diverse genres. Hardin (1982) is mostly formal,
though non-technical. Hardin (1995) is more or less a work in comparative
politics. Hardin (1999) is largely historical. And Hardin (2007) is interpre-
tive. To understand the theory’s full implications and force, one must, alas,
read all four.

3. Compare Sabl (2012), Chapters 1 and 4.
4. An anecdote: when I mentioned to a top Yale graduate student that Hardin’s

work was underappreciated, he replied, somewhat surprised, that One for All
was quite widely assigned in courses on ethnic conflict. When I clarified that I
meant the work was underappreciated in political theory, he replied, “Oh, of
course it’s not read in political theory.”

5. Norman Rockwell’s Freedom of Speechmay be viewed at https://www.nrm.o
rg/2012/01/normanrockwells-four-freedoms/#post/0; Hugo Gellert’s The
Four Freedoms, at http://collection.whitney.org/object/43447.

6. The power attaching to leaders who are in a position to solve coordination
problems, as well as collectively to a government granted this power by
institutions, is noted by Hardin (1999: 102, 107, and esp. 114) and appears
as early as Schelling (1960, Chap. 3). For an extended treatment see Calvert
(1992). Ian Kershaw’s short bookHitler (2000) could be seen as a primer on
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4

1

1

1

1

4

8

Fig. 2 “Coordination problem” qua impure/biased/bargaining (Hardin, trans-
lated from the ordinal; Schelling (1960))
Due to partly conflicting interests, not solvable through common knowledge plus
monitoring because these would yield no determinate solution.
Only personal or constitutional authority solves (temporarily and subject to
contestation).
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how to leverage the coordination power attaching to the extra-constitutional
role of leader, or F€uhrer, into vast and terrifying power. One might note that
the Nazi term for its totalitarian policy of requiring all civil society and
voluntary groups to align themselves with Nazi ideology was
Gleichschaltung, whose literal meaning is ensuring that all railways use the
same gauge of track. Nazification was conceptualized, in other words, as a
coordination problem. Hitler solved it.

7. The cover is available at https://global.oup.com/academic/product/libe
ralism-constitutionalism-and-democracy-9780199261680?cc¼us&lang¼en
&; it is a detail, in mirror image, of a painting whose provenance I could not
establish.

8. See the various writings of Sheldon Wolin (1994a, b, 2004).
9. http://www.bls.gov/soc/soc_2010_alphabetical_index.xls, accessed

21 October 2015; the latest update mentioned there is January 2013.
10. Compare Democracy and Knowledge, 11, where Ober’s account of coordi-

nation omits the possibility of biased or impure games: all sink or swim
together.

11. Walzer puts forth this idea in many works, notably The Company of
Critics (1988).

12. Rawls (1999: 115, 115 n 8) cites David Lewis’ philosophical account of
convention as an explication of common knowledge.

13. On this, excellent is Bøyum (2013).
14. It is, however, uncommon in the Anglo-American world to admit to regard-

ing moral philosophy as “one form of political action.” An exception,
containing that quotation, is Goodin (1988: ix).

15. An implicit minor premise, at least some of the time, is that political theory is
a non-progressive discipline. Unlike science, on this view, it cannot hope to
build on past discoveries (perhaps through the use of technical as opposed to
everyday language) and document discoveries for use in the future.

16. For the most classic expression see Gutmann (1985).
17. Thus when Chwe (2001: 102) spells out in formal terms what his book has

been calling “coordination” problems, the payoffs are those of an assurance
game (see the Appendix). Ober cites Chwe at several points and in two places
unmistakably describes an assurance game in prose: “If I know you all will
fight, then I will too”; “Building common knowledge in public institutions
addresses the ‘carry through’ problem faced by people with shared goals, but
who will not individually act to achieve them unless each believes that others
will act likewise” (Ober 2008: 179, 191; cf. 192, 194f, 199f.). Naturally,
common knowledge and social monitoring solve that problem. They do not
solve the (“impure,” “bargaining”) problem in which different groups in
society share an interest in peace and order but benefit differentially from
different forms of order. That requires authority, whether personal or con-
stitutional, which will in turn give rise to disputes over authority.
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18. For instance, the framers’ decision to give commerce pride of place in the
constitutional system made it unlikely that the system could accommodate
large-scale land reform as the compensation for plantation slavery and the
culmination of Reconstruction (Du Bois 1935).

19. Thus, Wolin in 1997, two years before Liberalism, Constitutionalism, and
Democracy, describes postwar American elites as having produced “corrup-
tion, constitutional violations, incalculable death and destruction visited
upon hapless populations abroad, steadily worsening racial relations, deep-
ening class divisions, discreditation of the idea of public service (except for
convicted felons) and, not least, a political system that large numbers of
Americans wish to disown” (Wolin 1997: 154). This is not, to put it
mildly, Hardin’s most salient or dominant assessment of American
constitutionalism.

20. There is also the possibility of partial disallegiance. In the 1980s in South Los
Angeles, the police lost the trust of the local population to such an extent as
to be considered merely a particularly well-organized gang. Such
disallegiance has substantial costs to the larger community—again, partly
expressed through potential or actual civil unrest—even though local resi-
dents made no effort towards formal revolution, towards founding a new city
government or opting out of governmental institutions that seemed imme-
diately useful, like roads and schools.

21. See, most recently, Tuck (2015).
22. The first of these claims may sound shocking to those who see the Civil

Rights movement as broadly accepting American institutions. But I believe
the historical case is very strong that Martin Luther King and other Civil
Rights leaders endorsed the abstract principles that the Declaration and
Constitution professed while denying absolutely that existing American
society practiced them even approximately. See Lyons (1998) and
Sabl (2001).

23. Thus Chong (1991) explains the decline of the Civil Rights movement after
the mid-sixties partly as a consequence of the fact that its economic and social
goals were vague, lacking a clear focal point or stopping point, once civil and
political rights had been achieved.

24. In Sabl (2002), I call this the “paradox of innovation.”
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Collective Action in America Before 1787

Jon Elster

Russell Hardin’s Collective Action (1982) is a classic of political science. In
this chapter for a volume honoring him, I pursue some ways in which the
American colonies and states, as well as the citizens of these polities, were
subject to collective action problems, and occasionally and temporarily
managed to overcome them. Although my ultimate motivation is to under-
stand the issues that confronted the framers of 1787, the present narrative
ends just before the convocation of the Federal Convention.

I shall consider the cooperative or non-cooperative behavior of colonies
and states in three arenas: contributions of soldiers and money in wars
against the Dutch, Indians, and the British, as well as in the suppression of
domestic insurrections; participation in the non-importation, non-exportation,
and non-consumption movements directed against Great Britain; and
trade relations among the states after independence. I draw heavily on a

This chapter is adapted from a work in progress devoted to a comparison between
the Federal Convention of 1787 and the first French Constituent Assembly of
1789–91. I thank the editors for their comments on an earlier draft. Special thanks
are due to Jack Rakove for his incisive critical comments on the draft. He should not
be held responsible for any mistakes that remain.

J. Elster (*)
Department of Political Science, Columbia University, New York, NY, USA
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remarkable early study by Arthur Schlesinger Sr. and, on the theoretical
side, on recent work by Keith Dougherty.

I begin by citing some discussions by Benjamin Franklin and James
Madison that demonstrate their remarkably sophisticated insights into
problems of collective action. Although some earlier writers, notably Aris-
totle (Politics 1261 b) and Hume (1978, pp. 520–21), clearly understood
the abstract logic of collective action, to my knowledge these two American
writers were the first to apply it to concrete social or political situations.
While I do not claim there was any direct connection between their analyses
and my narrative, I believe they provide valuable pointers to the mindset of
people in the colonies and, later, in the states. Madison’s brief comments on
shame as a motivation for cooperation, for instance, echo the more context-
specific observations by George Mason.

* * *

Madison’s “Vices of the Political System of the United States” will serve as a
good starting point. Written shortly before the Federal Convention, this
document focuses on three issues: the weakness of the confederation, the
lack of cooperation among the states, and the injustice of state laws. Since
the weakness of the confederation was largely an effect of the lack of
cooperation among the states, I shall consider only the two other issues.
With regard to lack of cooperation, I shall also discuss Franklin’s “Reasons
and motives for the Albany plan of union” (1754). Later, I consider the
many plans for union between 1643 and 1781—some of them realized,
others not—in the light of these texts.

Any confederation is vulnerable to collective action problems. In the
European Union, the “race to the bottom” in corporate taxation offers an
example. Such lack of cooperation among members of a union or confed-
eration can have several sources, as Madison noted:

It is no longer doubted that a unanimous and punctual obedience of 13 inde-
pendent bodies, to the acts of the federal Government, ought not be calcu-
lated on. Even during the war, when external danger supplied in some degree
the defect of legal & coercive sanctions, how imperfectly did the States fulfil
their obligations to the Union? In time of peace, we see already what is to be
expected. How indeed could it be otherwise? In the first place, every general
act of the Union must necessarily bear unequally hard on some particular
member or members of it. Secondly the partiality of the members to their own
interests and rights, a partiality which will be fostered by the Courtiers of
popularity, will naturally exaggerate the inequality where it exists, and even
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suspect it where it has no existence. Thirdly a distrust of the voluntary
compliance of each other may prevent the compliance of any, although it
should be the latent disposition of all.

I shall discuss these three explanations in turn.
I shall generalize the first explanation slightly, as “every general act of the

Union must necessarily bear unequally hard on or yield unequal benefits for
some particular member or members of it”. Often, there can be several
Pareto-improvements (which would benefit all), each of which benefits
some agents more than others. In that case, the resentment or envy gener-
ated by the adoption of one solution rather than another could in theory be
alleviated by side payments to equalize the gains. If, as Madison suggests,
some agents might lose from the change, the winners could compensate the
losers. (If they cannot afford to, the change is not worth making.) In
practice, such schemes tend to be unworkable, because the magnitude of
losses and gains will be hard to assess. They are also, for the reason Madison
states in his second argument, likely to be controversial.

In the pre-history of the Federal Convention, I have only come across
one attempt to create side payments, to equalize losses rather than gains.
When the First Continental Congress worked out a non-exportation agree-
ment in 1774, it granted an exception to the rice growers in South Carolina,
on the grounds that the non-exportation of rice, unlike that of indigo,
would do little harm to the British. “Low-country indigo growers and
up-country provision exporters felt slighted and the whole province was
bitterly divided along both sectional and interest lines over the partiality
shown to the rice planters. In response to the crisis, South Carolina’s
proponent of the [Continental] association devised an elaborate scheme
whereby these smaller producers could swap a portion of their crop for rice
at a fixed ratio of value. In this way the burden of non-exportation would be
shared by all, at the same time preventing the general economic collapse that
would have followed a complete embargo on rice, the colony’s premier cash
crop”.1 The plan was never implemented, perhaps because of complaints on
behalf of “the Hemp Grower, the Lumber Cutter, the Corn Planter, the
Makers of Pork and Butter etc.”, who might also deserve to be
compensated.2

Madison’s second explanation for lack of cooperation cites the tendency of
the states to exaggerate or even invent such resentment-generating inequal-
ities. Although he does not say why they would do so, onemotive could be to
justify non-cooperative behavior. A state’s refusal to cooperate in a situation
of perfect symmetry—in which all states had equal costs and benefits from
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cooperation—would burden it with an opprobrium that could be harmful.
Although naked interest may be an acceptable motive in the relations among
independent states, it is more difficult to defend in a union of states.

Among his explanations of non-cooperation, Madison does not include
the standard Prisoner’s Dilemma.3 In that model, one assumes that
non-cooperation is a dominant strategy for all agents, who are assumed to
be moved only by their self-interest. To achieve cooperation, one must rely
on negative or positive incentives, imposed by an external authority.4 In his
third explanation, he suggests that the situation can be an Assurance Game5

rather than a Prisoner’s Dilemma. In the Assurance Game, the obstacle to
cooperation is not self-interest, as it is in the Prisoner’s Dilemma, but rather
lack of information, or, as Madison says, distrust. If each state were confident
that the others would comply, it would do so too. Madison’s second
explanation tends, however, to undercut the third one.

Madison’s diagnosis can be usefully supplemented by Franklin’s eloquent
analysis of the need for union, of the obstacles to union, and of the best way
of overcoming the obstacles.

Concerning the need for union, Franklin refers to events during King
George’s War (1744–48), citing the facts that “the assemblies of six (out of
seven) colonies applied to, had granted no assistance to Virginia, when lately
invaded by the French, though purposely convened, and the importance of
the occasion earnestly urged upon them; that one principal encouragement
to the French, in invading and insulting the British American dominions,
was their knowledge of our disunited state, and of our weakness arising from
such want of union; and that from hence different colonies were, at different
times, extremely harassed, and put to great expense both of blood and
treasure, who would have remained in peace, if the enemy had had cause
to fear the drawing on themselves the resentment and power of the whole”.

Concerning the obstacles to union, Franklin refers to the experience of

one assembly waiting to see what another will do, being afraid of doing more
than its share, or desirous of doing less; or refusing to do any thing, because its
country is not at present so much exposed as others, or because another will
reap more immediate advantage [. . .] When it was considered that the colo-
nies were seldom all in equal danger at the same time, or equally near the
danger, or equally sensible of it; that some of them had particular interests to
manage, with which an union might interfere; and that they were extremely
jealous of each other; it was thought impracticable to obtain a joint agreement
of all the colonies to an union, in which the expense and burthen of defending
any of them should be divided among them all; and if ever acts of assembly in
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all the colonies could be obtained for that purpose, yet as any colony, on the
least dissatisfaction, might repeal its own act and thereby withdraw itself from
the union, it would not be a stable one, or such as could be depended on: for if
only one colony should, on any disgust withdraw itself, others might think it
unjust and unequal that they, by continuing in the union, should be at the
expense of defending a colony which refused to bear its proportionable part,
and would therefore one after another, withdraw, till the whole crumbled into
its original parts (my italics).

I note, for future reference, that all the obstacles to cooperation that
Franklin enumerates are temporary and conjuncture-dependent. They are
not structural, that is, rooted in the financial or geographical situation of the
states. Later I cite a text by Madison that emphasizes these structural and
permanent obstacles.

I discuss “crumbling” or unraveling mechanisms later. Here I shall only
cite Franklin’s proposal for overcoming the obstacles: the union must be
established and enforced by the British Parliament. Needless to say, this
solution was not available when the problem was how to coordinate fight
against the British rather than against the Indians and the French.

Both Madison and Franklin considered problems of coordination among
the colonies. Madison also considered what he saw as the internal flaws of
the colonies—the injustice, the mutability, the multiplicity, and the impo-
tence of their laws. He found the causes of these flaws partly in the repre-
sentative bodies and partly in the people themselves. Concerning the
former, he wrote that “Representative appointments are sought from
3 motives. 1. ambition 2. personal interest. 3. public good. Unhappily the
two first are proved by experience to be most prevalent. Hence the candi-
dates who feel them, particularly, the second, are most industrious, and
most successful in pursuing their object: and forming often a majority in the
legislative Councils, with interested views, contrary to the interest, and
views, of their Constituents, join in a perfidious sacrifice of the latter to
the former”. Concerning the constituents, he distinguished among three
motives that might restrain their interests and passions: “1. a prudent regard
to their own good as involved in the general and permanent good of the
Community. This consideration although of decisive weight in itself, is
found by experience to be too often unheeded. It is too often forgotten,
by nations as well as by individuals that honesty is the best policy. 2dly.
respect for character. However strong this motive may be in individuals, it is
considered as very insufficient to restrain them from injustice. In a multitude
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its efficacy is diminished in proportion to the number which is to share the
praise or the blame”; and “3rdly Religion”. On various grounds he also
discards the last as an effective counterforce to interest and passions. I shall
not discuss religion, but comment on the two other possible counterforces.

The “prudent regard to their own good as involved in the general and
permanent good of the Community” is a puzzling phrase. I shall ignore the
first words and focus only on the concern for the general and permanent
good of the community. This idea corresponds to what the French moralists
referred to as reason, as distinct from both interest and passion. Morton
White has argued that the American framers adopted an approach to human
nature very similar to that of the French moralists.6 By and large, they did
not believe that citizens in general were much swayed by reason, however
much they believed themselves to be thus motivated.

By “character” Madison meant “reputation”. The explanation of
“respect for character” in terms of “praise or blame” shows that he is
referring to social norms and thus ultimately to emotions of pride and
shame. Elsewhere, when he discusses emotions or passions, Madison usually
has in mind something like a “violent inclination”, a temporary preference
reversal caused by strong emotions of anger, hatred, fear, and the like. To
prevent impulsive actions that these might induce, one can pit emotion
against emotion, counting on feelings of pride and shame to neutralize
anger or fear, as when soldiers are kept from fleeing the enemy by the
shame they would feel before their peers. Madison plausibly asserts that
the strength of the counterforce diminishes when the praise or blame is
shared by (directed toward) many people, but does not mention the fact that
it increases when the praise or blame is expressed by many people. For this
reason, publicity can be a crucial element in collective action (see below).

To illustrate the causes and the effects of bad policies, Madison cites laws
favoring debtors in the relation to creditors. Concerning the causes, he asks
whether it is “to be imagined that an ordinary citizen or even an assembly-
man of R. Island in estimating the policy of paper money, ever considered or
cared in what light the measure would be viewed in France or Holland; or
even inMassts or Connect.? It was a sufficient temptation to both that it was
for their interest: it was a sufficient sanction to the latter that it was popular
in the State; to the former that it was so in the neighbourhood”. Interest
speaks louder than what Madison was to call “the mild voice of reason”
(Federalist # 42), and is also unaffected by what one might call reputation-
at-a-distance. By contrast, as we shall see, the concern for reputation can
counteract interest in local settings.

162 J. ELSTER



Madison discussed both inter-state and intra-state effects of such legisla-
tion: “Paper money, instalments of debts, occlusion of Courts, making
property [notably tobacco] a legal tender, may likewise be deemed aggres-
sions on the rights of other States. As the Citizens of every State aggregately
taken stand more or less in the relation of Creditors or debtors, to the
Citizens of every other States, Acts of the debtor State in favor of debtors,
affect the Creditor State, in the same manner, as they do its own citizens
who are relatively creditors towards other citizens.”Onemight say, perhaps,
that such laws generate injustice within the state and inefficiency, caused by
free riding, among the states.

* * *

The history of America from 1643 to 1787 shows a series of attempts, some
of them successful, to coordinate the actions of the colonies and later of the
states. Earlier efforts sometimes shaped later ones, up to 1787. Before
discussing analytical issues, it may be useful to list some of the most
important or interesting efforts7:

• In 1643, the colonies of Massachusetts, Plymouth (part of today’s
Massachusetts), Connecticut and New Haven (part of today’s Con-
necticut) formed the United Colonies of New England, mainly to
fight against Indians and the Dutch colonies of New Netherland.

• In 1753, Governor Shirley of Massachusetts called for a “union
among all the colonies” to coordinate war efforts against Canada.
The call was not heard.

• In 1754, 11 colonies met in Albany and adopted a plan of union “for
their mutual defence and security and for extending the British Set-
tlements in North America”. The plan was turned down on both sides
of the Atlantic. According to Franklin, the moving spirit of the Albany
Congress, “the [colonial] Assemblies did not adopt it because they all
thought there was too much of the [royal] prerogative in it; and in
England it was judg’d to have too much of the Democratic”.

• In 1765, the Stamp Act Congress met in New York City, with dele-
gates from nine of the colonies, and adopted a Declaration of Rights
and Grievances, submitted as a petition to Parliament, in which they
protested against the Stamp Act and insisted on their rights as English-
men. The Stamp Act was repealed, but as a result of popular resistance
rather than because of the Declaration. Yet the Congress may have
encouraged the resistance.
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• By the fall of 1769, non-importation agreements, to protest against
the Townshend Acts, had been adopted in all colonies except New
Hampshire. This occurred in a decentralized process, not imposed by
a congress of the colonies. The agreements were soon to collapse.

• In 1774, all colonies except Georgia met in Philadelphia to consider
how to respond to the Boston Port Act and the Intolerable
(or Coercive) Acts. They constituted themselves as the (First) Conti-
nental Congress and created an intercolonial association for
non-importation, non-exportation, and non-consumption. When
Joseph Galloway proposed to create a union between Britain and the
colonies, Congress voted six colonies to five, with one divided, to
defer further consideration. Whether this vote on a procedural issue
reflected substantive preferences is uncertain.8

• In 1775, Franklin proposed a draft at Congress for Articles of a
Confederation of the colonies. Congress rejected a proposal that a
day be set aside to consider the plan.

• In 1776, the 13 colonies declared their independence from Great
Britain in Congress, implicitly committing them to contribute
money and soldiers to the war.

• In 1776, John Dickinson presented a draft for Articles of a Confeder-
ation to Congress.

• In 1777, the Congress adopted a heavily revised version of the
Dickinson plan.

• In 1781, Maryland ratified the Articles as the last state.

Drawing on these events, I begin by considering successes and failures of
decentralized cooperation, mainly in the economic domain. I first provide a
narrative summary and then discuss some of the mechanisms that caused
success or failure. Next, I discuss the creation of centralized bodies and their
success or failure in imposing cooperation in the economic, political, and
military domains.

SNOWBALLING AND UNRAVELING OF COLLECTIVE ACTION

Non-importation, non-exportation, and non-consumption movements
occurred in three waves, 1765–66, 1767–70, and 1774–75.9 They involved
nested collective action, among and within the colonies. Merchants, pro-
ducers, and consumers in one state would cut their trade, production, and
consumption only if they were confident that other colonies did the same.10
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Also, they might be reluctant to cooperate if the burdens of cooperation
seemed to be unequally distributed among the states.11 At the same time,
they would not cooperate unless they were confident that other agents in
their own colony did. For this purpose, enforcement mechanisms were
essential. In this case, too, they might object to unequal burdens of coop-
eration across groups within the state, as in the conflict between indigo and
rice planers in South Carolina cited earlier.

To understand the dynamics of boycott, we may distinguish among the
snowballing of cooperation (1765–66, 1767–70), the unraveling of coop-
eration (1770), and the orchestration of cooperation (1774–75).12 The
book by Arthur Schlesinger, The Colonial Merchants and the American
Revolution, published in 1918, provides an outstanding source of insight
into these movements, and into the dynamics of collective action more
generally. I shall first provide a summary narrative and then consider some
of the mechanisms that sustained or undermined cooperation.

In 1764, the American colonies suffered an economic depression, partly
because of the collapse of artificial wartime prosperity, but mainly because of
the restrictive Revenue Act (or Sugar Act) of 1764. Americans responded by
self-imposed sumptuary agreements to cut down on luxury consumption.
In eighteenth-century Massachusetts, for instance, social norms required
widows and widowers to provide mourners with rings, gloves, and scarves,
all of which had to come from England. In 1741, the Massachusetts House
of Representatives tried to put an end to these wasteful practices, by
forbidding the distribution of scarves and rings and limiting the number
of those who could receive gloves to six persons, in addition to the minister
and six pallbearers. The legislation was largely ignored.13 Economic depres-
sion achieved what legislation had failed to do. In August 1764, “fifty
merchants of Boston set an example [. . .] by signing an agreement to
discard laces and ruffles, to buy no English cloths but at a fixed price, and
to forego the elaborate and expensive mourning of the times for the very
simplest display”. The mourning resolutions were well kept, and estimated
savings were £10,000 a year.14 Other states in New England adopted the
same practice. At this stage, these actions were not directed against Britain,
but “it did not take the Americans long to perceive that their measures of
economic self-preservation might be capitalized to good advantage as polit-
ical arguments for the repeal of the obnoxious laws”,15 the Stamp Act as
well as the Revenue Act. Non-consumption, rather than an end in itself,
became a means to non-importation. These actions, a form of passive
resistance, were the first steps taken by ordinary Americans to affect British
legislation.16
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As noted, the resolutions of the Stamp Act Congress did not directly
bring about the repeal of the Act.17 Yet “it is possible that the delegates may
have agreed that a general boycott through the colonies would be the best
method to achieve repeal”.18 After the Congress, which was held in
New York City, adjourned on October 25, 1765, the New York merchants
called for meetings on October 28 and October 31 at which they “agreed to
cancel all outstanding orders on their suppliers in Great Britain, and that
they would sell no English goods shipped to them after January 1—until the
Stamp Act was repealed.19 Retailers signed a separate resolution, to protect
importers from competition (and perhaps from themselves). These events
“triggered a chain reaction”.20 One after another, Pennsylvania, Boston,
and other port cities fell into place. These actions occurred more or less in
parallel, with a lag of a few months, with acts or threats of physical violence
directed against the stamp distributors. After news of violence and boycott
reached Britain, English merchants put strong pressure on the government
to repeal the Stamp Act. An Act of Repeal passed through both houses of
Parliament in March 1766, combined with the Declaratory Act that was
intended to save the face of the government while not having any conse-
quences for action. While “most colonists”may have understood the Act in
this way,21 the enactment of the Townshend Acts in 1767 created a new
wave of unrest in the colonies.

For my purposes I need not detail the content of these Acts and the
reasons why they inflamed the colonists. What matters is that they triggered
a new chain reaction of non-importation agreements, in a complicated
pattern.22 First, Massachusetts agreed on non-importation, conditionally
on New York and Philadelphia following suit, and then New York, condi-
tionally on Boston and Philadelphia. As Philadelphia refused to follow,
New York dropped out. By that time, “non-importation was dead in the
North, while the southern colonies remained indifferent. But [. . .] the
conflict between Massachusetts and Britain brought the dead to life. Bos-
ton’s continuing battle against the customs service led to British measures
attacking Massachusetts, which united the colonies in the non-importation
movement”.23 Specifically, the southern colonies were aroused by “Parlia-
ment’s proposal that Americans be brought to England for trial under the
treason statute of Henry VIII. That news set going the events which led to
the adoption of non-importation agreements by Virginia, Maryland, and
South Carolina before the end of the summer of 1769”.24 Around that
time, New York and Philadelphia also came around. The boycott was highly
successful. “Townshend estimated that [import duties] would bring in
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about £ 40,000 a year, but only £ 13,000 was collected in 1768. Thereafter
colonial non-importation was effective. The next year collections dropped
to a little over £5,000 and in 1770 [. . .] to a little more than £2,500.”25 In
New York, the value of imports from England dropped from £482,000 in
1768 to £75,000 in 1769.26

By this causal chain, the Townshend Acts brought about the successful
non-importation agreements in the colonies. Conversely, “the immediate
effect of the repeal of the Townshend revenue act in April 1770 was the
collapse of American resistance”.27 The word “immediate” may be too
strong. Britain had not, in fact, repealed all parts of the Act, but maintained
the tax on tea, mainly, as the king said, because “there must always be one
tax to keep up the right”. Some colonists wanted full repeal of the Act,
whereas others were impatient to resume trading. “The bone and sinew of
the non-importation movement were the agreements of the great trading
towns of Boston, New York, and Philadelphia. On the action of these towns
depended the integrity of the commercial combination. Should the mer-
chants of these towns accept the partial repeal as satisfactory and proceed to
revoke their boycott of British importations, this breach in the
non-importation dike would render the whole barrier useless.”28 The fol-
lowing weeks saw a process of unraveling that partly matched, in the
opposite direction, the snowballing of the previous years. Changing the
metaphor, on July 12 New York was the first domino to fall, citing among
other things alleged violations of non-importation in Boston. “The patriotic
indignation of the other provinces at the defection of New York was
splendid to behold. But the merchants throughout the continent realized
in their hearts that the prostration of the stalwart pillar of New York would
cause the whole great edifice to topple”29—which it did by the end of
the year.

The last wave of boycotts was triggered by the reaction—in fact, an
emotional overreaction—of Britain to the destruction of tea in Boston
1773.30 Britain enacted the four Coercive or Intolerable Acts that closed
the port of Boston until the colonists had repaid the costs of the tea,
brought the government of Massachusetts under British control, allowed
the royal governor to let accused officials stand trial in Britain if he did not
think they could get a fair trial in America, and opened for the quartering of
soldiers in unoccupied buildings. According to Schlesinger, the effect of the
Acts was to polarize society—“merchants at once took their stands with the
forces of government and law and order”, while for others “the enactment
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of the severe punitive acts served [. . .] to put the greater guilt on the other
side”.31

Schlesinger also cites a thought-provoking comment by Henry Drayton,
a “wealthy young South Carolinian who, with fiery zeal, had excoriated
[. . .] the non-importers in 1769”:

The same spirit of indignation which animated me to condemn popular
measures in the year 1769, because although avowedly in defence of liberty,
they absolutely violated the freedom of society, by demanding men, under
pain of being stigmatized, and of sustaining detriment in property, to accede
to resolutions, which however well meant, could not [. . .] but be [. . .] very
grating to a freeman, so, the same spirit of indignation [. . .] actuates me in like
manner, now to assert my freedom against the malignant nature of the late five
Acts of Parliament.32

His course was consistent, he asserted: “I opposed succeeding violations
of my rights, then, by a temporary democracy, now, by an established
monarchy”. Fifteen years later, the Comte de Clermont-Tonnerre reversed
the temporal order of threats, when he asked his fellow members of the
Constituante: “You refused to obey armed despotism; are you now going to
obey popular effervescence”? According to Tocqueville, such efforts to fight
a two-front war are unusual: “it is rare for a man and almost impossible for
an assembly to have the ability to alternately make violent efforts in two
opposite directions”.33

Information about the Intolerable Acts triggered parallel and intertwined
chain reactions.34 After the news about the Boston Port Act reached Boston
on May 10, 1774, a town meeting on May 13 instructed Samuel Adams to
send a circular letter to “all our sister colonies”, asking them whether
Boston could rely on their “suspending Trade with Great Britain”. The
circular reached the colonies with various degrees of delay. New York and
Virginia received news about the Act before the arrival of the circular letter,
and took immediate actions that were later modified in light of the circular.
The Carolinas seem to have taken their cue from Virginia. In the end, all the
colonies except Georgia agreed to send delegates to an intercolonial con-
gress that would meet in Philadelphia in September to discuss which mea-
sures to take in reaction to the Intolerable Acts. The First Continental
Congress met on September 5, 1774, in Philadelphia.
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ORCHESTRATION OF COLLECTIVE ACTION

Although only five states sent delegates with instructions to adopt
non-importation and non-exportation, on October 20 the Congress unan-
imously created a Continental Association for the organization and enforce-
ment of a boycott. In addition to laying down the rules for non-importation
and non-exportation, it imposed severe sanctions on violators. If a trader
used the scarcity of goods to increase prices beyond the norm of the
previous 12 months, “no person ought, nor will any of us deal with any
such person or his or her factor or agent, at any time thereafter, for any
commodity whatever” (Article 9, my italics). If the committee that was to be
chosen in “every county, city, and town” to monitor “all persons touching
this association” decides that a person has violated the rules, it shall “forth-
with cause the truth of the case to be published in the gazette; to the end,
that all such foes to the rights of British-America may be publicly known,
and universally contemned as the enemies of American liberty; and thence-
forth we respectively will break off all dealings with him or her” (Article
11, my italics). Finally, “We do further agree and resolve, that we will have
no trade, commerce, dealings, or intercourse whatsoever, with any colony or
province in North-America, which shall not accede to, or which shall
hereafter violate this association” (Article 14; my italics). The document,
in fact, “functioned as a constitution for the nation before it was a nation”.35

In the words of T.H. Breen, “local committees throughout America
transformed the Articles of Association [. . .] into a kind of provisional
constitution”.36

In his colony-by-colony account of the work of the association up to the
breakout of armed hostilities in April 1775, Arthur Schlesinger found that
the rules were very effectively enforced. Although loyalists tried to
established counter-associations, their efforts failed, “for the reason that
every signer [of the counter-association] at once exposed himself to the
wrath of the radicals”.37 The regulations concerning non-consumption
were hard to administer, but committees solved the problem by requiring
shopkeepers to produce a certificate that the goods they sold had been
bought before December 1. It was expected that regulations about simplic-
ity in mourning would be enforced by “friends and neighbours
[manifesting] their disapprobation [. . .] by declining to attend the funeral”.
“Trials of offenders by the committees of inspection bore every evidence of
being fair and impartial hearings, although mistakes were occasionally
made”. The Southern colonies “without exception resorted to extreme

COLLECTIVE ACTION IN AMERICA BEFORE 1787 169



measures against the merchant-creditors”, for instance, by authorizing the
committee of inspection to halt proceedings against debtors. A demand
even “arose for a boycott against merchants who used excessive caution in
extending credit”. In Virginia, a man who rented a flat from a person who
had condemned the association was obliged to give it up.38

MOTIVATIONS AND MECHANISMS

At this point, we may pause to reflect on the remarkably passive and
non-violent character of the American strategies from 1765 to 1775. By
definition, non-importation, non-exportation, and non-consumption are
non-actions, abstentions from acting.39 With regard to the treatment of
violators, the main reaction stipulated in the Articles of the Association
was social ostracism, also a non-action, not physical or economic punish-
ment. As noted above, suspected violators were mostly given due process.
As shown by the last example in the previous paragraph, ostracism could
also extend to non-ostracisers. A person who had worked as a groom for a
loyalist family was “drummed and fiddled out of the town, with a strict
prohibition of being seen in it again”, although some bystanders had asked
for tarring and feathering.40 At this stage that harsh physical punishment,
which was frequently imposed during the war, seems to have been less
common.41 “If the insurgents who supported the committees had been as
violent as the loyalists claimed, they would have responded by destroying
property and endangering the lives of ‘many honest worthy persons.’Noth-
ing of the sort occurred.”42 In South Carolina, “some association oppo-
nents were menaced [. . .] but when ‘after a little cool reflection’ men
submitted, it was not so much for fear of violence as of ‘a torrent of popular
Opinion and perhaps resentment”.43 Ostracism—a show of contempt—can
of course be horribly painful for the target, and cause what has been called a
form of “civic death”.44 In America, however, the strict rules of the associ-
ation that violators should be shunned forever do not seem to have been
respected. Redemption was possible, if the violators showed contrition and
promised to respect the rules in the future.45

As noted earlier, Madison had little faith in the power of “character” to
sustain virtuous behavior, at least in the form of reputation-at-a-distance. In
one of the most incisive analyses of the cement needed to sustain
non-importation in 1770, George Mason appealed both to character and
to interest:
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The Sense of Shame & the Fear of Reproach must be inculcated, & enforced
in the strongest Manner; and if that can be done properly, it has a much
greater Influence upon the Actions of Mankind than is generally imagined.
Nature has impress’d this useful Principle upon every Breast: it is a just
observation that if Shame was banished out of the World, she wou’d carry
away with her what little Virtue is left in it. The Names of such Persons as
purchase or import Goods contrary to the Association should be published, &
themselves stigmatized as Enemys to their Country. We shou’d resolve not to
associate or keep Company with them in public Places, & they should be
loaded with every Mark of Infamy and Reproach. The Interest, too of the
Importer may be made subservient to our Purpose; for if the principal People
renounce all Connection & Commerce for ever with such Merchants, their
Agents & Factors, who shall import Goods contrary to the Tenor of the
Association. They will hardly venture to supply their worst Customers with
such Articles, at the Hazard of losing their best.46

The three boycott movements of 1765–66, 1769–70, and 1774 differed
in many respects. What they had in common, to some extent, was that they
rode on waves of conditional cooperation. Individuals looked to what other
individuals did before deciding on what to do, local communities looked to
other communities in the same colony, and colonies to other colonies. The
processes were complex and defy summary, but I shall try to note some
recurring features. In doing so, I rely on two recent books by T. H. Breen.

OBSTACLES TO COOPERATION

To the extent that agents had Prisoner-Dilemma preferences, raw self-
interest might incline them to non-cooperation. In the words of a contem-
porary writing in 1774, the previous effort of non-importation had col-
lapsed because “it stood on a rotten and unsolid basis. It was erected wholly
on the virtue of the merchants, and rested its whole weight solely on this
prop”.47 Yet as George Mason pointed out, the interest of the merchants in
retaining their customers might also induce them to go along. In 1766,
“Boston merchants were reluctant to follow [the Philadelphia merchants],
but after attacks on them in the popular party newspaper, and threats
of non-consumption agreements, they adopted an agreement on
9 December”.48 In some cases, the merchants might also profit from the
fact that a boycott would increase the prices on the goods they had stored
up, perhaps in the anticipation of non-importation.49
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As I have noted, many pledges to non-importation and non-exportation
were conditional on the agreement of other colonies. It is hard to tell
whether colonies that pledged conditional cooperation did so because
they had Assurance-Game preferences or because, having Prisoner-
Dilemma preferences, they did not want to join and counted on other
colonies refusing. In 1768, the Boston merchants cannot have been
unaware of the conservative leanings of the merchants in New York and,
especially, in Philadelphia. By pledging conditional cooperation they could
escape opprobrium and yet count on the conditions not being satisfied.

Considering now other social groups, notably the farmers who made up
90% of the free population, Breen suggests that they had Assurance-Game
preferences. The main obstacle to common action that they faced was not
self-interest, but the fact “they did not know [. . .] whether other Americans
shared [their constitutional assumptions] or, if they professed to do so,
shared them with the same sincerity”.50 Or again, “Until the colonists
forged a greater sense of confidence that other colonists living in other
places could be trusted to forgo British imports, they found it hard to
translate rhetoric about the renunciation of the market into genuine self-
denial and seriously to join utter strangers throughout America in resisting a
powerful military adversary”.51

In addition, Britain made it deliberately difficult for the colonists to
unite. Celebrating the second anniversary of independence, David Ramsay
wrote that “it was the interest of Great Britain to encourage our dissipation
and extravagance, for the two-fold purpose of increasing the sale of her
manufactures and of perpetuating our subordination. In vain we sought to
check the growth of luxury, by sumptuary laws; every wholesome restraint
of this kind was sure to meet with the royal negative”.52 The British wanted
to prevent the Americans from escaping the luxury trap by adopting a self-
denying ordinance, because if they did so they would hurt their
British corrupters. As noted earlier, the royal veto was bypassed by
non-consumption agreements. The British might also seek to prevent com-
munication among the colonies, by their control over the postal service. “As
long as the British were in a position to interfere with the free flow of
communication, they could keep Americans ignorant about the political
activities of other Americans.”53

During the French-Indian wars, lack of unity among the colonies was an
obstacle to the military effort. Governor Shirley of Massachusetts urged
“the necessity of a union among all the Colonies”, imposed by the Crown.54

“When tensions along the Ohio increased in 1754 [the governor of
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Virginia] warned the board [of trade] that an ‘Act of Parliament’ was
necessary to ‘compell the Colonies to contribute to the Common Cause,
independently of assemblies’.”55 As noted earlier, the Albany Congress of
1754 was in large part motivated by the need to overcome free riding by
individual colonies. Yet Britain might have reasons to fear as well as to
welcome union among the colonies. “One of the major reasons for British
lack of enthusiasm for the Albany Plan of Union was the concern, voiced to
[Prime Minister] Newcastle by the Speaker of the House of Commons, that
a bill for colonial union would encourage considerable debate over the ‘ill
consequence to be apprehended from uniting too closely the northern
colonies with each other, an Independency upon this country to be feared
from such an union’. [. . .] Those who advocated an all-out military effort
against the French sensed that the mother country was constrained by fear
lest the colonies become too powerful.”56 Governor Shirley protested, to
no avail.

Did Britain foster a deliberate divide-and-rule policy toward the colo-
nies? Generally speaking, failures of collective action can arise not only from
internal divisions and distrust among the members of an oppressed group,
but also from deliberate attempts by their oppressors to foster distrust by
treating them differentially.57 According to James Nelson, before 1765
“divide and conquer was never a strategy because no one ever thought
the colonies would be united enough to need dividing”.58 As early as 1705,
Francis Makemie, the founder of Presbyterianism in America, wrote that the
British need only “Maintain and propagate the distinct Governors and
Governments [. . .] and Emulation, Division, Heats and Animosities [. . .]
backed by Pride and Envy, will keep them asunder from uniting under a
single head, to the prejudice of England”.59 In other words, the natural
jealousy and distrust among the colonies that Franklin and Madison were to
diagnose in 1754 and 1787 would be sufficient to keep them disunited.
Britain had no need to play them out against each other by selectively
offering favors to some colonies. Edmund Morgan claims, however, that
in 1770, Great Britain, “following a naïve ‘divide-and-conquer policy”,
targeted Boston while “carefully [refraining] from investigating opposition
to its authority in other colonies”.60 I have not done the archival research
that would be necessary to determine British intentions on this point. As
always, one needs to distinguish divide et impera (an intention) from tertius
gaudens (a mere effect).61 From the fact that the British benefited from
conflicts between or among the colonies, one cannot conclude that they
deliberately instigated them.
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OVERCOMING THE FREE-RIDER PROBLEM

From obstacles to collective action, I now turn to facilitating conditions.
The most important is publicity: seeing and being seen, or knowing and
being known (Elster 2017).

On the one hand, seeing or knowing that others cooperate can trigger a
quasi-moral norm of conditional cooperation: if I observe or infer that
others do their share, it is only fair that I do mine.62 (If I observe that
they don’t, I have no obligation to do so either.) In this respect, newspapers
were crucial. In 1769, “it was not unusual [. . .] to encounter in the
newspapers of South Carolina and New York detailed stories recounting
how the people of Boston or Pennsylvania had sustained the boycott. [. . .]
As [the governor of New York] observed, ‘the chief tendency of them [the
newspapers] is to encourage Union among the Provinces.’”63 A poignant
instance—almost a natural experiment—in which people could learn about
the commitment of others by observing their behavior occurred when, in
early September 1774, a rumor arose that British forces had bombarded and
destroyed Boston. While entirely untrue, the rumor spread quickly through
New England and caused thousands of people to take arms and march on
Boston. “No one had known in advance whether scattered communities
from New Hampshire to Connecticut would volunteer to sacrifice – even
accepting the possibility of death itself – for a common cause. Now they
knew.”64 We may think of these protesters as first movers, who by their
unconditional behavior trigger the conditional cooperation of others. The
first movers may be moved by principle, or perhaps more frequently by
emotion. Their behavior and that of their followers hardly supports
Gouverneur Morris’s claim that “ordinary people had no moral but their
interests”.65 In fact, the consensus then and today seems to be that his
characterization applied mainly to the merchants.

On the other hand, knowing that others know whether you are
cooperating, and that they will express disapproval if you are not, can trigger
a social norm of cooperation, through the fear of naming, blaming, and
shaming.66 The anonymous and impersonal character of life in the large
cities made it “hard to shame particular men and women who imported
British goods. In these matters, the public needed guidance. Not surpris-
ingly, the popular press provided the remedy”.67 Article 11 of the Conti-
nental Association called for the names of the offenders to “be published in
the gazette”. Examples abound from all three waves of non-importation.68

In South Carolina in 1769, names of subscribers to a non-consumption
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agreement was placed in a register, which anyone could examine. “What few
foresaw was that insistence on precision was intended more to punish
non-subscribers than to identify the colony’s virtuous consumers. The
names of the resisters [. . .] appeared in the newspapers.”69

CONFEDERATIONS

Unions of colonies and unions of states differ in that the former relate to an
external hegemon. In 1643, the hegemon—Britain—was on the brink of
civil war, and the four united colonies were left to themselves for nearly a
decade. Also, sheer urgency prevented consultation. As one exponent of the
United Colonies of New England put it, “If we in America should forbear
to unite for offence and defence against a common enemy till we have leave
from England our throats might be all cut before the messenger would be
half seas through”.70 In 1754, as we have seen, Britain tabled the Albany
plan of a union. In this Section I shall consider two actual institutional
structures (initiated in 1643 and 1774) and two plans proposed by Benja-
min Franklin that never left the planning stage. The purpose is to bring out
some dilemmas of confederations that figured prominently in the thinking
of the 1787 framers. The main issues are the representation of the states in
Congress, the voting procedures in Congress, and the contributions by the
states to the central treasury.

THE NEW ENGLAND CONFEDERATION OF 1643

This union included one large colony, Massachusetts, and three substan-
tially smaller ones, Connecticut, Plymouth, and New Haven. As stated in
the Articles of Confederation, it was organized for both defensive and
offensive purposes, with the proviso that any war had to be “just”.71 The
governing body was made up of commissioners, who met once a year and
from time to time as needed. Each colony sent two commissioners, and
decisions required a supermajority of six.72 If six commissioners could not
agree, the matter would be referred to the General Courts (legislatures) of
the colonies. In times of danger, Massachusetts would provide 100 soldiers
and each of the others 45 or less, as required by proportionality. According
to a literal reading of the Articles of Confederation, the commissioners, if six
of them agreed, had full powers to decide and execute military action.
During the first decade of the confederation, “it looked as if the lesser
members sought to promote the conception that a super-government
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transcending the General Courts was the intention of the founders”,73

whereas Massachusetts was reluctant to surrender its sovereign powers.
“The violent controversy [in 1653–55, concerning an offensive war against
the Dutch], with New Haven, representing the small colonies, pitted
against Massachusetts, raised for the first time in American history the
question whether the central authority or the individual colonies were
supreme.”74 On that occasion, “Massachusetts, the most remote from the
danger of war and upon whom the burden would be the greatest, stub-
bornly refused” to join the smaller colonies in an offensive war against the
Dutch.75

In the Revolutionary War and in the suppression of Shays’ rebellion, one
also observed the reluctance on the part of some colonies or states against
fighting when the danger was not imminent or close.76 According to Keith
Dougherty, this problem is inherent in any confederation without a strong
central authority. Unless a member state derives some private benefits from
cooperation, it will stay on the sidelines.77 Here I shall only comment on the
unequal size of the member colonies, an issue that cast a shadow down to
1787. A large unit might demand a larger number of delegates to the
council of the confederation or, failing that, a veto. During a conflict in
1649, the Massachusetts commissioners argued that by virtue of the fact
that the colony bore “almost five to one in the proportion of the charge
with any one of the rest”, it was entitled to three commissioners.78 In the
revived confederation of 1672 (including only Massachusetts, Connecticut,
and Plymouth), a decision required the agreement of five out of six
commissioners.79

If, as in the present case, a confederation has only one large member and
several small ones, the latter may with some justification fear the dominance
of the former, even if the formal rules place them on an equal footing.80 If
there are several large members, their tendency to dominate will depend on
their commonality of interest. They obviously share an interest in represen-
tation in Congress being proportional, but they might have entirely differ-
ent economic interests. Even when those interests are too different to
generate a “coalition of the large”, the smaller members may argue for
equality of representation, alleging fear that the larger members will oppress
them. The fear may be groundless, and the allegations hypocritical, yet the
argument can be politically efficacious.
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FRANKLIN’S TWO PLANS

Benjamin Franklin variously proposed to base representation in Congress
on population or on contributions to the common funds of the confeder-
ation. In the Albany plan that he penned,81 the colonies were initially (in the
first 3 years) to be represented in the Congress of the confederation in the
following proportions:

Massachusetts 7
New Hampshire 2
Connecticut 5
Rhode Island 2
New York 4
New Jersey 3
Pennsylvania 6
Maryland 4
Virginia 7
North Carolina 4
South Carolina 4
Total 48

Although Franklin did not explain how he arrived at these numbers, they
seem to be based on population, including slaves. In 1750, the white
population of Rhode Island was larger than that of South Carolina,
30,000 versus 24,000, whereas the totals including slaves were 33,000
and 64,000.82 The ratio of the largest to the smallest number of delegates
was 3.5 to 1, whereas the corresponding population ratio (including slaves)
was about 8.5 to 1 (Virginia with 231,000 to New Hampshire with 27,000
inhabitants). This tendency to underrepresentation of large members is very
common in federal systems (or in their upper houses). However, in the plan
Franklin presented to the Second Continental Congress in 1776, he pro-
posed strict proportionality between representation and population (pre-
sumably also including slaves).

In the Albany plan, Congress jointly with a President appointed by the
crown was to be granted the power to levy taxes and duties, and to
requisition payments from the treasuries of the colonies. In the 1776
plan Franklin proposed that “All Charges of Wars, and all other general
Expences to be incurr’d for the common Welfare, shall be defray’d out of a
common Treasury, which is to be supply’d by each Colony in proportion to
its Number of Male Polls between 16 and 60 Years of Age; the Taxes for
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paying that proportion are to be laid and levied by the Laws of each
Colony”. Contributions and representation should both be strictly propor-
tional to population. By contrast, in the Albany plan Franklin had proposed
that representation should become proportional to contribution, once “the
proportion of money arising out of each Colony to the General Treasury
can be known”, subject to an upper limit of seven and a lower limit of two
delegates per colony. There are no such limits in the 1775 plan.

The Albany plan tacitly presupposes that voting in Congress would be by
simple majority. Franklin was more explicit concerning the quorum, which
was to consist “of twenty five members, among whom there shall be one or
more from a majority of the Colonies”. In 1775, he retained the require-
ment that a majority of delegates be present, but omitted the requirement
that a majority of colonies be represented. Together with the absence of
upper and lower limits on the number of delegates, this omission suggests
that Franklin in 1775 was less concerned with the rights of the colonies or
incipient states than he had been in 1754.

AN AMERICAN MYSTERY

Although never implemented, Franklin’s plans are interesting in the way
they identify and address some of the major issues in organizing a union of
colonies or states. Before I consider how these issues were debated and
ultimately resolved by the Second Continental Congress, I need to explain,
as best I can, the adoption in September 1774 of the ground rules for both
the First and the Second Congress. I say, “as best I can”, because the
process is shrouded in a mystery that is hard to penetrate. With one possible
exception, the historians I have consulted have not addressed the issue.
The question is simple: how should the delegates decide how to decide? The
appointment of the 12 delegations was a pretty haphazard process. It seems
that each colony sent as many delegates as it could easily afford. Not only
were the delegations of unequal size, but the numbers were not in any way
proportional to the population or wealth of the respective colonies. Once
the delegates were in place, they had to decide on how they were to decide
in the future. The options were:

• Each colony will cast one vote.
• Each delegate will cast a vote.
• Each colony will cast a number of votes that is proportional to its

population, wealth, or some combination of the two.
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There were obvious objections to each proposal, clearly stated by John
Adams in his Diary:

[i] If We vote by Colonies, this Method will be liable to great Inequality and
Injustice, for 5 small Colonies, with 100,000 People in each may outvote
4 large ones, each of which has 500,000 Inhabitants. [ii] If We vote by the
Poll, some Colonies have more than their Proportion of Members, and others
have less. [iii] If We vote by Interests, it will be attended with insuperable
Difficulties, to ascertain the true Importance of each Colony. – Is the Weight
of a Colony to be ascertained by [iiia] the Number of Inhabitants merely – or
[iiib] by the Amount of their Trade, the Quantity of their Exports and
Imports, or [iiic] by any compound Ratio of both. This will lead us into
such a Field of Controversy as will greatly perplex us. Besides I question
whether it is possible to ascertain, at this Time, the Numbers of our People
or the Value of our Trade. It will not do in such a Case, to take each other’s
Words. It ought to be ascertained by authentic Evidence, from Records.83

Adams does not mention whether, in cases (iiia) or (iiic), slaves would be
counted, fully or partially. The question would come up on the Second
Continental Congress, with respect to the contributions of the colonies to
the central treasury and in 1787, with respect to their representation in
Congress.

On September 6, the Congress “Resolved, That in determining ques-
tions in this Congress, each Colony or Province shall have one Vote. The
Congress not being possess’d of, or at present able to procure proper
materials for ascertaining the importance of each Colony”.84 Virtually all
commentators content themselves with affirming that Congress “resolved”
or “agreed” to adopt the principle of “one colony, one vote” for the pro-
ceedings of the Congress, without specifying how the decision was made.85

One tantalizing exception is a 1942 biography of John Rutledge from South
Carolina by Richard Barry, a “semi-scholarly book” according to a recent
historian.86 In Barry’s story, Rutledge was outwitted by Samuel Adams on
the first days of the Congress:

With the initial business went a motion that the votes should be counted by
colonies, not by individuals. Virginia had seven votes [. . .], South Carolina
five, and Massachusetts only four. There were more northern colonies than
southern, but if Pennsylvania were counted with the South, and she leaned
that way, the southern interest would command more individual votes. Also,
individually there were more moderates than radicals. It was to the advantage
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of the South as well as to that of the moderates to vote by delegates.
Apparently only Sam Adams saw this from the start. He consorted day and
night before the opening with his adoring pupil, Christopher Gadsden [the
“Sam Adams of South Carolina”]. Then in the first debate, Gadsden [. . .] was
on his feet with a blunt call for a vote by colonies. Sam Adams was rushing
John Rutledge off his feet at the first impact by the simple expedient of leading
off with Rutledge’s associate. [. . .] The conservatives in Congress were
whipped by that first bold move which came before the issue was defined.
The decision to vote by colonies was carried by the narrow margin of two
votes.87

At this time, there were 11 colonies present and 50 delegates. A margin
of two individual votes implies 26 to 24. Amargin of two colonies, assuming
that one of the even-numbered delegations of Rhode Island and Pennsyl-
vania was prevented by a tie from casting a vote, implies 6 to 4. I tend to
believe that only the first margin counts as being “narrow”, but that is
obviously a matter of judgment. If I am right, Adams manipulated the vote
by individuals to make congress adopt the vote by colonies.

Independently of how it was made, the decision to adopt “one colony,
one vote” had momentous consequences, certainly in the long run (see
chapter “A Political Theory of Constitutional Democracy: On Legitimacy
of Constitutional Courts in Stable Liberal Democracies”) and arguably in
the short run. If Barry is right, a vote by individuals might have led to a
reconciliation with Britain, or at least to an attempt:

The value of the victory to Adams appeared in the first major business, a
resolution prepared by Joseph Galloway, of Pennsylvania, providing for an
administrative separation of England and America, the colonies remaining
under the Crown, yet having full authority to levy taxes, while all equities of
the carrying trade would be administered by a joint commission. It was an
enlightened proposal, and, if it had been adopted in Philadelphia and ratified
in London, would have prevented the war. Rutledge favored the Galloway
plan and was its floor leader, but the radicals under Sam Adams marshalled
their forces, denounced it as a Royalist plot, and defeated it by seven colonies
against six. Except for Christopher Gadsden, every southern vote, including
that of George Washington, as well as a comfortable minority in the North,
was for the Galloway plan. If the votes had been by individual delegates, the
plan would have succeeded.88
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Barry does not state explicitly that Adams knew about and took strategic
precautions against the Galloway plan. As a universally acknowledged mas-
ter strategist, Adams was certainly aware of the balance of opinion among
individual delegates and may well have expected some proposal of this kind.
If my interpretation is correct, on September 6 he persuaded less sophisti-
cated and informed delegates to vote for a voting system that would not
further their preferences.89

REPRESENTATION AND VOTING IN THE CONTINENTAL CONGRESS

The voting rules adopted on September 6, 1774, remained in force when,
after Independence, the Continental Congress debated and voted on the
voting rules to be adopted in the Articles of Confederation. Although
Franklin’s proportional voting scheme was not debated, he took an active
part in the discussions. Responding to a proposal that all states should have
an equal vote in matters of “life and liberty”, but that in money matters
votes should be proportional to population, he said (according to
Jefferson’s notes) that “the votes should be so proportioned in all cases.
He took notice that the Delaware counties had bound up their Delegates to
disagree to this article. He thought it a very extraordinary language to be
held by any state, that they would not confederate with us unless we would
let them dispose of our money. Certainly if we vote equally we ought to pay
equally: but the smaller states will hardly purchase the privilege at this
price”.90

On June 12, 1776, a committee, of which John Dickinson was the
dominant member, proposed a first draft of Articles of Confederation,
which gave wide powers to Congress. “The sole restraint upon the power
of Congress was that it might not lay taxes and duties, which was logical
enough if the American Revolution was in any sense a revolt against taxation
by an external and superior political agency”.91 Whether logical or not—the
analogy between Great Britain and the Congress is pretty halting—the
restraint was certainly psychologically intelligible and turned out to have
momentous consequences. In the subsequent debates, the Dickinson draft
was somewhat diluted, the preponderance of power being retained by the
states.92

The draft also included the clause, “In determining questions each State
shall have one vote”. The debate on this issue went along predictable lines.
“The members of Congress from the larger states developed many

COLLECTIVE ACTION IN AMERICA BEFORE 1787 181



ingenious theories to support their demand for a preponderant influence in
the union. [. . .] Obviously, their arguments were dictated by their desire to
give their states a dominant voice in the affairs of the union. Their oppo-
nents from the small states knew this and dwelt upon it persistently, for they
feared that they would be ‘swallowed’ by their great neighbors.”93 In the
last statement, we should probably replace “feared” by “claimed to fear”.
The small states, no less than the large ones, simply wanted to have as much
influence as possible. The fear was spurious, as James Wilson pointed out: “I
defy the wit of man to invent a possible case or to suggest any one thing on
earth which shall be for the interests of Virginia, Pennsylvania & Massachu-
sets, and which will not also be for the interest of the other states”.94

Benjamin Rush concurred: “The larger colonies are so providentially
divided in situation as to render every fear of their combining visionary.
Their interests are different, & their circumstances dissimilar. It is more
probable they will become rivals & leave it in the power of the smaller states
to give preponderance to any scale they please.”95 As noted earlier, a
confederation with many large members may be less threatening to the
small ones than one with a single large member, as was the case in the
Colonial Union of 1643.

The “one state, one vote” clause was retained in the revised draft that
Congress adopted on August 20, 1776. Virginia, in one case joined by
Pennsylvania, proposed four amendments to take account of population
size, but was consistently defeated.96 In the Articles of Confederation that
were finally ratified in 1781, after Congress resolved the question of sover-
eignty over the Western lands, this clause was also retained and remained in
force until 1787. While the clause required the states to vote as delegations,
equality of the states would also have been compatible with each state
sending the same number of delegates to vote as individuals.97 Instead,
with voting by delegations the states sent varying number of delegates,
constrained to be between two and seven.

From representation in Congress, I now turn briefly to its voting pro-
cedures.98 In the 1781 version of the Articles, the quorum was set to nine
states. Any changes in the Articles themselves had to be ratified by all states.
On an enumerated set of issues, the assent of nine states was required.
Otherwise, majority voting was sufficient. It might seem, therefore, as if a
simple majority of five to four could be decisive. Congress decided, how-
ever, to interpret majority in an absolute sense, requiring the vote of seven
states. This procedure was made even more stringent by the fact that if a
delegation was tied in its internal vote, it did not contribute to the quorum.
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In addition, physical absenteeism raised the bar for decisions even higher.
Even though Congress lowered the quorum to seven in 1783, its pro-
ceedings were often paralyzed, as described by Thomas Jefferson in a letter
to George Washington from May 15, 1784:

I suppose the crippled state of Congress is not new to you. We have only
9 states present, 8 of whom are represented by two members each, and of
course, on all great questions not only an unanimity of States but of members
is necessary. An unanimity which never can be obtained on a matter of any
importance. The consequence is that we are wasting our time & labour in vain
efforts to do business. – Nothing less than the presence of 13 States,
represented by an odd number of delegates will enable us to get forward a
single capital point.

CONTRIBUTIONS

Congress also discussed the bases for contributions to the Union. Whereas
representation is zero-sum, contribution is not. All member states of a
confederation benefit from internal law and order, and from defense against
other nations, but each state would prefer others to bear the main burden.
To overcome the free-rider problem, one might link the representation of
the states to their contributions just as, on the individual level, one might
link the right to vote, or even (as Turgot proposed in France) the number of
votes, to the payment of taxes. Thus, on August 1, 1776, Middleton of
South Carolina “moved that the Move should be according to what they
pay” in taxes.99 An alternative solution, not based on incentives, would be
to link both representation and contributions to population. As we saw,
Franklin at various times advocated both solutions. However, with repre-
sentation decided by the principle “one vote, one state”, contribution
became a freestanding and independent issue.

The free-rider issue is not the only obstacle to taxation, however, perhaps
not even the most important one. Although the confederation obviously
needed some “general revenue”, the states differed regarding their (perma-
nent) interests in what the revenue would fund and, consequently, in the
amount of revenue to be raised. In two remarkable memoranda on the
interests of each of the 13 states dated February 26 and March 6, 1783,
Madison lists a number of reasons why the states might favor or oppose
taxation at the level of the confederation. Some states would support it
because an impost duty levied by the confederation would spare them
predatory imposts levied by neighboring states. The latter states would
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oppose it for the same reason. Many states would support “abatements”,
that is, compensation for their disproportionate losses or expenses during
the revolutionary war; other states, which could not make a claim for such
losses, would oppose measures to satisfy it. Some but not all states would
support revenue to absorb debts incurred during the war. Since the revenue
was expected to strengthen the authority of the central government over the
Western lands, states that claimed a prior entitlement to these and states that
wanted to acquire them had opposing interests. To convey the flavor of
Madison’s analysis, I shall cite two of his diagnoses:

Rhode Island as a weak State is interested in a general revenue as tending to
support the confederacy and prevent future contentions, but against it as
tending to deprive Her of the advantage afforded by her situation of taxing
the commerce of the contiguous States. As tending to discharge with certainty
the public debts, her proportion of loans interest her rather against it. Having
been the seat of the war for a considerable time, she might not perhaps be
opposed to abatements on that account. The exertions for her defence having
been previously sanctioned, it is presumed in most instances, she would be
opposed to making a common mass of expenses. In the acquisition of vacant
territory she is deeply and anxiously interested.

Virga. in common with the Southern States as likely to enjoy an opulent and
defenceless trade is interested in a general revenue, as tending to secure her
the protection of the Confederacy agst. the maritime superiority of the
E. States; but agst it as tending to discharge loan office debts and to deprive
her of the occasion of taxing the commerce of N. Carolina. She is interested in
abatements, and essentially so in a common mass, not only her excentric
expenditures being enormous; but many of her necessary ones havg. rcd. no
previous or subsequent sanction. Her cession of territory would be considered
as a sacrifice.100

Given these opposed interests, and the practical obstacles to side pay-
ments, it is not surprising that the general revenue plan that Hamilton and
Madison prepared in 1783 never received the unanimous approval from the
states it needed for adoption.
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COMPLIANCE OF THE STATES WITH THE REQUESTS FROM CONGRESS

Although Congress used its power to request the states to contribute to the
common treasury in proportion to their population, they did not always
comply. I shall discuss the issue of non-compliance in a more general
perspective, which includes military as well as financial contributions. In
doing so, I must proceed differently from what I did in the previous section,
since relations among colonies or among states differ from those among
individuals. I have argued that to understand how individual Americans
were able, on several occasions, to overcome their free-rider problems, we
must invoke emotions, quasi-moral norms, social norms, and self-interest
(fear of losing customers). When the colonies or states faced a free-rider
problem, as they did both during and after the war, their perceived interests
were dominant in shaping their behavior.101 Needless to say, one cannot
talk coherently about the interest of a state. In a given state, different
groups—farmers and merchants, consumers and producers—may differ in
their interests. The way in which these interests are aggregated into state
decisions is often opaque and beyond analysis, although in some cases one
can follow the causal chain.

In 1774 and in 1776, the colonies and states benefited from the urgency
of the situation. Had they proceeded more leisurely, they might not have
reached agreement on the voting rule in the First Continental Congress,
nor on the method for calculating the contributions of the states to the
common treasury. Writing to Richard Caswell on November 4, 1777,
Thomas Burke said that “I deem a time of peace and tranquility, the proper
time for agitating so important a concern, but some and not a few, are of
opinion that advantage should be taken of the present circumstances of the
States which are supposed favorable for pressing them, to a very close
connexion”. If he alluded to the benefits the small states derived from the
voting rule and the Southern states from the contribution rule, he was right.
If he thought more impartial solutions would have been found if the states
had been closer to “the ideal speech situation”, he was almost certainly
wrong. In the wake of the Intolerable Acts and the de facto declaration of
war with Britain, urgency forged consensus among the delegates.

The actual conduct of war and the finances of the confederation
required, however, compliance with these and other decisions. If states are
motivated mainly by their self-interest, compliance may be difficult to
achieve. In considering war, I shall cite examples from the wars against
the Dutch, against the French and Indians, against the British and against
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domestic insurrections. In 1653, Massachusetts refused to take part in a
joint action against the Dutch, both because they had little reason to fear
them and because they would have to assume most of the burden. One of
Franklin’s arguments in 1754 for an intercolonial union was that state
legislatures are “at present backward [reluctant] to build forts at their own
expense, which they say will be equally useful to their neighboring colo-
nies”. Regarding the war against the British, Forrest McDonald writes that
“patriotism and the proximity of the enemy proved to bear an almost one-
to-one relationship. Men loved their country – or were interested that its
‘government’ do anything – whenever British troops were in sight, and with
rare exceptions only then”.102 He echoes the argument in which Joseph
Galloway presented his plan to the Continental Congress: “You all know
there were Colonies which at some times granted liberal aids, and at others
nothing; other Colonies gave nothing during the war; none gave equitably
in proportion to their wealth, and all that did give were actuated by partial
and self-interested motives, and gave only in proportion to the approach or
remoteness of the danger”.103

In warfare, the common interests of the colonies or states were relatively
easy to perceive. Nevertheless, as Franklin pointed out, an individual state
might, out of shortsightedness, fear an unfair sharing of the burden, or out
of suspicion of other states, refuse to join the common effort. These are
changing and conjuncture-dependent sources of interest heterogeneity. In
financial questions, as Madison pointed out in his 1783 memoranda, the
states may not even have (or believe they have) a common interest. Some
states would welcome and others would oppose the raising of revenue that
would strengthen the central government. In his pioneering study of col-
lective action under the confederation, Keith Dougherty overlooks this
more permanent and structural heterogeneity of interests. Once we take
account of this fact, Dougherty’s basic puzzle appears even more striking:
“Since requisitions were voluntary, their failure should be of little surprise to
modern scholars. The real mystery is why the states paid any money to
Congress” at all.104

To resolve the puzzle, Dougherty appeals to the “theory of joint prod-
ucts” according to which a contribution to a public good, such as fight
against a common enemy, may also provide private and motivating benefits
to some contributors. For my purposes, the most interesting and convincing
application of the theory is his analysis of Shays’ rebellion. Although the
Continental Congress called upon the states to provide soldiers and money
to crush the rebellion, most states did not comply. The rebellion was
defeated only because the governor of Massachusetts raised an army from
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private sources. I am less convinced by Dougherty’s analysis of state contri-
butions to the central treasury, because he underestimates or even ignores
what I called the structural heterogeneity of state interests that Madison
commented on in great detail.

* * *

In conclusion, it is striking that farmers, planters, and artisans were willing
to forsake their self-interest, under the influence of quasi-moral or social
norms, whereas merchants and politicians were not. Yet even when citizens
managed to rally around the common cause, their cooperation was always
fragile. Ultimately, it was rooted in the emotions of anger and enthusiasm of
the first movers, who triggered the conditional cooperation of other citi-
zens. Yet since emotions notoriously have a short half-life, the cooperation
could easily unravel. Nevertheless, while it lasted it could inspire actions that
caused British overreactions, which might keep flames burning that might
otherwise have subsided by themselves.

The proceedings at the Federal Convention in 1787 were shaped by
collective action issues that had arisen over previous decades, notably by the
free-riding temptation that was a built-in feature of the non-importation,
non-exportation, and non-consumption movements, as well as of the Arti-
cles of Confederation, and that the framers successfully managed to elimi-
nate. How did they do so? In my forthcoming work on the Convention, I
shall argue that the seaboard elites were galvanized into cooperating by
Shays’s Rebellion, as the colonies had been galvanized by first the economic
and then the military struggle against Great Britain (for a sketch of this
argument, see Elster 2012). The inefficiency of the confederation was
notorious, but it took a crisis to make it causally efficacious.

NOTES

1. Starr (2000), p. 227; my italics.
2. Schlesinger (1968), p. 468.
3. Some of his examples of “Trespasses of the States on the rights of each

other” may illustrate this model, an example being “the law of Virginia
restricting foreign vessels to certain ports – of Maryland in favor of vessels
belonging to her own citizens – of N. York in favor of the same”. See also
his memoranda from 1783 discussed and quoted below.

4. Under some conditions, agents might be motivated to cooperate out of
long-term self-interest. With many agents, this can happen if they all adopt
the “grim-trigger” strategy: cooperate until one agent defects and never
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cooperate thereafter. Whereas this mechanism might conceivably explain
the stability of cartels, it is highly implausible as an account of cooperation
among states.

5. Dougherty (2003).
6. White (1987), Chap 7; also Elster (forthcoming).
7. The list of proposed plans for union is selective. For a fuller compilation, see

Stone (1889), vol. II.
8. According to the Journal of the Continental Congress, “[a]ll the men of

property, and most of the ablest speakers, supported the motion, while the
republican party strenuously opposed it”. See also comments by Richard
Barry cited later. Ammerman (1974, pp. 58–60) dismisses the Galloway
plan as unimportant. The fact that Congress later struck it from its Journal
seems to count against this view. The contemporary evidence is summa-
rized in Smith (1976, pp. 112–17).

9. In 1774, some colonists also demanded the non-payment of the crippling
debts to British merchants (Schlesinger 1968, pp. 404–5, 414, 416). This
proposal was not made part of the platform of the Continental Association.

10. Breen (2004, p. 200). In 1769–70, distrust of the Boston merchants was an
important obstacle to non-importation in other colonies (Jensen 1968,
pp. 366–71).

11. See Schlesinger (1968), pp. 421–22, and Gould (1986), p. 35, on John
Rutledge’s qualms in this respect at the Continental Congress.

12. See Elster (2015), pp. 388–97, for analyses and examples.
13. Breen (2004), p. 213.
14. Schlesinger (1968), p. 63.
15. Ibid., p. 77. Once the Stamp Act was repealed, “people again bowed to the

custom of expensive funerals” (ibid., p. 86). After the Townshend Acts,
frugality came back in the colonies (ibid., pp. 107, 110, 143, 146).

16. Some opponents to non-consumption claimed that concerted actions to
punish innocent third parties, the British producers, were illegal. Writing in
the South Carolina Gazette, “William Wragg [. . .] argued that it did not
follow that a number of persons associating together had a right to do what
one manmight do, and he said that Parliament had acted on this doctrine in
punishing tailors for combinations to increase wages” (ibid., p. 205 n.).
(The Americans did not, of course, want to benefit at the expense of the
producers in the way the tailors wanted to benefit at the expense of their
employers.) See also Maier (1991), pp. 133–34.

17. Weslager (1976), p. 248; Jensen (1968), p. 124.
18. Weslager (1976), p. 242.
19. Ibid., pp. 240–41.
20. Ibid., p. 240.
21. Maier (1991), p. 145.
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22. In the following I rely on Jensen (1968) and on the much more detailed
narrative in Schlesinger (1968). The main point on which they diverge
concerns the causes of the adherence to non-importation in the Southern
colonies and its impact on the Northern ones. Not being a specialist, I
assume that Jensen’s more recent account is the more reliable.

23. Jensen (1968), pp. 272–73. As he explains (ibid., p. 279), “the stationing
of the custom boards [for all the colonies] in Boston was one of the major
political blunders of the age; in any other American city it would have had
less trouble”.

24. Ibid., p. 302. Schlesinger (1968) does not refer to this proposal to explain
second wave of non-importation. He does, though, cite it when discussing
the later wave of non-exportation (op. cit., pp. 397, 416).

25. Jensen (1968), p. 331.
26. Ibid., p. 359.
27. Jensen (1968), p. 329.
28. Schlesinger (1968), p. 217.
29. Ibid., p. 229.
30. On the emotional character of the British reactions, see Ramsay (1990),

vol. 1, pp. 88–89; on the emotions they triggered in America, see ibid.,
pp. 89–90.

31. Schlesinger (1968), p. 309. The fifth Act was the Quebec Act, which
“aroused a wider variety of complaints than any of the other four statutes”:
it established a government without a representative assembly, permitted
the continuation of a legal system not allowing in all cases for jury trial,
created a feudal system of land tenure that frustrated the hopes of specula-
tors, and by providing for the Catholic religion raised the specter of an
established church (Ammerman 1974, p. 11).

32. Ibid., p. 310.
33. Tocqueville (2004), p. 610. Tocqueville was proud of the fact that his

great-grandfather Malesherbes was among those who did resist in both
directions.

34. Although Schlesinger (1968) and Jensen (1968) provide a great deal of
detail, the pictures they draw are still incomplete.

35. Breen (2010), p. 189. Earlier, similar proto-constitutional organizations
had arisen at the colony level. By 1770, “the various [non-importation]
associations came to serve as social compacts, analogous to the formal
constitutions that would be set up by the various colonies in the
mid-1770s” (Maier 1991, p. 136).

36. Ibid., p. 18.
37. Schlesinger (1968), p. 477. He adds (ibid., p. 478) that “the failure of the

loyalist association was due to the superior organization of the radicals
rather than to lack of support for it”. The empirical issue seems hard to
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resolve: how many sanctioned violators of the regulations out of patriotism
or out of fear of being sanctioned for non-sanctioning?

38. The examples in this paragraph are from Schlesinger (1968), pp. 477, 481,
483, 488, 504, 505, 511, 514.

39. True, the coordination of non-actions may require action, which may be
why governors demanded that non-importation and non-exportations
could be banned as illegal. In many cases, however, the coordination was
the spontaneous result of observing what other people were doing.

40. Breen (2010), p. 196; also Breen (2004), p. 26.
41. Irvin (2003) examines about 70 cases of “tar and feather” between 1768

and 1776. In the period before the outbreak of hostilities, the main targets
were custom officials, importers, and informers; see also Maier (1991),
pp. 128–29. Irvin does not include a single case in which consumption
was punished in this manner.

42. Breen (2010), p. 211.
43. Maier (1991), p. 122.
44. See Elster (1999), pp. 146–47, 234, for examples.
45. Breen (2004), p. 263; Breen (2010), p. 171; Schlesinger (1968),

pp. 495, 556–7, 565, 581.
46. Mason (1970), vol. I, pp. 116–17, see also Franklin (1959–), vol. XVII,

p. 202. Mason seems to have thought that importers were shameless, but
that customers might be deterred by shame before their peers. On shame as
the “false coin” that must substitute for the true coin of virtue, see also
Montaigne (1991), p. 715.

47. Cited after Breen (2004), p. 299; my italics.
48. Jensen (1968), p. 129. If George Mason was right, the merchants would be

worried more by the loss of income through non-consumption than by the
loss of reputation through attacks in the newspapers.

49. Schlesinger (1968), p. 114.
50. Breen (2004), p. 23; my italics.
51. Ibid., p. 200; my italics; see also Breen (2010), p. 103, on this problem of

trust among strangers.
52. Ramsay (1778), p. 64; his italics.
53. Breen (2010), p. 108. Coastal consumer trade, however, “carried messages

from other colonies” (Breen 2004, p. 127).
54. Shannon (2000), p. 71.
55. Ibid.
56. Bumsted (1974), p. 550.
57. See, for instance, Acemoglu et al. (2004).
58. Nelson (2011), p. 64.
59. Cited after Miller (1985), p. 339.
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60. Morgan (2012), pp. 47–8. Jack Rakove (personal communication) agrees
with Morgan, but adds that “the great puzzle here is why the British
doubled down on [the divide and rule] policy in 1775 when it had so
obviously failed in 1774”.

61. Simmel (1908).
62. On quasi-moral norms, see Elster (2015), Chap. 5.
63. Breen (2004), p. 250. As we shall see shortly, newspapers could also make

people realize that they were being seen.
64. Breen (2010), pp. 150–51.
65. Wood (1991), p. 27.
66. Elster (2015), Chap. 21.
67. Breen (2004), p. 261.
68. Ibid., pp. 254–55; Maier (1991), pp. 121–22; Schlesinger (1968),

pp. 130, 150, 158, 164, 185, 217, 477; Jensen (1968), p. 193.
69. Breen (2004), p. 271.
70. Cited after Ward (1961), p. 37. The same obstacles of time and space

prevented American representation in the British parliament.
71. For the role of “just wars” in the Union, see Muehlbauer (2008).
72. Articles of Confederation of 1643, Appendix A toWard (1961). The voting

rule was adopted unanimously by a first meeting of the commissioners and
ratified by the legislatures of all the colonies. At that time, unlike later
founding moments, “deciding how to decide” was not a contentious issue.

73. Ward (1961), p. 54.
74. Ibid., p. 178.
75. Ibid. Massachusetts claimed, speciously, that the war was not just. “In its

puritanical way, [it] had sought to assume moral responsibility to prevent
war with the Dutch and their Indian allies. Actually, practical considerations
were foremost: the brunt for carrying on a war would rest with MA, the
largest member of the Confederation, and the Bay colony would have the
least to gain” (ibid., pp. 191–2). According to Muehlbauer (2008), p. 329,
“The disparate assessments of danger among the Puritan colonies practi-
cally destroyed the Confederation in 1653”.

76. As Franklin and Governor Shirley noted, the free-rider problem also arose
in the French-Indian wars.

77. Dougherty (2001), pp. 13–14 and passim.
78. Hazard (1794), vol. II, p. 199. They added slyly that they would agree to

any other colony also having three commissioners if it was willing to bear
the same charge as Massachusetts.

79. Articles of Confederation of 1672, Appendix B to Ward (1961).
80. Ward (1961), p. 43, writes that the Hanseatic League, “like the later

confederations of the Dutch and the [New England] Puritans [. . .] was to
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suffer from the aggrandizement of the leading province over the lesser
states”.

81. Reprinted as an Appendix to Shannon (2000).
82. Numbers from https://web.viu.ca/davies/h320/population.colonies.htm
83. Adams (1976a), p. 10; see also Kromkowski (2002), pp. 153–55.
84. They added that “As this [resolution] was objected to as unequal, an entry

was made on the journals to prevent it being drawn into a precedent”. As
we shall see in Chap. 8, this entry had no effect.

85. “The impossibility of fixing the comparative weight of each province [. . .]
induced congress to resolve, that each should have one equal vote” (Ramsay
1990, vol. 1, p. 106); the members “agreed that the delegates of each
province should cast one vote collectively” (Schlesinger 1918, p. 412);
“In the end each colony was given one vote” (Jensen 1950, p. 59); “it
was agreed that each colony should have one vote” Burnett (1964, p. 38);
“Congress finally agreed that each colony should have one vote” (Jensen
1968, p. 492); “the delegates then resolved ‘that . . . each colony or province
should have one vote’” (Jillson and Wilson 1994, pp. 52–53). The authors
of the phrases I have italicized do not indicate the voting rule.

86. Hutson (1987), p. 416. Barry’s book has no footnotes or other scholarly
apparatus. Other scholars are even more dismissive; see for instance Haw
(1997), p. vii. However, Forrest McDonald (1979, p. 266), whose judg-
ment I tend to trust, says that Barry’s book “has a great deal of data and
penetrating analysis”. I leave it to readers to judge whether the passages I
cite in the text ring true, or at least appear to have some basis in facts.

87. Barry (1942), pp. 161–2.
88. Ibid., p. 162.
89. Rakove (1979, p. 42) criticizes the (at that time) common view that at the

First Continental Congress, Samuel Adams, John Adams, and Richard
H. Lee “somehow manipulated events and debates to foreclose the possi-
bility of reconciliation and enhance the likelihood of independence”. He
does not, however, address the issue of how the voting rules were adopted;
in fact, he does not even mention the adoption of the rules on September
6, 1774. His strictures are mainly addressed toward those who, from Joseph
Galloway onward, have asserted that the unanimous adoption by Congress
of the Suffolk Resolves on September 17 was an effect of the “superior
application” of Samuel Adams.

90. Jefferson (1950–) vol. 1, p. 324. As we shall see, Delaware adopted bound
mandates in 1787 as well.

91. Jensen (1970), p. 132.
92. For the extent of the dilution, see Freedman (1992).
93. Jensen (1970), p. 148.
94. Jefferson (1950–), vol. 1, p. 327.
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95. Ibid., p. 326. The last statement seems to assume, implausibly, that the
small states have common interests that will enable them to act as a unitary
pivotal actor. In a letter to John Adams fromMay 16 1777, Jefferson asked
him to propose to Congress that “any proposition might be negatived by
the representatives of a majority of the people of America, or of a majority of
the colonies of America. The former secures the larger the latter the smaller
colonies”. The second claim also seems to rest on an assumption that the
small states will have common interests.

96. Jensen (1970), p. 145.
97. Individual voting by members of equal-sized delegations would, however,

have shown up the spurious nature of many “unanimous” decisions (Schle-
singer 1968, p. 412).

98. For fuller discussions, see Jillson and Wilson (1994), pp. 138–42, 157–62;
also Brant (1948), pp. 106–8.

99. Adams (1976b), p. 593.
100. Madison (1962–), vol. 6. p. 291; see also ibid., p. 310, for some

modifications.
101. I have not seen evidence that state legislatures acted as either unconditional

or conditional cooperators during the war. Unconditional cooperation in
the war against Britain would imply that a state mobilized more when it
could do more damage to the British rather than when itself was more
exposed to danger (as predicted by the self-interest hypothesis). Condi-
tional cooperation would imply that a state would mobilize more when it
observed other states mobilizing rather than less (as that hypothesis would
predict). After the war, the very notion of cooperation breaks down
because, as (following Madison) I note below, the notion of the common
interest was not well-defined.

102. McDonald (1979), p. 38.
103. Galloway (1780), p. 74.
104. Dougherty (2001), p. 3 and passim.
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A Political Theory of Constitutional
Democracy: On Legitimacy of Constitutional

Courts in Stable Liberal Democracies

Pasquale Pasquino

In this chapter I shall focus on the question of the legitimacy of European
Constitutional Courts (hereafter referred to as CC.) I assume that everyone
knows what these courts do. In focusing on their legitimacy, I want to
analyze the question of the rational (I understand this term in the minimalist
Hobbesian sense)1 arguments we can present to support and justify to
ourselves as citizens the existence of a CC in a constitutional democracy
(verfassungsm€aßiger Rechtstaat) (stato di diritto costituzionale).2

Before explaining what I’ve tried to do in this text, I need to say a few
words about what I do not. Discussing a research project obviously demands
checking the coherence, the “integrity” of the arguments presented, but it
has also to be clear about precisely which question the author wants to ask
and tries to answer, for it is no sound objection to say that she has failed to
answer a question outside the intended scope of her research. The answer
may be unclear or unpersuasive (in a strong, rigorous sense of the word, in a
research like the one presented here, it cannot be simply true or false), but
the question itself can only be unclear and perhaps uninteresting—which is a
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subjective evaluation and depends mostly on what we can call “circles of
recognition.”

To begin with here, what I am not trying to explain and justify. I do not
want in my research to talk about the role of constitutional courts in fragile
or illiberal democracies, about American judicial review, or transnational/
supranational courts.

Assuming the definition of democracy offered by Adam Przeworski in a
number of articles (Przeworski 1999) (i.e., that a democratic regime is one
in which the incumbent government can lose elections—so that Cuba or
China do not come under this category), I can be even more specific. I will
not consider the role, function, and legitimacy of the Supreme or constitu-
tional court in countries like Azerbaijan, Georgia, Egypt, Turkey, or
Pakistan, nor of the new CC of Latin America. I need however to add a
supplementary qualification. The case of Turkey is particularly interesting.
Since 1961, there is a constitutional court in Turkey which has been
working pretty effectively (until recently) as guardian of the Kemalist con-
stitutions. Turkey corresponds, by the way, to the minimalist criteria of a
democratic regime according to Przeworski: the incumbent party lost the
election not only of 1950, but more relevant, the Kemalist political elite was
repeatedly defeated in the last 12 years, since the Islamic party AKP (Justice
and Development Party) took power, without being successfully challenged
by military intervention. So a rotation in power seems to be a reality in
Turkey (provided that the AKP doesn’t place obstacles to it in the future);
the reason why I exclude this country frommy analysis is that Turkey, so far,
doesn’t look like a liberal democracy (the treatment of Kurds and of sectors
of the opposition in the country is well known and an evident example of
disrespect for fundamental citizens’ rights) (Zakaria 2003).

So the object of my inquiry is limited to stable liberal democracies
(notably Germany, France and Italy), by which I mean those political
systems that have constitutions resulting from the stable compromise
between different social political groups who believe, in principle, in the
same basic values, and accept the idea of limited government.

As a footnote, I would like to add that a comparative analysis of consti-
tutional adjudication mechanisms should distinguish four basic subgroups
of institutions: (1) the American type of Supreme Courts with competence
of judicial review of primary legislation (for instance, the Supreme Courts of
India and Japan); (2) the constitutional courts of European continental type
(those I analyze in this research, but also, Poland, Spain, Portugal, etc.);
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(3) the important family of Constitutional/Supreme Courts of quasi-
democratic, semi-authoritarian or illiberal countries (like Turkey, Egypt,
Tunisia, Russia); and (4) Courts which do not seem to do anything or just
rubber-stamp the decisions of the executive (Georgia, Azerbaijan, Ivory
Coast, etc.).

It is, moreover, important to draw attention to the circumstance that in
speaking of constitutional courts, it is difficult to say anything from a
normative/justificatory point of view if we do not first have a look at the
specific constitution that the Court is supposed to protect and guarantee. As
the case of Turkey shows, a constitutional court can quite effectively protect
a constitution imposed by a tiny minority over a population that never freely
accepted it. These types of radically transformative constitutions (of Jacobin
type) are not the object of my research, even though I believe that they are
of extraordinary political interest.

* * *

My intellectual enterprise is both descriptive and normative and normative
in a sense that can be qualified as justificatory rather than revisionary.3

I have certainly a preference for the German model of constitutional
adjudication vis-à-vis the American Judicial Review (a preference that has no
significant importance—I have no transformative claim—but it inserts a
normative dimension into my descriptive enterprise, since the Courts I
discuss are one of the possible models of constitutional adjudication).4 My
goal, in any event, is primarily to claim that the existing institutional setting
(the presence of a divided power ofRechtserzeugung—law-making power—
between elected bodies and courts of justice) is the best form of government
(in Churchill’s sense of this ambitious expression) we have been able to
establish, rather than assuming the posture of the reformer suggesting
important, significant, and wonderful (and probably impossible) transfor-
mations of our institutional and constitutional order. So it is more a sort of
apology for the status quo than plea for doing better in the countries of
which I’m speaking in my work—even though it is possible to discuss minor
reforms concerning the functioning of these institutions.

To be faithful to myself, I want to add that I have no hostility at all
toward the idea of improving the status quo. Generally speaking I would say
the contrary. All the societies in which we are living in the West are to
different degrees fundamentally unjust, in my personal opinion.
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But my maxim is that before trying to change the world, we need to
understand it and to see also what the positive achievements are amidst the
increasingly unjust conditions, both social and economic.

* * *

THERE ARE NO RIGHTS WITHOUT REMEDIES

Constitutional democracies are political systems where non-elected,
non-accountable organs (usually called courts) can modify through inter-
pretation or simply cancel statutory legislation enacted by elected and
accountable parliaments.5

With the authors of the Encyclopedia Britannica,6 I believe that this
political system is different from the one imagined by the authors of classical
representative government, both in France and in the USA, or, to use the
English expression, it is unlike the Westminster Model of government (with
very weak, if any, judicial review/constitutional adjudication, depending on
one’s definitions of these terms).7

Some (few?) people seem to believe that this change vis-à-vis modern
representative government is irrelevant or marginal8 since these organs
cannot do anything contrary to the will of political (¼elected) actors.
Elsewhere I have to discuss extensively this point, more exactly the latitude
of the Constitutional Courts’ discretionary power—which is not an all or
nothing, but of the order of the something. Now I shall take issue with the
large body of literature that has recognized this crucial transformation of
representative government introduced by modern constitutional regimes,
which establish an organ with competences, which are somehow different in
different legal systems. I will focus here on the question of a constitutional
court’s legitimacy.

Without entering into a conceptual analysis of this term, I need to specify
the sense in which I use this concept. The word legitimacy (starting from
the seminal work of Max Weber) has a double meaning. From an empirical
point of view, constitutional courts are among the institutions of contem-
porary democracies that have the best reputation among the citizens. (This
is the case in countries like Germany, France, and Italy, less so in Spain,
because of the tensions between the central government and the provinces
of the young Spanish democracy, notably Cataluña, tensions that the Con-
stituent Assembly decided to leave open and up to the Tribunal Constitu-
tional to settle.)
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This type of popular legitimacy or social approval9 (one should consider
that parliaments and political parties have lost such approval dramatically
because they have more and more the reputation of narrow partiality/
partisanship) is in itself very important, though not the specific object of
my intellectual investigation. I am looking for the reasons/rational argu-
ments that could support the existence of such an institution as the Con-
stitutional Court.

One might note here that the classical twentieth-century theories of
democracy do not discuss constitutional adjudication. Hans Kelsen speaks
only en passant of it in his Wesen und Wert der Demokratie (1929) [trans-
lated as The Essence and Value of Democracy (2013)].10 Less surprisingly,
Schumpeter never refers to this aspect of a contemporary democracy in the
famous chapters in his book Capitalism, Socialism and Democracy (1942),
since what he had in mind when speaking of democracy was the British
political system of the twentieth century.11 The same absence persists in
books on democracy by Giovanni Sartori (1987).12

Still, the question of the legitimacy of CC is anything but new: it was
discussed not only in the US in the nineteenth century but also with an
extraordinary richness of arguments and counterarguments by law professors
during the Weimar Republic13 and by political actors in Italy during the
process of making the republican constitution in Rome in 1946–47 when the
institution of a constitutional court was strongly opposed by the Socialist and
Communist members of the Constituent Assembly (Pasquino 2006a).

It is interesting to notice that there is a remarkably repetitive character
within these debates, for reasons partially connected with the fact that
comparative constitutional theory has paid so far only a limited attention
to these German and Italian arguments.

Criticisms of CCs often tend to revolve around the following points,
discussed very well by Mauro Cappelletti in his seminal work Giudici
Legislatori? (1984: 72–82):

(a) The difficulty ordinary citizens have in understanding the Constitu-
tional Courts’ opinions (the objection being that they are in some
sense, aristocratic, here referring to the technical dimension of judge-
made law, hence the difficulty of accountability, the precondition of
which, in theory at least, being that the citizens understand what
law-makers do);

(b) The occasional retroactive character of judicial decisions (contrasting
with the principle of “no retroactive law”—Rechtsicherheit);
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(c) The institutional ignorance of judges and its impact on law-making
(often in relation to decisions which imply a large set of specific and
nonlegal knowledge);

(d) The anti-majoritarian character of the judicial law-making.

In his book, Cappelletti rejects these criticisms with robust arguments.
Still, the main challenge to constitutional adjudication by courts of

justice through a panoply of arguments (systematically repeated by a large
number of critics) is that Constitutional Adjudication is undemocratic.
Simply formulated, the claim boils down to the following point: if modern
democracy is a governmental order, in which the exercise of political
authority is based on a mechanism of popular authorization: elections,
then those governmental organs that are not elected by the citizens and
so not accountable to the voters are incompatible with representative gov-
ernment. One can think here of the open opposition of E. Sieyes to the royal
veto in 1789: the king cannot be (co-)legislator, he said, since he is not
elected and accountable (Pasquino 1998a)—but also of J. Madison’s diffi-
culty in justifying the fact that the members of the judiciary do not respect
the “republican principle.”

* * *

In an important book published in 1931, Der H€uter der Verfassung (The
guardian of the constitution),14 Carl Schmitt launched an upfront attack
against Kelsen’s text of 1928,15 the first theoretical foundation of constitu-
tional adjudication in Europe. In his book, the German constitutional
lawyer did not reject the idea that a modern constitutional democracy,
like the Weimar Republic, needs a guardian of the supremacy of the con-
stitution. In fact, in his Verfassungslehre (published 3 years earlier, 1928),
Schmitt, the theorist of the constituent power of the people, clearly
endorsed the idea that the constitution is a political decision superior to
statutory legislation enacted by an elected parliament, since this one cannot
modify the constitution with the same procedures used to enact laws.16

What Schmitt rebukes, on the basis of his democratic ideology (where
legitimacy coincides with elections), is the Kelsenian doctrine that the
guardianship, of what the Austrian colleague called a “hierarchy of
norms” between the constitutional provisions and the statutory legislation,
should be attributed to a judicial organ, meaning to a non-elected and
non-accountable court of justice.
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The first part of Schmitt’s book is a vehement attack on Kelsen, aiming to
show that the judiciary should not be allowed to exercise the function of
guardian of the constitution for two primary reasons: (1) because a consti-
tutional court cannot simply operate through judicial syllogisms, that is, the
mechanism of subsumption of the statutory norm under the constitutional
provision, which consists in merely checking the non-contradiction between
the two norms of different level, to use the metaphor of the pyramid (the
Stufenbaulehre),17 as Kelsen seemed to claim, and (2) because this function
of control is an eminently “political” one.18

Equally important is the last part of the book (Schmitt 1931: 204–242)
where the German constitutionalist defends the idea that only a democratic,
that is, a popularly elected organ, can assume the function of guardianship of
the constitution: the President of the republic, elected and accountable, is
the only agent then who can exercise this crucial function.

I do not need to discuss these issues here nor show the paralogism of
Schmitt’s theory of the “neutral power.”19 I want instead to stress that the
accusation of incompatibility between constitutional adjudication exercised
by a court of justice and democracy is not new, and that any theory of
democracy which reduces this form of government to the electoral account-
ability of the governing organs has to repeat Schmitt’s claim that the judges
lack the legitimacy for important political decisions and tends toward
denouncing such a constitutional court as an aristocratic institution.20

A possible counter to Schmitt’s challenge has been to say that Courts that
exercise a constitutional review of statutory legislation are not acting as
legislators, and so are not usurping this function from its rightful (elected)
organ. Thus, there is no reason for democrats (more exactly, electoralists, é
lectionists21) to worry about and be critical of constitutional adjudication by
a court of justice.

On this point, I side with the critics. The idea first presented by Kelsen
under the label of negative legislation (Kelsen 1945: 267–269),22 does not
withstand any serious scrutiny. Likewise, the defense of the Court based on
the suggestion that because often members of constitutional courts are
appointed by elected representatives, they are, therefore, democratic (von
Bruneck 1988: 224). The last argument sounds like sheer Hegelianism:
everything is connected with everything. Such a pseudo-answer begs the
question of legitimacy with a conceptual pirouette!

What I want to dispute is the criticism based on the ancient dogma of the
separation of powers: specifically, the claim that constitutional adjudication
represents an encroachment upon the legislative function. That seems a
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bold claim: qualifying as dogma the pillar of modern liberal constitutional-
ism that goes under the etiquette of separation of powers. But I’m not an
anti-liberal, nor a subversive. I am repeating a point made quite persuasively
by Hans Kelsen (1945: 269).

Still since this claim, or more exactly my own version of it, plays a very
important role in my entire argument, I need to clarify what I mean before
proceeding.

I do believe that the Constitutional Courts (the European name for
governmental organs which exercise constitutional adjudication but which
are not elected and not accountable to the voters) do exercise a legislative
function; they are, indeed, to use the expression of Michel Troper, co-
legislators. However, I do not see in the Constitutional Courts’ exercise of
this function a form of despotism—on the contrary, their participation in
the law-making function of the political authority seems a useful mechanism
and one that may, in fact, create crucial obstacles to despotic, authoritarian,
or illiberal governments23 and help the stabilization of liberal democratic
regimes by improving their ability to protect constitutional rights.

If we agree that interpreting and canceling statutory legislation (declared
unconstitutional by the Constitutional Court) is Rechtserzeugung (we can
translate the Kelsenian expression as “law-making”), it is not enough to
claim, with Cappelletti, that it is a diverse form (different from the parlia-
mentary Rechtserzeugung) of law-making, which is certainly true (Cappel-
letti 1984: 63). We have to explain why it is good. More specifically, we
must grasp why it is good that law be produced by two different types of
institutions, and in which sense they are different, even though they both
make laws, that is, binding decisions for the members of the political
community.

To do this we need to step back and have a look at the rationale of the
Montesquieuian doctrine of the separation of powers.

POWERS/FUNCTIONS

Given that this point, that is, the doctrine of the separation of powers, is not
always clearly understood,24 we need to remember that, in the famous
Chap. 6 of the book XI of his The Spirit of the Laws on the Constitution
of England, Montesquieu distinguished (not always consistently) between
functions exercised in each political system and branches or agencies/insti-
tutions exercising these functions.25
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In every government there are three sorts of power: the legislative; the
executive in respect to things dependent on the law of nations; and the
executive in regard to matters that depend on the civil law.26

The three functions in this first classification correspond to the taxonomy
proposed by Locke in the Second Treatise: legislative, federative, executive,
though in the next paragraph of the same chapter Montesquieu modifies the
names of the tripartite classification:

By virtue of the first, the prince or magistrate enacts temporary or perpetual
laws, and amends or abrogates those that have been already enacted. By the
second, he makes peace or war, sends or receives embassies, establishes the
public security, and provides against invasions [this is evidently the federative
power].27 By the third, he punishes criminals, or determines the disputes that
arise between individuals. The latter we shall call the judiciary power [italics
mine], and the other simply the executive power of the state.28

Now the federative takes the name of executive function and the third
function (to judge and punish) the name of judiciary. In the somewhat
imaginary conception of the English constitution29 presented by Montes-
quieu in this chapter, the judicial function (called also ambiguously puis-
sance or pouvoir) is famously a “null power.”30 The federative/executive
function is not really an object of discussion31 and the analysis focuses on
the legislative function, which is also (as in Bodin and Rousseau) the
supreme (sovereign) function/power.

The crucial mechanism needed to avoid a despotic regime was for
Montesquieu to stay away from any form of monocratic exercise of the
law-making function:

In such a [here the translation is not accurate, better: ‘In a’] state there are
always persons distinguished by their birth, riches, or honors: but were they to
be confounded with the common people, and to have only the weight of a
single vote like the rest, the common liberty would be their slavery, and they
would have no interest in supporting it, as most of the popular resolutions
would be against them. The share they have, therefore, in the legislature
ought to be proportioned to their other advantages in the state; which
happens only when they form a body that has a right to check the licentious-
ness of the people, as the people have a right to oppose any encroachment of
theirs.
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The legislative power is therefore committed to the body of the nobles,
and to that which represents the people, each having their assemblies and
deliberations apart, each their separate views and interests.32

It is clear that to avoid despotism, Montesquieu, in speaking of England,
presents a model of the mixed constitution33—here used to divide the
sovereign legislative function—typical of the post Glorious Revolution
English political order.

The judiciary in turn has to be independent34 from the law-making
function since it would be unacceptable that the judges (or those who
exercise judicial function) apply the law arbitrarily. All this is written in the
chapter on England. But in the fundamental chapter on legal government
(The Spirit of the Laws, II, 4), Montesquieu developed the idea of a dépôt des
lois which endowed the high courts of justice (the Parlements d’ancien ré
gime) with some active role in the law-making function:

It is not enough to have intermediate powers in a monarchy; there must be
also a depositary of the laws. This depositary can only be the judges of the
supreme courts of justice, who promulgate the new laws, and revive the
obsolete.35

This distribution of the law-making function36 between different and
independent branches/agencies is for him as well as for modern constitu-
tionalism the essential tenet of a liberal anti-despotic, anti-authoritarian
form of government.

The contemporary version of the divided law-making power has been
presented recently as the end of the democratic regime and as a simple
revival of the pre-modern, mixed regime.37 In a very useful article devoted
to the separation of powers in Montesquieu, Michel Troper38 wrote
recently:

It is paradoxically a variety of the balance of powers à la Montesquieu that best
survives. Assuredly not as L’Esprit des lois describes it, in other words between
a noble House, an elected House, and a king armed with a veto, but today we
know another form of it. In most countries the legislative power today is shared
between parliamentary assemblies and constitutional courts. And if one pro-
poses several justifications for control of the constitutionality of laws, the most
widespread and most effective is by far that which makes courts into counter-
powers.39 Obviously Montesquieu said nothing about constitutional courts,
but this justification can claim his legacy for several reasons: it allows, it is said,
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preservation of political freedom conceived as submission to the law, under-
stood in a broad sense, in other words as submission to the constitution; it
consists in arranging for power to check power; and it allows bringing the
control of constitutionality under a form of mixed government, since the will
of the parliamentary majority of the moment, the democratic element, is
controlled by a court composed of persons chosen for their competence,
thus by an aristocratic element. The difficulty confronted by tenants (sic) of
this justification is, however, to assume Montesquieu’s heritage entirely on
two principal points: the conception of the power to judge as nil and thus
unable of playing a role in the balance of powers, and the conscious acceptance
of mixed government and the correlative rejection of democracy.

Troper refers here to the idea that the role of the constitutional courts in
the contemporary political system we call democracy represents a revival of
the doctrine of the mixed constitution.40 However, he draws an unclear
conclusion from it: that we have to forego calling our systems democracies
and, instead, accept explicitly the mixed government. I need to discuss this
claim since it presents as accepted evidence something that is based on
implicit and disputable assumptions.

Democracy, in Troper’s language, seems to be the form of government
where law is the will of the representative (parliamentary) majority. In the
classical theory of the forms of government, such a regime would have been
qualified not as democratic, but at best, as an elective oligarchy, democracy
being the self-government of the demos (in the original sense of the Greek
term,41 and in the Aristotelian tradition the word demos had the meaning of
middle-lower classes, the best modern translation of the Greek aporoi). In
modern political language, the democracy of Troper is a representative
government, such as it exists notably in the UK but not anymore in the
very large and constantly increasing number (Ginsburg 2003)42 of countries
which, after the Second World War, introduced, in different waves, consti-
tutional courts. Now, since it is evident that constitutional democracy is not
the same regime as the representative elected oligarchy established in France
at the end of the eighteenth century, we need to clarify in which sense the
new regime—that is, constitutional democracy—is a mixed government.
More specifically, we have to see if it is a real equivalent of the memigmene
politeia (the mixed government) of the Aristotelian, Polybian, and Machi-
avellian type, the same that we find revived later in the polyarchic structure
of the divided legislature of which Montesquieu speaks in his famous
chapter on the Constitution of England.
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The divided power, which The Spirit of the Laws suggested as an alter-
native to the French absolute monarchy, was based on the classical anatomy
of the city of Greek origin according to which the political body is divided
into substantive non-homogeneous parts (the Aristotelian/Machiavellian
mere tes poleos, the parts of the city) which have different rights (to use our
language) and must share political authority by participating actively in the
government of the society (see the sections of Aristotle’s Politics concerning
the memigmene politeia, the section of Polybius’ Histories, Book VI,
devoted to the Romaion politeia, and Machiavelli’s project of a constitution
for Florence: Discursus Florentinarum Rerum, 1522) (Machiavelli 1989).

Now, if we use the same expression “mixed government” without spec-
ifying what we are speaking of, we run the risk of saying nothing concep-
tually useful.

Contemporary constitutional democracy is based on a legally equalitarian
anatomy of the city where fundamental rights are the same for everyone: the
abolition of aristocratic privileges is the common element of both the
American and the French eighteenth-century constitutional revolution.
Judges have no special rights; they are (supposed to be) experts, likewise
the older Athenian citizens who manned the people’s courts in the fourth-
century BC (FN concerning the age of the dikastai and the less complex
expertise required in a society like the one of the ancientDemokratia). If we
want to speak of mixed government to qualify the political system, the
Encyclopedia Britannica calls democracy (3)—I prefer to speak of divided
power—we have to specify that government in this case refers to the legis-
lative, or better, and the “normative” function/power, consisting in
enacting law, that is, binding decisions for the entire community. Moreover,
the enemy and the antonym of the ancient mixed regime were both oligarchy
and democracy (see Machiavelli’s Discorsi, Book I, Chap. 2), meaning the
domination of one part of the city over the other. The enemy or the threat
to the contemporary notion of divided power is governmental absolutism,
or unlimited/arbitrary state power.

The apparent paradox of modern political theory is that absolutism was
born to protect natural rights and established, indeed, the basis of liberal-
ism, meaning here limited government (as Leo Strauss rightly stressed to his
dismay (Strauss 1995), which I emphatically do not share at all!).

Now, what are the parts of the new mix and what are their specific
qualities? We need to be clear about this point before asking what is good
about the new mixed government.
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In the classical doctrine, the gnorimoi/euporoi were, so to speak, onto-
logically (by nature) different kinds of people having superior qualities
(Aristotle)43 or justified (insuppressible) superior humors (“il desiderio di
dominare”) and interests (Machiavelli).

In the Hobbesian society without qualities, instead, people can be differ-
ent only because of their knowledge (there are professors at NYU and
people cleaning the apartments of those professors, who had no chance to
go to good universities) with the same formal rights and the same dignity
(at least in theory). In what sense, then, might the judges be different or
superior? In what sense are they an aristocracy—to repeat the term used,
somehow in the sense of the French word nobility of the Ancien Regime, to
disqualify them and their function by radical democrats like Schmitt,
Troper, and Waldron? They are superior in no substantive sense at all;
their function is important and their expertise hopefully high, but they do
not need to come from a particular social class (consider in the USA the
cases of Samuel Alito44 and Sonia Sotomayor45 of the USSC) and have no
special rights but only a constitutional function. Calling these people an
aristocracy is sheer rhetoric46 or populist anti-elitism, or more simply, it
means that they are not electorally accountable, which by the way, is true
and good for reasons I’ll try to explain.

If our constitutional democracies are characterized by the division of the
normative (vulgo legislative) function between electorally accountable
organs and non-accountable ones, this is not because one social part can
oppress the other,47 but because even an elected and accountable majority
can represent a threat to individual rights. The nature of the danger being
different, different too is the nature of the remedy, and different also is the
anatomy of the city which is presupposed in this new form of mixed
government. The Schmittian defenders of democracy48 will insist that the
judges, not being electorally accountable, are therefore not democratic,
where democracy boils down to elections, and elections are another name
and, in fact, the only name for political legitimacy.

This is precisely the point I want to discuss and reject.
It is a fact that elections are not the only source of political authority in

our constitutional democracy. Both judges and members of central banks
are not electorally accountable, and a revisionary theory supporting the
abolishment or the reduction of power for these authorities is conceivable
(even if probably utopist). My project is to offer a defense of the existing
political system, at least in countries like Germany, France and Italy.
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Elsewhere (Pasquino 2013a, b) I have discussed the weakness of repre-
sentative government based on simple competitive elections: rational,
elected officials tend to be partial (to their voters) and myopic (looking
always at the temporally limited horizon of their reelection).

Here I have been claiming, with the critics of constitutional adjudication,
that the members of the Constitutional Courts are indeed co-legislators. I
can even say that they exercise on top of this legislative function some
incremental form of constituent power—constitutions being incomplete
contracts,49 it is de facto inevitable that, notably in case of Organstreit,50

the Court has to “write” a fragment of the silent constitution. The Consti-
tutional Courts, I wish to claim, have a significant binding power on the
citizens—I shall discuss in the next section the limits of this power.

What is good about this power, and why is it rational to accept it,
meaning the structure of the constitutionally divided normative power?
This is the question to which I want to turn now.

A quotation from Hans Kelsen on democracy and liberalism can usefully
introduce my argument:

The transformation in the concept of freedom, from the notion of the
individual’s freedom from state rule to the notion of the individual’s partici-
pation in state rule, also signifies democracy’s detachment from liberalism.
Because the demand for democracy is considered met to the extent that those
subject to the state order participate in its creation, the ideal of democracy is
independent of the extent to which the state order affects the individuals who
create it – that is, independent of the degree to which it interferes with their
“freedom.” As long as state authority emanates from the individuals subject to
it, democracy is possible even in the case of unlimited expansion of the state
order over the individual – that is, complete annihilation of individual “free-
dom” and negation of the liberal ideal. And history shows that democratic
state authority does not tend less towards expansion than autocratic state
authority. (Kelsen 2013: 88)

That majoritarian democracy needs some correctives has always been a
tenet characterizing modern constitutionalism. Article 16 of the French
declaration of human rights reads:

Any society, in which no provision is made for guaranteeing rights or for the
separation of powers, has no Constitution.51
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And the First Amendment to the American constitution starts with the
words:

Congress shall make no law respecting. . .

The name of these limits to the power of the elected majority is funda-
mental rights. They come from a cultural tradition older than the represen-
tative government of Madison or Sieyes (now called democracy): the theory
of the modern state and more specifically the justification for the political
obligation of the citizens to obey the commandments of the political
authority.

The contractarian political philosophy of the seventeenth century laid
the foundations of an important conception of political obligation, and it is
this one I need to take into account in order to present what I consider the
best possible justification for constitutional adjudication by courts of justice.

It has been claimed that this intellectual tradition supposes a contract at
the origin of political authority.52 The word origin is ambiguous and
actually misleading. Neither Thomas Hobbes nor John Locke ever tried
to present a doctrine concerning the historical origin of political power (this
is for Hobbes, mostly originating in a conquest—acquisition in his lan-
guage) (Hobbes 1651: Chap. XX) and, for Locke, in the slow transforma-
tion of a patriarchal structure of political authority into a limited form of
government) (Pasquino 1998b). The object of the intellectual enterprise of
the classical contractarians—and I’ll focus here on Hobbes—was to offer an
argument in favor of political obligation with, in other words, an argument
concerning the reasons why it is rational—in their own interest—for citizens
to obey the political authority, Leviathan, and under which specific
conditions.

This point is often disregarded, but it is perfectly clear that for Hobbes it
is rational and not self-defeating for the citizens to obey political authority if
and only if it performs a function53 which consists in the guarantee of the
fundamental (Hobbes says natural) right of self-preservation of the sub-
jects, omnes et singulatim. The obedience is not unconditional but pre-
supposes an exchange between protection of the fundamental right to
“life and limbs” of the members of the political body and their obedience.54

As Spinoza will repeat later on, oboedientia facit imperantem so that political
obligation to obey is at the same time the origin of political order (the
commonwealth by opposition to the state of nature) and of the legitimacy
of political authority, if some conditions, the protection of rights, are
satisfied.
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The concept of the contract doesn’t refer for Hobbes to a real or tacit
transaction; it is a mental experiment.55 I want to suggest a similar thought
experiment as a rational justification of constitutional adjudication.

* * *

Democracy as a system of majority decision-making presupposes agreement
on that which cannot be voted upon. (Arndt 1976: 128)

* * *

Suppose we are citizens of a representative government, more specifically of
a Schumpeterian democracy, one in which the incumbent government,
chosen through competitive elections, can and quite regularly loses the
election to the challenger. I will ask you to decide under a thin veil of
ignorance what structure of government you would chose. My veil of
ignorance is thin, indeed, since I’m asking you simply to assume—which
is normally the case in a stable competitive democracy—that you do not
know whether the party or the coalition of the parties you prefer will be the
majority or the opposition after election day and those for years after. You
are also interested, I assume, in the protection of your fundamental (con-
stitutionalized)56 rights since your authorization (through the election) of
political authority (pro tempore, until the end of the electoral mandate) is
not a total alienation of your rights. You may rationally fear that the majority
will not protect them, even more if it is not the one that you would have
preferred that wins the election.

Would it not be rational in this situation to establish next to an elected
and accountable parliament a court of justice that can possibly protect your
fundamental rights?

Let’s look more closely at this problem.
After the inception of the contractarian doctrine, born in the middle of

the religious civil war, our Western conception of fundamental rights
expanded from the simple guarantee of “life and limbs” to a larger number
of positive and negative freedoms that we citizens do not want to see
infringed upon by the government, even if it is an elected and accountable
one.57 When modern representative government was established toward
the end of the eighteenth century, the agreement, so to speak, was not only:
you citizens vote for us, representatives, and we will command you, with the
clause that you citizens choose the government and can dismiss it after a
given lapse of time; it also implied the promise of a guarantee of the
constitutionalized political and civil rights, as I said referring to the
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declarations of human rights. Abandoning these rights would be a sort of
suicidal pact; in the Hobbesian logic, it would be perfectly irrational to obey
the government.

Now, if we look at the list of rights that the political authority promises us
to protect and guarantee, it is clear that many of them have a vague
character (think of freedom and equality); there is actually a lot of indeter-
minacy concerning their content. This fact may and will inevitably produce
conflicts of interpretation concerning the content of rights that, moreover,
are never absolute. I want to maintain that this is perfectly physiological; we
do not need to think that the majority is willing to establish a dictatorial
power. I’m not assuming that we are in Hungary, where the young liberal
democracy seems about to collapse,58 but in stable democracies like France
or Germany. I’m just surmising that the citizens and the government (the
majority) may disagree as to the respect for the fundamental rights by
primary legislation.

Disagreement on such questions is inevitable and even sound, since there
is no true solution for such disagreements. So the question is, what to do in
the case of such conflicts—conflicts of interpretation as to the content of the
rights that the statutes, enacted by the elected legislative majority, have to
respect? And I remember that in the liberal tradition, if the commandments
of the political authority violate our fundamental rights, we are unbound
from any political obligation to obey.

To allow that the citizens uti singuli be the judges of this conflict of
interpretation would be a sort of recipe for anarchy (Hobbes and Locke
spoke of state of nature). The radical democrats say that it has to be an
elected organ, so the majority of the citizens (if we assume, which is
normally wrong, that the majority of the representatives are an expression
of the majority of the members of a political community). That would be
another way of saying that “since we are politically majoritarian, we are
legally/constitutionally right!”59 It seems difficult to defend the thesis that
the majority of the representatives are necessarily right in their interpreta-
tion of the fundamental rights.60 This would be another way of speaking of
a total abdication of rights in favor of a political elite. True, the abdication
would be pro tempore and not ad eternum. Still, democracy might end up
being, as Kelsen warned, a sort of despotism by rotation, each majority
being able in turn to abuse citizens’ rights, having the monopoly of their
constitutional interpretation.

Having the possibility to appeal to an independent court of justice to
adjudicate a conflict of interpretation between citizens and the public
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authority seems prima facie a sensible and rational solution. Still, the dem-
ocrat will object: Why should we trust the Court more than the elected and
accountable majority? The answer is exactly: since the members of the
constitutional court are not electorally accountable! Were they accountable,
their function will be in a sense redundant, at least in a Parteienstaat—like
Germany, French, or Italy; it would be just a third chamber, accountable to
the same voters and likely with the same majority (or, then, with a different
majority paralyzing the legislative process). Their independence and the
obligation they have to justify their decisions (Cohen and Pasquino 2013)
are reasons that should push us, under the veil of ignorance that I suggested,
to opt for such an instrument in our choice of the set of institutions that is
rational for us to choose. Notice that by independence I mean exactly
non-accountability. The Court is independent since it has no reason to
please the plaintiff or the government. The mandate of the judges not
being renewable, they have no particular incentive to be biased in favor of
one or the other party in the constitutional interpretation conflict. Their
opinions (considering that in general the vote of the members of the CCs
I’m considering is undisclosed) (Pasquino 2015) will not have any impact
on the renewal of their office (which is impossible) or on possible other
appointments at the end of their mandate.

It is evidently true that the establishment of a constitutional court creates
a powerful organ61 that is not under control of the voters, but this is the
only way I know to establish a possible effective guarantee for our consti-
tutional rights and avoid the pro tempore total alienation of them.

Three points deserve closer consideration:

1. The limits of the power of the CC—the absence of electoral account-
ability is not omnipotence.

2. This accountability limits the power of the elected majorities only if
the next majority agrees with the citizen who claims that her rights are
violated.

3. The mechanism of appointment of the members of the Constitutional
Courts is an important element worth a specific discussion.

I’ll discuss the first point at length in another article. Here I shall discuss
briefly points 2 and 3.

The democratic argument in favor of political control over the elected
branches (and here political means that control over decisions of the elected
officials is exercised by the same elected official) boils down to the following
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thought: Suppose the citizen Lambda believes honestly that a given statute
or piece of primary legislation infringes upon her constitutionally protected
rights. Suppose, moreover, that there is no court of justice where she can
bring her case. The democrat will answer either that she is wrong since the
representatives are right (so there is no possible agency problem—by synec-
doche, the representative and the people are identical, going back from this
point of view from Locke to Hobbes who claimed that there is no people
without its representative, so no agency problem!) or that the legislator may
be wrong but the only way to check whether the law is unconstitutional
(meaning, violating rights that the constitution is supposed to protect) is to
coalesce a new majority around the interpretation of the person who
complains of the rights’ interpretation by the government of her constitu-
tional rights. One could say: Good luck! since plainly this last path is
extremely difficult and de facto impossible for insulated groups which
have no pivotal position in the democratic competition.

We see that in this vision, there is a single authorized interpreter of the
content of the constitutional rights, the elite who wins the elections, and
that there is no hierarchy of norms since the legislator alone is at the same
time the author and the only interpreter of the law.

The argument against constitutional adjudication turns on the magic
power of electoral accountability, by which in any event right (le droit) lies
always where the number or strength (measured by ballots, once each
4/5 years) is.

The democrats may reply that it is even worse to give the last word
concerning the content of fundamental rights to 9 or 15 non-elected,
non-accountable judges who can impose arbitrarily (without any control)
their will over the citizens and the elected representatives.

However, if we consider the mechanism of appointment of the judges
sitting on the Constitutional Courts and how they make decisions, we may
again find it rational to accept the structure of constitutional democracy and
that we have an interest in sustaining it (rather than asking for the disman-
tling of constitutional adjudication).

I said earlier that elected officials have a special incentive to be partial to
their voters, that this is the price we pay to have them accountable not to the
voters in general but at least to their plurality (it is, indeed, the largest
minority that in general produces a majority of representatives in the elected
legislative assemblies). We cannot have neutrality and accountability at the
same time, and by neutrality I mean the absence of the structural partiality
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connected with the electoral mandate. This is a reason why it may be
convenient to divide what I called the normative power/function between
an elected and a non-elected organ. Moreover, we can decide, under the veil
of ignorance, to establish a particular rule for appointing the members of the
Court: a bipartisan mechanism that puts on the courts not only legal experts
but also candidates who are accepted by both sections that normally strug-
gle for governmental positions through competitive elections. This simple
rule should produce a panel court where the members rather than opposing
each other from radically diverse positions (which may happen when they
are appointed by a simple majority) are more easily prone (than any ordinary
elected assembly) to compromise and to function as an intermediary body—
to use Montesquieu’s expression that Alexander Hamilton repeated in
Federalist #7862—between the elected representative majority and the cit-
izen asking for protection of her rights.

This mechanism of appointment exists in Germany and for part of the
members of the Italian constitutional court, and in my opinion is the one
that we should choose under the veil of ignorance under which I suggested
we run our mental experiment.

* * *

Citizens who are particularly risk prone or have very good (historical)
reasons to trust their politicians (and to distrust legal experts) may think
that they do not need this guarantee of their rights. They may want to
accept that the government/the majority are at the same time the author of
the laws and the judge of their constitutionality (of primary legislation’s
respect for citizens’ fundamental rights). This is, though, not what many
British citizens thought when they sent their complaints to Strasbourg to
the European Court of Human Rights to ask protection of their rights
vis-à-vis the British Parliament.

Jürgen Habermas in a debate with Ronald Dworkin years ago at the
Cardozo Law School suggested that constitutional courts are needed in
democratic societies only in countries like Germany because of its authori-
tarian past. I’m struck by the unusually parochial Habermas opinion. With
very few exceptions, all democratic regimes in the world are either post-
authoritarian or post-colonial; it is, in fact, only in the UK and among
members of the British Commonwealth where the British were the absolute
majority that contemporary democracy did not emerge as a post-
authoritarian regime.
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* * *

Most of the criticisms of constitutional adjudication concern the USSC,63

which is a special court of justice, very old compared with the European
Constitutional Courts I’m describing and defending, and characterized by
life appointment (not easily compatible in my opinion with a republican
culture, the one which doesn’t recognize life positions for law-making
organs) and by a mechanism of appointment of Justices that, in the absence
of “divided government,” often select judges with strong ideological biases.
It may also be true that the USSC is too powerful or “activist”—from
choosing the President of the Union (Bush v. Gore) to deciding on ques-
tions like same-sex marriage, something that has evidently to do with the
will of the political branches not to take the electoral risk of some of these
decisions. But I have neither the competence nor the intention to discuss
these topics, which are the subject of entire libraries.

I believe that the only sensible way of discussing the legitimacy of the
Constitutional Courts of the European type which I’m considering is to
think of the institution as such rather than of its decisions from a liberal
point of view, so that if a decision of the Court doesn’t line up or side with
our political preference, we believe ipso facto that this is a reason for its lack
of legitimacy. The Italian parliament has been controlled for almost 20 years
by a majority I deeply dislike. I never thought that this unhappy circum-
stance disqualified the institution of parliament. Nor would the fact that
George W. Bush was the President of the USA for 8 years during which he
made disastrous decisions for the country disqualified the US presidency.
Courts most of the time make decisions that some people like and some
others do not. This is simply inevitable. In general, the losers (either the
citizen or the government) do not really like the decision that makes them
losers—notably since they were no losers before the decision.

Our judgment on the Court’s decision is certainly not more neutral than
the decision of the members of such bodies. There is no objectively correct
decision of a constitutional conflict. If there were, we should have been able
to find out the mechanism producing this truth. Certainly, the solution,
which consists in abolishing the possibility of such a conflict, as in China,
doesn’t look very appealing to me. Actually, in a pluralistic society, there is
no such truth since democratic constitutional regimes are systems of limited
authority and not institutions like the Catholic Church. Since we disagree
about the content of many of our fundamental rights and understandably
so, we may want to have a double check on the first interpretation, the one
of the elected majority.
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Is it then true that the Constitutional Court is the new sovereign and an
absolute one? I do not think so. Two sets of consideration can be suggested
here. The first one has to do with the so-called “last word” of the Court’s
decisions (Thibaudeau), the secondwith the limits of its discretionary power.

In the first, a radical attack on the idea of control over the decisions of an
elected accountable parliament by a non-accountable body, the jurie
constitutionnaire (Goldoni 2009, 2012) proposed by E. Sieyes in the year
III, the member of the Convention Thibaudeau asked the old question of
quis custodiet custodes to justify that elected officials had no need of another
check than the popular one. Thibaudeau, and even more those who
repeated his argument, conflates the final word in a litigation with the
sovereign decision. The sovereign decision is the one which is not revisable,
the sovereign being the agent who says: sic volo sic jubeo stat pro ratione
voluntas (Thus I will, thus I command, my pleasure stands for a reason).
Now, in a legal conflict, closure—the impossibility of a further appeal—is
inevitable since in its absence the conflict would never terminate and the
parties engaged in the litigation would have no hope of a solution and so no
reason to enter into the legal dispute. The entire legal system of conflict
resolution, in the absence of a final decision, would simply collapse and lose
its raison d’être. From this point of view, the last word is simply unavoidable.
But the solution of a legal dispute doesn’t represent the end of debate inside
the political system. Famously there are many cases in which the decisions
of the Supreme/Constitutional Courts were neither accepted nor enforced
by the other branches of the government, from those of the Marshall Court
that President Jackson refused to enforce64 to the more recent ones of the
Italian Constitutional Court concerning the obligation of a pluralistic struc-
ture of the media.65 Courts can speak (and write) decisions, but they cannot
control and guarantee their enforcement. A constitutional decision is never
the last world in a system of divided power.

It is a “second opinion” (Vermuele 2011) legally binding, but open to
any sort of resistance (see the crucifixes in Bavaria after and notwithstanding
the decision of the Bundesverfassungsgericht66) and revision and not only as
often repeated by the constituent power.67

Divided power is, politically speaking, an open-ended decision-making
system, where three actors play an equally important role: the voters, the
elected representatives, and the Constitutional Court. Now, it is the exis-
tence of these three actors that can help us understand the limits of discre-
tionary power of constitutional adjudication.

If we look simply at the legal dimension—from the point of view of a
pure theory of law that refuses to take into account sociopolitical reality—
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one could say that a constitutional court can interpret with extreme freedom
general constitutional values or principles like “freedom” or “equality.”
This tells us essentially that the pure theory of law is blind, or at best
one-eyed. In fact, and the fact in question implies the existence of a
sociopolitical context in which each constitutional court happens to work,
the members of such a collegial body not only have to persuade the
collective body making the decision but also have to take into consideration
(or at least they will be better off doing so) the preferences of the other
major actors of the political system.

Graphs may help to make this final point (Fig. 1):
The distance between the preferences (the small circles) of these three

main actors represents what we can call the latitude of discretionary power of
the Court’s decisions. It can choose any point inside the perimeter, which is
not in its power to establish but which is imposed upon it. If, alternatively,
the preferences of the three actors are closer, the Court has less significant
room for making its decision. Here, again, the judicial body is constrained
by forces that are out of its control.

Examples68 are numerous. As to Fig. 2, we can think of Korematsu
(v. United States, 323 U.S. 214, 1944) when President Roosevelt, the
Congress, a large part of public opinion, and the Governor of California,
Earl Warren, were in favor of the emergency measures taken against the
American Japanese. Or of Carolene (United States v. Carolene Products
Company, 304 U.S. 144) (1938) reversing Lochner, when Roosevelt, the
Congress, and public opinion were on the same position. A similar argu-
ment may be made, in my opinion, concerning Plessy v. Ferguson 163 U.S.
537 (1896).

A clear example of Fig. 1 is Youngstown Sheet & Tube Co. v. Sawyer,
343 U.S. 579 (1952), when the USSC was able to oppose President
Truman, who lacked the support of Congress and of public opinion.

room for court’s discretion

President            Public opinion       Congress 

Fig. 1 Political possibilities I
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Even the most famous decision of the French Constitutional Council—
the one called the bloc de constitutionnalité, 1971—would not be under-
standable without the strong split between the Assemblée Nationale and the
Sénat on the loi Marcellin.

NOTES

1. I agree with Sharon Lloyd’s interpretation when she writes, “Hobbes sought
to discover rational principles for the construction of a civil polity that would
not be subject to destruction from within [. . .] Hobbes further assumes as a
principle of practical rationality, that people should adopt what they see to be
the necessary means to their most important ends [notably the natural right
of self preservation]” (Lloyd 2014).

2. On the meaning of this expression, see Pasquino (2012).
3. I use this term following D. Parfit (1986). The term revisionary was intro-

duced by P.F. Strawson (1959) speaking of different types of metaphysics.
4. I’m now old enough to know the very limited possibility of modifying

entrenched constitutional conventions, and more important, I have no pre-
tensions at all to suggest anything to my American colleagues being a sort of
institutional pluralist and not an expert on the American political and con-
stitutional system. By “institutional pluralist” I mean, in the tradition of
Machiavelli’s Discorsi, that what is good and possible for Florence may not
be possible for Naples. Or, to use a more contemporary example, that good
institutions for Sweden (uni-cameralism and parliamentary system with an
incipient and timid constitutional adjudication) are not exactly the same as
those that are good for the USA or for Afghanistan.

5. I define this form of government by the presence of three elements: (1) a
representative government based on universal suffrage, where there are
regular, repeated, and competitive elections; (2) a rigid constitution,

room for court’s discretion 

President    Pub. op.     Congress

Fig. 2 Political possibilities II
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encompassing fundamental rights and some form of separation in the exer-
cise of political authority; (3) an independent judicial organ in charge of the
guardianship of the constitution, which is called in Europe a constitutional
court, council, or tribunal.

By accountability I mean the need of an agent or organ elected pro
tempore to return to the electoral body to be renewed in her/his mandate.
There are many other possible definitions, but in my text the term means
only and exclusively what I stipulate.

A definition of constitutionalism as a key aspect of constitutional democ-
racies is the one offered by J. Weiler (2011: 9) that I share: in a constitutional
legal order “the constitution meant a higher law with the apparatus of
judicial review and constitutional enforcement.”

6. Sub voce democracy we read: “(3) a form of government, usually a repre-
sentative democracy, in which the powers of the majority are exercised within
a framework of constitutional restraints designed to guarantee all citizens the
enjoyment of certain individual or collective rights, such as freedom of
speech and religion, known as liberal, or constitutional, democracy” The
New Encyclopedia Britannica (1993); p. 5 sub voce Democracy, that the
guarantee of rights is for good reasons the task of a court of justice (rather
than other possible alternatives) is the object of this text.

7. On this question, see now the important book by Gardbaum (2013).
8. This seems to be the opinion of Adam Przeworski (2011) where p. 160 the

author shows, moreover, strong skepticism vis-à-vis constitutional adjudica-
tion and a clear preference formajoritarian democracy (on this book see my
review in La vie des idées: http://www.laviedesidees.fr/Le-peuple-en-democ
ratie.html?lang¼fr)

9. Concerning the German Constitutional Court, see: Simon (1994).
10. See a partial English translation of this book in: http://publishing.cdlib.org/

ucpressebooks/view?docId¼kt209nc4v2&chunk.id¼ch01&toc.depth¼1&
toc.id¼ch01&brand¼ucpress Now there is a complete translation of this
fundamental text: (Kelsen 2013).

In the Chapter on Administration, there is the only reference to consti-
tutional adjudication (p. 83): “. . .not only individual administrative acts but
also general regulative norms and especially laws can and must be submitted
to judicial control – the former with respect to their legality and the latter
with respect to their constitutionality. This control falls under the jurisdic-
tion of a constitutional court, whose function is all the more important for
democracy, the more the enforcement of the constitution in the legislative
process is in the eminent interest of the minority and the more the rules
regarding quorum, a qualified majority, etc., serve – as we have already seen
[in the chapter I] – to protect that minority. [. . .] The fate of modern
democracy depends to large extent on a systematic development of all

A POLITICAL THEORY OF CONSTITUTIONAL DEMOCRACY. . . 221

http://www.laviedesidees.fr/Le-peuple-en-democratie.html?lang=fr
http://www.laviedesidees.fr/Le-peuple-en-democratie.html?lang=fr
http://www.laviedesidees.fr/Le-peuple-en-democratie.html?lang=fr
http://publishing.cdlib.org/ucpressebooks/view?docId=kt209nc4v2&chunk.id=ch01&toc.depth=1&toc.id=ch01&brand=ucpress
http://publishing.cdlib.org/ucpressebooks/view?docId=kt209nc4v2&chunk.id=ch01&toc.depth=1&toc.id=ch01&brand=ucpress
http://publishing.cdlib.org/ucpressebooks/view?docId=kt209nc4v2&chunk.id=ch01&toc.depth=1&toc.id=ch01&brand=ucpress
http://publishing.cdlib.org/ucpressebooks/view?docId=kt209nc4v2&chunk.id=ch01&toc.depth=1&toc.id=ch01&brand=ucpress
http://publishing.cdlib.org/ucpressebooks/view?docId=kt209nc4v2&chunk.id=ch01&toc.depth=1&toc.id=ch01&brand=ucpress
http://publishing.cdlib.org/ucpressebooks/view?docId=kt209nc4v2&chunk.id=ch01&toc.depth=1&toc.id=ch01&brand=ucpress
http://publishing.cdlib.org/ucpressebooks/view?docId=kt209nc4v2&chunk.id=ch01&toc.depth=1&toc.id=ch01&brand=ucpress
http://publishing.cdlib.org/ucpressebooks/view?docId=kt209nc4v2&chunk.id=ch01&toc.depth=1&toc.id=ch01&brand=ucpress


types of institutional controls. Democracy without such controls is impossi-
ble in the long run.”

11. In the crucial section of his book devoted to the conditions for the success of
the democratic method, the Austrian economist wrote nonetheless this
important remark—on which I have to come back in another section of
my research:

“The second condition for the success of democracy is that the effective
range of political decision should not be extended too far. How far it can be
extended depends not only on the general limitations of the democratic
method which follow from the analysis presented in the preceding section
but also on the particular circumstances of each individual case.” p. 291.

(http://sergioberumen.files.wordpress.com/2010/08/schumpeter-
joseph-a-capitalism-socialism-and-democracy.pdf)

12. An important exception is the American political theorist Robert
Dahl (1989).

13. See some of the most relevant texts of this debate in Vinx (2015).
14. See now the partial English translation of this text in the book quoted at the

FN 32.
15. See FN 48 hereafter.
16. Schmitt distinguishes not only statutory legislation from the constitutional

provisions (Verfassungsgesetzte) but also the latter from the positive
Verfassung, the constitutional core, which can be modified only by the
citizens, the holders of the pouvoir constituant. This point has been repeated
by the German Constitutional Court that claimed that only the German
people and not even the elected representatives can abandon the German
national sovereignty in favor of an European federal state (what is the real
core of the German national sovereignty or identity (?) is not clear
either in Schmitt or in the famous Lissabon Urteil of the German
Bundesverfassungsgericht).

17. Elsewhere (Pasquino 1994a), I argued that Schmitt and Kelsen were not
really speaking of the same question. Here I’m simply trying to show that the
objections that Schmitt presented against the constitutional adjudication are
a sort of Ur-criticism later on systematically repeated.

18. I discuss the sense of word “political” in this context in QUADERNI
COSTITUZIONALI 2015.

19. See my text on the neutrality of Constitutional Courts (unpublished).
20. Schmitt’s position on this question is presented accurately by Le

Divellec (2007).
21. Emmanuel Sieyes used the word électionisme in his manuscripts to charac-

terize his doctrine of the representative government. Electoralism is used
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here to qualify the theories of contemporary democracy that reduce this form
of government to electoral accountability and majority rule.

22. See also Kelsen (1928); this text is the French translation (probably by
Charles Eisenmann) of the text presented by Kelsen in 1927 at the meeting
of the German-speaking professors of public law in Vienna.

23. One can think that the authoritarian regime established by Fidesz in Hungary
through a constitutional revision deprived the Hungarian Constitutional
Court of almost any power of controlling the government.

24. For a correct interpretation of the doctrine, see Manin (1989: 728) and the
seminal articles on the same question by Charles Eisenmann (2002).

25. This distinction is already in John Locke’s Second Treatise; see Pasquino
(1998b).

26. Nugent translation
[http://ia700305.us.archive.org/31/items/spiritoflaws01montuoft/

spiritoflaws01montuoft.pdf], p. 151; the original text reads: « Il y a dans
chaque �Etat trois sortes de pouvoirs: la puissance législative, la puissance
exécutrice des choses qui dépendent du droit des gens, et la puissance
exécutrice de celles qui dépendent du droit civil. »

27. On the federative power and its modern developments, see Kaufmann (1909).
28. « Par la première, le prince ou le magistrat fait des lois pour un temps ou pour

toujours, et corrige ou abroge celles qui sont faites. Par la seconde, il fait la
paix ou la guerre, envoie ou reçoit des ambassades, établit la sûreté, prévient
les invasions. Par la troisième, il punit les crimes, ou juge les différends des
particuliers. On appellera cette dernière la puissance de juger, et l’autre
simplement la puissance exécutrice de l’�Etat. », ibidem.

29. On this fundamental: Landi (1981).
30. This expression means, in the best interpretation I know, not that the judicial

function is without any power, but that it is not attributed to a permanent
body of magistrates, since exercised by jurors: “The judiciary power ought
not to be given to a standing senate” (Engl. Transl., p. 153).

31. On the executive function, I should refer to a few very important works:
Necker (1792), Barthélemy (1906), Smend (1923), and Cheli (1961).

32. P. 155; “Il y a toujours dans un �Etat des gens distingués par la naissance les
richesses ou les honneurs; mais s’ils étaient confondus parmi le peuple, et s’ils
n’y avaient qu’une voix comme les autres, la liberté commune serait leur
esclavage, et ils n’auraient aucun intérêt à la défendre, parce que la plupart
des résolutions seraient contre eux. La part qu’ils ont à la législation doit
donc être proportionnée aux autres avantages qu’ils ont dans l’�Etat: ce qui
arrivera s’ils forment un corps qui ait droit d’arrêter les entreprises du peuple,
comme le peuple a droit d’arrêter les leurs.
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Ainsi, la puissance législative sera confiée, et au corps des nobles, et au
corps qui sera choisi pour représenter le peuple, qui auront chacun leurs
assemblées et leurs délibérations à part, et des vues et des intérêts séparés.”

33. As to this classical form of government, I presented my interpretation in
Pasquino (1996, 2009a).

34. On the rationale of the independent exercise of the judicial function, see
Pasquino (2001a). The bottom line of the argument seems to be the follow-
ing: Montesquieu speaking of the separation of powers in England was
defending the idea that the agencies that have to exercise the function of
applying the laws need to be independent from the agencywhich exercises the
function of making law. Why? To avoid judicial decisions ad personam. A loi
for Montesquieu, likewise for Locke, is/has to be a general abstract com-
mandment—cannot be a bill of attaindermeaning a norm targeting a specific
subject. So the judge cannot make special decisions, since he has to enforce
the law that is general and equal for everyone (how is that compatible with a
society of ranks cannot be discussed here). In this sense the citizen is protected
vis-à-vis the extemporary decrees of a biased judge (and moreover he can
appeal, at least in the contemporary judicial systems) against a judge’s deci-
sion which seems arbitrary). The law has to be abstract and general, and the
judge independent (tenured) to be able to resist the power of the other
branches (for instance, the King), which could try to force the judge to decide
in a way that pleases the King. In the case of the CC, the point is different, and
I need to be clear about that: the CC is a co-legislator and if the CC is not
legally and de facto independent from the political (elected) branches, theCC
cannot be a counter-power and its function would evaporate.

35. P. 17; “Il ne suffit pas qu’il y ait, dans une monarchie, des rangs
intermédiaires; il faut encore un dépôt de lois. Ce dépôt ne peut être que
dans les corps politiques, qui annoncent les lois lorsqu’elles sont faites et les
rappellent lorsqu’on les oublie.”Montesquieu was referring at the practice of
enregistrement des ordonnances royales and to the remontrances of the
Parlements d’ancien régime. See Flammermont (1898).

36. I’m avoiding the ambiguous word power, but if we understand the exercise of
a function as an ability of doing, a power that can be entrusted to different
organs or agencies, it is possible to speak of legislative power as the equiva-
lent of the exercise of this paramount function. What matters is to take
seriously the split of the legislative sovereign function/power among three
independent branches—the point that Madison derived from the “cele-
brated” Montesquieu and that he adapted to his “republican” (elective)
government with two Houses and the President exercising legislative veto.

37. On the classical doctrine of mixed constitution, see the very important books
by Nippel (1980) and Blythe (1992).
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38. «Séparation des pouvoirs», Dictionnaire électronique Montesquieu (2013):
http://dictionnaire-montesquieu.ens-lyon.fr/index.php?id¼286

39. This idea is already in the text by Kelsen of 1928, and repeated in his answer
to Schmitt (Kelsen 2008).

40. I introduced this idea speaking of constitutional courts in democratic soci-
eties in a couple of papers some years ago, see Pasquino (1998c, 2006b).

41. See Chantraine (1970: 273):

42. The reform of the French constitution that, starting from 2010, introduced a
mechanism of constitutional adjudication of enacted statutes is probably the
most important sign of the expansion of the constitutional democracy
(Pasquino 2009b).

43. To be more precise, the Aristotelian mixed politeia was a form of govern-
ment combining elements of two bad forms: oligarchy and democracy.
Aristocracy was a good but ideal form, of limited interest for him because
of its ideal character.

44. Alito was born to Italian-American immigrants.
45. Sotomayor was born in The Bronx, New York City, and is of Puerto Rican

descent. Her father, who had a third-grade education, did not speak English,
died when she was nine, and she was subsequently raised by her mother a
telephone operator and then a practical nurse (Wikipedia). Antonin Scalia is
the son of a Sicilian immigrant. Clarence Thomas was the second of three
children born to M.C. Thomas, a farm worker, and Leola Williams, a
domestic worker. They were descendants of American slaves, and the family
spoke Gullah as a first language (Wikipedia).

46. If one uses this type of rhetoric, it is difficult to understand why the US
members of the Senate would be less aristocratic than the judges who
exercise judicial review. It is more persuasive and less rhetorical to speak as
I do of non-elected, non-accountable public officials.

47. This was the Marxist preoccupation, following the radical model of the
French Revolution according to which the Third Estate was all, and Marx
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was at the same time against the capitalist oligarchs and against the mixed
government somehow revived by the social-democrats.

48. Qualifying as Schmittians the authors who criticize constitutional adjudica-
tion is not an easy rhetorical trick to disqualify them; this effortless and
commonly used strategy is not what I need in my justificatory theory to
show that they are wrong. It is just “to give to Caesar what is Caesar’s.” I
know C. Schmitt’s theoretical work well enough to consider disqualifying
the reference to his theses and arguments. Even though his answers were
often wrong, like the presidential role in the constitution, which American
colleagues like Vermuele and Posner (2010) seem to appreciate, his ques-
tions are in many cases still with us.

49. See, for instance, Sutter (1997: 139), but already Shapiro (1981).
50. The case of conflict among the central state organs. (See the decision of the

It.CC concerning the conflict between the justice minister Mancuso and the
Parliament: http://www.giurcost.org/decisioni/1996/0007s-96.htm)

51. English translation on the website of the French Constitutional Council.
52. Starting famously Hume (1748).
53. Hobbes (1651: Ch. XXX): “The office of the sovereign, be it a monarch or

an assembly, consisteth in the end for which he was trusted with the sover-
eign power, namely the procuration of the safety of the people, to which he is
obliged by the law of nature [. . .] But by safety here is not meant a bare
preservation, but also all other contentments of life, which every man by
lawful industry, without danger or hurt to the Commonwealth, shall acquire
to himself..”

54. I presented a systematic interpretation of Hobbes’ political theory in three
articles (Pasquino 1994b, 2000, 2000b).

55. On Hobbes’ method, the following passage from the Preface to the 1647
edition of the De cive is relevant: “Concerning my method, I thought it not
sufficient to use a plain and evident style in what I have to deliver, except I
took my beginning from the very matter of civil government, and thence
proceeded to its generation, and form, and the first beginning of justice; for
everything is best understood by its constitutive causes. For as in a watch, or
some such small engine, the matter, figure, and motion of the wheels cannot
well be known, except it be taken in sunder, and viewed in parts; so to make a
more curious search into the rights of states, and duties of subjects, it is
necessary (I say not to take them in sunder, but yet that) they be so
considered, as if they were dissolved.”

56. I do not need to suppose any natural rights, just those established in a
liberal–democratic constitution like the American or the German ones.

57. I do not know of anyone who claims that the representative majority can do
whatever it wants (which means a clear rejection of the axiom called
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“neutrality” of May’s theorem justifying majority rule!). May (1952). The
supporters of majoritarian democracy have to suppose that periodical elec-
tions and perhaps bicameralism are sufficient mechanisms to guarantee the
protection of fundamental rights, though both weak protection mechanisms.
Bicameralism with absolute veto power of the two houses in a political
system dominated by one political party is of some ambiguous help only if,
like in presidential systems, divided government is possible. I speak of ambig-
uous help since this type of system can produce serious gridlock. (The
English classical bicameralism with a House of Lords is an effective anti-
despotic device, but presupposes a pre-modern, non-equalitarian society.)
Elections are certainly an instrument of moderation of the power of the
majority of representatives, but only for those who can produce an alterna-
tive majority; they can be called pivotal voters.

58. “The Fourth Amendment [of the Hungarian Constitution], adopted
11 March 2013, prohibits the Constitutional Court from examining the
substantive constitutionality of future proposed amendments to the Consti-
tution and strips the Court of the right to refer in its rulings to legal decisions
made prior to January 2012, when the new constitution came into effect”
(from the website of the International Bar Association’s Human Rights
Institute).

59. “Vous avez juridiquement tort car vous êtes politiquement minoritaires.” This
sentence was addressed to the conservatives in the National Legislative
Assembly by the socialist MP André Laigniel in 1981 at the time of the
debates concerning the nationalizations.

60. On majority and truth, see Pasquino (2010).
61. New York Senator Charles Schumer once said during the hearings for a

nominee at the USSC: “You will decide about our life and death” (abortion
and euthanasia, and now we could add marriage).

62. “If it be said that the legislative body are themselves the constitutional judges
of their own powers, and that the construction they put upon them is
conclusive upon the other departments, it may be answered, that this cannot
be the natural presumption, where it is not to be collected from any partic-
ular provisions in the Constitution. It is not otherwise to be supposed, that
the Constitution could intend to enable the representatives of the people to
substitute their will to that of their constituents. It is far more rational to
suppose, that the courts were designed to be an intermediate body between
the people and the legislature, in order, among other things, to keep the
latter within the limits assigned to their authority.”Montesquieu attributed a
crucial role to the corps intermédiaires in his theory of limited/moderated
government (see Mosher 2001: 183).

63. One can think of the recent works by Kramer (2004), Tushnet (1999) and
Waldron (1999), plus a variety of more recent articles.
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64. Worcester v. Georgia, 31 U.S. (6 Pet.) 515 (1832).
65. Sentenza n. 826/1988 and sentenza 466/2002.
66. BVerfG 1995b: 2477. After that decision though:

http://web.ebscohost.com/ehost/pdfviewer/pdfviewer?sid¼48c44ccb-
760c-4869-8e99-fe666bcb4a47%40sessionmgr14&vid¼2&hid¼24

67. In any event, the parliament can overrule a decision of the constitutional
court amending the constitution. An interesting example is the amendment
of the Italian constitution overruling a sentence of the It. CC concerning
rules of criminal procedure: the Sentenza 361/1998 canceling art. 513 of
the criminal code modified by a statute of August 7th 1997, n. 267, was
indeed overridden by the amendment of art. 111 of the Italian constitution
passed on November 23rd 1999.

68. For examples in contexts other than US constitutional history, see
J. Ferejohn & P. Pasquino, The Countermajoritarian Opportunity,
13 (2010) U. PA. J. CONST. L. 353–395.

REFERENCES

Arndt, Adolf. 1976. Politische Reden und Schriften. Berlin/Bad Godesberg: Dietz.
Barthélemy, Joseph. 1906. Le rôle du pouvoir exécutif dans les républiques modernes.
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Assessing Constitutional Efficacy: Lessons
from Mexico’s Hegemonic Party Era

Andrea Pozas-Loyo

INTRODUCTION

Mexico was governed by a hegemonic party system centered in a powerful
executive from 1929 to 2000 when it lost the presidential election. During
these 70 years, the PRI (Partido Revolucionario Institucional) had control
over the administration, the Federal Congress, the state governments, and
the judiciary. The president was the cornerstone of a well-disciplined polit-
ical system: he was the head of the government and the head of the party.
The president had the political capacity to go around some provisions of the
1917 Constitution without political opposition,1 or rather to amend much
of it due to the PRI’s supermajoritarian legislative control.2 Nevertheless,
this does not imply that in this period the president could transform in an
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arbitrary fashion any constitutional article. In particular, during this
president-centered era, Article 83 of the constitution that establishes a
6-year presidential term without reelection was neither altered nor violated,
by any president. Without doubt this constituted a very strong constraint on
power on otherwise powerful individuals. Why presidents could not change
Article 83 nor violate it? Was Article 83 efficacious? How can we know?
And, what lesson can we draw from this case about how to assess constitu-
tional efficacy in general?

To answer these questions, I analyze President Miguel Alemán’s
(1946–1952) unsuccessful attempt to seek reelection. In particular, my
account focuses on answering, “Why President Alemán failed?” Why was
not he able to change or go around Article 83 to reelect himself or
extend his tenure as he and many other important politicians at that time
so wished? I argue that the mechanisms that protect a constitutional
norm from ad hoc change or violation and their relation to the consti-
tution are the key to assess the norm’s efficacy. I show that understand-
ing those mechanisms enables us to evaluate whether and to what extent
Article 83 was efficacious in Mexico at the end of President Alemán’s
tenure.

The reminder of the chapter has four sections. In the first one, I
present and discuss President Alemán’s unsuccessful attempt to change
the constitution to be reelected for a second term. My account focuses
on the determinants of his failure, that is on the mechanisms of consti-
tutional enforcement at play. In the second section, I discuss whether
and to what extent Article 83 was efficacious and reflect on constitutional
efficacy in autocracies and on how to assess it more generally. I claim that
to determine the degree of constitutional efficacy of a constitutional norm,
it is necessary to identify the mechanisms of constitutional enforcement
and their relation to the constitution. An as a generalizable test, I distin-
guish three levels of constitutional efficacy based on the relation between
the mechanisms of constitutional enforcement and the constitution:
(1) cases of parallel enforcement mechanisms, where there is mere text-
reality coincidence; (2) cases of exogenous constitutional enforcement,
where the constitution plays an important role (i.e. functions) but it is
not strictly efficacious; and (3) cases of endogenous constitutional enforce-
ment, where there is strict constitutional efficacy. In the third section, I
briefly conclude.
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ENFORCING ALTERNATION OF POWER UNDER AUTOCRACY:
ALEMÁN’S FAILED REELECTION BID

Mexican Constitution of 1917, Article 83: [. . .] The citizen who had
performed as President of the Republic, popularly elected or under the
interim or alternate character, or provisionally takes the office of the Federal
Executive, in no case and under no circumstances may perform again this
position.

On the Principle of No Reelection in Mexico

After 7 years of a bloody war, the 1917 Constitution became the best
political answer to return to the constitutional order, achieve peace, and
consolidate the constitutionalist coalition victory in a country where there
were still many uncertainties (Marván 2017). Whereas in the constitution-
making process there were some disagreements (Marván 2017, 122–152),
the principle of no executive reelection was unquestionable. To understand
the significance of this principle in Mexico’s history, some context is neces-
sary. Since the nineteenth century, there was an extended belief that presi-
dential reelection led to dictatorship. Hence, its prohibition was present in
the Plan de Tuxtepec (1876) that had been Porfirio Díaz’s ideological
manifest; however, once president he betrayed his commitment and was
reelected for nine periods, 30 years. Against this background, and with the
motto “effective suffrage and no reelection,” the Mexican Revolution
started in 1910, forcing Díaz into exile. Thus, the unchallenged absolute
prohibition of executive reelection in the 1917Mexican Constitution: it was
considered a necessary institution to leave behind the great evils of strong
men’s dictatorship and political instability.

After a failed attempt in 1925, in 1927 and 1928, General Álvaro
Obregón (president from 1920 to 1924) was able to amend Article 83 to
enable non-consecutive reelection allowing him to run for a second term,
but as would be stressed when President Alemán attempted reelection,
Obregón was assassinated before taking office. In 1932, the National
Convention of the National Revolutionary Party, predecessor of the PRI,
proposed to reform Article 83 to its original form, with an absolute and clear
prohibition of presidential reelection. Since then it has never been amended
again (Barquín Alvarez 1990, 195–198). Nevertheless, from 1928 to 1934,
Article 83 was hardly efficacious, since President Plutarco Elias Calles had de

ASSESSING CONSTITUTIONAL EFFICACY: LESSONS FROM MEXICO’S. . . 235



facto kept the executive power while placing political puppets in the
presidency.

Everything changed in 1934, when General Lázaro Cárdenas was elected
president. President Calles had chosen General Cárdenas for the presidency,
believing that he, as his predecessors, would be easily manipulated. Presi-
dent Cárdenas turned up to be an extremely capable politician; he acquired
independence political force, eventually forcing Calles to exile in the United
States in 1936. Lázaro Cárdenas was the first president to de facto hand in
the presidential power at the end of his term; after him the absolute
prohibition of executive reelection has never been violated nor changed.

President Cárdenas consolidated a political system that enabled the
hegemony of a single party until 2000. In particular, even though he had
amassed great political power, respect, and popularity, when his tenure
came to an end, he did not seek reelection and instituted the intra-party
mechanism by which Mexican presidents would be de facto selected until
1994: the serving president’s last function was to choose the next presiden-
tial candidate (knowing that he would be elected) after consultation with
the ideologically very diverse power groups that formed the party (Cosío
Villegas 1975). So in 1940 General Manuel Ávila Camacho was elected
president. President Cárdenas had picked him to be the official candidate,
over his closest allies, who would have continued his policies. Cárdenas
arguably sensed that a more center-right politician would enable political
stability given the inconformity his leftist policies had caused among pow-
erful social and political sectors. In this way starting with President
Cárdenas, there was a periodic rotation of presidential power among the
very different groups that constituted the hegemonic party. As Casanova
explained in his 1985 account of the hegemonic party system, “Once the
selection of the presidential candidate has been resolved, the new compo-
sition of forces produces a renovation of the directive positions, generally
permitting a more realist reflection of the nature of the power coalition”
(Cassanova 1985, 70).

Miguel Alemán was the first civilian to become president after the
Revolution, in 1946. During his tenure “authoritarianism was modern-
ized” (Medina 1982). He strengthened the mechanisms of power control
within the party,3 over Congress, state governments, and socially active
groups such as unions and organized peasants, using force at times
(Medina 1982; Torres 1984; Servín 2002). For this reason, and for his
support to the United States during the Cold War, he was resented by the
left wing of the party, linked to President Cárdenas. In words of Lombardo
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Toledano, a very influential union leader who, as we will see, strongly
opposed Alemán’s reelection:

During Alemán’s government the workers did not dare to do large strikes
because Alemán was completely on board with the cold war. . .it was the worst
period we have went through. . .President Alemán is historically responsible
for intervening for the first time in internal government of unions. It was he
who ordered the military occupation of the railway union, deposed the
organization’s executive committee, and later did the same with the great
industrial unions. (Wilkie and Monzón 1969, 314)

In the last months of 1949, after the death of Gabriel Ramos Millán who
many thought would become the PRI presidential candidate, some of the
closest allies of outgoing President Alemán launched an open campaign to
promote his reelection. In what follows, I present a brief chronologic account
of the months that this campaign lasted, from November 1949 to October
14, 1951. My aim is to answer why the attempt to change the 1917 Consti-
tution to enable Alemán’s reelection failed? Through which mechanisms was
the constitution enforced? Can we claim Article 83 efficacious, and why?

The Reelection Campaign

The first point I want to defend is that the attempt to amend the constitu-
tion to enable executive reelection can be ascribed to President Alemán. In
other words, that it cannot be considered a campaign organized entirely by
his subordinates without the president’s support, as he and other politicians
claimed at the time, and later (e.g. Alemán 1987, 242, quoted in Chanes
Nieto 1993, 154). This point is important for my account on Article 83’s
enforcement not only because it takes as a premise Alemán’s support to such
a constitutional change but also because the mere fact that President
Alemán did not explicitly accepted that he backed this very public campaign
(encouraged by his behavior) already tell us that the constitution matter in
some important way.

As Przeworski puts it, at a minimum the law can matter as does a pole
streetlight: it may not alter the destination you want to reach, but you
need to at least circumvent it (personal communication). This was the
case of Alemán’s public discourse on reelection early in this campaign, at
a time he did not know whether it would succeed: Alemán publicly
claimed respect for the prohibition on reelection while his and his
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subordinates’ behavior aimed at circumventing it. If Article 83 of the
constitution would not have mattered, if it would not have had any
normative weight at all, Alemán would have publicly recognized and
supported his amendment project, as he did with the other 20 constitutional
amendments his administration successfully passed (Fix-Fierro and Valadés
2016). This was not the case with regard to Article 83. In December 1949
he declared: “I have never thought of the possibility of a reelection in my
favor. I do not encourage actions that are in disagreement with the legal
principles that govern us” (Chanes 1993, 155).

As several historians (e.g. Cosío Villegas 1975; Chanes 1993;
Sevin 2002) and politicians of that period (e.g. Wilkie and Monzón 1969)
have argued, claiming that Alemán had nothing to do with the attempt to
change Article 83 of the constitution is unfeasible: in this period no exec-
utive official would have dared to take such an important decision and back
it with such a very well-organized campaign without the presidential sup-
port. In addition, the two leading figures of the campaign were high-
ranking officials very close to the president: Santiago Piña Sorio, the Direc-
tor of the Joint Chief of Staff (el jefe del Estado Presidencial), and Rogerio
de la Selva, the Private Secretary of the Presidency (Secretario Particular
de la Presidencia) (Cárdenas 1973, 440; Wilkie and Monzón 1969,
365; Servín 2001, 120; Medina 1982, 163). Moreover, Alemán’s political
behavior and how it was interpreted at the time backs the hypothesis that he
was behind this campaign.

The press played a central role in the PRI Hegemonic Era: it was the
space where many of the political messages among different political groups
were sent. As I have already mentioned, the left wing of the party, linked to
President Cárdenas, opposed President Alemán’s policies and this opposi-
tion was crucial for the enforcement of Article 83. By the end of 1949 and
the beginning of 1950, the campaign to amend the constitution was well
known, and not surprisingly, the tensions between Cardenists and
Alemanists were being displayed in the national press.

In an extremely uncommon public display of his political opinions,
former President Cárdenas published a declaration against reelection in a
national newspaper. In his diary, he selected the following paragraph from
such publication:

Lessons from History oblige us to maintain the antireelectionist tradition, the
vitality of our people requires the renovation of his men over any rule by ‘a
strong men’ (caudillaje) that is so detrimental to democratic effectiveness and
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to the progress of the nation. In this way, I consider myself respectful of these
traditions that nurture the civic life of our own people. (Cárdenas 1973,
378–9)

This publication was immediately followed by a series of newspaper
reports with harsh criticisms of Cardenas’ administration characterizing it
as dishonest and irresponsible (e.g. Mendieta Núnez 1949). These publi-
cations were perceived as coming from Rogerio de la Selva, the Private
Secretary of the Presidency (Servín 2002, 133). The tension grew after the
PRI’s National Assembly in February 1950, in which several institutional
changes were enacted to strengthen party discipline in face of the coming
presidential succession such as the preclusion of local civic committees for
the discussion of party candidates (Servín 2002, 129).

However, the signals of party union and discipline did not stop the
publicity of the confrontation. On April 15, 1950, 25 former Cárdenas’
collaborators published a whole page in El Universal, a leading national
newspaper stressing that President Cárdenas “had strictly followed the prin-
ciples of the Revolution” (i.e. he had not reelected himself) and that being a
Cardenist meant “the identification with a presidential term. . .characterized
by the loyal compliance with the constitutional commands that give struc-
ture to the nation. . .” (Angulo et al. 1950). It is important to note that
several of the signers were still very important figures in the armed forces and
the public sphere; therefore, such a publication carried an important political
weight. Cárdenas noted in his diary on April 17th that he had been told that
General Jara had organized the publication, and that former President Ávila
Camacho (1940–1946) was informed of it before its publication. As we will
see, former presidents played an active role as enforcers of Article 83.

Five days later, on April 20 several prominent politicians from the left
visited the president of the PRI (General Taboada)4 “to express their
conviction that the ‘revolutionary left’ could only be part of the PRI, that
the rumors that they wanted to create a new political organization were
unsubstantiated.” In such a disciplined party, just acknowledging “rumors”
of a possible split was highly unconventional. Interestingly, as Servín notes,
Charles Burrows, analyst of the US Department of State, interpreted the
visit to the PRI president in the aftermath of the publication of the
“Cardenist manifest” as a strategy to stop reelection “in which former
President Cardenas may be involved” (Burrows NAW, RG59, 712 00/4-
1850, quoted in Servín 2002, 133).
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By June 1950 the reelection campaign acquired more intensity. In April
Congressman Rafael Ortega, General Secretary of the Mexican Confeder-
acy of Workers and Peasants (Confederaci�on Obrera y Campesina de Mé
xico), proposed in the assembly of that organization to explicitly support
President Alemán’s reelection, and the proposal was approved by acclama-
tion, “in the following months groups with similar proposals appeared in
different parts of the country” (Alemán 1987, 386). On June 3, the
National Confederation of the Family made a formal request to the Federal
Congress to amend several provisions of the constitution in order to enable
the reelection of President Alemán (Hoy June 3rd 1950; Servín 2002, 121).

During the summer of 1950, two political parties were formed to support
President Alemán’s reelection. In June the formation of the Political Party
“Constitutional Article 39” was announced. Article 39 of the 1917 Consti-
tution states: “The national sovereignty is vested, originally and essentially,
in the people. Public power comes from the people and it is institutionalized
for the people’s benefit. The people, at all times have the inalienable right to
change or modify its form of government.” The leaders of the new party
claimed that this Article constitutionally grounded the possibility of reelec-
tion if backed by a popular mandate. Among the leaders of this party were
Guillermo Ostos who was part of Alemán’s cabinet (Medin 1990, 163).
Additionally, in July the National Reelectionist organization tried to register
as a party; according to a report of a British foreign office analyst, the leaders
of the organization claimed to have 45,000 members including 3 generals,
2 senators, and 26 congressmen among other public servants (Fisher, PRO,
FO371 quoted in Servín 2002, 122).

Moreover, in 1950 severalCongressmen such as AlfonsoReyesHernández
explicitly backed Alemán’s reelection. In this context, some governors oppor-
tunistically also sent a signal of support. This was the case of the governor of
the state of Morelos who passed a law extending the presidential term in his
state for 2 years. This law was declared unconstitutional by the Supreme
Court, of course, since it was intended merely as a signal of political support
not a legal norm that could be taken seriously (Cosío Villegas 1975,
119–120). The president of the PRI, General Taboada, threatened to expel
from the party whoever supported those reelectionist parties, but the public
display of political strength backing constitutional amendments in favor of
presidential reelection was already made.

In May 1950, President Alemán’s public exposure remarkably increased.
He toured the south of the country, a series of performances that were
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described by an analyst of the US State Department and by the British
Foreign Office as a “candidate’s tour during an electoral campaign”
(Burrous, NAW, RG59, 712.00/6-650; Fisher PRO, FO371 quoted in
Servín 2002, 122). It is noteworthy that campaign tours were very impor-
tant during the PRI Hegemonic Era. Of course they did not aim to gain the
popular vote in a competitive election, but they were crucial for the PRI’s
candidate since through them he consolidated links and created two-way
commitments with the states’ political elite (Pozas-Horcasitas 2009). That
tour was followed by another presidential tour in the north of the country.
Both tours included a large number of cabinet members and other impor-
tant political figures. In Monterrey, the second most important city in the
country, the walls, and principal avenues were covered with publicity in
favor of President Alemán’s reelection (Servín 2002, 122–24).

Last, but by all means not least, the campaign in favor of Alemán’s
reelection targeted the Armed Forces. On June 11, 1950, Cárdenas wrote
in his diary:

Today Major General Federico Montes with whom I have an old friendship
visited me, and told me that he was required by the chief of the Security
Services of the Republic’s Presidency, Marcelino Inurreta, to sign a declara-
tion of allegiance to President Alemán and a commitment to backup any
constitutional reform in favor of re-election or presidential tenure extension.
He also told me that he saw the document signed by the Generals Pedro
Villaseñor, Lucas González, Aguille Manjarrez, Tomás Sánchez Hernández
and others. He added that he and General Alejo Gonzáles refused to sign.
(Cárdenas 1973, 399–400)

Montes also told Cárdenas that he and other generals worried for the
state of affairs in the country, that they had decided to take an active role the
following presidential election, and that they had told so to President
Alemán (Cárdenas 1973, 400).

Before focusing on the responses that the previous behaviors elicited, let
me briefly note the international context in which the reelection campaign
took place, since, as we will see, it had a significant impact on Alemáns’
perceived possibilities to reach his aim. On July 3, 1950, the United States
had mobilized its troops to Korea. The beginning of the Korean War and
the intensification of the Cold War were welcomed by the right in Latin
America. Miguel Alemán was known by his affinity to Truman’s policies,
and in this context, it was expected that if successful his reelection would be
backed by the United States. In words of Lombardo Toledano5:
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[The Korean War] was the cause of the political turn to the right that Latin
America and of the Coups d’ Etat [of the period]. Even the President of Costa
Rica, doctor Calderón Guardia, who was a catholic, was considered a com-
munist and an armed movement was organized against him. (Wilkie and
Monzón 1969, 368)

In his long interview with Wilkie and Monzón, Lombardo Toledano
describes a discussion he had with President Alemán that captures the
importance of the international context on the reelection attempt.

[When I realized the reelection campaign was for real] I went to talk with
Alemán and told him “It is nonsense”. “Why?” he asked, “Because your
reelection is not possible, the Constitution needs to be amended.” “Well,
but General Obregón was reelected”, he responded. “Those were other
historical conditions -I replied- you cannot try it, you will fail, I know why
you are attempting to be reelected because President Truman told you and
the other Latin-American Presidents that the third war may happen in
months. . .González Videla, President of Chile, declared so to a Brazilian
newspaper. . ..” (Wilkie and Monzón 1969, 368)

In this context, the right wing of the PRI felt empowered and the left
threatened. There were some editorials asking for action against leftists to
fight “Communism” (Cárdenas 1973, 418). There was a growing concern
that acts of repression would be “legitimized by the war” (Cárdenas 1973,
417).

The Response to Alem�an’s Reelection Attempt

The opposition to any constitutional reform that would enable Alemán’s
reelection was clear and strong and came from a diversity of fronts. It was
also very public, and while the language maintained the standards of “polit-
ical correctness” of the regime,6 the signals and their political weight were
by all understood.

On June 17, 1950, General Sánchez Taboada, the president of the PRI,
gave a press conference in which he claimed that President Alemán and the
PRI were opposed to reelection and that the constitution would not be
amended. “The President would maintain his respect for the revolutionary
principle ‘effective vote no reelection’” (Hoy, June 17).7 It is hard to
overestimate the political significance of this press conference. The very
fact that the president of the PRI felt the need to publicly and strongly
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oppose any constitutional amendment to permit reelection, a principle that
had been taken for granted since Cárdenas, was extraordinary. The caution-
ary undertone was by no one missed. As we have seen, that summer
President Alemán had been touring the country and the reelection cam-
paign was in its higher point gaining impulse by Korean War.

General Taboada was not the only powerful party leader to publicly
oppose the possibility of Aleman’s reelection. As already discussed at least
two generals had refused to sign the letter in support to an eventual
constitutional change, and several generals had met with President Alemán
to express their concern for the campaign supporting reelection as well as
their intent to play an active role in the succession period.

Both President Cárdenas and President Ávila Camacho were also highly
respected generals, with many strong ties in the Armed Forces, the unions,
and the political elite of the PRI and also of the opposition. To understand
the dynamics of the hegemonic party, it is crucial to know that the Mexican
political elite was a very dense network, where individuals not only had
many ties, but those ties were of different kinds. For instance, during the
months that the reelection campaign lasted, President Cárdenas met with
President Alemán three times, twice in a dinner with their wives and once in
an official event. During these months, Cárdenas also met twice with former
President Ávila Camacho and once with former President Ortiz Rubio; he
met with several generals, ambassadors, governors, and Congressmen; and
crucially, as I will discuss later, he met several times with General Henríquez
and with Vicente Lombardo Toledano, both of whom decided to run for
president as a response to Alemán’s reelection campaign.

Former Presidents Cárdenas and Ávila Camacho met on June 20, when
Ávila Camacho stayed overnight at Cárdenas’ home in Michoacán.
According to Cárdenas’ account, they discussed the “reelection issue” and
Ávila Camacho expressed his opinion that “despite the reelectionist propa-
ganda that has been undertaken within the official sphere, he considers that
President Alemán will [ultimately] reject the insinuations for his
reelection. . .” (Cárdenas 1973, 401). Remember that Cárdenas had
“selected” Ávila Camacho as the PRI candidate back in 1940, and that
Ávila Camacho had done the same with President Alemán in 1946. There-
fore, it is not surprising that Ávila Camacho reassured Cárdenas that Alemán
would ultimately respect the no reelection constitutional norm. Neverthe-
less, as Servín stresses, 2 days later President Ávila Camacho felt the need to
make public such “trust,” and in a very unusual interview he stated:
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I do not believe that in Mexico there will be a new reelection. I know the
feelings of President Miguel Alemán and his antireelectionist convictions,
therefore the efforts that his collaborators do in this respect. . .to re-elect
him will be useless. Antireelectionism has helped our country in its develop-
ment, enabling the renovation of men. Antireelectionism must be maintained
in Mexico as an example for the whole world, an example that, if followed,
would resolve many problems in Latin America. . .Antirrelectionism is one of
the great conquests of the Revolution and without doubt one of the main
motors of our economic development. (Excélsior, June 22nd quoted in
Servín 2002, 127)

Moreover, according to Gustavo Espinosa Mireles, who was present
during the interview, Ávila Camacho noted, “the only one who broke this
constitutional prohibition, General Álvaro Obregón, was killed for doing
so . . .” (Servín 2002, 127). While this strong comment was not published, it
was noticed. As already mentioned, Cárdenas himself had also broken
months before the informal rule that maintained former presidents out of
the public eye, publishing in a National Newspaper his opposition to
reelection. The extraordinary public statements were arguably only the tip
of the iceberg: the PRI political elite was under turmoil.

The reelection attempt created a deep divide within the PRI and acti-
vated the opposition. General Cándido Aguilar decided to split from the
PRI and agreed to run as an independent candidate for the presidency.
General Cándido Aguilar was a respected military officer with excellent
“revolutionary credentials”; he was the son in law of Venustiano Carranza
(the leader of the Constitutionalist Army, which won the Revolution and
enacted the 1917 Constitution). Cándido Aguilar had been nominated by
Alemán to be part of the Legion of Honor of the Mexican Arm Forces and
he had important political influence in the states of Veracruz and
Tamaulipas.8

General Miguel Henríquez Guzmán also decided to split from the PRI,
to run for president. He was also a renowned military officer, and his
brother was a very successful businessman who put his economic resources
behind Henríquez’s campaign. Henríquez campaign was able to mobilize
a substantial number of people: by June 1950 there were already 22
Henriquista local committees in 10 states and the capital, and by 1951 the
Henriquista movement had presence throughout the territory (Servín 2002,
136). Several important figures from the PRI split from the party and
supported Henríquez’s candidacy. Last but not least, Henríquez was a very
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close friend of President Cárdenas. There was a generalized perception that
President Cárdenas backedHenríquez campaign, even if Cárdenas never explic-
itly said so. Henríquez often visited the former president, and several members
of the Cárdenas family attendedHenríquez’s rallies, which filled large squares all
over the national territory. To make clear how Cárdenas used the ambiguous
relation to Henríquez’s campaign, and how such ambiguity worried Alemán, it
is noteworthy to quote Cárdenas’ notes on a conversation he hadwith President
Ávila Camacho in June 1950:

His [President Ávila Camacho’s] conversation extended letting me know that
“in Mexico” it’s been said that friends of mine “proclaim” that they work in
favor of general Henríquez with my authorization. And that he feels that
Mr. Miguel Alemán is no friend of General Henríquez. I thanked his conver-
sation, and manifested that those versions were natural in the political context
in which the country is now, that my apolitical attitude stands invariable. That
I am a friend of General Henríquez and that he is as well. (Cárdenas 1973,
401)

In addition to Cándido Aguilar and Henríquez, Vicente Lombardo
Toledano also decided to run for president. In June 1950 Cárdenas wrote
that Lombardo Toledano had paid him a visit and communicated his
decision to take part in the elections:

On the country’s politics he spoke about intention of being candidate to the
Presidency of the Republic. That he admits he won’t win the electoral fight,
but [he thinks] . . .it will serve as platform to enhance the faith [hacer fe] in the
principles of the Mexican Revolution. (Cárdenas 1973, 400)

Several years later Lombardo Toledano spoke of his candidacy in the
following terms: “I knew very well I would not [win]. . .but the campaign
opened a perspective that would become a reality in President López
Mateos’ term” [i.e. a new turn to the left] (James Wilkie y Edna Monzón
1969, 374). Finally, the PAN (Partido Acci�on Nacional), the historical
opposition party from the right, nominated Efraín González Luna as its
presidential candidate.

By June 1951 the possibilities of a constitutional amendment to permit
reelection were vanishing. Probably as a last resource, on September
12, 1950, Alemán’s Private Secretary sent General Adalberto Tejada and
Gonzalo Vázquez Tejeda to speak with former President Cárdenas.
Cárdenas described such visit in the following terms:
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. . .General Tejada told me “Excuse us, Mr. Rogerio de la Selva . . .wishes to
know which is your opinion on the President’s reelection” . . . I made clear
. . .that they could make it [my opinion] public. I consider that only false
friends of President Alemán wish him to be reelected. I recognize enough
intelligence in him not to admit his continuity leading the government, and
that he will know how to contribute, with his example, to strengthen the
democratic principles. . . that he will not permit that the false theory of
indispensable men in power would again be nurtured. . ..Reelection, in the
best of cases leads to dictatorship and dictatorship causes violence. . .Mexico must
be guard of new civil wars. . ..(Cárdenas 1973, 440)

The threat was real. As Cosío Villegas, an influential historian and
intellectual of the period, put it:

One can suppose that Don Miguel (President Alemán) weighed in the resis-
tance to his permanence in power and even the serious risk that Cárdenas and
other great personalities would decide to move the opposition to the terrain of
arms, and that they would have an excellent flag to make a military movement
succeed. There was a real proof of such a danger: The candidacy of General
Miguel Henríquez Guzmán started to be supported by recognized Cardenists
and even by members of the family of the General [Cárdenas]. (Cosío Villegas
1975, 120)

Two days later, Adolfo Orive visited Cárdenas in the name of President
Alemán to inform him that the “official milieu” was leaning in favor of the
candidacy of Adolfo Ruiz Cortines and that the continuation of President
Alemán leading the government will come only in case of an international
conflict that affected Mexico (Cárdenas 1973, 441). A month later, the PRI
convention nominated Adolfo Ruiz Cortines as its candidate for the pres-
idency for the period 1952–1958.

To close this section, I want to note that the reelection attempt had as
one of its many consequences the nomination of Adolfo Ruiz Cortines as
candidate for the presidency. Ruiz Cortines was clearly picked as a concil-
iatory move; he was considered a moderate, earnest, and austere politician
who was not close to Alemán, and therefore could built bridges among the
different resentful political groups that still constituted the PRI.
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WAS ARTICLE 83 EFFICACIOUS? HOW DO WE KNOW?

In this section I discuss whether and to what extent was Article 83 efficacious
and reflect on what lessons can we draw on constitutional efficacy in
autocracies and on how to assess it more generally from the case analyzed
in detail in the previous section.

On Constitutional Change and Enforcement in Autocracies

The first inference from our case is that the common claim that
nondemocratic regimes’ dynamics of constitutional change precludes the
possibility of efficacious constitutional constraints in those regimes is false
(see also Barros 2002, and Pozas-Loyo and Ríos-Figueroa 2017).
According to this claim, in nondemocratic regimes the executive always
has the capacity to make ad hoc constitutional amendments (i.e. make at
will constitutional changes to serve its interests), and therefore the consti-
tution and its constraints cannot be efficacious vis-à-vis the executive’s
behavior. In Tushnet’s words: “the authoritarian leader has lawful power
to alter constitutional provisions at will. . .” (Tushnet 2015: 425).

This claim is an implication of a familiar conceptualization of “authori-
tarianism”: “I take as a rough definition of authoritarianism that all deci-
sions can potentially be made by a single decision maker [and that] those
decisions are [. . .] unregulated by law” (Tushnet 2015, 448). In other
words, by this definition, “if the regime is authoritarian, it faces no con-
straints on abandoning law, courts, and constitutionalism, when doing so
would serve the regime’s interests. . .” (Tushnet 2015, 432). Therefore, this
argument excludes a priori the possibility of efficacious constitutional con-
straints on authoritarian executives since by definition they always have the
capacity to amend the constitutional provisions at will (Tushnet 2015, 425).

The failure of President Alemán to amend Article 83 of the 1917
Mexican Constitution is, I believe, a counterexample to the above argu-
ment. As I showed in the previous section, President Alemán could not
change the constitution to enable his reelection. And therefore, since ad hoc
constitutional changewas not possible regarding Article 83, we can conclude
two things: first, that in this case, we cannot a priori preclude the possibility
of the efficacy of Article 83. And second that the initial claim, which a priori
denies possibility of efficacious constitutional constraints of the executive in
authoritarian regimes, is not generalizable over all nondemocratic cases.
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Assessing Constitutional Efficacy Using Enforcement Mechanisms

But was Article 83 efficacious? How can we know? Of course, the first step
to answer these questions is to provide an account of “constitutional effi-
cacy.” I have elsewhere discussed this issue at length, claiming that when
constitutional roles are invested in an individual, she receives special kinds of
motivations, which I call “constituted motivations.” The account of con-
stitutional efficacy I defend is understood to be the prevalence of those
motivations in the behavior of individuals holding constitutional roles
(Pozas-Loyo 2012).9 Now, of course, there is an observational problem
to assess constitutional efficacy, so understood: if it is determined by the
kind of motivations that cause constitutional role holders to behave in
agreement with constitutional norms, how can we know if a given consti-
tutional norm is efficacious if we can only observe whether behavior is in
agreement with the norm, but have no access to what motivated such
behavior? In other words, how can we assess constitutional efficacy given
that motivations are not observable and behavior consistent with constitu-
tional norms can be motivated by very different factors?

Here I want to argue that through the study of the enforcement mech-
anisms of constitutional norms and their relation to the constitution, we can
approximate the nature of the motivations behind behavior consistent with
constitutional mandates. In other words, I claim that to assess the degree of
constitutional efficacy of a constitutional norm, we can approximate the
motivations by identifying the mechanisms of constitutional enforcement
and their relation to the constitution. By “enforcement mechanisms of
constitutional norms,” I mean the factors that encourage behavior consis-
tent constitutional norms, that is to say, the sources of costs or benefits that
when known or believed by a person produce individual motivations, which
lead to a behavior in agreement with constitutional prescriptions.

To clarify this point, let me identify the enforcement mechanisms that
were at play in Alemán’s failure to be reelected. In the account of President
Alemán’s impossibility to ad hoc amend or violate Article 83, two enforcing
mechanisms can be identified: first, those linked to the intra-party opposi-
tion to Alemán’s reelection led by President Cárdenas, President Ávila
Camacho, and General Taboada. Given the political and social capital of
these three leaders, particularly their strong connections with the Armed
Forces and diverse social and political organizations, their capacity to
infringe huge costs over Alemán was considerable, and Alemán knew
so. Moreover, they were emphatic and public about their opposition to
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reelection, and the threatening undertones sent the message that action
could be expected if Article 83 was not respected.

The second kind of enforcement mechanisms came from outside the
PRI. In particular, the opposition formed by former members of the party
who had decided to split from it were capable of producing high costs over
Alemán. As we have seen, Henríquez candidacy was considerably popular,
and more importantly it had the possibility to grow a lot if the left wing of
the PRI decided to unify behind it in the face of a constitutional violation or
amendment to enable presidential reelection. Such move was not unfeasible
given that Henríquez was close to Cárdenas, and the latter still was the
moral authority of the left. Moreover, the splits the PRI suffered were a vivid
reminder that the party’s integrity depended on the possibility of power
alternation among the different ideological groups. Only as long as the
alternation of presidential power within the party was possible (i.e. as long
as no president sought reelection), no group would break with the party and
all would respect the candidate selection. In sum, these two enforcement
mechanisms arguably grounded in President Alemán a justified belief that
the costs of pursuing reelection would be too high.

Now, why and how exactly can we approximate the motivations leading
to behavior consistent with constitutional norms by identifying the mech-
anisms of constitutional enforcement and their relation to the constitution?
To clarify this point, let me distinguish three levels of constitutional efficacy
based on the relation between the mechanisms of constitutional enforce-
ment and the constitution:

1. Cases of parallel enforcement mechanisms: mere text-reality
coincidence

2. Cases of exogenous constitutional enforcement: the constitution
functions

3. Cases of endogenous constitutional enforcement: constitutional is
efficacious

A codified constitution is a system of norms. It is a system because its
constitutional provisions are interrelated, creating a more or less consistent
whole. And that system is of norms because its provisions establish consti-
tutional roles (e.g. that of Supreme Court Justice or President) and regulate
the behavior of individuals occupying those roles. But, codified constitu-
tions are not the only normative systems of political life. Historically, in fact,
they are latecomers: they have been present in the political scene only since
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the late eighteenth century. Moreover, even in countries with codified
constitutions, the constitution is only one among many political normative
systems that can potentially regulate interactions of individuals who happen
to be in constitutional roles. Furthermore, politics is not an isolated sphere,
and normative systems are present in all areas of social life. In this way, a
complex net of normative systems constitutes social and political life (Searle
2010).

Now, any given individual has a number of different roles. For instance,
an individual with a constitutional role like that of “the President” can also
be member of a party, a corporation’s stoke holder, a friend of many, and a
parent of two. And, therefore, a given interaction between two individuals
holding constitutional roles can be regulated by a number of different,
potentially conflicting, normative systems (Merton 1949). For instance,
an interaction between two individuals holding the constitutional roles of
“vice-president” and “member of Congress” correspondingly could be
regulated by a constitutional provision linked to those roles, by an informal
corporative norm if they both are board members of a corporation, and by
an interpersonal norm if they happen to be friends, among many others.

Here I am interested on what I call parallel norms. This is its definition:
Two norms are parallel if an individual holds two roles linked to two
independent normative systems, each role belongs to one of these systems
and can be satisfied by the same individual physical movement. Note that in
this case, there is no behavioral conflict derived from the norms associated
to two different roles, as is the case with intrapersonal role conflicts. Now
regarding parallel norms it is important to note that even if both norms are
satisfied by the same behavior, then each norm corresponds enforcement
mechanisms. In other words, the factors that encourage behavior consistent
with both norms, the sources of costs, or benefits that produce individual
motivations in each case are different.

For example, suppose that according to a constitutional provision in the
case of a vacancy in the Supreme Court, the president is required to select
the individual who will fill the position and such an individual should hold a
law degree and have at least 10 years of experience in the judiciary. Now
suppose that the president’s best friend satisfies the constitutional require-
ments, is unemployed, and in great need of work. Now if an interpersonal
norm of friendship dictates that one ought to help one’s friends if one is in a
position to do so, the constitutional provision regulating the selection of
Supreme Court Justices and the interpersonal norm in question are parallel
norms since they can be satisfied by the same physical movement: the
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designation of the president’s friend to the Supreme Court vacancy. Now,
these parallel norms’ enforcement mechanisms are very different: on the one
hand, failing to provide help for friends in need would probably inflict costs
on the relation, while the cost of failing to satisfy the constitutional require-
ments for justices’ nominations would probably be a failure of confirmation
by the Senate. It is noteworthy that a threat of non-compliance with a norm
is often enough to activate the enforcement mechanism in an observable
way, as was the case in our account of Alemán’s failure.

What can we conclude of a case where a constitutional norm has a parallel
norm and the only enforcement mechanisms activated by threats of behav-
ior inconsistent with both norms are those of the parallel norm? To follow
the previous example, what could we conclude if there are expectations that
the president will not nominate his friend but instead someone else who
does not satisfy the constitutional requirements to be Justice and Congress
signals that would welcome such nomination (while the relation between
the president and his friend become distant)? Clearly, if ultimately the
president nominates his friend, we cannot claim that the constitutional
norm was efficacious even if its requirements were met given that Congress
had already signaled that it would not matter if those requirements were not
met. If the enforcement mechanisms linked to the constitution did not play
any role on the presidential motivation to make such nomination, then we
would need to conclude that there was mere text-reality agreement but not
constitutional efficacy.

It may be argued that the strategy of focusing on the enforcement
mechanisms is not very helpful since it requires a clear threat of constitu-
tional violation or ad hoc amendment. To clarify why this is not necessarily
the case take Levinson and Pildes’ argument in their article “Separation of
Parties not of Powers” (Levinson and Pildes 2006). These authors claim
that the United States’ system of separation of powers is not efficacious
because what motivates members of Congress to limit the executive is fully
determined by the dynamics of parties and has little to do with the consti-
tution. To support their claim, they argue that Congress’ constitutional
mechanisms of enforcement are plagued with collective action problems
and, therefore, they are not associated with actual costs for not behaving in
agreement with the constitutional norm. According to these authors, party
politics are the only source of actual costs for members of Congress. In sum,
researchers can design different strategies to study the enforcement mech-
anisms of constitutional norms and assess through them constitutional
efficacy.
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The following are cases where enforcement mechanisms are exogenous,
but the constitution does play a coordination function by enabling the
identification of governmental transgressions. Take Barry Weingast’s influ-
ential article “The Political Foundations of Democracy and the Rule of
Law.” Weingast’s central question is: “How are democracy’s limits
enforced?” His aim is to give “a unified approach to the political founda-
tions of limited government, democracy, and the rule of law- phenomena
requiring that political officials respect limits on their own behavior”
(Weingast 1997, 245). Weingast’s approach rests on a game-theoretic
model of the stability of limited government that focuses on the relation
between a single political official, called the sovereign, and the citizenry. To
stay in power, the sovereign requires sufficient support from the citizens,
and each individual supports the sovereign as long as he does not transgress
what the citizen believes are her rights (Weingast 1997, 246). Different
citizens have different “preferences and values” and, therefore, different
conceptions of what her rights are (Weingast 1997, 245–6). So accordingly
constitutions are devices that coordinate the citizens on what constitutes a
violation of rights so that they can collectively react to transgressions by
withdrawing their support from the sovereign. If the constitution functions,
that is if citizens are coordinated on its content, the sovereign will avoid any
behavior that violates the constitution because by doing so he risks losing
power.

Notice that in the model the controls are exogenous to the constitution.
Weingast claims that whether or not a constitution coordinates individuals
on its content is a function of the social consensus on the rights of citizens
and the limits of the state.

In terms of the model, limits become self-enforcing when citizens hold these
limits in high enough esteem that they are willing to defend them by with-
drawing support from the sovereign when he attempts to violate these limits.
To survive a constitution must have more than philosophical or logical appeal;
citizens must be willing to defend it. (Weingast 1997, 251)

Because citizens have different views about ideal limits, a unique set of ideal
limits is unlikely. Coordination requires that citizens compromise their ideal
limit...When the difference between each citizen’s ideal and the compromise is
small relative to the cost of transgression, the compromise makes the citizens
better off. (Weingast 1997, 252)
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According to this account, whether there is congruence between the
constitutional text and the political actor’s behavior mainly depends on the
presence of a common set of citizen attitudes that are exogenous to the
constitution and its incentives. What maintains the equilibrium of text-
reality congruence has, therefore, very little to do with the constitution,
its roles, and its design. This point is made clear in Weingast’s account of
why Latin American constitutions “have not worked” while the American
has:

[Latin American constitutions “have not worked” because] Latin American
states are not characterized by a common set of citizen attitudes about the
appropriate role of government...[While] citizen reaction implies that US
constitutional restrictions on officials are self-enforcing ...Latin American
states exhibit a complementary set of phenomena: citizens unwilling to defend
the constitution, unstable democracy and episodic support for coups.
(Weingast 1997, 254)

In sum, in this model the constitution’s function is limited to enabling
coordination on what constitutes a violation and so that citizens collectively
react to the transgression. However, the enforcement mechanisms, the costs
that the sovereign knows would suffered if he does not behave in accor-
dance with the constitutional mandates, are exogenous to the constitution,
they do not depend on the constitutional roles and powers, and therefore in
these cases we cannot claim that the constitution is efficacious.

Finally, we have cases of enforcement mechanisms endogenous to the
constitution. In these cases we can affirm the presence of constitutional
efficacy strictly speaking. To understand these cases, it helps to distinguish
them from the previous ones. As Hardin argues, in claiming that a particular
constitution is a device for coordination we could be making two quite
different claims. First, we could be claiming that the content of a particular
constitution coordinates or coordinated the most important sectors of a
society (which are exogenous to the constitution). In other words, that
those interests were coordinated on the constitution. This understanding of
what it means for a constitution to coordinate may be given as an account of
a successful constitution-making process, as an explanation of why the
content of a particular constitution is such, or as Weingast does, as an
account of one of the functions that constitutions have that is serving as
focal points (on the functions of constitutions, see Ginsburg and Simpser
2014). For instance, this is the notion that Hardin nicely uses in his account
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of the American constitution-making process, which he notes coordinated
the most important economic interests and that, we may add following
Weingast, also the most important attitudes about the appropriate role of
government (i.e. that those interests and attitudes were coordinated on the
content of the constitution) (Hardin 1998).

Now when we claim that a constitution that is efficacious is a coordination
device, we are claiming that actions are successfully coordinated under it; that
is, that the behavior that is its regulative target is attained, thanks to the
incentives the constitution gives to the relevant constitutional role holders.
That public actors act according to the constitution as a result of their pursuit of
individual benefits under constitutional laws, using their constitutional powers.
Paraphrasing Madison’s Federalists 51 an efficacious constitution provides “the
personal interests and constitutional means” for its enforcement. In these
cases “the interest of the man must be connected with the constitution. . ..,”
(Hamilton et al. 2000) the enforcementmechanisms are therefore endogenous
to the constitution, and we can claim that it is efficacious.10

Finally, to further clarify how the enforcement mechanisms at play can
enable us to assess the efficacy of a constitutional norm, let us return to
Alemán’s unsuccessful reelection attempt. How can we know whether the
83 Article was efficacious? According to what I have argued, we need to
analyze the enforcement mechanisms and their relation to the constitution.
In particular, we need to assess whether the enforcement mechanisms were
parallel, exogenous, or endogenous to the 1917 Constitution. I have
already identified the two enforcement mechanisms that were at play in
Alemán’s failure: those linked to the intra-party opposition to Alemán’s
reelection led by President Cárdenas, President Ávila Camacho, and Gen-
eral Taboada and those associated with the opposition formed by former
members of the PRI who had decided to split from it as a response to
Alemán’s attempt.

We know that in Alemán’s succession there was text-reality agreement
since he was not reelected. Now, I believe the account I have provided of
the case shows that the enforcement mechanisms that enabled such agree-
ment were not endogenous: the crucial enforcers (Cárdenas, Ávila
Camacho and Taboada) did not hold at the time any constitutional role11

and the costs they could infringe over Alemán were independent of the
constitutional functions or powers. Therefore, we can conclude that
according to my account, this is not a case of strict constitutional efficacy.

However, as is evident also in the account, the 1917 Constitution played
an important function in the enforcement of Article 83. All enforcers
coordinated on its content: “The citizen who had performed as President
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of the Republic. . . in no case and under no circumstancesmay perform again
this position” (Art. 83 1917 Constitution). The constitution was an ever-
present reference, and as Cosío Villegas nicely puts it, there was a “serious
danger that Cárdenas and other great personalities would decide to move
the opposition to the terrain of arms, and they would have an excellent flag
to make a military movement succeed” (Cosío Villegas 1975, 120): the
violation of the 1917 Constitution.

In sum, an analysis of the enforcement mechanisms at play in Alemán’s
failure enables us to conclude that while in this case we cannot assert
constitutional efficacy, we can say that the constitution function as a device
on which enforcers were coordinated. Hence, pace Weingast, this Latin
American constitution “functioned” according to his model but under a
nondemocratic regime.

CONCLUSION

I analyzed a case of constitutional enforcement in autocracies. I presented
an account of why President Alemán failed to violate or amend Article 83 of
the 1917 Mexican Constitution to enable his reelection, even if he was a
president with extraordinary power in a nondemocratic regime. I discussed
whether and to what extent was Article 83 efficacious in this case. Further-
more, I argued that this account illuminates how to assess constitutional
efficacy more generally, and hence how can we respond to the challenge
posed by observational equivalence of different types of motivations to
behave in accordance with the constitution. I claimed that to determine
the degree of constitutional efficacy of a constitutional norm it is necessary
to identify the mechanisms of constitutional enforcement and their relation
to the constitution. It is noteworthy that if my account is correct, some of
the functions that have usually been ascribed to constitutions in democratic
contexts, such as being a coordination device on which enforcers coordi-
nate, are common to constitutions in certain authoritarian regimes (on this
point see Ginsburg y Simpser 2009).

An important question that naturally derives from the account presented
and that is not answered here is: Can strict constitutional efficacy be attained
in nondemocratic regimes? I do not answer this question here because
(similarly to the argument regarding the claim that autocrats can always
make ad hoc amendments) to understand the roles of constitutions in
autocracies, and its differences from those in democracies, it is important
to proceed from empirical studies, and not from a priori preconceptions of
how “all” autocratic regimes work.
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NOTES

1. For instance, the constitution mandated life tenure for Supreme Court
Justices. However, every 6 years the incoming president used to appoint as
much as 72% of the Court (Ruiz Cortines, 1952–1958) and no less than 36%
(López Mateos, 1958–1964). “The president could thus somehow create
vacancies to be filled by justices he appointed or, in other words, he could
either dismiss justices or induce early retirements” (Magaloni 2003,
228–289). See also: Valdés Ugalde (2010).

2. Every incoming president amended the constitution to make it fit his polit-
ical agenda: as much as 66 constitutional provisions were altered in the
presidential term of Miguel de la Madrid Hurtado (1982–1988).

3. An example of these changes was the transformation of the selection of
candidates from primary elections to local party assemblies that enabled
more control of the party leaders over the governors, senators, and deputies
candidacies (Servín 2001, 129).

4. The PRI had a formal president but as stated earlier the President of the
Republic was the political leader of the party.

5. As I have said Lombardo Toledano was an important union leader who
strongly opposed Alemán’s reelection. He was close both to President
Cárdenas and to President Ávila Camacho.

6. For instance, many messages were expressed in negative form. As I stated
before, the Generals’ denial of the “rumors” of a possible split from the PRI
left wing actually brought that possibility to the table, and this was the way
the message was understood by the politicians of the time and by the foreign
analysts. In the same connection, stating that the president would never
promote his reelection actually meant that he shouldn’t.

7. General Sánchez Taboada (1895–1955) was a hero of the Constitutionalist
Army. He executed the death sentence of Emiliano Zapata. He was Gover-
nor of Baja California, Secretary of Marine, and president of the PRI both in
Mexico City and at national level. It was known that General Taboada
supported the presidential candidacy of Fernando Casas and strongly
opposed any attempt to amend the constitution.

8. He eventually deposed his candidacy in favor of General Henríquez to more
effectively “defend the principles of the revolution.”

9. Note this conceptualization of constitutional efficacy refers only to the
organic sections of constitutions (i.e. to articles that establish the functions
and powers of constituted organs).

10. Note that the need of separating these two senses in which a constitution is a
coordination device follows from the recognition that an account of modern
constitutional government requires a two-stage theory (see Hardin 1998, 83).

11. Neither ex-president nor PRI president has constitutional status (i.e. they are
not part of the constitution).
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“Führer befiehl, wir folgen dir!” Charismatic
Leaders in Extremist Groups

Michael Baurmann, Gregor Betz, and Rainer Cramm

RUSSELL HARDIN’S ECONOMIC THEORY OF KNOWLEDGE

The economic approach to explaining individual behavior has undergone
significant changes and enhancements in the last decades. Traditional ratio-
nal choice is based on the presupposition of given preferences which, in the
face of external restrictions and on the basis of subjective beliefs, are trans-
lated into action by rational decisions. The assumption that we can explain
the behavior of people in general as a result of optimizing rational choices
was contested already quite early by the theory of bounded rationality. Since
then the overwhelming empirical findings of countless experimental and
field studies have proved conclusively that people in their actual behavior
practically never meet the rigorous requirements of standard rational choice
theory.

The questioning of the presupposition of homogeneous and stable pref-
erences does not go back so far as the attack on the assumption of rational-
ity. But in the meanwhile, it is also part of a more or less mainstream
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criticism on rational choice theory to stress the empirical evidence we have
for the heterogeneity of preferences, for example, in regard to altruistic and
retributive preferences, the adaptation of aspiration levels to feasible oppor-
tunities, or the phenomenon that intrinsic motivation can be crowded out
or reinforced due to contextual factors.

But one cornerstone of traditional rational choice had received amaz-
ingly little critical attention until Russell Hardin published his “How Do
You Know” in 2009. The question how we can integrate an empirically
convincing explanation of belief formation into a rational actor theory and
sort out the role different kinds of beliefs play as motivating factors for
human actions was not on the agenda of important research desiderata. This
is somewhat astonishing as our beliefs about the facts in the world or the
importance of certain values and norms are obviously decisive for our way of
acting. Therefore the empirical processes by which we acquire these beliefs
should have been of utmost interest for every theory of action.

In the case of normative beliefs, the neglect is maybe an even more
serious omission, induced by the erroneous assumption that normative
beliefs are just “cheap ideas” that have no real influence on human behavior.
But, as Russell Hardin stresses straight at the outset of his book, we have to
acknowledge that moral or religious principles come to many people as facts
“no different in kind from other facts, such as the moon goes through its
various phases” (Hardin 2009, 18). This kind of everyday objectivism does
not only open up the possibility that people act according to their moral or
religious beliefs just as regards their descriptive beliefs, but that they may
adopt moral or religious beliefs that lead them to act in ways that are against
their genuine interests (cf. 17)—a possibility that must be as irritating as it is
fascinating for a rational actor theory.

Russell Hardin proposes an economic theory of knowledge as an
approach to closing this gap in rational actor theory. The theory is economic
in the sense that it strives to explain the knowledge base of average persons
as being the result of choices in which people weigh up the costs and
benefits of gaining certain pieces of knowledge (cf. 2ff.). Such a theory
understands the acquisition of knowledge as an essentially rational process
of considering the trade-offs between the value of any kind of knowledge
and the value of other things which compete with the investment in knowl-
edge acquisition: “The theory would not be about what the philosophical
epistemologist’s criteria for truth claims should be, but rather why we come
to know what we know or believe” (xi). As the criteria ordinary persons
apply to judging their beliefs “are not necessarily criteria for truth, but
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merely and genuinely criteria of usefulness” much of the knowledge people
accept and act on will be “merely satisficing knowledge, that is, good
enough” (24f.). If we want to understand human behavior in this area
what is required, therefore, is not a philosophically general theory of knowl-
edge but a “street-level account” (Hardin 1992), a pragmatic theory that
focuses on the actual ways people come to hold their beliefs but that bears
little resemblance to the “theories of knowledge of those in ivory towers”
(Hardin 2009, 19).

Implicated in this approach is a further deviation from philosophical
epistemology by using a very broad concept of knowledge which follows
the everyday use of this term, and makes no general distinction between
beliefs and knowledge or between moral and factual knowledge. An eco-
nomic theory of knowledge aims at including a vast area of various kinds of
belief and behavior, “such as ordinary moral choice, religious belief and
practice, political participation, liberalism, extremism, popular understand-
ings of science, and cultural commitments” (3).

Russell Hardin’s approach exhibits a family resemblance with social
epistemology as it starts from the same basic and almost trivial fact that
nearly all of our information and knowledge is not gained by our own
experience, investigation, and deliberation but via testimony. Most of an
individual’s knowledge is socially generated and a result of a division of labor
in the production of knowledge (cf. 5). We have no other option than to
rely on others if we want to participate in the collective knowledge of our
world. Both theories emphasize in this context the important role of epi-
stemic authorities and experts. Contrary to scientific knowledge, ordinary
knowledge “is almost entirely grounded in hearsay from a supposedly
credible or even authoritative source” (1). So “we first have to judge a
particular authority, and then we infer the truth of the authority’s claim”

(11). Hardin suggests that this deference to authority may be also
essential in moral judgments as it “is only an extension of normal reasoning
to let specialists assess religious matters and moral matters of right and
wrong” (15).

But, in contrast to social epistemology, Russell Hardin is not interested
in the question whether and under what conditions information via testi-
mony could create “justified true beliefs”. He is interested in the question
how people in fact gain information and knowledge. An economic theory of
knowledge is an empirical theory of epistemic processes, not a normative
theory. However, as an economic theory of knowledge is an offspring of
rational choice theory, it could at least be judged as weakly normative in that
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it looks for a rational reconstruction of the factual processes of belief
formation.

THE “CRIPPLED EPISTEMOLOGY” OF EXTREMISM

One field to which Russell Hardin applies an economic theory of knowledge
is the phenomenon of extremist beliefs (cf. 185ff.). At first sight this may
appear as a quite unusual subject for a theory of knowledge. In our paper we
want to demonstrate the fruitfulness of this approach and—inspired by
Russell Hardin’s pioneer work—to describe and analyze a social-epistemic
mechanism that can help to explain the emergence, stability, and erosion of
extremist opinions in a group.

We thereby share two basic assumptions with Russell Hardin. First, that
the acquisition of extremist beliefs follows the same patterns and processes
as the acquisition of beliefs about the facts in the natural or social world.
People come to believe the truth of extremist world views in the same way as
they come to believe the truth of physics or the weather forecast. And we
also agree that it is a “crucial move” for an explanation of extremist thinking
when we recognize that people learn extremist ideas the same way they learn
other things (cf. 159). Second, as the acquisition of most of our beliefs is to
be explained as social and not as individual processes, this also applies to
extremist beliefs. Hardin’s general claim, already noted above, that in the
course of these social processes people may adopt moral or religious beliefs
that lead them to act in ways that are not in their interest is of special
relevance when dealing with extremist or other deviant convictions.

Russell Hardin presents his approach as a serious alternative to psycho-
logical or traditional sociological explanations. He argues that we should
analyze the dynamics of extremist thinking in groups as a social-epistemic
process on the collective level and not as a process that can be attributed
primarily to individuals and their idiosyncrasies: “It is generally the group
that produces and sustains fanaticism” (185). That does not mean that
Hardin abandons an individualistic methodology, but rather that we should
understand the formation of individual convictions and opinions as a com-
plex result of multifaceted interactions of people in their social networks and
relations. Of course, how much variance such an epistemic approach actu-
ally could explain in this difficult and heterogeneous field is ultimately an
empirical question.

If a social-epistemic process on the group level is crucial for the emer-
gence and consolidation of extremist beliefs, it is essential to know the
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special characteristics of groups in which extremist thinking can flourish.
Hardin focuses on three factors which he summarizes as “the crippled
epistemology of extremism” (Hardin 2002). The first factor is the inflicted
or self-chosen isolation of a group of like-minded people by which the
beliefs of its members are constantly reaffirmed and may become more
and more polarized. This can work even though for the overwhelming
majority of other people outside the group these beliefs sound bizarre and
absurd. The second factor is an effective norm of exclusion by which the less
intensely committed members of a group and the moderates exit while the
most dedicated and extremist remain. The third factor is the crucial role of
epistemic authorities in propagating and transmitting extremist views in a
group and the unconditional devotion of the group members to their
ideological and political leaders.

Hardin summarizes the conditions for a crippled epistemology of groups:
“If I am in a small community holding beliefs that others outside that
community would think very odd, I may find those beliefs not at all odd
because, after all, they are held by everyone I know. They may be merely
part of the vast catalog of beliefs that I hold from dependence on authority”
(Hardin 2009, 187).

CHARISMATIC LEADERS IN EXTREMIST GROUPS

The empirical evidence supports Hardin’s analysis. Especially the impressive
studies on religious fundamentalism of the “The Fundamentalism Project”
(Chicago 1987–1995) which was directed by Martin E. Marty and R. Scott
Appleby shows convincingly that groups can develop an idiosyncratic
“enclave culture” which is successfully isolated from external influences
and that the impact of “charismatic” leaders as ideological authorities is
decisive in practically all groups for the inculcation and maintenance of
fundamentalist world views.

The crucial role of charismatic leadership is especially salient for religious
fundamentalism because the “holy texts” such as the Bible, the Thora, or
the Koran reveal their alleged fundamentalist messages not without a heavily
biased and selective interpretation. And in most religious traditions the
interpretation of holy texts is the exclusive task of religious authorities
who make the mission of these texts comprehensible for the ordinary
believer and religious layperson. But as heretic religious groups do not
recognize the official authorities of their institutionalized and “secularized”
denominations, religious authority and leadership in these groups come into
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being through an attribution of charismatic qualities to certain persons by
the members of the group themselves. The ascription of extraordinary
abilities, religious virtuosity, exceptional leadership and moral virtues is
the basis for the enthronement of omnipotent religious and political author-
ities who are in a position to induce extremist and fundamentalist convic-
tions among their followers (cf. Baurmann 2007, 2010a).

But we cannot be content with just stating the fact that the formation of
certain variants of extremist groups is regularly dependent on the existence
of charismatic leaders. The existence of a superior authority in a group is one
possible explanatory factor; however, the emergence of such an authority is
in need of explanation itself. Leadership does not operate in a vacuum but
must be based on a group of potential followers who can be convinced and
mobilized. The “charisma” of persons is therefore not a self-evident cause of
their exceptional authority. It has to be clarified instead which social con-
ditions and processes in a group lead to the attribution of a special “cha-
risma” to certain persons so that they are established as supreme ideological
leaders whose epistemic authority is so potent that they are able to generate
devoted followers and convert them to radical believers that are normally
rejected by the large majority of the surrounding society.

We can characterize this sovereign position of power as a position in
which a person enjoys exclusive epistemic trust of the group members. This
trust must be accompanied by a corresponding strict mistrust toward all
people outside the group and toward competing epistemic authorities who
on no account are to be accepted as alternative sources of information and
knowledge. The emergence and consolidation of charismatic leadership in a
group is necessarily combined with the formation of a group-specific par-
ticularistic trust—in the social as well as in the epistemic dimension.1

Epistemic trust includes social trust in the personal integrity and benev-
olence of persons and, in addition, confidence in their special competence
and cognitive faculties which together can motivate others to accept and
adopt their opinions and views. In the case of “charismatic” authorities, this
can imply indoctrinating their followers with ideologies and convictions that
differ significantly from their initial belief systems and world views: “it is
written, but I tell you!” But even charismatic leaders cannot develop their
messages in an empty space. They must connect with what is—already—
written and present in the life world of their addressees. The more they
manage to do this, the more plausible their message will appear and the less
they have to utilize their “capital” of charisma to convince their followers.
Therefore we have to take into account that the evolvement of radical and
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extremist ideologies in a group will often be an incremental process in which
the faith in certain leaders and the adoption of their views will develop
mutually and gradually in a self-reinforcing dynamic.

Our central explanandum then is: How can exclusive epistemic trust in a
certain person evolve and stabilize in a group so that this person is able to
implant and disseminate extremist and deviant views among the group
members?

A SOCIAL MECHANISM OF OPINION DYNAMICS

This process can be explained if we understand the underlying social mech-
anism. We assume that this mechanism is a special case of a social–doxactic
mechanism which determines opinion dynamics in social groups in general
(cf. Baurmann et al. 2014). The core of this mechanism is constituted by a
process of mutual influence and adaptation in which individual experiences
and deliberations are continuously compared and adjusted in accordance
with the experiences and deliberations of other persons who are considered
relevant and reliable. In detail we make the following assumptions:

1. Persons influence each other mutually in their opinions on the basis of
epistemic trust. The greater the epistemic trust in a person, the more
other people will orient themselves according to the opinions of this
person.

2. Epistemic trustworthiness is based on coherence, competence, and
veracity. Coherence means that the opinions of another person must
appear plausible to be taken seriously, they should not diverge too
much from one’s own already established opinions but have to stay
within a certain confidence interval or opinion space. Competence
refers to the ability of a person to acquire reliable knowledge and
sound insights in a certain area. Veracity is attributed if it is assumed
that the incentives of the social context and the motivational disposi-
tions of persons will lead them to transmit their knowledge and
insights truthfully to their recipients.

3. Epistemic self-confidence is based on the competence persons ascribe to
themselves. The lower the epistemic self-confidence of persons, the
more they will be inclined to adapt to the opinions of other people
who they judge to be epistemically trustworthy.

4. Opinion formation involves first-order opinions about the issues that
are relevant in a certain field and second-order opinions about the
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epistemic trustworthiness of persons who express their opinions about
these issues. First-order opinions can include descriptive as well as
normative opinions. Second-order opinions refer to characteristics of
persons that are relevant for their quality as epistemic sources.

5. Persons influence each other mutually both in the formation of their
first-order opinions and their second-order opinions. They consider
the opinions of other trustworthy persons with regard to descriptive
and normative issues as well as with regard to their estimation who is
competent and reliable to pass considered judgments over these
issues.

As noted above, these factors constitute a general socio-doxastic mech-
anism and as such do not signal any “abnormalities”. Our central research
hypothesis suggests that the emergence of extremist opinions in certain
groups is the result of the nuts and bolts of this general mechanism and
of the predominance of external conditions that constitute a deficient
epistemic environment, much in the sense of Russell Hardin’s crippled
epistemology—meaning not as a result of psychology, irrationality, or
individual deviance. To put it pointedly, one can become an extremist
because one lives in a pathological epistemic environment and not because
of a pathological personality (cf. Baurmann 2007).

It is an important feature of the described mechanism that it not only
explains the group-induced development of first- and second-order opin-
ions but that it also depicts the dynamic relationships between these differ-
ent layers of opinion formation. On account of this structure, persons will be
influenced by other persons not only in regard to their opinions about
political options, societal connections, or ideological world views. This
adaptation process itself will in turn be intertwined with the mutual adap-
tation of the second-order opinions about who has sufficient or special
competence to understand and judge such options, connections, or world
views. These two-layer dynamics could result in far-reaching transitions of
the initial convictions of persons so that they ultimately may adopt extremist
and radical opinions which were originally not within their opinion space
and may well have appeared absurd to them.

We think that precisely in the interrelations between opinions of the first
and second order lies the key to an explanation of how it can come about
that even in a group in which initially neither an outstanding leader was
generally accepted nor extremist views were held by the majority, a devel-
opment can take place that finally leads to the establishment of an
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uncontested ideological leader under whose influence all other group mem-
bers adopt convictions which differ drastically from their original world
views.

But how such a mechanism works exactly and how the different factors
affect its mode of action in detail are open questions. They are not to be
answered easily, not least because the postulated mechanism exhibits a
considerable internal complexity due to its multi-level structure. It is not
possible to analytically determine the results of opinion dynamics in a group
with many members after prolonged sequences of mutual influence on
different levels or the impact smaller or larger changes of individual param-
eters or external conditions will produce. On the other hand, the basic
elements of the supposed mechanism and their fundamental interrelations
are quite simple. The challenges for analyses only begin when we have to
deal with interrelations involving large numbers of actors over long periods.

Mechanisms of this kind, therefore, are predestinated for experimental
simulations. In the following we want to show how on the basis of an
idealized mathematical model some of the fundamental aspects of the
relevant dynamics could be explored with such simulations. These models
and simulations could not themselves deliver explanations and they cannot
substitute an empirical examination of theories. But they are potentially
powerful instruments to develop new and fruitful hypotheses in a systematic
and transparent way. They could help to illuminate the complexity of social
dynamics and to detect concealed and analytically incomprehensible conse-
quences of theoretical assumptions (cf. Hegselmann and Flache 1998).2

SIMULATION OF OPINION DYNAMICS IN EXTREMIST GROUPS

Structure of the Simulation Model

We have developed a simple prototype of a simulation model for opinion
dynamics which provides promising first results (cf. Baurmann et al. 2014).
The basic factors and relations which, according to our assumptions, are
constitutive for the general social mechanism of opinion dynamics are
operationalized in the model as follows3:

1. The model describes how the opinions of n agents change in the
course of time (discrete time steps, t ¼ 0,1,2,3, . . ..).

2. Each agent possesses a first-order opinion which is represented by a
real number between 0 and 1.
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3. Each agent assigns himself and the other agents degrees of epistemic
competence on a scale between 0 and 1. Accordingly each agent
possesses n second-order opinions.

4. An agent A trusts another agent B iff (i) B’s first-order opinion are
inside the confidence interval of A and (ii) A assigns according to his
second-order opinions to B at least the same level of competence as to
himself.4

5. First dynamic principle: the first-order opinions of an agent A at time
step tþ 1 equals the average of the first-order opinions of all agents at
time step t whom A trusts at t.

6. Second dynamic principle: the second-order opinion of agent A about
the degree of competence of B at time step tþ 1 equals the average of
the corresponding opinions of all agents at time step t whom A trusts
at t.

Because the model abstracts from all other factors which influence our
opinion formation as well (sympathy, argumentation, complexity, interests,
emotions, etc.), it is a strongly simplified reconstruction of an in fact highly
complex process. The model, therefore, is neither suitable for complete
explanations nor prognostic aims (cf. Betz 2006, 2010). But, on the other
hand, exactly because of its idealizations the model facilitates examination of
the special aspects which are under consideration here with high precision
and particularly rigorously. This will contribute to the heuristic value and
explanatory potential of the hypotheses which are deducible from the
model.

The outcomes will relate especially to the intertwined dynamics of first-
and second-order opinions. With their help we can generate hypotheses
about how it is possible that persons with extremist opinions can accumulate
the necessary exclusive epistemic trust in a group to become a “charismatic”
leader and in this way successfully disseminate extremist opinions that were
initially outside the horizon of the other group members. Of course,
whether such a process of mutual adaptation of first- and second-order
beliefs in fact plays an important or maybe even decisive role in the emer-
gence and dissemination of extremist world views can only be clarified by
empirical studies.

Our model combines and extends the Lehrer-Wagner model (Lehrer
and Wagner 1981) on the one hand and the Hegselmann-Krause-model
(Hegselmann and Krause 2002, 2006; Hegselmann 2004) on the other
hand. In both models beliefs are represented by real numbers in the unit
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interval. With the Lehrer-Wagner model, we share the idea that the
involved persons mutually ascribe to each other different degrees of com-
petence (second-order opinions).5 But, as in the Hegselmann-Krause-
model, the new beliefs of a person are not a result of just a weighted average
but are subject to the bounded-confidence mechanism, respectively the
coherence restriction. Particularly the inclusion of variable second-order
opinions differentiates our approach from previous models.6 This innovative
element allows the reproduction and simulation of much more complex
opinion dynamics than the alternative models.

We also think that interrelations between first- and second-order opin-
ions are in fact an essential part of the empirically observable opinion
formation processes. If this is the case, then simulation models should
include this structure because these models should not only reproduce
end states that are compatible with empirical facts but should also aim at
reconstructing the causal mechanisms as adequately as possible
(cf. Hedstr€om and Swedberg 1998; Hedstr€om and Ylikoski 2010).

A precise formal description of our model can be found in Appendix 1.

First Experiment: Emergence of Extremist Groups

As already stated, the ideological power of charismatic leaders is based on
the exclusive epistemic trust of their followers which corresponds to a
correlative mistrust toward all other epistemic sources and authorities.
The findings of the “Fundamentalism Project” prove that all studied groups
indeed make great efforts to secure particularistic in-group trust and social
isolation and immunize their ideology against alternative world views and
divergent experiences and influences. These strategies aim at ensuring that
the group members will not develop any reliance on persons who do not
belong to their own group.

Two simulation experiments with our model support the assumption
that the absence or rather the undermining of external trust relations is just
as crucial for the formation as for the stabilization of extremist groups and
their internal hierarchical structure with a “charismatic” leader.

We analyze a group with 10 persons as members. Persons P2–P10 have
moderate first-order opinions (0.5, 0.55, and 0.6); only person P1 takes an
extreme position with a first-order opinion 0.9. The confidence interval of
all persons is 0.33. The extreme position of P1 is compatible only with the
confidence interval of P2 who holds the first-order opinion 0.6. The initial
trust relations are depicted in Fig. 1a. Persons P5–P10 trust each other
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mutually. The same applies to persons P2-P4. P2 and P3 in addition trust
P5, and P2 also trusts P1. But P1 trusts nobody except himself. This
maximal level of epistemic self-confidence is an important precondition
for becoming a group-leader who is able to impose his personal opinions
on the group. Because P1 does not concede to any other person the
same degree of competence as himself, his self-confidence can neither be
shaken by divergent second-order opinions of other persons nor will his
extreme first-order opinions be challenged by more moderate views in his
environment.

These assumptions model a situation in which a group (P1–P4) already
experiences a significant degree of social isolation. Due to their thin episte-
mic trust relations to persons outside their group their opinion formation is
largely shielded against influences from outside. Therefore important pre-
conditions for a “crippled epistemology” are fulfilled.

If we run a simulation of the opinion-formation process starting from this
situation, already after a few steps a group evolves which is characterized by
extreme opinions and an exclusive epistemic trust toward a charismatic
leader who is the source of the progressive dissemination of these opinions
in the group.

The first-order opinions of P2-P4 continuously adjust to the extreme
position of P1 (cf. Fig. 1B). The initial trust relations of P2 and P3 with P5
(Fig. 1A, t ¼ 0) are broken off step by step, and whereas P2 has trusted
extremist P1 from the beginning, P3 and P4 follow him in steps 4 and 5 and
also develop trust toward P1. P1 consequently becomes an uncontested
authority (Fig. 1A, t ¼ 6) who can impose his own extremist views without
compromise on his new followers. It is noteworthy that by this process P3
and P4 accept an extremist position in the end, even though this position
was outside their confidence interval at the beginning and must have
appeared distinctly “implausible” to them because of the incompatibility
with their already established beliefs. Decisive for the development of the
extremist group is therefore the “intermediary” P2 who radicalizes
the opinions of P3 and P4 at first only moderately until they finally enter
the sphere of influence of P1.

Figure 1C demonstrates how second-order opinions play an essential
role in these dynamics. It shows the development of the second-order
opinions of P3. Up to the fifth step P3 judges P5, a member of the
mainstream group, as at least as competent as herself. Consequently the
trust relation to P5 stays intact and the subgroup of P3 is not yet completely
isolated. But in the fifth step, P3 for the first time develops trust in the
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A: Trust networks at different times

B: First-order opinions of group members
t = 0           t = 6

C: Second-order opinions of person P3

Numeric specification in Appendix 2.

Fig. 1 Simulation of the emergence of extremist groups, sufficient exclusivity of
trust relations
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potential leader P1 whose second-order opinions about P5 (0.1) therefore
become relevant to P3. As a result P3 attributes lower competence values to
P5. And already in the sixth step, P3 does not trust P5 any longer. The
group is completely isolated (Fig. 1A, t ¼ 6).

To study the relevance of exclusive trust further, we minimally vary the
virtual experimental design. We assume that not only P2 and P3 initially
trust P5, but that P5 is also trusted by P4. In contrast to the former initial
conditions, P4 now judges P5 as slightly more competent (higher second-
order opinion). Apart from that all other conditions remain identical. The
resulting trust relations at t ¼ 0 are represented in Fig. 2a.

The simulation of the opinion dynamics in this case results in a
completely different picture although the starting conditions appear quite
similar: no extremist group evolves. The additional trust relationship
between the potential followers of P1 and the mainstream prevents the
recognition of P1 as a charismatic leader (Fig. 2A, t ¼ 7). Instead of
breaking off their relations to the mainstream, P2–P4 extend them in fact.
Moreover, P3 and P4 only temporarily develop trust in P1 (step 6). But as
they deepen their trust relations to the mainstream, at the same time, the
extremist P1 is already in step 7 no longer within the limits of the confidence
interval of P3 and P4. Only P2 continues to trust P1 and positions herself
eventually between the poles of the extremist P1 on the one hand and the
mainstream on the other hand—with a bias toward the mainstream because
P2 trusts more than one person there.

The first experiment corroborates the theoretical and empirical conjec-
ture that exclusive epistemic trust in an opinion leader could be a crucial
explanatory factor for the emergence and dissemination of extremist con-
victions in a group. The correspondence between the results of the exper-
iment and the facts that are known about extremist groups could be deemed
as an indicator of the adequacy and heuristic potential of the simulation
model.

But the simulation does not only elucidate how the influence of charis-
matic leaders could determine the convictions of all other members of their
groups. It also emulates the opinion dynamics by which in a stepwise
transition of the trust relations in a group such a leading figure is established
in the first place. This was the explanatory task we postulated: By what social
mechanism can exclusive epistemic trust in a certain person evolve in a group
and establish that person as an uncontested epistemic authority? In the sim-
ulation model such a mechanism is driven by the intricate interrelations
between opinions of first and second order. The establishment of a
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charismatic leader is the result of a mutual adaptation of the judgments of
group members as to which persons are epistemically and socially trustwor-
thy and which persons have to be regarded with suspicion. The results of the
simulations, therefore, support the hypothesis that an explanatory approach
that is based on the relationships between first- and second-order opinions

A: Trust networks at different times. 

B: First-order opinions of group members. 

Numeric specification in Appendix 2.

Fig. 2 Simulation of the emergence of extremist groups, insufficient exclusivity of
trust relations
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could be particularly promising in explaining the emergence of extremist
groups and the enthronement of their ideological leaders.

Second Experiment: Stability of Extremist Groups

In contrast to the previous case, in our second simulation experiment we are
not studying the emergence but the stability of extremist groups. We start
with a situation in which an extremist group already exists. It is a situation in
equilibrium which means that without external influence there would be no
change in the opinion structure and the group would remain stable. In this
initial situation, besides the extremist group (P2–P5), there is a mainstream
group (P6–10) and a loner (P1) whose opinions are less radical than the
opinions of the extremists. The confidence interval of all persons is 0.25.
Between the three factions no trust whatsoever prevails, as the extremist
group has successfully cut off all external trust relations. P5 is the charis-
matic leader of the extremists. He only trusts himself, whereas he is trusted
by all other extremists (Fig. 3A).

But what happens if the charismatic leader dies or is otherwise removed
from this constellation?7 As can be seen from Fig. 3B, the opinions of the
extremists nevertheless remain stable. The extremist group survives the
elimination of its charismatic leader and preserves its internal stability. In
fact, P2 moves up in the internal hierarchy and constitutes the new exclusive
authority in the group (Fig. 3A). What distinguishes P2 as a potential
successor is the fact that she only trusted the former leader and nobody
else in the group, whereas the other group members already before the
“death” of the former leader invested trust in P2 and selected her in this way
as “crown prince”. The successor was already in place.

As in the previous section we again slightly vary the experimental design
to explore variations in the significance of external trust relations. In this
experiment the members of the extremist group P3 and P4 do not only trust
the other extremists P2 and P5, but also trust the “loner” P1 (Fig. 4A,
t ¼ 0). Consequently, the opinions of P3 und P4 (0.8) in the initial
equilibrium are positioned between the opinions of the charismatic leader
(0.9) and the “loner” (0.6). This constellation is also endogenously stable,
but in this case the extremist group dissolves as soon as the charismatic
leader P5 is removed (Fig. 4B). Without P5 the balance between extremist
and external authorities is changed from the point of view of P3 and P4.
After the disappearance of their highly trusted leader, P3 and P4 at first tent
towards the “loner” P1. But in adjusting their first-order opinions to the
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opinions of P1, eventually also the opinions of the mainstream inhabitants
were included in their confidence interval. As the trusted persons with
moderate opinions greatly outnumber the trusted persons with extremist
opinions, P3 and P4 depart more and more from the remaining extremist
until they do not trust her at all and are integrated fully in the mainstream.

Because the initially stable extremist group has failed to cut all external
trust relations, it collapses when the charismatic leader is eliminated. This
outcome of the simulation suggests that not only for the emergence but also
for the maintenance of extremist groups it is crucial that they establish and

A: Trust networks at different times

B: First-order opinions of group members

Numeric specification in Appendix 2.

Fig. 3 Simulation of the stability of extremist groups, sufficient exclusivity of trust
relations
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preserve particularistic in-group trust. In the long run, only such extremist
groups can survive which successfully prevent external trust relations of their
members and are ready to undertake serious efforts in providing
resources to secure epistemic seclusion, social isolation and their “crippled
epistemology”.

HYPOTHESES

The first results of our simulation model demonstrate that even with this
simple prototype informative and interesting hypotheses about the condi-
tions for the emergence and continued existence of extremist groups can be

A: Trust networks at different times

B: First-order opinions of group members

Numeric specification in Appendix 2.

Fig. 4 Simulation of the stability of extremist groups, insufficient exclusivity of
trust relations
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generated. The simulations support and reproduce the empirical finding
that charismatic leaders can play an essential role in the dissemination and
stabilization of extremist world views. Furthermore, we can on the basis of
this model simulate and understand the basic social mechanism through
which certain persons are first established as leaders in a group. Lastly, the
instability and the erosion of extremist groups could be explained as a result
of opinion dynamics under modified conditions.

The core of the modeling is the mutual adaptation of first- and second-
order beliefs, or, to put it more generally: the role of epistemic trust in the
formation of beliefs. Only if one systematically considers beliefs which refer
to concrete spheres of life as well as beliefs which deal with epistemic
competence and trustworthiness can one accomplish a sufficient level of
complexity to comprehend the origin, establishment, and erosion of episte-
mic authority and its possible influence on the conversion from moderate to
radical and extremist convictions.

The proposed model is intended as a model for a general social-doxastic
mechanism which underlies not only the epistemic dynamics in extremist
groups but processes of opinion formation in other contexts as well. It can
be applied, therefore, to majority opinions and mainstream convictions
about religious or political issues as well as fashion trends, youth subcul-
tures, or esoteric circles. From our point of view, it is not a variation of the
basic mechanism of opinion dynamics that is decisive but the contextual
conditions in which it operates.

In the case of extremism, we can derive the following hypotheses from
our experimental simulations:

1. Trust in a potential ideological leader must not initially be especially
strong or exclusive. Existing trust relations toward moderate persons
could be eroded in the process of opinion formation. Not all members
of an extremist group must therefore be social outcasts from the start.

2. Charismatic leaders can come from outside with only weak trust
relations to members of a group at the outset. It can be sufficient
for them to become a group leader if only single members of the
group trust them. This allows for promising infiltration strategies
which are targeted only at a few people.

3. Unshakable self-confidence combined with a general disregard for the
competence of other persons is a crucial precondition to become a
charismatic leader. Persons with lower self-confidence will tend to
subordinate themselves more and more to such leader personalities.
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4. Extremist opinions can gradually become plausible and must not be
inside the opinion space of the majority of group members from the
beginning. There can be a self-reinforcing process of radicalization
which takes place stepwise and sequentially.

5. Weak trust relations with the mainstream can immunize a group
against extremist opinions. Relatively small shifts in these relations
can tip a development and a critical threshold can easily be exceeded.
Therefore it is an important strategy of extremist groups to combat
this hazard potential and sever their member’s external trust relations
by all means.

6. Weak trust relations with outsiders can undermine extremist opinions
in a group. Persons who are not part of the mainstream but do not
express a radical position can build bridges for reintegration of
extremists into the mainstream.

These hypotheses can be put in a nutshell: taking the opinions of others
seriously can be sufficient to become an extremist!

As already emphasized, simulation models are highly idealized reproduc-
tions of reality which cannot substitute empirical validation of theories and
deliver explanations per se. However, the simulation experiments with our
prototype elucidate that such models can have a significant heuristic value
and are suitable to analyze the basic mechanisms of complex social dynamics
and to generate fruitful hypotheses. In our case the results are an additional
support for Russell Hardin’s ingenious theory of the “crippled epistemol-
ogy” of extremist groups, and we recommend it as an excellent framework
for future research in this troubling field.

APPENDIX 1: THE MODEL

The model describes the collective opinion formation in a group of
n persons (G ¼ {1, . . ., n}) in discrete time steps (t ¼ 0, 1, . . .). Each
person i � G at a given point of time t has precisely one first-order opinion,
xi(t) � (with j ¼ 1, . . ., n), and n second-order opinions, y{i,j}(t) � [0.1]
(with j ¼ 1, . . ., n). The set Vi(t) of all group members who are trusted by
person i at time t is defined as:
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Vi tð Þ≔ j�G : xi tð Þ � xj tð Þ
�
�

�
� � E

� � ^ yi, j tð Þ � yi, i tð Þ
� �� �

: ð1Þ

whereby ε � ℝ is a confidence parameter. The first- and second-order
opinions of a person i are modified according to the following dynamic rules

xi t þ 1ð Þ ¼ 1
Vi tð Þj j

X

k�Vi tð Þ
xk tð Þ ð2Þ

yi, j t þ 1ð Þ ¼ 1
Vi tð Þj j

X

k�Vi tð Þ
yk, j tð Þ: ð3Þ

APPENDIX 2: NUMERIC SPECIFICATION OF THE SIMULATION

EXPERIMENTS

A simulation experiment is numerically completely specified by

• the group size n,
• the confidence interval ε,
• the initial first-order opinions

X 0ð Þ ¼
x1 0ð Þ
⋮

xn 0ð Þ

0

@

1

A,

the initial second order opinions

Y 0ð Þ ¼
y1,1 0ð Þ . . . y1,n 0ð Þ

⋮ ⋱ ⋮
yn, 1 0ð Þ . . . yn,n 0ð Þ

0

@

1

A:

Emergence of extremist groups (Fig. 1)
• Group size: n ¼ 10,
• Confidence interval: ε ¼ 0.33,
• Initial first- and second-order opinions:
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X 0ð Þ ¼

0:9
0:6
0:55
0:5
0:5
0:5
0:5
0:5
0:5
0:5
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B
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B
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B
B
B
B
B
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C
C
C
C
C
C
C
C
C
C
C
C
C
C
A

,

Y 0ð Þ ¼

0:9 0:5 0:5 0:5 0:1 0:1 0:1 0:1 0:1 0:1
0:9 0:5 0:5 0:5 0:5 0:3 0:3 0:3 0:3 0:3
0:9 0:5 0:5 0:5 0:3 0:3 0:3 0:3 0:3 0:3
0:9 0:5 0:5 0:5 0:3 0:3 0:3 0:3 0:3 0:3
0:1 0:3 0:3 0:3 0:5 0:5 0:5 0:5 0:5 0:5
0:1 0:3 0:3 0:3 0:5 0:5 0:5 0:5 0:5 0:5
0:1 0:3 0:3 0:3 0:5 0:5 0:5 0:5 0:5 0:5
0:1 0:3 0:3 0:3 0:5 0:5 0:5 0:5 0:5 0:5
0:1 0:3 0:3 0:3 0:5 0:5 0:5 0:5 0:5 0:5
0:1 0:3 0:3 0:3 0:5 0:5 0:5 0:5 0:5 0:5

0

B
B
B
B
B
B
B
B
B
B
B
B
B
B
@

1

C
C
C
C
C
C
C
C
C
C
C
C
C
C
A

:

Emergence of extremist groups (Fig. 2)
• Group size: n ¼ 10,
• Confidence interval: ε ¼ 0.33,
• Initial first- and second-order opinions:
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Y 0ð Þ ¼

0:9 0:5 0:5 0:5 0:1 0:1 0:1 0:1 0:1 0:1
0:9 0:5 0:5 0:5 0:5 0:3 0:3 0:3 0:3 0:3
0:9 0:5 0:5 0:5 0:5 0:3 0:3 0:3 0:3 0:3
0:9 0:5 0:5 0:5 0:5 0:3 0:3 0:3 0:3 0:3
0:1 0:3 0:3 0:3 0:5 0:5 0:5 0:5 0:5 0:5
0:1 0:3 0:3 0:3 0:5 0:5 0:5 0:5 0:5 0:5
0:1 0:3 0:3 0:3 0:5 0:5 0:5 0:5 0:5 0:5
0:1 0:3 0:3 0:3 0:5 0:5 0:5 0:5 0:5 0:5
0:1 0:3 0:3 0:3 0:5 0:5 0:5 0:5 0:5 0:5
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:

Stability of extremist groups, endogenous stable situation with
charismatic leader (Fig. 3, t 5 0)
• Group size: n ¼ 10,
• Confidence interval: ε ¼ 0.25,
• Initial first- and second-order opinions:
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Stability of extremist groups, without charismatic leader (Fig. 3,
t>0)
• Group size: n ¼ 10,
• Confidence interval: ε ¼ 0.25,
• Initial first- and second-order opinions:
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charismatic leader (Fig. 4, t 5 0)
• Group size: n ¼ 10,
• Confidence interval: ε ¼ 0.25,
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Stability of extremist groups,without charismatic leader (Fig.4, t>0)
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NOTES

1. Russell Hardin does not like the term “trust” in this context because he wants
to reserve the use of this term for relations with “strong” ties (Hardin 2009,
26). Insofar we use a thin concept of trust which also includes relations which
are impersonal but share important aspects with personal trust relations such
as dependence or risk-taking. However, this is a terminological, not a sub-
stantial point of departure (cf. Baurmann 2010b).

2. The explanatory significance of such modeling is discussed in a special issue of
Erkenntnis (vol. 70, no. 1, January 2009) “Economic Models as Credible
Worlds or as Isolating Tools?” with contributions among others by Nancy
Cartwright, Till Grüne-Yanoff, Tarja Knuuttila and Robert Sugden.

3. For an application of this model to a “veritistic” issue cf. Betz et al. (2013).
4. In this prototype, we do not differentiate between the attribution of compe-

tence and veracity but subsume both under “competence”.
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5. But in contrast to the Lehrer-Wagner model, the competence degrees are not
used in our model as weights for averaging but only to select trustworthy
persons.

6. Deffuant et al. (2002) and Deffuant (2006) refine the bounded-confidence
model to study the dynamics of polarization and radicalization processes but
they do not consider second-order opinions. The same applies to a recent
publication by Hegselmann and Krause (2015) in which they explicitly deal
with the dissemination of extremist beliefs but without including the forma-
tion of epistemic trust relations.

7. Technically the charismatic leader P5 is not removed from the simulation but
becomes part of the mainstream.
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Violence and Politics in Northern Ireland:
IRA/Sinn Fein’s Strategy and the 2005

Disarmament

Carolina Curvale

INTRODUCTION

Ethnic conflicts have become increasingly common in the world we live in,
some of which ultimately result in bloodshed. Russell Hardin’s One for All:
The Logic of Group Conflict, published in 1995, offered an alternative view
to the prevailing explanations of ethnic conflict as the result of emotional
behavior. Hardin shook up the field by proposing that group identification,
conflict, and violence could be understood from rational choice theory. This
chapter seeks to provide an account of the Northern Ireland case from this
perspective.

A large body of literature has been devoted to explaining the Northern
Ireland case. Nevertheless, there is no consensus regarding the definition of
the problem itself (McGarry and O’Leary 1995). Several cleavages1 divide
Northern Ireland’s population into two ethnic-religious groups; even
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though religion is the key ethnic marker of the groups, hostilities go beyond
national and religious identification, including asymmetries in the distribu-
tion of economic and political power. For decades Protestant and Catholic
paramilitary organizations fought over non-reconcilable claims on how to
define the boundaries and political status of Northern Ireland, a struggle
responsible for approximately 3500 deaths.2 While Unionists (predomi-
nantly Protestant) prefer to remain a part of the United Kingdom, Nation-
alists/Republicans (predominantly Catholic) advocate for a unified Ireland,
whose territory would cover the entire island.

Why did violence last? In the late 1960s, the Northern Ireland Civil
Rights movement organized several campaigns to demand fair treatment
of the Catholic community. Catholics were brutally repressed by the Prot-
estant official police and suffered physical aggressions perpetrated by extrem-
ist Protestant groups. I argue that this situation offered an opportunity for
the Irish Republican Army (IRA) and the Sinn Fein (SF)—Provisional IRA’s
political wing—leaders to gain access to power by sustaining violence and
escalating the conflict through paramilitary activity. While much progress
has been made—in fact the number of conflict-related deaths has declined
significantly over the last decade—the peace-building process is still ongoing
(Power 2011).3

IRA/SF failed to gain support among the Catholic population through
its methods of terror. In the 1999 elections to the European Parliament, it
obtained only 17% of the votes and 22% in the 2001 Westminster elections,
which barely accounts for half of the Catholic population. But prospects for
peace led to electoral improvements: In the 2003 Assembly election, SF
obtained 23.5% of votes and 26.3% in the June 2004 European Parliament
election. Before the peace process began, popular support for SF was even
lower.4 Estimates indicate that only between 500 and 600 people were
active IRA participants (Taylor 1999b: 363).5 This suggests that violence
was not massively supported and, in turn, that ethnic identifications had led
to sustained violence only through the action of the most extreme minded
individuals in each group.6 Loyalist paramilitary organizations did not face a
better outlook. For a total population of about 1,600,000 people,7 the
number of activists perpetrating violent acts on both sides was almost
insignificant.

This chapter proceeds as follows. In section “Group Identification,”
group identification of Catholics and Protestants is discussed departing
from reviewing the cleavages that divide the two groups. Section “IRA’s
Membership” analyzes the factors that allowed the IRA to survive as an
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organization and how extremist militants decide to join the organization.
Section “SF’s Political Strategy” focuses on SF’s strategy in its quest to gain
political power. Section “Concluding Remarks” concludes.

GROUP IDENTIFICATION

In Hardin’s account, there is a clear difference between identification and
mobilization on behalf of the group identification of choice. Identification is
one possible equilibrium of a simple strategic problem of coordination. It
does not even pose the demands of a collective action problem, since we
need not provide additional incentives to promote participation or penalize
defectors. Wemaximize our happiness by behaving similarly in some general
aspects of our lives, from enjoying the same drinks to sharing a worldview.
Surrounding ourselves with people who share our preferences, all the more
so when it includes important topics such as religion, reinforces our identi-
fication. When the shared preferences include distributional considerations
with other groups, as in the Northern Ireland case, group membership
offers additional benefits, like the prospect to control resources via public
office. When we combine the concept of identification as the product of
coordination with the notion of the “epistemological comforts of home,”
the plausibility that individuals choose in a rational manner (that is, follow-
ing self-interested motivations) a particular group loyalty increases
dramatically.

Several factors shape group identification of the Northern Irish, resulting
in the division of the population into two groups that are generally referred
to by their religion markers: Catholics and Protestants. One way to measure
the extent of this division is to look at election results. Unionists (Protes-
tants) had historically received about 60% of electoral support, while
Nationalist (Catholics) parties keep the remaining 40%, which in turn
reveals the status of the latter as an important minority. But even when
the conflicts go beyond party identification, the results obtained through
elections do not fail to capture the depth of division between the two
subnational groups. As Rose suggested, the cleavages dividing the popula-
tion tend to be self-reinforcing, meaning that they marshal almost the same
sets of individuals across different definitions of belonging (Rose 1971).
However, a main component of ethnic identification, language, unites
rather than separates Catholics and Protestants. According to the 2011
census only 10.7% of the population has some hability in Gaelic (English
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being the predominant language) and only 0.24% uses Gaelic as the main
language at home.8

The odd distribution of population in Northern Ireland is the result of
partition, introduced by the Government of Ireland Act, issued in May
1920 by the British government. The issue of partition is key in IRA’s
motives for action. The IRA (by then called Irish Volunteers) performed
its first act on stage in the Easter Rising in 1916, which took place in Dublin.
It was conformed by about 200,000 people. The fact that England was
involved in World War I, gave an opportunity to issue the proclamation
declaring Ireland a Republic. The British repression was very intense, and
had the effect of fostering nationalist support in Ireland, through IRA and
its political wing, Sinn Fein. Until 1918, Sinn Fein adopted a position of
political abstention: when they won elections, they did not accept their seats
in Westminster Parliament. According to O Heithir, “the majority of Irish
people were still more willing to support political struggle than military
rebellion” (1997: 12–3). A special event took place that had the effect of
increasing nationalist ranks: the British government intended to link con-
scription during the war to home rule, which was unacceptable for many
Irish. In the meantime, Unionists were also discontent with the Home Rule
situation and in favor of a more direct relationship with England. The third
political force, the Irish Party, was in favor of Home Rule under the Crown.
In 1919, Sinn Fein declared Independence and the Irish Volunteers took
the official name of Oglaigh na hEirean, the Gaelic expression for IRA. The
Government of Ireland Act followed this procedure and was the result of
the national struggle in the south of the island.

Partition established the creation of two governments—Northern and
Southern—each responsible for the maintenance of peace.9 As a result, a
large minority of Catholics remained in Northern Ireland, but the reverse
did not happen in the Irish Free State, where according to the 1926 census,
only 5.5% of the population declared themselves to be Protestants. It should
also be noted that in the 1911 census the percentage was almost 8, and was
reduced after partition, which suggests that some Protestants migrated to
Northern Ireland.10 Since the Catholic minority was so significant, homog-
enizing the groups territorially would have involved huge transfers of pop-
ulation, which was not feasible; besides, by then the expectation to achieve a
unified Ireland was a vivid hope among Catholics. Over the years, the size of
the groups has progressively balanced: the 2011 census reported that 48%
Protestants and 45% Catholics reported to have been brought up in that
religion.
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The reunification of Ireland is the goal of nationalist parties in Northern
Ireland—moderate and ultra—although they differ in the means of its
attainment.11 Conversely, Unionists prefer to remain politically and cultur-
ally close to the United Kingdom and to maintain partition. Since both
claims are irreconcilable, there are two competing nationalisms in Northern
Ireland’s conflict (Ruane and Todd 1998) fighting over the control of an
indivisible unit.

The terms Unionist and Protestant appear almost interchangeably in the
literature, as do the labels Catholic and Nationalist, which is not a
completely accurate picture. The ancient root of the conflict implies that
several generations were born, raised, and died in the soil of the island of
Ireland. In 1968, 20% of Protestants identified themselves as Irish, while
15% of Catholics defined themselves as either British or Ulster (Rose 1971).
A similar pattern can be found in the case of Protestants in the Republic of
Ireland, who formerly identified with the Union. Over time, they began to
self-identify as Irish Protestants (Whyte 1990). This information reinforces
the religious explanation versus the British-Irish dichotomy.

Other sources of hostilities between the two groups include economic
issues. By being a part of the United Kingdom, Northern Ireland receives a
subsidy. McGarry and O’Leary nicely depict the reductionism involved in
the interpretation of the conflict solely in terms of economic interest:

While some Irish nationalists allege that Protestants are unionists for eco-
nomic reasons, they would never concede that they themselves should fully
integrate with the United Kingdom if this was in their economic interest.
Unionist integrationists, by contrast, argue that Catholics should be happy
with equality of opportunity and prosperity in the UK, but they themselves
would never accept the same offer within a united Ireland. (1995: 306–7)12

Perhaps the most relevant aspect of the economic dimension of the
conflict is that Catholics have generally been poorer than Protestants. The
fact that Protestants were a majority in Northern Ireland gave them control
over public policy and government structure. The control over state
resources and its use against the minority raised several social and civic
claims in the context of the Protestant Stormont regime, which ruled
Northern Ireland from 1921 to 1972.

Addressing these allegations of discrimination, the Northern Ireland
Civil Rights Association (NICRA), made up of unionists, nationalists, and
workers, organized several peaceful demonstrations in Derry (O Heithir
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1997; Rose 1971). Among the leadership of the civil rights movement were
a few nationalists linked to the IRA, but also unionists and representatives of
the labor force. Therefore, it cannot be assumed that the IRA coordinated
NICRA’s actions. McGarry and O’Leary (1995: 312) argue that most of
the participants were nationalist; even though the movement was meant to
be and was born as a civil association, initiated by professionals and without
any particular partisan affiliation or ambition (Rose 1971: 101–103). As Bell
notices “it would be fair to say that the Civil Rights movement had far more
influence on the IRA than the reverse” (Bell 1997: 358).

The NICRA and People’s Democracy (a student association) articulated
demands of discrimination in housing and employment against Catholics,
the abolition of repressive legislation, and political rights. Evidence has
shown that while Catholics were indeed discriminated against housing
policy in Protestant counties, the bias favored Catholics in areas controlled
by Catholic councilors. Therefore, housing discrimination against Catholics
was not systematic (Rose 1971: 293). The alleged discrimination in terms of
employment presents a less ambiguous situation. Data gathered in 1971
show that only 2.7% of Catholic representation in the public and private
sectors, which increased to 4.4% in 1991 (Gudgin 1999: 108). Under
the Stormont parliament, it is estimated that 10,000 Catholic workers
were fired and 23,000 Catholics were driven out of their homes (Taylor
1999a: 25).

NICRA also demanded the abolition of the Special Powers Act (SPA).
Introduced in 1922, the SPA gave the Northern Ireland Minister for Home
Affairs sweeping powers to fight subversion without much concern for civil
liberties.13 Other demands were the removal of property qualification in
local elections (which tended to prevent Catholics from voting since they
were less wealthy), and the end of the gerrymandered local government
boundaries.

We have mentioned three important factors that may determine group
identification -ethnicity, religion and economic and political interests.14

Now, how did mobilization on behalf of group identification begin? How
did violence start? The Royal Ulster Constabulary and the B-Specials, the
State military forces, excessively repressed the civil rights demonstrations of
1968. Protestant extremist groups also attacked the participants, and fur-
ther aggressions took place in Catholics and Protestant towns. At last, a
peace line was made by British Army troops, and London ended home rule
and put Northern Ireland under Britain’s direct government. In Hardin’s
framework, these demonstrations were “the tipping phenomena” that
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triggered violence. In addition, I argue that violence escalated as a conse-
quence of the opportunistic behavior of the IRA and the SF leadership,
which capitalized on the conflict between the two groups and the violence
surrounding the NICRA protests. What began as a demand for equality
would end up, through the timely action of the IRA, in a long-lasting war
that reintroduced the question of partition as the main issue.

IRA’S MEMBERSHIP

In 1968, at the beginnings of the troubles, public support for the use of
violence was 51% in the Protestant community, and only 13% among
Catholics. Data gathered in 1998 showed that 31% of Protestants expressed
some level of sympathy for the loyalist paramilitaries, while 28% of Catholics
sympathized with republican paramilitaries.15 If the IRA strategy of violence
had not been widely supported, how did it manage to maintain its structure
and activity for the past 30 years? One factor that played an important role
was the historical opportunity the IRA had to recruit members. At the peak
of the civil rights movement, the Protestant State’s discrimination against
Catholics produced an intense feeling of resentment, particularly among
young people. The majority of the participants were students or working-
class unemployed people, some of them socialists, who might have been
influenced by ideas of revolution—but of course, not all of them did join.

In addition to feelings of resentment, the state’s violent response and
further violence perpetrated by Protestant extremist groups generated an
environment of fear and insecurity. Violent riots were increasingly taking
place. Spontaneous community-defense committees were organized in the
face of the aggressions. Just being a member of (or living in) a Catholic
community was a reason for being attacked by Protestants. As Hardin notes,

Self-defense against possible (not even actual) attacks suffices to motivate
murderous conflict. Risk aversion is enough. And the risk, unfortunately,
of not preemptively attacking may be heightened by the fact that the other
side – such as an ethnic group – cannot commit to not attacking, and
therefore cannot be trusted beyond what can be inferred from their
interests. (1995: 143)

Northern Ireland in the late 1960s fits this description. Old fears and
resentments were pushing things forward. It might have ended when the
British Army troops made a peace line: they were providing order, but at the
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same time the troops represented a reason for raising nationalist claims and
further aggression. Once violence began, identification was reinforced by
opposition to the other group. The mere fact of “being a Catholic” was a
reason for being at risk, regardless of political affiliation. Mutual fears
between the groups gave strength to paramilitary groups as part of a defense
strategy. In the absence of state protection, the IRA filled the gap, by having
the organizational skills and the know-how for engaging in armed struggle.

Even when the broader population did not directly get involved in the
armed struggle and even opposed it, once the cycle of violence began it was
presumably better for individuals to receive the benefits of protection
involved with membership in the community, since the mere fact of belong-
ing to the group was endangering. This could be thought of as a positive
externality: a military force would monitor the town. Of course, that did not
guarantee complete security, but at least provided some probability of being
protected. This reasoning could have been suitable at the start of the
conflicts, as a defense strategy. Once violence escalated and the groups
adopted the logic of retaliation, no one was better off. Internal organiza-
tional dilemmas led to several killings by the IRA of members of the
Catholic community. Between 1969 and 1998, the IRA killed 99 Catholic
civilians as “unintended targets,” while 23 more died in the hands of other
republican paramilitary groups that had separated from the IRA.16

Why would an individual join the IRA? Responding this question
involves a possibly insurmountable methodological problem, which is enter-
ing the minds of extremists and trusting that we get a truthful answer. But
we may get some insights from other pieces of information. Even though
many of the individuals that joined the IRA were unemployed, the IRA
stipend was so low (Coogan 1993) that it was an unlikely incentive. Nor
were their motives related to some kind of psychological distortion. As
Heskin recounts,

In regard to the assertion that terrorist groups contain strong psychopathic
elements, the argument here tends to be speculative and circular. It is specu-
lative in so far as, to my knowledge, there is no psychological evidence that
those who have been involved in terrorist activities are, in fact, diagnosable
psychopathic or otherwise clinically disturbed. Indeed, what little evidence
there is of this type points in exactly the opposite direction. (1980: 78)

Field research confirms this assertion. Through personal interviews,
White has studied the motivations for IRA enrollment (White 1989). The
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results of his work show that those who join the IRA feel a social commit-
ment to their community, have experienced state repression, and believe
that organized political violence will produce social change17; it was also
noticed that injustice impinges on their national identity. White concludes,

The data show that the decision to become involved in political violence is
influenced by state repression and interaction with other people experiencing
this repression. The data also show that this decision is an emotional, political
and rational one. (1989: 1295)18

Since a number of IRA recruits were unemployed and had experienced
state violence, we could think that their perceived set of options was more
restricted than that of other Catholics (i.e. professionals). Individual’s ratio-
nal decisions are to a great extent a product of information, social experi-
ences, and beliefs, and they constitute a constraint on the set of choices
perceived as available. As Hardin asserts, “[. . .] what it is rational (in one’s
interests) to do depends on who one is in the sense that it depends on what
knowledge one has” (1995: 17). Yet many working-class individuals and
unemployed Catholics supported the SDLP, the constitutional nationalist
party. In light of White’s analysis, we may think that they did not experience
direct state repression; but certainly many of them might have known
someone very close to them that did. It is estimated that “Catholics are
twice as likely to have been intimidated when compared to Protestants, and
they are about one-third more likely to have been the victim of a violent
incident” (Hayes and McAllister 2001).

Joining the IRA imposes high costs on individuals: a militant risks losing
her life in the pursuit of group benefits. Hardin points out that extremists’
judgment of their perception of life options and value may be blurred by
epistemological ignorance, that is, “the suppression of ordinary understand-
ings” (1995: 164–5) that distorts the cost-benefit calculation of participa-
tion. This may well be a result of a successful indoctrination process. A 2009
incident may serve as an example of how epistemological distortion could
operate. On March 7, 2009, two British soldiers were shot dead in Atrim as
they were getting a pizza delivery, and the delivery workers were injured.
The Real IRA claimed the incident and justified the pizza workers’ injures as
follows: “In delivering the pizza, they were serving the British state occu-
pation of Ireland” (quoted in Sanders 2011: 238).

Once an individual expressed his/her will to join the organization,
though in a secret manner,19 an answer could take several months. After
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that, they were “actively discouraged from joining with warnings of the fate
that would probably await them, prison or death” (Taylor 1999b: 89). Exit
from the organization was not punished, since willingness to stay was
necessary in order to prevent betrayal; but having been a member of the
IRAmade a former recruit a potential target of loyalist paramilitary violence.
The IRA appealed to tradition, culture and the Gaelic language in order to
justify the rightness of the republican cause. Every new recruit was given a
“Green Book,” where the rules of conduct where established with topics
ranging from the political goals of the movement to the expected private
behavior of a volunteer. The following extract shows the intensity of the
volunteer’s compromise demanded by the IRA, when dealing with the
situation of eventual interrogation:

The best protection while being interrogated is LOYALTY to the Move-
ment. This implies LOYALTY to all YOUR COMRADES and PROTEC-
TION of all members of the Movement. Again commitment to the aims
and objectives of the Movement, a deep and unmoving POLITICAL
COMMITMENT to the ideas of the Socialist Republic, CONSTANT
AWARNESS that you are a REVOLUTIONARY with a sound POLITI-
CAL base, NOBLE and JUSTIFIABLE CAUSE, and deep and firm belief
that those holding you and interrogating you are MORALLY WRONG,
that you are SUPERIOR in all respects, because your cause is RIGHT and
JUSTIFIED. (Coogan 1993: 430)20

This fragment also depicts the extent of the definition of “us” and “the
others.” “We are right,” “they are wrong.” Hunger strikers are an extreme
example of the extent of the compromise of an IRA volunteer with the
republican cause. The IRA presumably managed to distort their recruit’s
perception of what was really going on—people were dying, and the strug-
gle did not stop and was unable to lead to a solution—in order to pursue
and justify the use of violence. Every loyalist member was a suitable target
and sometimes, a civilian “Protestant,” even though not politically active,
was killed. The most serious consequence of this way of thinking is that it
narrows to such extent the individual’s ability to assess the situation that
they cannot conceive alternative courses of action. Over the years, some
IRA members eventually left the organization, some died, but still today
there are a few intense believers.

Another factor that contributed to the IRA’s survival was its mode of
operation. The IRA functioned with a cell structure that allowed it to be less
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susceptible to the control of the official forces and therefore protected the
organization. On the flip side, the cell structure made lack of coordination
within the organization more likely, and therefore over time multiple
internal splits occurred—some of them out of disagreements on strategy,
others due to internal struggles for power. Republican terrorists are divided
into two main groups: the IRA, which is joined by the Irish National
Liberation Army (INLA) in its decision of cessation of fire, and the dissident
Republicans. The latter is divided into two organizations, namely, the Real
IRA and the Continuity IRA. Both opposed the Good Friday Agreement
and returned to violence.21 A similar pattern of internal splits governs
loyalists paramilitary organizations.

SF’S POLITICAL STRATEGY

In this section, I argue that SF and the IRA behaved strategically in order to
maximize its chances to access power via the use and the threat of the use of
violence, especially since 1982 when SF started to participate in elections as
a party in its own right. Before that year, independent nationalist candidates
and other groups captured the votes that were later transferred to SF; in fact,
SF itself supported some of these candidates. During the 1973–1982
period, the number of votes obtained by these groups was no greater than
16%22 (this figure includes the candidates for the Civil Rights movement in
1973, which SF supported).

The start of the troubles was a key opportunity for the IRA to gain
relevance as a major player in the political game, by providing defense
against the Protestant State’s aggressions. The IRA leadership requested
support from Dublin, but it was denied, triggering a split within the IRA
into Provisionals and Officials.23 The Provisional IRA24 prevailed after a
couple of years of competition. In turn, SF had to compete for support with
the SDLP, the nonviolent republican alternative.

A major incident gave broader support to the IRA as the “private police.”
In January 1972, 13 civilians were shot dead by the Parachute Regime in
Derry, an event referred to as “Bloody Sunday.” In reprisal, the IRA killed
seven people in a Parachute Brigade town. The retaliatory logic of the
paramilitary groups reinforced violent demonstrations and raised conflict-
related deaths. Demands for protection transformed into active attacks
against “the other group.” As a result of the extended violence, the British
Government put Northern Ireland under Westminster direct rule in March
1972. This marked the end of the Protestant Stormont regime.
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The year 1972 constituted the peak of paramilitary mobilization and
violence, registering the highest number of deaths (476) in the history of
the conflict, of which 55% were attributed to republican activists, while
loyalists accounted for 23.5%.25 The goal of the IRA was not to protect
the Catholic community, but to force Britain to withdraw. The talks held
that year between the Provisional IRA leadership and the British govern-
ment did not get anywhere. The empowered Provisional IRA planned to
continue to escalate the conflict until the British government conceded their
demands.26

The IRA was further invigorated by the hunger strikes. In 1981, ten
Republican hunger strikers who demanded to be treated as political pris-
oners, died in prison. Both the Provisional IRA and the British government
maintained a very strong position.27 As the IRA gained greater support, it
was less likely to soften its position, thus engaging in a zero sum game. In
the 1981 election, Bobby Sands, an IRA hunger striker, won 10.8% of the
votes, but only through the banner “H-Block,” which was the name of the
section where he was in jail. The hunger strikes fortified the nationalist
discourse by demonizing Britain: young men were dying for the “republican
cause.” At the same time, the permanent exposition to violence and the
paramilitary guerrilla reinforced the IRA’s position as a community
protecting force.

Presumably encouraged by the triumph of the hunger strikers in 1981,
SF decided to change its strategy and participate on its own right in
elections. This was intended to be a new way to involve people in the
movement, who were previously passive supporters: “Not everyone can
plant a bomb, but everyone can plant a vote” (Irvin 1999: 91). However,
this was not as promising as expected: in the 1982 election, SF’s perfor-
mance was meager. The share of the vote in comparison with the “H-
Block” banner in the previous election fell by over 50%, which was not
enough for winning a seat, suggesting that the electoral impact of the
hunger strikes was not transferable to SF. This led the party to decide in
favor of not contesting the following elections, which took place on
November that same year (Coogan 1993: 381).

In 1983 (Westminster elections) and 1984 (European elections) SF got
about 13% of the votes, while in the 1985 local government elections its
vote share dropped by 1%. This decline in votes took place the same year
when negotiations for reaching peace between the Irish Republic and the
British Government were advancing, without the participation of SF.28

Until 1986, SF supported a policy of abstentionism. Taylor notes that

300 C. CURVALE



Gerry Adam’s (SF’s leader) argument for changing that policy was that “the
principle was no longer relevant in the latter part of the twentieth cen-
tury”29 (Taylor 1999b: 30). This move could be interpreted as recognition
that remaining outside of the negotiation table would not be a successful
strategy. Only 11% of the votes were obtained in the 1987 Westminster
election. In 1988, the IRA failed a key operation in Gibraltar along with
other tactical mistakes (Coogan 1993). In addition to the declining political
support, the spirit in the IRA’s ranks demoralized. In this context, Adams
met Hume (SDLP’s leader) in January 1988, but no joint action could be
taken if the IRA continued its terror campaign.

SF received only 9% of the votes in the 1989 elections to the European
Parliament (June 1989): it was its worst electoral performance ever. After
many years of fighting, there were still no signs of victory. The IRA/SF was
still far from reaching its goal of reunification and of being close to the
management of state power. Since the beginning of the troubles, the
Catholic community and the IRA were pursuing essentially different things.
While the former demanded equal treatment and respect, the latter essen-
tially demanded unification, leaving no room for negotiations.

In April 1992, Adams lost his Westminster seat in West Belfast, which
was a serious warning. The original hard-line strategy had yet to change
more its position in favor of an agreed solution. Adams appealed to Hume
once more in order to negotiate in April 1993, this time willing to make
concessions. They secretly signed an agreement in September 1993, which
finally resulted in the 1993 Joint Declaration of Peace, signed by John
Major, the British Prime Minister, and Albert Reynolds, the Irish Prime
Minister. The document asserted that the people of Northern Ireland
would decide its future as a political entity and addressed a demand for an
IRA ceasefire. After some misunderstandings, the IRA finally announced its
ceasefire in late August 1994. Six weeks later, the loyalist paramilitary
organizations did the same. Therefore, the IRA was represented at the
negotiating table and some steps were made with regard to the definition
of the conditions for the decommissioning of arms. The IRA’s cessation of
fire took place soon after SF’s worst electoral performance: the results of the
1994 elections to the European Parliament (June 9, 1994) were 9%, as in
1989. The move in the direction of self-binding the use of violence was
politically profitable, since after that, votes in favor of SF rose. The IRA/SF
position toward negotiations responded to the expected probability of
success in the acquisition of power.
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By February 1996, negotiations had reached a stalemate and the IRA
once again returned to violence,30 and was contested by loyalist paramilitary
organizations. In the 1996 forum elections, held in June, SF got 15% of the
votes. The British government tried to reinitiate negotiations, without
success.31 Finally, soon after the election of Mr. Blair in Britain, the IRA
announced its definitive cessation of fire, which meant a passport to join the
peace talks. After that, SF’s electoral performance improved, reaching
17,65% of the vote in the 1998 elections to the Northern Ireland Assembly
held in June. In April of that year, the British and the Irish Governments,
and all Northern Ireland’s political parties signed the Good Friday Agree-
ment.32 This document, which is considered consociational in Horowitz’s
sense, contains several crucial initiatives for reaching peace. Among them
are the acceptance of the principle of consent for deciding the future of
Northern Ireland, measures toward equality and respect of human rights,
the reformation of the RU, the creation of cooperative institutions between
the North and the South, recognition of self-identification as British or Irish
or both, and the decommissioning of terrorist weapons. SF needed a new
political strategy and its participation in the peace process was not possible
without decommissioning of arms: “[. . .] the GFA would not have been
possible without including Sinn Fein. Arguably, without the inclusion of
republicans in the peace process through the 1990s, and ultimately in the
executive, the IRA would not have been incentivized to (albeit slowly)
decommission their weapons and may even have continued their campaign
of violence” (McEvoy 2015: 82). Although the Agreement included some
measures to address inter-group inequality, the IRA refused for 3 years after
it was signed to proceed with the decommissioning of arms. This is consis-
tent with a strategic use of the possibility to resort to violence, at least while
electoral support strengthens. As Dimitrijevic (2001) points out, “[. . .] a
terrorist act, regardless of the shock it produces, does not show that its
authors have many followers: it may as easily demonstrate that there are too
few adherents to support the cause by democratic, majoritarian means.”

The power sharing institutions included in the Good Friday Agreement
started to timidly function, but uncertainty prevailed as the peace process
remained at a stalemate with regard to the IRA’s decommissioning of arms.
Of particular importance was the inclusion of the d’Hont system to allocate
ministerial seats on the bases of parties’ assembly seat shares, which provided
assurances to SF that it would be a part of the governing coalition provided
its strength in the assembly (McEvoy 2015: 68–69).33 The agreement was
subsequently endorsed in referendums in Northern Ireland and the
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Republic of Ireland. In the 1998 assembly elections, SF obtained 18 out of
108 seats, SDLP got 24 and the unionist were narrowly divided with
58 seats. However, it took an additional 9 years until the Good Friday
Agreement was finally implemented in 2007, when DUP and SF agreed
to work together in government.

The 1999 direct European elections did not change much SF’s electoral
support.34 SDLP managed to widen the electoral gap that separated it from
SF, accounting for 6% more votes than in the previous election, although
this gain was not obtained at the expense of SF. In this election the Unionist
parties (Ulster Unionist Party (UUP) and Democratic Unionist Party
(DUP)) and the Republican parties (SDLP and SF) received more votes
at the expense of smaller parties. This might be an indicator of the fact that
some voters changed their vote from small parties to the major ones that had
a more relevant role in the peace process.

By February 2001, the lack of progress in disarmament led Trimble, the
leader of the largest party in Northern Ireland at the time (the UUP), to
lobby in London for a revision of the Good Friday Agreement. Although
the loyalist/unionist paramilitary groups still kept their guns, Trimble
claimed that SF should not be sharing legitimate power until it took
concrete steps to get rid of its weapons. On the other side, SF sustained
that decommissioning included the removal of the British army’s guns as
well. During this period both republican and loyalist paramilitary groups—
allegedly the dissident—continued to perpetrate acts of violence.

The electoral results of the 2001 Westminster elections35 showed polar-
ization of the political system between Nationalists and Unionists, with the
most hard-line groups in each side increasing their respective shares of votes.
Indeed, SF accounted for 22% of the votes, reaching a historic peak, mainly
due to the consolidation of its political control in the West.36 It replaced
SLDP as the largest nationalist party. On the unionist side, this general
election also marked major gains for the hard-line DUP; but in this case the
traditional major unionist party, the UUP, remained the largest party
though intensively divided, but only one seat ahead of the DUP. Adding
up the number of votes on each side, we still get a majority of Unionists,
with 49% of the votes, while Nationalists gather 43% at the expense of other
parties.37 Both the 2003 Assembly election and the 2004 European Parlia-
ment election saw DUP and SF consolidate as the two largest pluralities.

Are these results the consequence of increased animosity between Cath-
olics and Protestants? On the side of the Republicans, two things should be
taken into account. First, SF’s increased share of the votes can be interpreted

VIOLENCE AND POLITICS IN NORTHERN IRELAND: IRA/SINN FEIN’S. . . 303



as the voters’ wish to encourage the republican movement along its nonvi-
olent path. Second, the electoral success of the SDLP (nonviolent alterna-
tive to SF) may have been hindered by the fact that the party had its own
internal tensions, but the party cannot be said to have suffered a defeat. Its
vote did not significantly drop; it retained all its Westminster seats and it lost
only three of its councilors in the local elections.38

Since my concern is with the political strategy of the IRA/SF in its
pursuit of power, we should look at SF’s position toward political violence
just before the election. One week before the 2001 general election, IRA
issued a statement saying that it had held four meetings with the arms
decommissioning body and that it had honored every statement it had
made, but that the British government continued to renege on the issues
of policing and demilitarization.39 The message was clearly attempting to
present IRA as willing to decommissioning arms only when “the others”
complied with fair conditions. After the elections, no progress was made
regarding decommissioning. First Minister of David Trimble -the UUP’s
leader- resigned, which accelerated the deterioration of the institutional
arrangements adopted under the Good Friday Agreement. Both the British
and the Irish Prime Ministers40 proposed an Implementation Plan for the
Good Friday Agreement, accompanied by a proposal for the IRA’s
decommissioning. The UUP rejected both, arguing that an actual action
of decommissioning by the IRA was essential for the advancement of the
talks; the UUP demanded the abolition by the British government of the
Assembly and the institutions. In response, the IRA withdrew its proposal,
and asked for fresh elections to end the deadlock. Let us recall that SF had
gotten its highest electoral turnout in the immediate previous elections.
According to polls, the “fresh elections” proposal was in line with the desire
of 41% of voters.41

On August 10, 2001 the Secretary of State of Northern Ireland set a
deadline of 6 weeks to solve the political crisis; he could decide to call for a
review of the Good Friday Agreement, which would involve an indefinite
suspension of the power-sharing government. Alternatively, he could opt
for fresh Assembly elections. Three days before the deadline was reached,
Gerry Adams asked the IRA to decommission. On October 23, the IRA
made a historical shift in its position and begins to decommission by putting
“beyond use” a significant amount of arms, which the Independent Inter-
national Commission on Decommissioning witnessed. This event
succeeded in containing the crisis and during early November Trimble
(UUP) came back to power.
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Why did SF offered to decommission in 2001 after it’s the best election
until that time? First, as was discussed above, violence had not proved
profitable under the governing electoral dynamics. This IRA move had
the additional advantage of highlighting in the eye of the public its willing-
ness to cooperate toward peacekeeping as opposed to the loyalist street
violence.42 On the hole, SF appears to have realized that having the initia-
tive of a nonviolent position conducive to peace could attain more gains in
terms of political support.43 Second, the virtual collapse of the 1998 Good
Friday Agreement would have presented a worse scenario (going back to
Westminster direct rule) than decommissioning. Finally, the costs of pur-
suing this strategy were not high. In truth the October 2001 decommission
did not mean at all that IRA had lost its power.44 Unionists are not
convinced by this IRA move. In the 2002 Easter statement the IRA made
no reference to further decommissioning, but did call on Irish nationalists to
support Sinn Fein’s political efforts.

The political process backtracked in October of 2002. The unionists
threatened to quit the Assembly alleging suspicions of spying activity by
the IRA, in response to which the British government assumed direct
control. Negotiations resumed in March and April of 2003, but SF’s ambi-
guity received a serious pledge for full disarmament by PrimeMinister Tony
Blair, who counted with widespread support, including the British media
and the government of Ireland. The 2003 Assembly elections saw the rise of
the DUP and SF as the largest pluralities, gaining each 30 and 24 seats
respectively. The 2004 European Parliament elections showed similar
results. However, two events damaged SF’s public image: a bank robbery
in December 2004 and a murder in January 2005 were linked to the IRA. In
July 2005, the IRA made the historical announcement that it would
unequivocally relinquish violence, although there have continued to be
some violent incidents after that.

The IRA/SF’s political strategy adjusted and oscillated as a function of
prospects to access power. SF’s electoral history and associated political
strategy show that methods of terror have not been widely supported
among the Catholic population, which circumscribes violence to extreme-
ultra groups. It might be argued that the statement that the IRA/SF was
making its decisions regarding prospects of gaining access to power is an
oversimplification. However, if the IRA/SF were not essentially seeking
power, several questions can hardly find an answer. Why did it start to
participate in elections in 1982 (the expected votes were high due to
the hunger strikes) when previously, running elections was considered
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legitimating the “British occupation”? Why did the IRA/SF suddenly drop
the policy of abstentionism in 1986, when the Republic of Ireland and
Britain were reaching agreements? Why did the IRA/SF declare a ceasefire
(after the unfavorable election of 1994), against the essence of its doctrine
of “armed struggle”? Finally, why did it begin a decommissioning of
weapons process after a successful election and when Northern Ireland
was about to go back to direct rule by Britain? Why did it disarm only
after it was consolidated as a major political player?

CONCLUDING REMARKS

Drawing on Hardin’s rational choice approach to ethnic conflict (1995), I
have attempted to trace the determinants of group conflict and mobilization
in the Northern Ireland case. The focus has been on three levels: ethnic
group identification, membership in the IRA, and the political leadership
(SF). I have deliberately only looked at the Catholic side of the conflict for
the latter two levels, that is, in the analysis of the IRA and SF.

Group identification appears to be rooted in a number of cleavages that
tend to be self-enforcing, including but not limited to religion and
asymmetries in economic and political power across groups. Catholics, in
this sense, have incentives to be drawn together in light of the epistemo-
logical comforts of home provided by shared worldviews. The 1968 civil
rights movement constituted an opportunity for the IRA to regain prepon-
derance as a major player in the political game, capitalizing politically from
“the troubles,” and being able to offer its organizational skills and know-
how to deal with violence. Facing a demand for defense, the IRA found
room to perform its activities and push its hard-line reunification agenda.
The intervention of the IRA escalated the conflict, mainly by transforming
defense into systematic attack and thus fueling the retaliatory component of
paramilitary violence.

Extremist’s motives to engage in violence are less obvious. We have
addressed evidence in the literature showing that IRA members made
rational choices when joining such paramilitary force (recall Heskin and
White’s studies). In fact, contemporary terrorists are capable of the most
precise planning and sophisticated calculations, which further undermines
the extra-rational behavior account. Undoubtedly, the indoctrination pro-
cess is likely key in both shaping the intensity of preferences of extremists
and limiting their ability to understand the world and their own options. As
Hardin points out,
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It is widely believed that such narrow views cannot be sustained by many
people if they are constantly exposed to very different views. Terrorist training
generally takes place in very isolated camps where there is no contrary view
and where every individual is constantly reinforced in the group’s belief
system. (2002)

This epistemological ignorance should not be viewed as a limitation on
the rationality of the extremist, given that it only represents a limitation in
perceived options at the time of making a rational decision and select a
course of action. If group identification was the solution to a simple coor-
dination game, engaging in an extremist group or mobilizing in defense of
group identification, is not about mere coordination anymore, since the
costs of participation are high.

With regard to the political leadership, I have tried to make the argument
that SF and IRA, here treated as a close unit, behaved strategically in their
use of violence and threat of use of violence to acquire power. The patterns
of SF’s electoral results and the IRA’s actions toward decommissioning
reveal opportunistic behavior to maximize the chance of accessing power
via support at the ballot box. As Sanders puts it “The irony of modern
Northern Ireland is that a vote for Sinn Fein is effectively a vote for peace, or
[. . .] a vote against the IRA” (Sanders 2011: 255).

NOTES

1. The pluralist theory provides a convincing explanation, asserting that the
cleavages are reinforcing (Rose 1971).

2. The Sutton Index of Deaths includes data since 1969 to 2001. Update of the
book “An Index of Death from the Conflict in Ireland 1969–1993”, CAIN
Web Service of the University of Ulster at Magee. Web site: http://cain.ulst.
ac.uk (Accessed October 25, 2015).

3. There is evidence indicating that Northern Ireland has become more segre-
gated since 1998, provided that “the number of peace lines maintained by
the Northern Irish Office has grown from 37 in October 2006 to 48 in
November 2010” (Power 2011: 5).

4. In the Republic of Ireland, its share of votes was estimated on average to be
as little as less than 2%.

5. Let me comment briefly on the issue of IRAmembership. Due to the secrecy
of the paramilitary activity, it is hard to learn the exact membership. The
Official Northern Ireland police files indicate that 17,000 individuals have
been arrested for involvement in this kind of activity (republicans and

VIOLENCE AND POLITICS IN NORTHERN IRELAND: IRA/SINN FEIN’S. . . 307

http://cain.ulst.ac.uk
http://cain.ulst.ac.uk


loyalists) since 1979 (Hayes and McAllister 2001). This information is not
helpful for two reasons. On the one hand, many participants might have
avoided police’s scrutiny. On the other hand, the police might have probably
identified wrongly in many cases.

6. Catholics, as a group, cannot accurately be defined by the actions of the IRA.
As Hardin (2000: 185) notes: “It is a fallacy of composition to suppose
without argument that a group has the characteristics of an individual
member of the group.”

7. 1991 Census
8. 2011 Census for Northern Ireland, www.nisra.gov.uk (accessed on October

28, 2015)
9. Twenty-six counties formed the Irish Free State, while Northern Ireland kept

the remaining six, with a Protestant majority.
10. Data calculated in base of the 1926 and 1911 census. Source: Irish Central

Statistics Office, web site: www.cso.ei
11. As Hardin (2004: 180) points out: “Nationalism is a political issue only if it is

intentionalist for at least many of the relevant group.”
12. Even though it is true that Northern Ireland used to be economically more

successful than the Irish Republic, in the past decades the performance of the
latter has been better (Birnie 1998).

13. SPA was abolished in 1972.
14. We have necessarily left out other sources of hostilities between the two

groups. For a detailed presentation and assessment of different accounts, see
McGarry, J. and O’Leary, B. Explaining Northern Ireland: Broken Images,
Blackwell Publishers Inc., Oxford, 1995.

15. See Hayes and McAllister (2001).
16. Responsible of killings: INLA (11), Real IRA (13), OIRA (8). Source: The

Sutton Index of Deaths includes data since 1969 to 1998. Update of the
book “An Index of Death from the Conflict in Ireland 1969–1993”, CAIN
Web Service of the University of Ulster at Magee. Web site: http://cain.ulst.
ac.uk

17. In particular, around the time of the peak of IRA violence, there was an
atmosphere at the global level that successful insurgency was a possibility.

18. Italics added.
19. According to Taylor, “volunteers had no problem in finding out how to go

about joining. They would approach a senior republican in the area and drop
a word on his ear” (Taylor 1999b: 89).

20. Capitals in the original.
21. The Real IRA was responsible for the Omagh bomb in 1998, an event that

by then undermined the IRA’s compromise to ceasefire.
22. Elections results are mainly taken from the site: http://www.ark.ac.uk/elec

tions, a database sponsored by the University of Ulster at Magee. The
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elections considered are local government, Westminster, regional, and
European. The CAIN project web site has also been a source for a detailed
chronology of the events that took place.

23. The Irish Free State became a Republic in 1949 and by then Dublin was
presumably more concerned about their new status than about the situation
in Belfast. In the middle of the tension of violent demonstrations, local IRA
leadership expected to receive support from Dublin. While some arms were
handled, the Irish Army did not cross the border toward Northern Ireland.
In Dublin, two factors seem to have caused this refusal of support. On the
one hand, the then President of Ireland, Lynch, believed that keeping
distance with the IRA in Northern Ireland would lead to a voluntary with-
drawal of Britain from the island. On the other hand, IRA Belfast Brigade
leadership was seduced by Marxist theories, highly disapproved by Dublin
(O Heithir 1997). In the end, this caused the IRA to split in late 1969 into
Officials and Provisionals (Provos), opposed toward the policy in regard to
the use of force and political abstention.

24. For simplicity, from now on I will use the term IRA in order to refer to the
Provisional IRA.

25. Sutton Index of Deaths includes data since 1969 to 1998. Update of the
book “An Index of Death from the Conflict in Ireland 1969–1993”, CAIN
Web Service of the University of Ulster at Magee. Web site: http://cain.ulst.
ac.uk

26. Westminster proposed a different solution in 1973, which excluded paramil-
itary groups on both sides in the negotiations. Only the North and South
government and Northern Ireland constitutional powers signed the
Sunningdale Agreement, which attempted to establish “a legitimate set of
governmental institutions based on ‘power-sharing’ and the ‘Irish
dimension’”(Bew et al. 1997: 39).

27. Meanwhile, bombing campaigns took place in Northern Ireland and Britain.
28. In 1985, when the British Government and the Irish Republic signed the

Anglo-Irish Agreement, which enabled the latter to legitimately participate
in internal affairs in Northern Ireland. This negotiation was bilateral, leaving
aside once again the two paramilitary groups, and raising serious protests
among Unionists.

29. They maintained the policy of abstentionism for Westminster seats.
30. The stalemate was due to the absence of loyalist paramilitary organizations in

the round of negotiations.
31. “The Path to Peace”, by The Irish Times, at: www.ireland.com
32. SF was now included after the declaration of cessation of fire. The same

applies to loyalist extremists.
33. This arrangement has prompted Horowitz to question whether this results

in the institutionalization of the opposition in the cabinet.
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34. They obtained 18% of the votes.
35. There were also local government elections, but we’ll focus in the Westmin-

ster election, since the local government follows the pattern marked by the
Westminster elections.

36. BBC News, Northern Ireland: 1998–2001 http://news.bbc.co.uk/hi/
english/uk/northern_ireland/newsid_539000/539391.stm

37. Electoral results are taken from Conflict Archive on the Internet, CAIN
Project, Ulster University at Magee, Whyte, Nichollas, “Election results in
Northern Ireland since 1973.” External link: http://www.ark.ac.uk/elec
tions

38. Ruohomaki, Jyrki. “Two elections, two contests: the June 2001 elections in
Northern Ireland,” Democratic Dialogue, August 2001. At: http://cain.ul
st.ac.uk/dd/papers/elect.htm

39. BBC News, Northern Ireland: 1998–2001. IRA’s statement is dated as of
May 31, 2001. The elections took place on June 7, 2001. http://news.bbc.
co.uk/hi/english/uk/northern_ireland/newsid_539000/539391.stm

40. Tony Blair and Bertie Ahern, respectively
41. The Guardian, August 21, 2001
42. The loyalist paramilitary groups had just been “specified” (considered their

ceasefires to be at an end) by the British government.
43. There were bombings attributed to the dissident Real IRA, but the bombs

were mostly planted in London, thereby not directly affecting the local
Northern Ireland population.

44. Clarke, Liam and Johnston, Kathry. Martin McGuinness. From Guns to
Government, Mainstream Publishing Company, 2001, Ch. 19
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Hardin’s One for All: Insights
for Human Rights

Kimberly Stanton

INTRODUCTION

Russell Hardin was a moral theorist who cared about the real world, not
merely as an object of study—although he continuously drew upon histor-
ical as well as contemporary events for the examples he used to make his
arguments—but because he was truly and deeply concerned about the
human condition, and the prospects for improving it. His lifelong attention
to the relationship between self-interest and collective action was both
academic and practical: he switched from the study of mathematics and
physics to political science because he felt he should be doing something
useful about the Vietnam War. As the Cold War was drawing to an end, he
combined writing and teaching with real-world engagement to mitigate the
risk of nuclear confrontation.

In 1995 Hardin publishedOne for All: The Logic of Group Conflict. As he
was writing the book, the Bosnian civil war was raging; it formally ended in
December of that year, a few months after the Srebrenica massacre in which
more than 7000 Bosnian Muslims, mostly men and boys, were slaughtered
in the space of 10 days (United Nations International Criminal Tribunal for
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the former Yugoslavia 2017). During the three-and-a-half-year war, more
than 100,000 people were killed, of whom 35 percent were civilian men,
women and children (Zwierzchowski and Tabeau 2010). The conflict was
one of a series that tore apart Yugoslavia in the space of a few years, even
though it had existed peacefully as a multiethnic state for decades, and its
people had lived as neighbors and intermarried extensively across ethnic and
religious lines.

The Yugoslavia case was one of several violent conflicts that Hardin
examined briefly in One for All, along with Northern Ireland, Somalia,
and the Hutus versus the Tutsis. He was seeking to understand “the sway
of groups in our time” because their success seemed to belie the expecta-
tions of the logic of collective action, according to which self-interest
generally runs counter to group interest, and as a result, people commonly
fail to act collectively. How to explain, then, not only the existence of the
powerful groups engaged in violent conflicts, but their persistence in spite of
the often devastating consequences of the conflicts on their own members?
Perhaps it was not surprising that at that time, influential observers of the
terrible conflicts unfolding around the world tended to attribute the moti-
vations for collective violence to something other than rational self-interest,
such as the unleashing of primordial identities—because how else could one
explain that her next-door neighbor was suddenly transformed into an
enemy capable of killing her?

In the twenty-plus years since One for All was published, the concerns
that motivated Hardin have persisted. The civil war in Bosnia was followed
just a couple of years later by an armed conflict in Kosovo in which Serbian
forces responded to an ethnic Albanian uprising with “a systematic cam-
paign of terror, including murders, rapes, arsons and severe maltreatments,”
characterized today as ethnic cleansing (BBC News 2001). More than
13,500 people were killed, of whom more than 10,000 were civilians, and
more than 1.5 million people were expelled or internally displaced, includ-
ing 90 percent of the Kosovar Albanians.

More recent cases in which groups engaged in conflict have been mobi-
lized on the basis of religious and ethnic differences include the current
conflict in South Sudan, which began as a political rivalry between the new
country’s president and vice-president but has been transformed into a
murderous civil war that breaks down largely along Nuer-Dinka lines. As
many as 300,000 have been killed, 3.5 million have been uprooted from
their homes, and the country is at risk of famine. The ongoing, devastating
conflicts in Iraq, Syria and Yemen are all characterized by appeals to religion
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and ethnicity, even though other factors, notably political power and terri-
torial control, are clearly at play. In these wars, governments have bombed
their own citizens, besieged entire communities and denied them food and
medical care, while irregular armed groups have engaged in mass murder,
sexual slavery and beheadings, and destroyed representations of cultural
heritage. Millions have been forced to flee: the resulting humanitarian crises
have reached levels not seen since the Second World War (United Nations
Office for the Coordination of Humanitarian Affairs 2016).

Although I had the privilege of studying under Hardin, I did not follow
his path into academics. Instead, I have worked as a practitioner in the
foundation and non-profit sectors and in the United States Congress on
foreign policy and human rights issues. It is with this background that
recently I re-read One for All (Hardin 1995),1 and discovered anew how
Hardin’s analysis helps explain the world’s myriad conflicts, including the
most violent of these. But in addition to its explanatory import, Hardin’s
approach has prescriptive implications. For human rights practitioners,
Hardin’s work can provide an analytical underpinning for human rights
strategies, as well as guidance for interventions that seek to prevent or
transcend violent conflict—both very welcome in a world where human
rights advocates struggle to make the phrase “never again” a reality rather
than a slogan.

HARDIN’S APPROACH: KEY POINTS

In his analysis of the logic of group conflict in One for All, Hardin seeks to
explain how an individual acting on a rational basis could come to identify
with a group in a way that could motivate his or her actions; how that
subjective identification with a group could be self-reinforcing over time;
and, when multiple groups exist, how the norms and institutions that
structure incentives could generate dynamics in which members of a
group, behaving in their own self-interest, could be drawn into violent
conflict, with appalling consequences. While the framework Hardin
develops can be used to analyze any group interaction, the outcomes of
the interactions vary: violent conflict is contingent rather than inevitable.
Each step of Hardin’s argument draws attention to certain empirical factors,
such as the knowledge available to people, or how they are affected by the
exercise of power through existing norms and institutions. For any partic-
ular case, the explanatory question becomes how the interplay of these
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empirical factors with the underlying logic of group interaction affects the
choices that people face.

First, Hardin makes a straightforward claim that much of our knowledge
is acquired from and within a social context, and is taken on faith. Some of
that received knowledge may be objectively wrong, but if that is the
knowledge we have at our disposal, it will be rational to act accordingly.
What we know may evolve through experience, interaction with others or
our own purposeful learning, so that the knowledge on which we base
rational decisions may change over time. But the central thesis is one of
“common sense epistemology”: what is rational in the sense of being in
one’s interest depends on the knowledge one has at the moment.

Second, Hardin distinguishes “identity” in an objective sense from
“identification” in a subjective sense that entails commitment and motiva-
tion. A person has many objective attributes, including sex, race or ethnicity,
and so has many potential sources of identification and motivation. One’s
commitments and motivations do not flow automatically from the objective
elements of one’s identity.

Third, Hardin posits that social order often evolves from interactions that
take the form of coordination games, in which each party gains only if all
others do as well. There is an element of accident in the choice of a specific
coordination point: while everyone involved would benefit from coordinat-
ing as opposed to not, there may be no particular reason for choosing one
specific coordination point as opposed to another. As a result, group coor-
dination may turn on highly subjective considerations; elements of identity
such as language, race, or ethnicity may emerge as markers that facilitate
group coordination. The process of coordinating based on particular
markers may be aided if a leader is urging those involved to recognize
their “identity” and coordinate around it. Successful coordination may
also be a tipping phenomenon—as more people act, it may make more
and more sense for rational, self-interested individuals to join them. Thus
Hardin argues, against the position that group identification is primordial or
extra-rational, that it can be the cumulative, unintended result of many
rational choices made over time.

Fourth, coordination points, once established, generate conventions that
reinforce the coordinated actions over time. These conventions take the
form of norms or institutions, and become sources of power by shaping and
reinforcing expectations about the behavior of others, and/or because they
become imbued with moral force,2 and/or due to the creation of laws and
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attendant sanctions that reinforce the benefits to an individual of behaving
in keeping with the established order.

Of course, in any given time or place, more than one group is likely to
exist. If the initial problem of social order was coordination based on
common interest in a collective good, the later problem becomes the risk
of conflict between or among groups. Hardin differentiates positional
goods, like public office, from distributional goods, such as income and
welfare benefits, and points out that if control of a positional good has
implications for distributional goods, conflict may be exacerbated. The
mechanism is discrimination: if one group gains a dominant political or
economic position, it may discriminate against the other, not out of moral
failing, but because once group identification exists, it will commonly be
rational for members of the group to further the interests determined by
that identification. When those interests have to do with resources a group
has come to control, the consequences for inter-group conflict can be
particularly significant.

Finally, Hardin’s analysis includes a discussion of universalistic norms,
those that “apply indifferently to everyone.” If the motivating power of
norms of exclusion derives from the incentive effects of the benefits of
excluding others, but universalistic norms apply to everyone, can universal-
istic norms motivate individuals to act? His answer is yes, in part, but not
very forcefully. He argues that universalistic norms, except for those
governing essentially dyadic, ongoing relationships such as promise-
keeping, truth-telling, and fidelity among close associates, are generally
weak, and are not well reinforced by incentives of self-interest.

Hardin develops each of these points—the nature of knowledge, the
process of group identification, the coordination process that generates
norms and institutions, the risk of discriminatory use of power, and the
weakness of universal norms—as part of his explanation of how rational
individuals can fall into violent conflict. But the argument also suggests
possible points of intervention to prevent or transcend violent conflict. If
knowledge is limited, can it be expanded? Can subjective group identifica-
tion be modified? Can discriminatory norms and institutions be modified?
And if so, how? Both the explanatory and the prescriptive implications are
relevant to the work of human rights practitioners, who proceed from the
premise that the protection, promotion and defense of human rights are
both ends in and of themselves, and key for preventing violent conflict and
for redressing its consequences.
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THE STRATEGIC LOGIC OF HUMAN RIGHTS ACTIVISM

Human rights norms are purposefully universal. A clear foundational state-
ment is found in the Universal Declaration of Human Rights (UDHR),
adopted by the United Nations General Assembly in 1948, which begins by
recognizing the inherent dignity and the equal and inalienable rights of “all
members of the human family.” Every article either states a principle that
applies to “everyone,” or identifies forms of treatment that “no one” shall
be subject to (Universal Declaration of Human Rights 1948). The stated
rights are broad and encompassing: life, liberty, security of person, equality
before the law, due process, privacy, freedom of thought and belief, nation-
ality, freedom of movement, equal pay, just remuneration, adequate stan-
dard of living, participation in cultural life, and more.

But the most cursory review of the news most mornings is sufficient to
conclude that the universalist aspirations embodied in human rights stan-
dards do not match people’s lived reality. Government entities, UN bodies,
and independent non-governmental human rights organizations regularly
document serious to severe restrictions on the exercise of a broad range of
rights.3 Freedom House, which compares the state of fundamental civil and
political rights over time, has identified an overall deterioration in respect for
fundamental human rights in recent years, even in formally democratic
regimes (Freedom House 2017). The violence unleashed by groups moti-
vated by norms of exclusion, and the failure of state responses, are such that
Zeid Ra’ad Al Hussein, the U.N. High Commissioner for Human Rights, is
actively warning that commitments to human rights norms are being dis-
mantled (MSN 2017).

Trying to close the gap between aspiration and reality is the stuff of
human rights activism. Often human rights work is perceived as idealist or
morally-driven,4 and sometimes undervalued or even dismissed by those
who see the world in something akin to Hobbesian terms. But in fact,
human rights work has an underlying strategic logic that is precisely what
Hardin’s analysis in One for All would lead us to expect. The fundamental
goal of human rights work is to create conditions that permit individuals to
live their lives fully and without violence—to change existing coordination
points, if you will, in keeping with its universalist norms. Human rights work
is meant to restructure established power relations, which is why it so often
encounters fierce resistance.

How do human rights practitioners set about upending power relations?
One important part of their work is to educate people about their human
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rights. Examples range from short introductions to human rights designed
for local communities or grassroots advocates, to online practitioner
courses, to university courses incorporated into larger programs of study,
to full graduate degrees. In some locales, human rights are incorporated
into public school curricula even at the elementary level. Hardin’s analysis in
One for All suggests at least two ways that learning about human rights
might affect the motivational power of universal human rights norms.

One would be by affecting the everyday knowledge the people rely on for
making rational decisions—by shaping the content of commonsense epis-
temology. To the extent that universal human rights norms—such as
admonitions against discrimination on the basis of sex, or race, or disability,
and the very idea of equality—are inculcated at the household or commu-
nity level, it becomes more likely that they will shape and motivate individ-
ual behavior. These kinds of principles can be reinforced in dyadic
interactions at the household, school or community level, and will become
more deeply embedded to the extent that they are reinforced by other
sources of knowledge, such as learning based on observing the behavior of
others.

Second, human rights education can contribute to the evolution of
individuals’ knowledge. As Hardin observers, while each of us begins with
received knowledge, what we know and thus the basis on which we make
rational decisions evolves over time, in part due to purposeful learning. In
this sense, human rights learning is like any other in its potential to change
the way we understand our options and frame our choices. Learning about
human rights may not guarantee that someone will always act in ways that
are consistent with respecting human rights. But it can provide new infor-
mation, encourage reflection and shape knowledge in ways that may alter a
decision-making calculus, for example, by suggesting a broader range of
options than might otherwise have been perceived.

At first glance, human rights education might not seem to be a particu-
larly powerful strategy for changing the world. But it can work on at least a
couple of levels: it can be very empowering for individuals in their daily lives,
and when a sufficient number of people are reached, expectations of just
treatment can tip in a new direction, with consequences for social and
political action—as happened with the civil rights movement in the United
States in the 1960s. The fact that human rights defenders are so often
imprisoned or killed suggests that many governments do fear the power of
a universalist rights message5—even as that same mistreatment may
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reinforce perceptions of injustice and further strengthen the appeal of
human rights.

Another way in which human rights practitioners seek to shift the calcu-
lus of the powerful in favor of universalist human rights norms is by
increasing the costs of non-compliance. It is because human rights practi-
tioners are well aware that human rights norms are difficult to enforce that
so much of their attention has been dedicated to transforming the aspira-
tional norms into law and developing enforcement mechanisms.

Because the UDHRwas not legally binding, its approval was followed by
years of work to produce the two core human rights conventions, the
International Covenant on Civil and Political Rights (ICCPR) and the
International Covenant on Economic, Social and Cultural Rights
(ICESCR), both universal in scope.6 Subsequently, the core human rights
norms have been further developed and extended through additional,
complementary conventions that, although more specific in their focus,
build upon and reaffirm the universal principles asserted in the core rights
instruments.7 As treaties, once acceded to or ratified, the conventions are
legally binding under international law. This is not the case for declarations
or resolutions, which often precede new treaties.8 Once a consensus is built
around the need for new human rights protections, the goal tends to be to
achieve a new treaty, precisely because of its legally binding character.

Once a human rights convention comes into existence, the next goal
becomes to ensure the broadest possible adherence—ideally, universal. A
minimum number of states party is necessary for any treaty to enter into
force.9 Beyond that, the logic behind campaigns for ratification is clear: the
larger the number of countries that adhere, the stronger the shared expec-
tations of compliance and, in principle, the more consolidated the norms.
The United Nations includes 197 countries and tracks 18 human rights
treaties (of which 9 are optional protocols) in its ratification database.10 The
convention that comes closest to universal ratification is the Convention on
the Rights of the Child, with 196 states party, followed by Convention on
the Elimination of All Forms of Discrimination Against Women, with 189.
The weakest convention by this measure is the International Convention on
the Rights of All Migrants Workers and Members of Their Families, which
has only 51 states party. It would be fair to conclude that the standards
codified in this Convention are far from universally accepted at the interna-
tional level.

Hardin emphasizes the role that sanctions play in reinforcing compliance
with norms. While adherence to a human rights convention by a large
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number of countries should strengthen the related norms and contribute to
fostering compliance, it does not substitute for an enforcement mechanism
that can increase the costs of non-compliance. Finding ways to sanction
non-compliance is another priority for human rights practitioners.

One clear strategy has been to advocate for formal enforcement mecha-
nisms directly linked to the conventions. Some of these do exist, although
they often take the form of complaint mechanisms rather than judicial
processes,11 and they are optional—countries must choose to submit to
their jurisdiction. Even when rights conventions themselves have achieved
near universal adherence, that has not carried over to the related enforce-
ment mechanisms: for example, the ICCPR has 169 states party, but only
116 have ratified or acceded to the Optional Protocol, which allows the
Human Rights Committee created by the Covenant to consider commu-
nications from individuals claiming to be victims of violations. For the
ICESCR, the situation is far worse: the convention has 165 states party,
but the Optional Protocol has only attracted 22. The lower adherence to
enforcement mechanisms likely has several explanations, ranging from
hypocrisy to a genuine concern for their political misuse. But even though
these mechanisms can be fairly characterized as relatively weak, human
rights advocates will continue to push for them because some purchase on
accountability is always better than none.

At the same time, an increasingly important and promising strategy for
reinforcing human rights norms through enforcement is through the incor-
poration of the norms into domestic law. This is the ongoing process of
bringing domestic law into conformity with international conventions once
they have been ratified. It may occur through litigation, legislation, or legal
interpretation, and in turn contribute to making operational the principle of
complementarity, according to which courts at the national level should
have the first opportunity to address cases of human rights violations. As
national jurisdictions integrate international human rights standards into
their laws and jurisprudence, enforcement of the international norms is
transferred to the domestic judicial system, which in principle will be better
positioned to attribute responsibility for violations and will likely adjudicate
more rapidly than international complaint mechanisms.

Finally, when formal mechanisms do not exist, rights practitioners seek-
ing to enforce a convention develop other strategies to try to ensure
compliance, such as shaming, or the creation of a sanctions mechanism
that is independent of the convention itself, such as a regime of economic
sanctions.12 Shaming works best when states have become party to a rights
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treaty, or include human rights language in their domestic law and consti-
tutions, because both create a basis for demanding accountability. Eco-
nomic sanctions are imposed externally by other countries that have
signaled that they share human rights norms, and so can be pressed into
taking action. Both of these strategies generally require that human rights
practitioners mobilize political support at the popular and elite levels, which
is more easily done when the relevant actors believe in human rights and are
sensitive to their own reputation for compliance. Enforcement thus circles
back to knowledge and subjective motivation.

Let me return to the problem that motivated Hardin to writeOne for All,
violent group conflict. The violations that occur as a result of violent conflict
are well-known and often highly visible: the indiscriminate killing of civil-
ians, extra-judicial executions, sexual violence, forced recruitment of
minors, forced displacement. But the role of human rights violations in
generating violent conflict can be less evident, if only because widespread
patterns of human rights violations have been known to exist for long
periods of time without any apparent political consequence.

Hardin’s analysis of the dynamics that generate violent conflict does not
depend on the existence of widespread, multiple human rights violations.
Only one human rights violation appears to be necessary: discrimination
based on group membership. It is one group’s (rational) pursuit of its
interests at the expense of another’s that can generate resentments and
provide a basis for mobilization, especially if the group gains a dominant
political or economic position that entails the control of resources. All of the
cases of violent conflict that Hardin analyzes in One for All involve discrim-
ination in this sense by a dominant group against others.

Discrimination is often a built into a particular social order. While Hardin
is persuasive in arguing that much of the social order likely evolved from
interactions that took the form of coordination games, it is clear that this is
not always the case. Sometimes order in the form of an institutional
arrangement is imposed, and then sustained over time, in the absence of
acquiescence by a significant minority, or even a majority, through a com-
bination of measures that include the use of force. In such cases, discrimi-
nation may be a feature, and may contribute to transforming elements of
objective identity into subjective group identification and generating a
sociopolitical dynamic that risks conflict.

Northern Ireland, a case that Hardin included in One for All, provides a
clear example. When the British partitioned Ireland in 1920, the borders
were drawn in such a way as to ensure a Protestant majority in the north.
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When the southern partition became independent a year later, the north,
with a large Catholic minority, opted out. Education, neighborhoods,
workplaces, entertainment and many other social activities were segregated
between the Protestants and the Catholics. The names of places denoted
religious and national affiliation. There was political underrepresentation of
Catholics in the Northern Ireland parliament, the Stormont, and Catholic
voting rights were restricted. The police force, the Royal Ulster Constabu-
lary, was legally required to reserve one-third of its spots for Catholics, but
the number of Catholics never exceeded 12 percent. These instances of
social and political discrimination co-existed with economic discrimination,
and persisted for decades, more than enough time to generate subjective
group identification. When Catholics who protested for civil rights and an
end to discrimination were repressed in 1968 and avenues for non-violent
change closed off, it became possible, perhaps even relatively easy, to
mobilize people around a nationalist identity.

In the twenty-first century, there are innumerable examples not only of
the existence of laws, policies, and institutions that are deeply discriminatory
against specific populations, but of their purposeful employ in furtherance of
the agendas of dominant groups in circumscribed territories. Dominance
may correspond with majority status, as it did in the United States during
the civil rights era, and as is the case today for the Chinese vis-à-vis the
Tibetans, or the Indian government vis-à-vis any number of religious
minorities. But at least as often, the dominant group is a minority, or risks
becoming one, as is the situation for the Sunni government of Bahrain
vis-à-vis its majority Shi’a population, or the Israelis against the Palestinians
if the option of a two-state solution disappears. In these kinds of situations,
the egalitarian, universalist commitments of human rights practitioners are
especially threatening because their fulfillment, almost by definition, chal-
lenges the existing configuration of power.

In human rights law, the guarantees of equality and non-discrimination
are fundamental, legally binding obligations. Combatting racial and reli-
gious discrimination, and discrimination against women, indigenous peo-
ples, migrants and other minorities, is an overarching priority of the United
Nations human rights system, which rightly links situations of discrimina-
tion to grave human rights abuses (Cf. United Nations Office of High
Commissioner of Human Rights 2017). The actions that human rights
practitioners undertake to combat discrimination overlap substantially
with recommendations that can be derived from Hardin’s analysis of the
dynamics that lead to violent conflict. For instance, laws, policies or

HARDIN’S ONE FOR ALL: INSIGHTS FOR HUMAN RIGHTS 323



institutions that have the effect of reinforcing differences among religious or
ethnic groups should be reformed. Security forces should be integrated. In a
diverse country, the composition of personnel in institutions with the power
to distribute resources should reflect that diversity. Institutional guarantees
for equity and equality should be created or strengthened. From a human
rights perspective, recommendations like these are designed to further
guarantees of equality under the law. From a Hardin perspective, these
kinds of steps are meant to reduce the impact of objective markers of
identity on people’s life prospects, and similarly reduce the benefits from
subjective group identification, weakening its power to motivate.

In the end, Hardin’s analysis in One for All is not reassuring with regard
to the enormity of the challenge presented by violent group conflict. But his
explanation of its dynamics does suggest a sort of a roadmap for proceeding
by pointing us to objective factors that, to the extent they are subject to
intervention, could make a positive difference—because in the end, human
beings are rational actors, so changing the incentives they face can make a
world of difference. This is what the human rights movement is also about,
whether or not we always fully realize it.

NOTES

1. I re-read One for All in preparation for the Festschrift held in Hardin’s honor
at New York University in November 2015. This article has its origins in that
event.

2. But Hardin argues strongly against the is-ought fallacy. The existence of a
particular coordination point cannot be taken per se to imply its moral
rightness. Cf. Hardin (1995, Chap. 3, p. 60ff).

3. See for example the annual U.S. Department of State Country Reports on
Human Rights Practices (2017).

4. Hardin does not deny the possibility that moral or philosophic beliefs can
motivate individual action. He simply argues that such action is unlikely to be
widespread unless it coincides with self-interest.

5. For current information on threatened human rights defenders around the
world, see https://www.frontlinedefenders.org, accessed May 21, 2017.

6. The texts of the ICCPR and the ICESCR are available on the website of the
UNOffice of theHigh Commissioner forHumanRights (OHCHR): http://
www.ohchr.org/EN/ProfessionalInterest/Pages/UniversalHumanRightsIn
struments.aspx, accessed May 21, 2017.

7. Some of these address the situation of specific populations, such as the
Convention on the Elimination of All Forms of Discrimination Against
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Women (CEDAW), while others refine and elaborate certain rights, such as
the Convention Against Torture (CAT), or prohibitions, such as the Con-
vention for the Protection of All Persons from Enforced Disappearance. The
preambles of more recent conventions always make reference to the universal
principles of the UDHR.

8. For example, several declarations preceded the International Convention on
the Elimination of All Forms of Racial Discrimination and are cited in the
Preamble to the Convention. The text of the Convention is available on the
website of the Office of the UN High Commissioner for Human Rights:
http://www.ohchr.org/EN/ProfessionalInterest/Pages/CERD.aspx

9. Each convention specifies the minimum number of states party that are
required for it to enter into force. For the ICCPR and the ICESCR, the
number was 35. For the Convention on the Rights of Persons with Disabil-
ities, the number was 20.

10. Available at http://indicators.ohchr.org, accessed May 21, 2017.
11. Exceptions include the regional human rights courts, in particular the

European Court of Human Rights and the Inter-American Court of
Human Rights, as well as the International Criminal Court, established by
the Rome Statute, which investigates and prosecutes individuals accused of
genocide, war crimes and crimes against humanity. In all cases, countries
must choose to accept the jurisdiction.

12. The Enough Project is an example of a human rights organization that
advocates a form of accountability for human rights violations by promoting
economic sanctions. Cf. http://www.enoughproject.org, accessed May
21, 2017.
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Norm-Supporting Emotions: From Villages
to Complex Societies

Cristina Bicchieri and Erik Thulin

How do socially imposed rules develop into internalized pro-social codes?
In the article “From Bodo Ethics to Distributive Justice” (Hardin 1999),
Russell Hardin discusses one of the central themes of his work: How we
“export” social order from a small, insular community to a large, anony-
mous society. In Bodo’s small village, everyone knows everyone else, inter-
actions are face-to-face, and people live relatively isolated from other
communities. In this context, the social norms developed by the community
are easily enforceable. But what about large, anonymous societies, where
monitoring is difficult and costly and sanctioning transgressions carries a
greater risk? When unobserved, only someone with an inner motivation to
behave in a socially beneficial way will continue to obey the informal rules.
How such an inner motivation develops is a topic of debate in moral
philosophy and psychology, especially whether pro-social decisions are a
matter of rationality or are driven by emotions. Supporters of the emotional
drivers of pro-social behavior argue that anger and empathy play an essential

C. Bicchieri (*)
Philosophy and Psychology Departments, University of Pennsylvania,
Philadelphia, PA, USA

E. Thulin
Psychology Department, University of Pennsylvania, Philadelphia, PA, USA

327© The Author(s) 2018
T. Christiano et al. (eds.), Morality, Governance, and Social
Institutions, DOI 10.1007/978-3-319-61070-2_13



role (Fessler and Haley 2003; Haidt 2003). In our subsequent discussion,
we will focus on the role of these emotions in compensatory and sanctioning
behavior.

Participants in laboratory games become angry at those who free-ride on
the public good (Fehr and Gachter 2004) or offer an unfair deal (Pillutla
andMurnighan 1996). Often, this anger leads to action. Experimental work
on punishment has shown that—at least in the relatively aseptic lab envi-
ronment—people are willing to bear a cost to punish norm violators (Fehr
and Gachter 2004). Even more telling, people become angry as third-party
observers of unfair treatment and engage in what is known as altruistic third-
party punishment (Nelson and Zeelenberg 2009; Fehr and Fischbacher
2004). There are a variety of proposed drivers connecting anger and punish-
ment behavior. For example, we may punish to give the perpetrator their
“just deserts” (Carlsmith et al. 2002), as an act of revenge on behalf of the
victim. Alternatively, punishment may be driven by a desire to restore the
values of the community (Wenzel and Thielmann 2006). In this case,
observers see the offense as questioning the social norms of the community,
and punishment serves to reassert those violated rules. Anger, in other words,
serves to restore themoral balance by bringing the perpetrator down from the
ill-gotten position. Hardin would probably suggest, in contrast, that anger
allows the punisher to strengthen her own reputation in the community. In
the short run, engaging in costly signaling is not a rational strategy, especially
when the punisher is a third party not directly involved in the interaction. Yet
in the long run this behavior may help create a good reputation for the
punisher. Our view is that emotional reactions play an important role in
supporting social norms, but these emotions are strictly dependent on the
agents’ expectations. These shared expectations, in turn, are constitutive
of social norms (Bicchieri 2006).

Many of the reasons for punishing norm violators also apply to compen-
sating the victims of norm violations. Just as punishment restores the moral
balance by bringing the perpetrator down from an ill-gotten position, victim
compensation restores the moral balance by returning the victim to their
original state. Similarly, just as punishing a perpetrator reasserts the value of
the social norm through costly signaling, so does the costly signal of
compensating the victim of the violation. Given this symmetry in context
and motivation between the punishment of norm violators and the com-
pensation of their victims, we propose that the emotions preceding these
behaviors may be more similar than previously thought.
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Much of past research on helping behavior has focused on empathic
concern, a constellation of emotions including feelings of sympathy, com-
passion, and tenderness as the primary driver of helping behavior (Coke
et al. 1978; Batson 1981; Toi and Batson 1982). Empathic concern appears
to lead to helping someone who receives an unequal allocation in an
economic game (Leliveld et al. 2012). Anger, on the other hand, is associ-
ated with the willingness to punish. Though the conventional view is that
punishment and compensation of victims of norm violations are driven by
very different emotional states, our work has shown that moral outrage, a
measure of anger, drives both behaviors under specific conditions.

Emotions are closely connected with cognition. Therefore, a coarse
assignment of emotion to a specific behavior (empathy/compensation and
anger/punishment) does not do justice to the subtle interaction between
beliefs and emotional states. Just as responders in Ultimatum games do not
get angry when their offer is the outcome of a random device, compensators
are apt to distinguish between different causes of harm, and their emotional
reactions attest to these distinctions. We have recently shown that the
compensation of the victim of a norm violation, a behavior observed in
recent work (Charness et al. 2008; Chavez and Bicchieri 2013), is driven by
the compensator’s feeling of moral outrage, rather than their empathic
concern for the victim (Thulin and Bicchieri 2015). We shall report here
the results of experiments we conducted to test the hypothesis that moral
outrage (anger) drives the compensation of victims, but only when the
victim’s loss was the result of a social norm violation. In other cases,
empathy drives victim’s compensation (Thulin and Bicchieri 2015, 2017).

We ran three studies to investigate the hypothesis that compensation, in the
case of a norm violation, is driven by moral outrage, the same emotion that
drives third-party punishment. In Study 1 (Thulin and Bicchieri 2015), we
looked at the relationships between one’s general dispositions to feel moral
outrage and empathic concern (trait moral outrage and trait empathic con-
cern), and the willingness to compensate. Participants were given the opportu-
nity to compensate a player’s loss in a Trust game. In this study, we confirmed
our hypothesis that trait level moral outrage predicts participants’willingness
to compensate the victim of a social norm violation, but not when the loss
was due to an investment gone awry or random chance.

In Studies 2 and 3 we aimed to make a stronger causal claim for the role
of moral outrage in driving compensation of norm violation victims. In
Study 2, we experimentally manipulated participants’ empathic concern and
moral outrage. In Study 3, we successfully extended and replicated Study
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2 using monetary incentives and a simplified compensation dependent
measure. In both studies, we validated our prediction that increasing
moral outrage would increase the compensation of norm violation victims,
but not of those who experienced a loss for other reasons (Thulin and
Bicchieri 2017).

STUDY 1

In this study, we assessed the relationship between moral outrage and
compensation at the trait level. We measured participants’ willingness to
compensate across a variety of hypothetical contexts. In each context,
another person lost money, either due to someone else’s violation of a social
norm, a bad investment, or random chance. After observing this person
losing money, the participant had the opportunity to compensate this
person for their loss by transferring some of their own endowment to that
person. We then measured each individual’s general propensity to feel both
moral outrage and empathic concern. We predicted that one’s propensity to
experience moral outrage would contribute to their willingness to compen-
sate beyond their propensity of experience empathic concern, but only in
the context of a norm violation.

Method

We recruited 241 participants (108men, mean age of 33) from the Amazon’s
Mechanical Turk (AMT) platform to participate in this study.We chose AMT
to draw a more diverse sample than available from the traditional undergrad-
uate population. Previous work found that AMT samples are more diverse on
age, geography, and ethnicity than undergraduate populations. In addition,
the same work found AMT to be at least as reliable as that gathered through
traditional methods (Buhrmester et al. 2011).

To measure the degree to which empathic concern and moral outrage
influenced third-party willingness to compensate across a variety of con-
texts, we used a series of modified hypothetical trust games with third-party
compensators. In the original trust game, the experimenter assigned partic-
ipants to one of two roles, either that of the investor or the trustee. The
investor received an initial endowment, and could choose to transfer any of
that amount to the trustee. The experimenter would then triple any amount
transferred by the investor. The trustee could then choose to send back any
portion of the tripled amount to the investor.
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Using the original trust game as a foundation, we created three different
interactions in which a participant may lose their endowment due to either
the violation of a reciprocity norm, a bad investment, or random chance.
These three situations served as three conditions in the study.

In the norm violation interaction, the experimenter endowed an investor
with $10. The investor could then choose whether or not to transfer that
$10 to the trustee. If they chose to keep the $10, the game ended. If they
chose to transfer the $10 to the trustee, the experimenter quadrupled the
amount to $40. At this point, the trustee could then choose to either keep
the $40 or to return half ($20) to the investor. If the trustee chose to return
half, the interaction ended. However, if the trustee chose to keep the entire
$40, a third-party observer, who was endowed with $10, was given an
incentive-compatible elicitation measuring the most they would be willing
to pay to restore the investor to their original $10.

The bad investment situation was very similar to the norm violation
situation, but with a single modification. Instead of the trustee having a
choice of whether to transfer back $20 of the $40 transfer to the investor, a
randomizing device selected whether to return the $20. We chose the
probabilities of an 80% chance of return of the $20 and a 20% chance of
returning $0, which was known to all participants. These values were chosen
to mimic the return rates in trust games of a similar setup (Fetchenhauer and
Dunning 2009). After observing the interaction, if the $20 was not returned
to the investor, the third-party observer had the same choice as in the norm
violation condition. Importantly, in this version of the interaction, if the
investor chose to transfer their endowment, whether or not the $20 was
returned to them no longer depended on the trustee conforming to a norm.

Finally, the random chance interaction was similar to the bad investment
interaction, but with one more modification. Instead of the investor having
the choice of whether their $10 is transferred to the trustee (and then
quadrupled by the experimenter), a randomizing device selected whether
the $10 is transferred. We chose probabilities of a 50% chance of transferring
the $10 and a 50% chance of not transferring the $10, which was common
knowledge. These were again chosen to mimic the investment rates in trust
games in a similar setup (Fetchenhauer and Dunning 2009). As in the bad
investment interaction, if the $10 was transferred to the trustee, a random-
izing device then selected whether or not $20 is returned to the investor. If
the $20 was not transferred back to the investor, the third-party observer
then had the same choice as in the previous two situations.

NORM-SUPPORTING EMOTIONS: FROM VILLAGES TO COMPLEX SOCIETIES 331



We randomly assigned each participant to one of the three interactions.
After reading the complete description of one of the interactions, each
respondent participated in a hypothetical instance of the interaction as the
third-party observer in which the investor’s money was transferred to the
trustee, but none was returned to the investor. After answering how much
they would be willing to pay to restore the investor to their original $10,
participants responded to inventories of trait propensity to feel moral out-
rage and trait propensity to feel empathic concern.

We adapted the four item trait moral outrage scale from previous work
(Wakslak et al. 2007). For each item, participants expressed their agreement
with a statement on a 7-point scale from “does not describe me well” to
“describes me very well”. Example statements included “I feel angry when I
learn about people suffering from unfairness” and “I think it’s shameful
when injustice is allowed to occur”.

We used the seven item Empathic Concern Subscale of the Interpersonal
Reactivity Index to measure trait empathic concern (Davis 1983). For each
item, participants expressed how well it described them, on a five point scale
of “does not describe me well” to “describes me very well”. Items included
“Sometimes, I don’t feel very sorry for other people when they are having
problems” and “I often have tender, concerned feelings for people less
fortunate than me”.

Results

188 participants (78% of the sample) correctly responded to at least nine of
the ten comprehension questions asked throughout the instructions. In
order to ensure high quality data, we used this subset in further analyses.

We found the four item trait moral outrage scale and seven item trait
empathic concern scale to be highly internally reliable (α¼ .91 and α¼ .90,
respectively). Additionally, trait level empathic concern and moral outrage
were highly correlated with each other r(186) ¼ .62, p < .001. This high
degree of correlation leads us to conduct all analyses of these variables
controlling for the other in order to isolate the unique contribution of each.

For each condition, we analyzed the partial correlation between com-
pensation and trait moral outrage controlling for trait empathic concern as
well as trait empathic concern controlling for trait moral outrage. These
results can be found in Table 1.

Our key prediction was that moral outrage would predict compensation
in the NormViolation condition, while not doing so in the RandomChance
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and Bad Investment conditions. We see this supported in the Moral Out-
rage column of Table 1. Here we see that, controlling for empathic concern,
moral outrage significantly correlated with compensation in the Norm
Violation condition r(65) ¼ .27, p ¼ .027. Also importantly, we see that,
controlling for empathic concern, moral outrage predicted compensation in
neither the Random Chance condition r(56) ¼ �.063, p ¼ .636 nor the
Bad Investment condition r(58) ¼ �.091, p ¼ .49. In fact, both of these
non-significant effects had a negative sign.

We observed that empathic concern, controlling for moral outrage, was
correlated with compensation in the Bad Investment condition r(58)¼ .40,
p ¼ .002. However, empathic concern was not correlated with compensa-
tion in either the Norm Violation condition r(65) ¼ �.15, p ¼ .22 or the
Random Chance condition r(56) ¼ .01, p ¼ .93.

Discussion

Past research includes numerous examples of helping behavior correlating
with empathic concern, across a variety of contexts, from volunteering to
help a sick student to paying to compensate someone who received an unfair
allocation in a behavioral game (Coke et al. 1978; Leliveld et al. 2012; Toi
and Batson 1982). Our initial finding that the dispositions to feel moral
outrage and the disposition to feel empathic concern are highly correlated
suggests an important caveat when interpreting previous findings: as these
studies did not address moral outrage as a covariate, it is possible that effects
interpreted as being driven by empathic concern may in fact have been
driven by an important third variable, namely moral outrage. Study 1 inves-
tigated the plausibility of this claim, looking at the unique contributions of
trait empathic concern and trait moral outrage across three contexts.

Table 1 Partial correlations between compensation in each condition and
empathic concern controlling for moral outrage and moral outrage controlling for
empathic concern

Condition Empathic concern Moral outrage

Norm violation �.152 .270*
Bad investment .397* �.092
Random chance .012 �.063

Note. All values are partial Pearson correlation coefficients
*p < .05
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In support of this past literature, we find that empathic concern does
maintain a unique correlation with compensation controlling for moral
outrage, but only in particular contexts, namely in the Bad Investment
condition where someone makes a risky decision and suffers a loss. We do
not see any unique correlation between compensation and empathic con-
cern in the Random Chance condition, where all transfers were random-
ized. Although not directly linked to the questions at hand, future work may
illuminate what differences between the Bad Investment and Random
Chance conditions lead to the differing effect of empathic concern, and
perhaps answer what motivations may be present in compensating the
victims in a random chance-like scenario.

Our focal question for this study asked whether a propensity to feel moral
outrage was related to a willingness to compensate, and whether that effect
was limited to the case of social norm violations. The analysis of the
correlations of moral outrage with compensation, controlling for empathic
concern, across the various conditions suggests the answer to both ques-
tions is yes. In the case of the social norm violation, we find that compen-
sation correlated with moral outrage, controlling for empathic concern. In
addition, we find that moral outrage did not correlate with compensation in
the other two conditions.

STUDY 2.A

Study 2 extends the findings of Study 1 from the trait domain into that of
emotional states. Study 2.a investigates the relationship between partici-
pants’ current level of moral outrage and the degree to which they are
willing to compensate. Whereas the previous study relied on correlational
relationships with trait variables, we are able to manipulate emotional states,
allowing for stronger causal claims. In this study, we manipulate the amount
of moral outrage a participant experiences using video inductions. We then
assess their willingness to compensate across the three hypothetical situa-
tions used in Study 1. Finally, we measured the degree to which each
participant was currently experiencing moral outrage and empathic con-
cern. We predicted that those led to experience high moral outrage would
be willing to compensate more than those who were not, but that this effect
would be limited to the norm violation context. Additionally, we predicted
that, controlling for empathic concern as a covariate, experienced moral
outrage would mediate the effect of the video induction on willingness to
compensate.

334 C. BICCHIERI AND E. THULIN



Method

We recruited 990 participants (471 men, mean age of 33) from the AMT
platform to participate in this study. We experimentally manipulated moral
outrage, measuring its effect on compensation across the three hypothetical
situations developed in Study 1: Social Norm Violation, Bad Investment, or
Random Chance. Each participant read instructions describing the interac-
tion, while answering a series of comprehension questions throughout.
After reading the instructions but before being told what role in the inter-
action they would be assigned to, participants watched a short video, serving
as the manipulation of moral outrage. This manipulation takes advantage of
people’s tendency to attribute arousal states such as anger to whatever
stimulus they are currently being exposed to (Schachter and Singer 1962).
Those assigned to high moral outrage watched a short video of a boy being
attacked by a bully, which past work identified as significantly increasing
moral outrage while having minimal effect on other emotions (Lerner et al.
1998). Participants assigned to low moral outrage watched a video of
abstract line patterns, previously found to be emotionally neutral (Gross
and Levenson 1995).

After watching one of the two videos, all participants were assigned to the
role of the third-party observer and asked how they would respond if the
investor’s funds were transferred to the trustee, but none were returned to
the investor. Participants were then given the same hypothetical version of
an incentive-compatible elicitation used in Study 1, measuring their will-
ingness to pay to restore the investor to their original $10. After giving their
responses, participants then answered a series of questions measuring their
current levels of empathic concern and moral outrage.

The four item state moral outrage scale was used in previous work for the
same purpose (Piazza et al. 2013). For each item, participants rated the
degree to which they agreed with the item on a five-point scale from
“Strongly Agree” to “Strongly Disagree”. Example items included “I feel
angry” and “I feel outraged”. We adapted three items from the Empathic
Concern Subscale of the Interpersonal Reactivity Index used in Study 1 in
order to measure state empathic concern. For each item, participants rated
how much they agreed with the item on the same five point scale used for
the state moral outrage items. Items included “I feel sorry for Person A” and
“I was disturbed by what happened to Person A”, Person A being the
investor in their interaction.
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Results

754 (76%) of participants correctly responded to 9 of the 10 comprehension
questions. To ensure data quality, we only analyzed the responses from
these participants.

Both the four item state moral outrage scale and the three item empathic
concern scale showed high degrees of internal reliability (α ¼ .958 and
α ¼ .847, respectively). Using the moral outrage scale as a manipulation
check, we found that moral outrage was significantly manipulated in the
norm violation situation t(230) ¼ 5.18, p < .001, random chance situation
t(262) ¼ 4.51, p < .001, and the bad investment situation t(256) ¼ 3.27,
p ¼ .001. These effects ranged in size across situations from d ¼ .41 to
d ¼ .68, demonstrating a medium sized effect of the video manipulation on
moral outrage.

We report mean levels of compensation across conditions in Fig. 1. In the
norm violation situation we found that those who watched the moral
outrage video (M ¼ 4.09) were willing to pay significantly more to com-
pensate than those who watched the neutral control video (M ¼ 3.16)
t(230) ¼ 2.41, p ¼ .017. We then tested whether a subject’s feeling of
moral outrage mediated this effect, the results of which can be found in
Fig. 2. In this and all following mediation analyses, we ran non-parametric
biased corrected bootstrap analysis (Preacher and Hayes 2008) with 10,000
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resamples. Controlling for empathic concern as a covariate, moral outrage
significantly mediated the effect of the video manipulation on the amount
participants were willing to pay to compensate B ¼ .31, 95% CI ¼ .08 to
.65.

Participants who watched the moral outrage-inducing video in the bad
investment situation (M ¼ 3.53) also compensated significantly more than
those who watched the neutral control video (M ¼ 2.64) t(262) ¼ .42,
p¼ .042. We observed that, in that situation, empathic concern also differed
significantly between the moral outrage and control video conditions t
(262) ¼ 2.40, p ¼ .017. Mediation analysis showed that while moral
outrage was not a significant mediator of the effect of the video on com-
pensation (B ¼ .01, 95% CI ¼ �.22 to .21), empathic concern was a
significant mediator B ¼ .19, 95% CI ¼ .02 to .38.

In the random chance situation, those who watched the moral outrage
video (M ¼ 4.09) also compensated significantly more than those who did
not (M ¼ 3.16) t(256) ¼ 2.39, p ¼ .017. However, similar to the bad
investment situation, controlling for empathic concern as a covariate, moral
outrage was not a significant mediator of the effect of the video on com-
pensation B ¼ �.17, 95% CI ¼ �.25, .07.

Discussion

The finding that increased moral outrage lead to increased willingness to
compensate in the norm violation situation provides support for the causal
role of moral outrage in compensating the victims of social norm violations.

Fig. 2 Standardized regression coefficient for the relationship between the video
manipulation and willingness to compensate, mediated by moral outrage and
empathic concern (*p<.05)
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The finding that, controlling for empathic concern, moral outrage mediated
the effect of the video manipulation on compensation further bolsters the
claim of moral outrage’s causal role.

We did not predict that compensation would be higher in the Bad
Investment and Random Chance situations after watching the moral
outrage-inducing video, which led us to conduct further tests to better
understand those results. We observed that, although we chose the video
due to its limited effect on other emotions, it also significantly affected
empathic concern in the bad investment situation, which allowed for the
possibility that it was the change in empathic concern, rather than moral
outrage, which drove the effect. To test for this, we used mediation analysis,
allowing for both empathic concern and moral outrage to serve as mediators
of the video’s effect on compensation in the bad investment situation. The
finding that empathic concern, and not moral outrage, mediated the effect
of the video on compensation is consistent with empathic concern, rather
than moral outrage, driving compensation in the bad investment situation.

Similarly, we ran a mediation analysis in the random chance situation,
testing the degree to which moral outrage mediated the effect of the video
on compensation. Similar to the bad investment situation, we did not find
moral outrage to be a significant mediator. Here we see a parallel of Study
1, where we found support for moral outrage not being a determining factor
of compensation in the random chance situation, but this data does not
speak to what may actually be the emotional determinants.

STUDY 2.B

Study 2.b closely mirrors the design of study 2.a, but focuses on the role of
state empathic concern rather than moral outrage. In this study, empathic
concern towards the person who lost their money was manipulated by
having the participant either write a response to a prompt asking them to
take the perspective of the person who lost their money, or to neutrally
describe the interaction. Each respondent then participated in one of the
three situations described in Study 1. We predicted that, consistent with
previous work, those who responded to the high empathic concern prompt
would compensate more in the situations not involving a norm violation,
but that this pattern would not be present in the norm violation situation.
Additionally, we predicted that, controlling for moral outrage as a covariate,
empathic concern would mediate the effect of the perspective taking manip-
ulation on compensation in the non-norm violation situations.
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Method

We recruited 998 participants (472 men, mean age of 34) from the AMT
platform to participate in this study. The design of study 2.b closely mir-
rored that of 2.a, with the key difference being our manipulation of
empathic concern rather than moral outrage. Whereas anger is experienced
as a general emotional state, empathic concern is, by its very nature,
expressing concern for a particular person, which did not allow us to use a
video manipulation. Instead, after reading the rules to the interaction, being
assigned to their role as the third party, and seeing that the investor did not
receive any money back, we had participants write in response to one of two
prompts. In the control conditions, we asked participants to “objectively
describe what has happened in the interaction so far”. In the high empathic
concern conditions, we asked participants to “describe the feelings and
emotions Person A may be feeling right now”.

Results

769 (77%) of participants correctly responded to 9 of the 10 comprehension
questions. To ensure data quality, we only analyzed the responses from
these participants.

Using the empathic concern scale as a manipulation check, we found that
the perspective taking prompt lead to higher empathic concern relative to
the control in the norm violation situation t(269) ¼ 2.92, p ¼ .004, the
investment situation t(244) ¼ 3.34, p ¼ .001, and the random chance
situation t(250) ¼ 3.40, p ¼ .001. These effects were moderate in size
(d ¼ .36 to d ¼ .43).

We report mean levels of compensation in Fig. 3. Those in the bad
investment situation who received the empathic concern prompt
(M ¼ 4.03) compensated significantly more than those who received the
objective prompt (M ¼ 3.05). In the bad investment situation, controlling
for moral outrage as a covariate, participants’ level of empathic concern
significantly mediated the effect of the prompt manipulation on compensa-
tion D ¼ .45, 95% CI ¼ .1634 to .7010.

In the random chance situation, we did not find that those who
responded to the empathic concern prompt (M ¼ 3.13) compensated
significantly more than those who responded to the objective prompt
(M ¼ 2.89) t(250) ¼ .822, p ¼ .41. Similarly, in the norm violation
situation, we found no significant difference in compensation between
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those who received the empathic concern prompt (M ¼ 3.61) and those
who received the objective prompt (M ¼ 3.54) t(269) ¼ .132, p ¼ .90.

Discussion

The empathic concern prompt leading to higher compensation in the bad
investment situation supports the hypothesis and results from previous
studies that empathic concern can drive compensation behavior. Mediation
analysis further buttresses this finding, showing that empathic concern
mediates the effect of the written prompt on compensation.

Consistent with our findings in Study 1, we did not find a significant
effect of empathic concern on compensation in the random chance situa-
tion. This provides additional motivation for further investigation into what
may be driving compensation in this context. We also do not find a signif-
icant effect of empathic concern on compensation in the norm violation
situation, consistent with our general hypothesis that moral outrage, rather
than empathic concern, drives compensation in the context of norm
violations.
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STUDY 3

We designed Study 3 (Thulin and Bicchieri 2017) to replicate and gener-
alize the finding of Studies 1 and 2.a that, in the case of a social norm
violation, moral outrage correlated with (Study 1) and drove (Study 2.a)
participants’ willingness to compensate. This study had two manipulations.
First, participants were assigned to either the norm violation or bad invest-
ment situations previously described in Study 1. Second, participants were
assigned to either a high moral outrage or neutral emotional video manip-
ulation described in Study 2.a. We made two other key modifications from
Study 2.a. First, participants interacted with each other for actual money
rather than responding to hypothetical situations. Second, participant feed-
back suggested that the willingness to compensate measure used in Studies
1 and 2 was complex and therefore difficult to understand. We therefore
substituted a simple transfer with multiplier as the dependent measure to
improve participant comprehension. We predicted that those who watched
the moral outrage-inducing video would compensate more than those who
did not, but only in the social norm violation situation.

Method

We recruited 502 participants (243 men, mean age of 39) from the AMT
platform to participate in this study. Participants were divided into two
phases. Participants in Phase 1 read a description of a trust game, similar
to those used in the previous studies. In the norm violation situation,
investors were endowed with 50c and trustees with 0c. The investor could
choose to either keep their 50c or transfer it to the trustee. If transferred, the
experimenter tripled the amount to 150c. The trustee then had the option
of whether to keep the entire 150c or to return 75c to the investor. As in the
previous studies, the bad investment situation mirrors the norm violation
situation, aside from one variation. Instead of the trustee choosing whether
or not to return half the endowment, a randomizing device selected,
returning half the endowment 80% of the time and none of the endowment
20% of the time. All participants were informed that the choices of future
participants may impact their payoffs, but were not told in what way. Phase
1 was run until, for both the norm violation situation and the random
chance situation, an investor chose to transfer their endowment to the
trustee and the trustee chose not to return the sum. These final pairs were
used as the focal dyads.
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After establishing the focal dyads, all further participants were assigned to
Phase 2. Each participant in Phase 2 read a description of the trust game
outlined above. Participants were told that they were assigned to the role of
a third party for an investor and trustee pair and given an endowment of
75c. They were told that if the investor chose to transfer their 50c to the
trustee but 75c was not returned from the trustee to the investor, they
would have the opportunity to transfer any amount of their 75c to the
investor, and that the amount they chose to transfer would be doubled by
the experimenter.

After reading these interaction instructions, Phase 2 participants were
shown one of the two videos used in Study 2.a, to either induce moral
outrage or serve as a neutral. After watching the video induction, partici-
pants were shown the result of one of the focal dyads, in which the investor
chose to transfer to the trustee and either a randomizing device or the
trustee selected not to return half the endowment, depending on condi-
tion.1 After seeing the result, participants then chose how much of their
endowment to transfer to the investor, which was doubled by the
experimenter.

After making their selections, participants responded to the state moral
outrage and empathic concern scales used in Studies 2.a and 2.b. Partici-
pants were immediately paid their 50c show up fee, and then paid their
bonus amounts five to seven days later.

Results

385 (77%) of participants recruited for Phase 2 correctly responded to 4 of
the 5 comprehension questions. To ensure data quality, we only analyzed
the responses from these participants.

Using the four item state moral outrage scale as a manipulation check, we
observed that the moral anger video significantly increased the level of
moral outrage relative to the control video t(486) ¼ 4.87, p < .001. This
is a moderately sized effect d ¼ .44.

The mean compensation values across conditions are shown in Fig. 4. We
predicted that, in the norm violation situation, those participants who
watched the moral outrage-inducing video would compensate to a greater
amount. However, the difference observed was small and non-significant t
(196) ¼ .40, p ¼ .687.

Due to this surprising result, we also investigated the partial correlations
between moral outrage and compensation, controlling for empathic
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concern, in both the norm violation and bad investment contexts. Control-
ling for empathic concern, we found that moral outrage was significantly
correlated with compensation in the norm violation context r(197) ¼ .15,
p¼ .03. This differed from the bad investment context, in which we did not
find a significant relationship between moral outrage and compensation,
controlling for empathic concern r(184) ¼ .09, p ¼ .24.

Discussion

The lack of an effect of the video manipulation on compensation was
surprising, and inconsistent with the results of Studies 1 and 2.a. There
were two key differences between the previous studies and Study 3, which
may have affected the result. The first, and most concerning, is that the
effect exists for hypothetical exchanges but does not generalize to
exchanges involving actual money. There is reason to be suspicious of this
possibility, as past research has shown that subjects drawn from AMT

0

5

10

15

20

25

Norm Viola�on Bad Investment

Av
er

ag
e 

Co
m

pe
ns

a�
on

 T
ra

ns
fe

r (
¢)

Condi�on

High Moral Outrage Neutral Control

Fig. 4 Average amount transferred from participants to investor by condition

NORM-SUPPORTING EMOTIONS: FROM VILLAGES TO COMPLEX SOCIETIES 343



respond similarly to hypothetical games as they do to those involving actual
money, including in the specific context of trust games (Amir et al. 2012).

A second difference between the previous studies and Study 3 was the
elicitation and measurement of compensation. In the previous studies, we
used a hypothetical incentive-compatible elicitation of the most one was
willing to pay to restore the investor to their original endowment. We
gave each participant a series of binary choices, asking if they would be
willing to pay X in order to restore the investor to $10, where X ranged from
$1 to the third party’s entire endowment of $10. After making their choices,
one of the ten choices was randomly selected and carried out (e.g., if the
“Would you be willing to pay $3 of your $10 to make person A end with
$10?” question was selected and the participant chose “Yes”, then the
participant would have $3 deducted from their endowment, and the inves-
tor would receive $10).

We chose this method because willingness to pay has a high degree of
granularity as compared to a single choice (e.g., only asking would you pay
$2.50 to restore the investor to $10). It also measures the implicit lowest
compensation trade-off ratio that a participant sees as making the transfer
worthwhile, which we find to be a compelling proxy for one’s willingness to
compensate. For example, being willing to transfer $4 but not $5 to restore
the investor to $10 implies the minimum acceptable compensation trade-off
ratio between 2.5 and 2. This is in contrast to choosing an amount to
transfer with a fixed multiplier, which has a much more ambiguous inter-
pretation. As opposed to the willingness to pay measure, one cannot impute
the minimum acceptable multiplier (as the multiplier is held constant).
Instead, the amount transferred could indicate the amount the participant
thinks the investor deserves, rather than how much one care that they are
compensated.

Although the willingness to compensate measure had these desirable
properties, feedback from participants in Studies 1 and 2 suggested that
the method was very difficult to understand, and at a minimum, cognitively
taxing. As we were particularly interested in the emotional determinants of
the compensation decision, we chose to simplify the compensation measure
in Study 3 by simply asking how much of their endowments participants
wished to transfer to the investor, with a 2�multiplier. The lack of an effect
in this case may therefore be because, while previous dependent measures
assessed how badly the third party wanted the investor to be compensated,
the current measure may be assessing the amount a participant believes the
investor deserves, which may be less subject to moral outrage.
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These concerns are partially assuaged by correlations within the data
being consistent with Studies 1 and 2.a. Namely, the finding that moral
outrage correlated with compensation in the norm violation situation but
not in the bad investment situation, controlling for empathic concern, is the
same pattern observed in Studies 1 and 2.a. This is consistent with the
general hypothesis that moral outrage makes a significant unique contribu-
tion to the compensation of norm violation victims.

GENERAL DISCUSSION

Taken together, these studies begin to reveal a richer landscape of emotional
determinants of victim compensation than was previously identified. Studies
1 and 2.a found that on both the trait and state levels, moral outrage was
associated with a willingness to compensate victims of social norm violations
beyond the effect of empathic concern. In fact, when we controlled for
moral outrage, or directly manipulated empathic concern, the data revealed
no significant effect on the compensation of victims of social norm
violations.

Also as predicted, the effect of moral outrage on compensation appears
to be domain specific. We found no significant relationship between a
propensity to feel moral outrage and willingness to compensate when a
loss was due to random chance or a bad investment in Study 1. Despite
finding significant differences in willingness to compensate in both the
random chance and bad investment situations in Study 2.a, we found that
moral outrage mediated neither of these effects. This result was consistent
with Study 1, suggesting that moral outrage was not involved in driving
compensation in these contexts.

Our finding in Study 3 that increasing moral outrage did not increase
compensation in the norm violation context is in contrast with the pattern
of results in Studies 1 and 2.a. One possible explanation for this discrepancy
was the change in dependent measure. Whereas Studies 1 and 2 measured
the most one is willing to pay to restore the investor to $10 (effectively
measuring the lowest compensation trade-off ratio the third party is willing
to accept), Study 3 measured the amount the third party chooses to transfer.
The latter is at least partially determined by the amount a participant feels is
the correct amount to transfer rather than just the degree to which they want
to compensate the victim, which may be less influenced by moral outrage.
Follow-up work may shed more light on this issue, which could have
ramifications for the measurement of compensation in the future. Despite
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this inconsistent finding, even in this study we found that moral outrage,
controlling for empathic concern, correlated with compensation in the
norm violation situation but not the bad investment situation, consistent
with our previous pattern of results.

An unexpected but interesting result emerged when evaluating the
relationship between empathic concern and compensation in the random
chance situation. In the bad investment situation in both Studies 1 and 2.b,
we found relationships between empathic concern and willingness to com-
pensate. However, in the random chance situation, we found no such
relationships between compensation and empathic concern. Further work
is required to understand the distinguishing features between these two
cases, and what other emotional determinants may be driving compensation
when losses are due to random chance.

At first glance this general pattern of findings seems inconsistent with
previous work demonstrating a relationship between empathic concern and
third-party compensation of those who receive low offers in a dictator game
(Leliveld et al. 2012). However, there are two possible ways to reconcile
these findings. First, as reported in Study 1, there is a high correlation
between moral outrage and empathic concern, which points to the impor-
tance of controlling for one in order to understand the influence of the
other. As this previous work did not include such controls, it is possible that
moral outrage, as a latent third variable, may account for the results.
Second, other work has shown that people do not have strong personal
beliefs of what divisions one should make in the dictator game, which is
critical for the existence of a social norm (Bicchieri 2006). As no norm may
exist in the dictator game situation, and therefore none may be violated, it
would be reasonable for empathic concern, rather than moral outrage, to
motivate third parties to compensate.

To conclude, much of Hardin’s work focused on the problem of
explaining the possibility of social order in large, complex societies. In
small villages and large societies alike, social norms play a fundamental
role in maintaining social order. The maintenance of social order in more
complex societies may be addressed by analyzing the role that emotions play
in supporting pro-social behavior (Elster 1999). Emotions like anger, or
moral outrage, are felt (and acted on) in any environment where an
established norm is violated. Additionally, the same emotion leads us to
punish perpetrators and compensate their victims. In environments where
interactions may be anonymous or among strangers, and monitoring behav-
ior is difficult and costly, it seems that emotions play a large part in guiding

346 C. BICCHIERI AND E. THULIN



the sanctioning and compensatory behavior that maintains social order.
Common expectations guide our behavior and determine our emotional
reactions. Such emotions provide a common basis for pro-social behavior
across the diverse communities that constitute a complex society.

NOTE

1. The method of using a focal dyad for all future decision has previously been
used to maintain non-deception, as nothing false is told to participants, while
increasing the efficiency of the study by minimizing the number of subjects
necessary to achieve adequate power.
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