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Preface 

Groundwater is a constituent element of the earth and maintains the water cycle on 
land. Groundwater resources today are threatened by excessive use, quality contami­
nation, and environmental impacts resulting from industrial activities, agricultural 
practice, below-ground development, and waste disposal. Many researchers and 
engineers in the fields of hydrology and groundwater hydraulics have concentrated 
their efforts on these issues over the last decade. 

Recent progress in research and analysis has rapidly altered the traditional ap­
proach of groundwater management and modeling as well as the dynamic methodol­
ogy. Numerical simulation of groundwater and data processing using personal com­
puters are the most rapidly developing fields of study. Furthermore, recent advances 
in subsurface hydrology require a broad knowledge of interaction between surface 
and subsurface water. 

Given this background, the International Symposium 2000 on Groundwater is 
scheduled for May 8-10,2000, at Sonic City, Omiya, in Saitama Prefecture under the 
sponsorship of the International Association for Hydraulic Engineering and Research 
(IAHR). The target of the international symposium, to create "new science and tech­
nology for a sustainable groundwater environment," is of interest not only for IAHR 
members but also for many researchers and practitioners in various fields of ground­
water. Fortunately, many leading scientists and engineers in those fields graciously 
accepted our invitation and contributed excellent articles to this book, Groundwater 
Updates. We are very indebted to their efforts and full cooperation with our wish to 
publish the book in advance. We will be greatly pleased if new paradigms germinate 
from the book during and after the symposium. 

We would like to acknowledge support for the symposium from the Ministry of 
Construction, the Environment Agency, and the National Land Agency of Japan, and 
from the Saitama Prefectural Government, Japan. We also extend our thanks to mem­
bers of the Hydraulic Committee of the Japan Society of Civil Engineers (JSCE) for 
their well-coordinated support, and to Springer-Verlag Tokyo for help in preparation 
of this book. 
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More than 140 papers and short communications were received in answer to the call 
for papers in our second announcement. The number was much greater than could be 
accommodated within the Symposium timetable. All submissions were reviewed by 
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Invited and Special Lectures 



Soil and Groundwater Contamination 
and Remediation Technology in Europe 

Prof. Dr. h. c. Helmut Kobus, Ph. D. 

Institut fUr Wasserbau, Universitat Stuttgart, Pfaffenwaldring 61, D-70550 Stuttgart, Germany 

ABSTRACT: Groundwater is the major drinking water resource in Europe. However, serious 
deterioration of soil and groundwater quality has been observed due to pollution from urbanization, 
industry and intensive agriculture. The lecture will provide a survey of the observed impacts and of 
the considerable efforts that have been made to develop strategies and tools 

for cost- and time effective local remediation technologies for contaminated sites (including 
examples from the technical-scale research facility VEGAS), 
for prediction methods and urban development strategies including derelict land, 
for groundwater-compatible subsurface construction, 
for groundwater protection policies and preventive strategies, 
for reducing impacts of agriculture on groundwater quality. 

An important consequence of these developments is the integration of subsurface issues, groundwater 
awareness and sustainability considerations into engineering education and professional development. 

KEY WORDS: Groundwater pollution, remediation strategies, in-situ technologies, brownfield 
redevelopment, groundwater management. 

INTRODUCTION: GROUNDWATER - THE ENDANGERED RESOURCE 

Groundwater is a strategic resource due to its natural quality and availability, which is used in most 
European countries as the major source for public drinking water supply. Percolation of water 
through the subsurface has a good effect due to the combined action of filtration, sorption, chemical 
reactions and micobiological processes. The percentage of groundwater used for drinking water 
supply is 65% for France, 72% for Germany, 84% for Switzerland and over 90% for Austria. 
However, soil and groundwater systems are highly vulnerable to pollution. The increasing density of 
settlements, subsurface structures and traffic systems, the heritage of a century of industrialization, 
the storage and transport of hazardous substances, as well as intensive agriculture have had drastic 
impacts causing serious deterioration of groundwater quality. These impacts cause long-term effects, 
are sometimes irreversible and in any case very difficult and expensive to recover. Hence 
groundwater pollution is a major environmental problem [1]. 

A sustainable use of the groundwater resources implies a balanced water budget (no over-exploi­
tation), only moderate changes in the residence times within the system, and limitation of ground­
water pollution to the conditions of the natural self-purification capacity of the subsurface system. 

Groundwater contaminations have developed into one of the key environmental issues in most 
industrialized countries. Regional-scale contaminations from industrial sources include waste sites, 
leakages, accidental spills, abandoned industrial sites, storage and transport of hazardous substances, 
etc. Nuclear and/or chemical contaminations may result from nuclear and fossil power plants and 
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gasification plants. Pipelines and traffic systems, roads and railroads serving the transport of 
hazardous substances also possess a groundwater contamination potential. The same holds for septic 
tank~. Agricultural contamination sources include animal farming as well as fertilizer applications 
(nitrates) and the use of herbicides and pesticides. Finally, air pollution contributes by deposition, etc. 
Virtually any kind of human activity or land use is connected with a potential danger of 
contamination of the regional groundwater resources. 

A major issue common to all European countries is the increasing level of nitrates and pesticides in 
the groundwater and in surface waters, mainly due to intensive agriculture, with nitrate concentrations 
approaching or exceeding the level of 50 mgll which is the upper allowable limit for drinking water 
according to EC-standards. This gives rise to a strong controversy between agricultural production 
and water supply. It has been shown that the nitrate input to the groundwater can be reduced 
substantially by appropriate agricultural technology, although with a certain loss in production 
efficiency. This has led in some countries to a legislation requiring the user of water to pay for 
making use of the natural public good, and to use the income from this regulation in order to 
recompensate farmers for the economic production losses provided that they use environmentally 
compatible farming techniques. This regulation reverses the polluter-pays-principle, but with a 
noteably positive result for the groundwater quality [2]. 

The use of groundwater leads also to various conflicts with the competing demands of ecology, such 
as the issue of groundwater withdrawal versus biotope preservation and the controversy of wetland 
restoration, the effects of groundwater withdrawal on surface waters, issues of flood protection 
schemes, flood plain ecology and groundwater withdrawal for water supply. Further conflicts are 
connected with the controversy of land use restrictions in groundwater protection areas, issues of 
competing uses of water resource systems, the socio-economic aspects of regional separation of 
drinking water "production" (groundwater withdrawal) and water consumption (beneficiaries), inclu­
ding interbasin water transfer and the potential conflicts in the use of international river systems [2]. 

A sustainable water resources management has to account for all these needs and demands on the 
groundwater resources, minimizing the local and regional impacts upon the groundwater, terrestrial 
and aquatic ecosystems involved. At the same time, our most important natural water resource has 
to be safeguarded against a broad range of competing and sometimes overwhelming interests on land 
uses for settlement and industry [3]. 

URBAN AND INDUSTRIAL GROUNDWATER CONTAMINATION 

Our groundwater resources in urban areas experience manifold hazards and contaminations due to 
settlements incuding sewage systems, traffic, industry and trade, agriculture, air pollution, waste 
deposits and old contaminated sites. This is a natural consequence of the fact that aquifers are open 
systems with exchange of water, substances and energy across the system boundaries. The main 
inputs of substances into the groundwater occur through the soil zone by infiltration. Because the 
natural residence times in aquifers are very large, groundwater damages are always long term 
damages, and this becomes explicitly visible from the problem of old contaminated industrial sites 
and deposits. 

Intensive measurements, observations and surveys have made clear the enormous potential danger 
due to contaminated sites for soil and groundwater and hence for man, animals and plants. A 
substantial part of these old contaminated sites has to be classified as in need of remediation. 
However, groundwater and contaminated-sites-restoration measures can be extremely expensive in 
terms of time and money needed [4]. For Germany alone, the total estimates of the costs for 
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remediation measues to be expected range in the order of magnitude of 100 to 300 billion DM: this 
makes obvious that due to financial constraints not every contaminated site can be remediated, and 
hence priorities for remediation needs and goals have to be formulated. In this process, also the 
limitation and constraints of the technical possibilities to achieve a remediation goal have to be 
considered in a realistic manner together with the limits due to the available financial means. 

The challenge of subsurface remediation is a case in point illustrating the necessity to consider water­
related issues in a broad and encompassing manner, where the various hydraulic engineering tasks in 
water resources management have to be seen in their interactions with ecology, land use and society 
[5]. 

Proactive pollution control and preventive schemes for avoiding contaminant inputs are priority 
needs. The delineation of wellhead protection areas with priority for water supply and with 
corresponding restrictions on land uses, restrictions on applications of water-hazardous substances, 
regulations for handling and transport of water-relevant hazardous substances (industry, storage 
tanks, roads, railroads, etc.) or even a ban and prohibition of the production and use of certain 
persistent chemicals are elements of a proactive pollution control. Rainwater runoff from sealed 
surfaces in urban areas such as roads or runways is affected by virtually unavoidable pollutants, such 
as oil residues, fuel residues, de-icing agents, cleaning agents and tire wear residues, which have to 
be collected and treated in a suitable way. Furthermore, provisions for immediate actions in cases of 
accidental spills have to be made, such as e.g. soil removal and treatment in order to minimize the 
contaminant input into the groundwater. 

In all engineering construction activities, precaution must be taken to ensure that the groundwater 
balance and quality are not impaired by the construction and operation of industry, airports, roads or 
deposits. During major constructions, it is necessary to monitor the groundwater quantity and quality 
regularly. 

Of particular relevance are all subsurface construction activities which interfere directly with the local 
groundwater system. Prominent examples are tunnel constructions and construction pits below the 
groundwater table. In these cases, the interference with the groundwater system and the temporary as 
well as lasting effects upon the groundwater system have to be considered carefully (barrier or 
drainage function of constructions, contamination sources, regional effects on water levels and water 
quality, etc.). Several examples to illustrate such effects will be presented, including the planning for 
a subsurface railroad system both in a metropolitan area and in a nature preserve, describing the 
various conflicts arising and the corresponding structural and hydraulic options for sustainable 
solutions (Schnellbahntrasse Stuttgart - Munchen and Stuttgart 21). 

REMEDIATION CONCEPTS AND TECHNOLOGY DEVELOPMENT 

A contaminant plume originating from an industrial pollution source can spread with time (often 
many years) with the natural groundwater flow over large distances of many kilometers and thus 
poses a long-term danger for water supply plants located in the same aquifer, even if their location is 
quite distant from the contamination source. There are numerous examples in the literature [6] which 
illustrate these long-term large-scale effects. Such regional effects have been investigated by the 
Deutsche Forschungsgemeinschaft (DFG) in the 1980's in a special research program at the 
universities of Stuttgart, Hohenheim and Karlsruhe [7]. 

These research efforts, among others, have made clear that an effective clean up cannot be limited to 
the catchment and cleaning of the contaminant plume, but must be directed at the removal or immobi-



6 

Iization of the contamination source. Only in this manner, the long-term and large-scale negative 
effects upon the aquifer - and hence finally also endangering of the drinking water supply - can be 
avoided or reduced. With this demand, research is faced with a very complex, interdisciplinary task. 

Obviously, first priority should be given to preventive schemes rather than repair actions, and to 
short-term actions on the spot in accidental spills. Restauration efforts essentially depend upon 
remediation schemes at the pollution source (this is the focus of the VEGAS research) by elimination 
or extraction of the contaminants or by immobilization. Frequently, this has to be complemented by 
remediation of the contaminant plume. 

In view of the big uncertainties and the inefficient performance of the standard source remediation 
technologies, the big need has been recognized for the development and application of new and better 
remediation technologies. In order to pursue this goal systematically, the facility VEGAS (acronym 
for "Versuchseinrichtung zur Grundwasser- und Altlastensanierung") has been conceived and 
constructed. 

VEGAS is a research facility for remediation experiments under controlled laboratory conditions but 
at technical scale. The facility bridges the gap between conventional small-scale laboratory 
experiments and field applications. The main features of the facility and typical ongoing research and 
development activities are described in [8]. 

Generally, the methods of subsurface remediation at the contamination source can be classified into 
methods without soil removal and methods with excavation. The latter group, which has already 
reached a high degree of development, is limited in its range of applications (limited depth of exca­
vation, limited areal extent, not applicable under buildings, etc.). On the other hand, in-situ methods 
and containment methods are of particular relevance, because they may offer, depending on the 
circumstances, more cost effective and more flexible possibilities, covering not only the soil zone but 
also the groundwater zone, which may be more compatible with the environment. The VEGAS 
research program therefore is directed exclusively towards remediation technologies without soil 
removal. 

Several VEGAS research projects are devoted to the elimination or reduction of the risk-potential of 
contaminations in the subsurface, particulary through in-situ procedures at the spill site, e.g. by 
injections of solubilizing and mobilizing agents, such as surfactants or alcohol, in order to enhance 
chemically the extraction of harmful contaminations. The main aim is the rapid remediation of hot 
spots. Another VEGAS project on in-situ bioremediation investigates stimulation and regulation of 
biodegradation, where the production of toxic metabolites must be controlled or avoided. Also, new 
procedures and strategies for field exploration and appraisal are necessary to handle the multitude of 
large and heterogeneous contaminated sites. In contrast to field investigations, VEGAS offers 
controllable and reproducible conditions, and hence lends itself to control measurements as well as 
for validation of numerical models. Further topics of VEGAS research include the artificial 
modification of permeabilities as well as the creation of in-situ remediation containments or in-situ 
reaction cells, such as reactive walls or absorption barriers in aquifers. 

A highly successful new technology developed in VEGAS is the thermally enhanced soil vapour 
extraction (TUBA). The widely used soil vapour extraction method for removal of volatile non­
aqueous phase liquids from the unsaturated zone usually needs extended remediation times. A 
considerable reduction of remediation times and increase in recovery rates is achieved by thermal 
enhancement using steam and hot air injections. The new technology has been applied in several case 
studies with good success, as will be shown in the presentation [9]. 

The times and costs involved in remediation technologies playa central role in land use development 
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in urban areas. The reuse of old industrial sites is of high interest in view of the pressing needs for 
land development in densely populated countries. In Germany, the daily consumption of land for 
settlement, traffic and industrial activitites amounts to 120 hectares, of which 50% will be sealed by 
an impervious cover. Thus, the need to reduce land consumption by reusing abandoned industrial 
sites in cities is evident, and an interdisciplinary research group "Figura" is developing procedures 
and methods for "brownfield redevelopment" as an important contribution to reducing land 
consumption taking into account both the technological aspects as well as socio-economic and land 
use planning considerations [10]. 

With increasing concentration in urban centers and increasing value of land, the intensity and scale 
of subsurface constructions affecting the groundwater system increases and often results in 
considerable changes in the natural groundwater regime, drawdown and changes in the flow system 
with all consequences for buildings, for flora and fauna in the region, for surface waters and for the 
local water supply. Because of the intricate interactions, a comprehensive groundwater management 
including a monitoring system, a simulation model and appropriate structural and hydraulic 
compensation possibilities will be needed. 

OUTLOOK: TOWARDS SUSTAINABLE GROUNDWATER RESOURCES 
MANAGEMENT 

Groundwater research can contribute to improve groundwater protection, to make remediation 
techniques more effective, to improve groundwater management techniques and protection concepts, 
and finally to lead to a sustainable development of groundwater uses [6]. Criteria for the planning of 
groundwater remediation schemes and for assessing the need for and chances of remediation are: 
o prognosis of the expected spreading and transport of the contaminants in the groundwater 

system, 
o effects upon environmental goods (drinking water / plants / surface water, etc.), 
o definition of remediation goals: environmental standards to be achieved, 
o efficiency and limitations of remediation technology to be applied. 

In the effort to contribute to the improvement of groundwater management and pollution control, the 
general goals of the large-scale experiments in VEGAS have to be seen in the broader framework of 
scientific-technological research and engineering application [8]. The general goal is to contribute to 
a sustainable management of our natural resources groundwater and soil and to support the efforts of 
environmental politics for an improved environmental protection and in particular for an improved 
groundwater protection, both in a preventive and also in a restaurative manner. The large-scale 
experiments are intended to provide technical and planning contributions aimed at remediation 
technologies. Beyond the technical aspects, also the economical, the ecological and sociological 
aspects of remediation efforts and their significance for human health (drinking water) and land use 
planning have to be considered. 

Research must also lead the way in the education of engineers who have to face the world's water 
problems of tomorrow. Here, the multifacetted groundwater research provides an important 
contribution for education and training of scientific talents by the fact that the basic university 
education in the various disciplines is complemented and enlarged by training the capabilities for 
interdisciplinary cooperation - a property which is of central significance for creative research and for 
innovative economical development. Intemational graduate programs with mobility of students - such 
as e.g. the program "Water Resources Engineering and Management" (W AREM) at the Universitlit 
Stuttgart, enhance technology transfer and preparation for the future global water problems. 
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Groundwater protection carries high stakes and can be taken as the proof for our society on its efforts 
for sustainable development. However, it is not an easy task to create awareness for the high priority 
of groundwater protection as an ecological issue. because - unlike rivers or lakes - groundwater can 
not be seen, heard or felt. It can only be observed through the narrow keyhole of boreholes and 
geophaphicallogs or through the quality of the water drawn from it. 

Our efforts today are geared towards maintaining groundwater systems as the most valuable drinking 
water resource and the undeniable supporter of terrestrial ecosystems. It may still be a long way 
towards a global sustainable groundwater resources management, but the concepts are visible and the 
needs for mankind undeniable. To pursue these goals in teaching, research and engineering practice 
is therefore a major responsibility of our society for future generations. 
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ABSTRACT. Research and ~echnical activities in the field of groundwater are characterized by 
their multidisciplinary aspects. Current topics of interest concern the use of aquifers, specifically 
their management, protection and remediation. These tasks involve an adequate assessment of 
the risk and potential impact caused by human activities which can alter natural conditions. This 
requires a good knowledge of the relevant processes involved. Moreover, conceptual and 
mathematical models on various levels and scales need to be formulated in order to forecast or 
assess physical, chemical and biological processes. These formulations require an adequate 
consideration of the usually heterogeneous structure of aquifers, which often results in complex 
flow and transport processes. 

KEY WORDS: Groundwater resources, aquifers, flow, transport processes, modeling, 
remediation, protection 

INTRODUCTION 

Engineering and research in groundwater is strongly related to the development, management, 
protection and remediation of aquifers. Both quantitative and qualitative aspects in general 
characterize the impact on groundwater resources. What are main problems of concern? 

From a quantitative point of view, unfavorable alterations of the storage capacity of aquifers, of 
the flow rates, of the natural recharge, and of the level of the water table or the piezometric 
surface are relevant. Of primary concern is the overexploitation of natural groundwater 
resources, mainly due to the long time scales of recovery involved. In such cases the 
sustainability of the utilization of water resources is jeopardized. The water table or piezometric 
surface has fallen dramatically particularly in arid regions. Moreover, over-pumping can cause 
severe land subsidence.' In other regions, however, a rise of the water levels due to the 
abandonment of wells and/or an increase of the infiltration can represent a threat to urban areas 
and the environment. Finally, unfavorable alterations of the groundwater flow conditions caused 
by technical interventions should be mentioned. Examples are alterations of flow by underground 
constructions, or the clogging of the ground surface which may cause a reduction of the recharge 
rates. 

Qualitative aspects mainly concern the chemical and microbial composition of the groundwater 
and its alteration. When groundwater is used for drinking water supplies, it must fulfill the 
quality requirements for food. A deterioration of groundwater quality can, for example, be 
caused by the following reasons: 
• Infiltration of surface water which is polluted by various constituents. 
• Infiltration of sewage from sewers or other sanitary systems. 
• Inappropriate use of fertilizers and pesticides in agriculture. An example is the widespread 

groundwater pollution by nitrates. 
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• Leachate from polluted sites. Examples are waste landfills with inappropriate liners. 
• Inappropriate transportation, storage, and application of substances which potentially 

endanger groundwater. Examples are spillage from traffic accidents or the leakage of storage 
facilities of mineral oil or chlorinated hydrocarbons, or accidents occurring in storage sites of 
radioactive waste. 

• Deposition of air-bome pollutants on the ground surface and their subsequent infiltration. 
• Salt water intrusion in coastal aquifers caused by an over-exploitation of groundwater. 
• Thermal influences on groundwater and subsequent alteration of its physical, chemical and 

biological properties. 
• Mixing of groundwater of different origins which may alter the physical, chemical and 

biological properties. 
• Impact of technical constructions on groundwater quality. 

In general, the main concerns are overexploitation and the long term release of pollutants. 
Consequently, the groundwater systems often playa prominent role in environmental impact 
studies. The protection of groundwater resources is a necessary measure to enable its sustainable 
use. Therefore, the flow of groundwater and the migration and fate of dissolved substances, of 
non-aqueous-phase liquids, and of colloidal particles in the subsurface are problems of primary 
importance. It should be kept in mind that aspects of water quality and flow are strongly 
interrelated, since the advective motion is the main process for the migration of dissolved 
substances and of energy. Therefore an adequate understanding of the flow conditions is a 
general prerequisite for other investigations. 

CURRENT RESEARCH TOPICS 

Based on recent conferences and publications on groundwater [1,2,3] a few selected current 
topics are listed below. They provide some insight into the wide spectrum of recent engineering 
and research activities in groundwater and represent at the same time an indication of current 
trends in groundwater. Nevertheless, they should mainly be considered as examples. 

Measurement techniques in groundwater 
• In situ detection of dense non-aqueous phase liquids in aquifers using laser induced 

fluorescence. How can this method be used to assess a contamination? [2]. 
• Measurement of groundwater velocity using CCD camera observations in boreholes [2]. 
• Estimates of soil moisture and temperature from remote sensing observations. Development 

of a methodology [3]. 

Processes in aquifers 
• Measurement of the seepage rates from rivers to aquifers and of the related water quality 

changes by means of monitoring stations and tracers. Estimates of regional seepage rates 
based on such local measurements. Modeling of surface water - groundwater interaction, and 
incorporation of complex clogging mechanisms [1,2,3]. 

• Modeling of density driven flow in aquifers using numerical techniques. How accurate are 
these methods? How can they be improved? [3]. 

• Fingering effects in saturated porous media containing trapped residual fluid, which are 
caused by dissolution processes [2]. 

• Improved determination of the retention and relative permeability relations for immiscible 
fluids in porous media based of pressure cell data [2]. 
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• Investigation of the mass transfer process between residual non-aqueous phase liquids and 
the water phase. Validity of various concepts [3]. 

• Influence of a reduction in the interfacial tension on the migration of organic liquids in 
groundwater. How does it affect remediation? [3]. 

• Investigation of the impact of the injection of treated wastewater in aquifers. What are the 
relevant processes? [3]. 

• Modeling of coupled chemical and biological transformations. How good are these models 
and how can they be calibrated? [3]. 

• Numerical modeling of the influence of phase change on moisture content and temperature 
during a bioventing of the vadose zone of contaminated sites. Assessment of the influence on 
the biological decay of contaminants [2]. 

• Heat transport in the unsaturated zone. Investigation of vapor transport in soils using radon-
222 measurements [1,3]. 

Numerical techniques for groundwater models 
• Improvement of numerical schemes for groundwater models with respect to numerical 

accuracy and computational efficiency [3]. 
• Use of neural networks and of genetic algorithms in optimization problems. Do they 

represent valuable alternatives to more conventional techniques? [2,3]. 

Modeling the effect of spatial variability of parameters 
• Solute transport in heterogeneous formations. What are the methods? [1,3]. 
• Use of hydrogeological and geophysical data to condition the stochastic generation of 

permeability fields [3]. 
• Calculation of block effective macrodispersivities to represent the effect of sub grid scale 

variability on the mixing of solutes in numerical models [3]. 
• Inference of geostatistical hydrogeological parameters from tracer breakthrough curves [3]. 
• Modeling of solute transport with random contaminant sources [3]. 
• Evaluation of the uncertainty of the extent of well capture zones. Methods and techniques 

[3]. 
• Modeling of multiphase flow in heterogeneous formations [3]. 
• Development of techniques to estimate the uncertainty of groundwater models [3]. 

Determination of input parameters for groundwater models 
• Parameter estimation and model calibration in a stochastic framework [3]. 
• Combined use of different types of field data for improved coupled parameter estimation [3]. 

Management of groundwater resources 
• Groundwater management under uncertainty. Development of methods and techniques [3]. 
• Management of groundwater resources. Objectives and techniques [3]. 

Groundwater remediation 
• Stochastic evaluation of flow and transport for the design of groundwater remediation 

schemes [2]. 
• Pilot tests for air sparging of contaminated sites coupled with vapor extraction in order to 

examine the effectiveness of the method [2]. 
• Management of groundwater remediation and risks. Methods and techniques [3]. 
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Fractured rock and karst aquifers 
• Numerical modeling of flow in fractured aquifers. Use of the heat balance in such models. 

Investigation of fracture-matrix interactions on flow and transport. Concept and methods 
[1,2,3]. 

• Use of the method of characteristics for transport in fracture networks. Evaluation of the 
effectiveness and accuracy [1,3]. 

• Estimation of mean water residence times for karstic springs by using stable isotopes [2]. 
• Deterministic and stochastic modeling of flow processes in karst aquifers. Use of wavelet 

transforms. Applicability and parameter estimation [2,3]. 
• Use of geostatistical tools to map groundwater flow behavior in karstic systems. 

Development of methods and techniques [2]. 

Underground constructions 
• Experimental and numerical investigation of tunneling technique under compressed air [2]. 
• Investigation of flow in heterogeneous rock formations. Flow around storage caverns [1,3]. 

CONCLUSIONS 

Many current topics of interest concern the development and the use of aquifers, specifically 
their exploration, their management, protection and remediation. A series of more basic 
investigations concern relevant physical, chemical and biological processes involved in these 
activities. Numerous studies of complex coupled flow and transport processes are mentioned. An 
increasing number of contributions concern engineering applications in groundwater. For the 
above mentioned purposes conceptual, mathematical and numerical methods and models on 
various levels and scales are further developed and improved in order to forecast or assess 
physical, chemical and biological processes. It is not surprising that many studies incorporate an 
adequate consideration of the usually heterogeneous structure of aquifers, which is of concern for 
both flow and transport processes. 

Current trends in groundwater research seem to proceed in similar directions. An immense task 
still lies ahead to adequately assess and model the influence of spatial variability of the physical, 
chemical/biological properties on the various processes under consideration. Furthermore, 
improved methods for the estimation of parameters and boundary conditions are needed for 
solving regional groundwater problems. This includes the investigation of surface water -
groundwater interaction as well as natural recharge in order to enable a sustainable management 
of water resources. 
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ABSTRACT. The suppression of land subsidence has enforced as to keep a constant challenge 
in control and management of groundwater resource during the last few decades. The Northern 
part of the Kanto basin has been one of the most seriously affected areas by land subsidence in 
Japan. The continuously increasing trend of subsidence in this region has disclosed the 
inadequacy of traditional monitoring and management procedures. This paper proposes a new 
performance of recently introduced telemeter data and its application technique to realize real 
time active measures against heavy land subsidence due to abnormal groundwater pumping 
during drought season. A methodology to determine management criterion for localized sub­
basin through analyzing observed data over the past 7 years and a new management procedure 
for sustainable utilization of groundwater resource are suggested. 

KEY WORDS: groundwater resource, telemeter system, land subsidence, drought season 

INTRODUCTION 

Various problems related to groundwater resource use have arisen in many areas in Japan since 
the late of 1930's [1]. Land subsidence can be considered as one of the most important 
groundwater problems that cause unacceptably serious damages, especially, to infrastructures and 
environment. An accelerated trend of land subsidence in industrialization and urbanization 
became the social topic in 1950-1965 after the World War II, obviously due to the increased 
demand of groundwater with economic restoration. This trend later calmed down at some 
designated areas by virtue of new rules of groundwater pumping restriction and development of 
new surface water resources [2]. 

Recently, the increased frequency of weather fluctuation has resulted in serious period of 
shortage in surface water resources. This has initiated an extra demand for groundwater and 
brought about an unexpected impact on subsidence, accordingly. Traditionally, the accustomed 
procedure for managing groundwater resource has been based on a set of groundwater and land 
subsidence data produced by mechanical plotters and manual processing at an interval of few 
months to feed the results back to the field of concern. 

The incessantly increasing trend of land subsidence in Northern Kanto basin has consequently 
pointed out several problems such a traditional procedure to control the subsidence phenomenon 
appearing in a relatively short period during drought season. The Environmental Agency, Japan 
has recently introduced new real time telemeter systems into five monitoring stations in Saitama 
basin to collect groundwater level and land subsidence data. The objective of the paper is to 
present a new concept and its operational procedure by telemeter systems, and to propose the 
feasibility of this system to mitigate heavy land subsidence caused by abnormal pumpage during 
drought season. 
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OBSERVATION METHODS AND TELEMETER SYSTEM 

At present, many traditional observation wells are being utilized to monitor groundwater level 
and land subsidence in Saitama basin. Five observation wells are equipped with telemeter 
systems to cover most rigorously affected areas in the basin. Fig. 1 gives the location map of 
observation wells with and without telemeter system which also keep groundwater level and land 
subsidence records using mechanical plotters. Fig. 2 shows a schematic diagram and system 
hardware of an observation well equipped with a telemeter system. 

A traditional observation well constitutes a mechanical float in the inner pipe of bored well, a 
displacement meter mounted on the inner pipe separated from the movement of the bored well 
and mechanical plotters. In the case of an observation well equipped with a telemeter system, the 
groundwater level and land subsidence data sensed by the float and vertical displacement meter, 
respectively, are first directed to an NO converter and temporarily stored in a digital data logger 
in each well. These data in binary format are periodically sent by a MODEM through 
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Fig. 2. Telemeter system: Schematic diagram of data collection 
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telecommunication line to a personal computer in the Atmosphere and Water Quality Protection 
Section, Saitama Prefectural Government. These data are necessarily modified by several 
software prepared for data processing. The present behavior of groundwater level and land 
subsidence in each locality is detected on line and then fed for the decision making on necessary 
management, such as pumping volume reduction, redistribution of local pumping rates etc. 
Official message for self-control of groundwater use will be distributed to all well operators and 
other related organizations through Internet via a data server at the Prefectural Government (Fig. 
3.). A facsimile system is also available. 
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Fig. 3 Concept of management procedure 

PRACTICE AND PROCEDURE OF GROUNDWATER CONTROL 

During the last few decades, the groundwater management practice in Japan, in general, and in 
Kanto basin specifically, has been based on a long-term management policy in aiming at the 
development of new surface water resource in place of reduction of excessive groundwater use. 
The policy, however, has not always been adequate for settling land subsidence, because strong 
and abrupt land subsidence during drought season occurred due to much groundwater use in a 
short time. The groundwater control by telemeter system is available for minimizing severe land 
subsidence in drought season. A new control system of groundwater resource in Saitama Basin, 
Japan is worth special mention. 

The project area has been divided into four control areas (sub-basins), each covering an 
approximately equal land area of similar hydrologic characteristics. An observation well 
equipped with telemeter system and centrally located in each control area is representatively 
designated to identify present characteristics of groundwater level fluctuation and land 
subsidence as shown in Fig. 4. Past records of groundwater level and land subsidence are 
extensively analyzed to ascertain the correlation and interdependency between two phenomena 
[3]. 

Control and management during drought season is achieved by a higher groundwater depth (hi) 
than a critical one (hei) through imposing pumping restriction. An operational manual is drafted 
to establish the following stages of water management in response to different groundwater 
conditions in different control areas. The less restricted stage imposes a slight reduction of 
pumping rate. More strong restriction will be applied to regions where groundwater level and 
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Optimal management policy 

fQa ~ fQi - - maximum 

Qi ~ Qci • hi ~ hci • i. I.2,3 .. ·· n 

Qi ; Loc:tl rum of groundwater pumpins 
volume in ith rub-basin 

Qci ; Critic.! Qi 

hi : Repr entative groundwater depth 
in ith rub-basin 

hci : Critic.! hi 

hwi : Wamins groundwater depth of hi 

Fig. 4. Demarcation of control area 

land subsidence trends are unacceptable. Management criteria in terms of depth of groundwater 
table for each control area have been determined by referring to data observed over the past 7 
years. 

The forecast of future trend of groundwater level is of the utmost concern to us when sending 
warning message to all groundwater users. The distribution of warning message and related 
information to all groundwater users will be carried out through Internet, e-mail, and facsimile 
etc. Groundwater management practice through telemeter data requires a consistent cooperative 
participation of groundwater users, and popularization of the system will be also needed. 

CONCLUDING REMARKS 

An approach based on telemetry to manage groundwater resource and to mtttgate land 
subsidence during drought season is discussed. The real time operation through telemeter system 
in Saitama basin will attain a positive measure to optimize groundwater resource in future. 
Management criteria in terms of depth to groundwater table have been determined for each 
control area by referring to past data. The approach ensures a stable groundwater use not only for 
short-term groundwater management but also for long term one to develop a sustainable 
groundwater use policy. 

The authors would like to express their sincere gratitude to Saitama Prefectural Government for 
the support and generosity extended to materialize this study. 
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ABSTRACT Groundwater protection becomes a matter of current interest mostly when a polluting 
incident occurs. Recently, different approaches to defme groundwater preventive measures have 
been developed in the domain of hydrogeological investigations. They mainly serve to evidence 
compliance with the legal regulations, while quality protection is undertaken only when a polluted 
area or endangered groundwater bodies have to be treated (e.g. accidental contamination of: the 
groundwater in the Pozega railway station area, of the Belgrade water source from the direction of 
the Makis marshalling yard, of the "Mediana" water source from the direction of the "Electronic 
industry" in the town of Nis, etc). This paper helps to identify possibilities for a quality 
hydrogeological approach to design a modem groundwater protection system, which is particularly 
important in the zones of transport infrastructure (railways, highways), dump areas, landfills with 
adequate sanitary measures and disposal areas for industrial wastes, etc., and particularly in the 
urban areas communicating with, or adjacent to existing, or potential, groundwater source zones. 

KEY WORDS: groundwater protection, hydrogeology, sources, urban development 

INTRODUCTION 

Since 1984, when an incidental spillage of a great quantity of xylene happened in "Makis -
Belgrade" marshalling yard (Fig. I), Geotechnics Division of Institute of Transportation, Belgrade, 
has been continually performing certain research/study hydrogeological investigations, 
synchronized with extensive remedial measures in order to define groundwater and surface water 
pollution in the wide zone of the marshalling yard, transform pollutants and physically migrate 
them. In the last Phase V investigations (1995/96) a pilot monitoring system was established to 
periodically monitor the groundwater and surface water regime and quality, and after this, an active 
groundwater quality monitoring system was proposed on the basis of a Work Resumption 
Programme. According to these results since 1997, laroslav Cemi Institute for Development of 
Water Resources, Belgrade, Yugoslavia has been speeding the possibility of developing a new 
modem methodology of specific detailed hydrogeological investigations for establishing 
groundwater monitoring stations around all 'dirty' structures in the urban zones of Belgrade, 
especially Makis alluvial area between Belgrade-Obrenovac highway and the main zone of 
Belgrade source on the right hand bank of Sava river. This paper presents an example from our 
experience, a part of the results and scope of performed hydrogeological investigations needed to 
place and test the first pilot monitoring stations for the groundwater quality regime in the 
background of the part of Belgrade water resource. 

THE CONCEPT AND SCOPE OF PERFORMED INVESTIGATIONS 

Groundwater protection is generally presented by a set of prevention and treatment procedures and 
measures, which should primarily prevent pollution from occurring, particularly in water source 
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zones and on the groWld containing considerable groWldwater accumulation. Complex and 
comprehensive methods for solving concrete problems directly depend on the geological structure, 
i.e. the hydrogeological properties of rock; namely, it is necessary to investigate the terrain 
thoroughly. This calls for development of appropriate and concrete methodology for 
hydrogeological investigations in full accordance with the local conditions. The investigations 
themselves were reliably and in a modem way designed to enable a determination of the main 
hydrogeological parameters for the investigated area, defmition of the nature and optimum number 
and technical characteristics of the groWldwater monitoring system and structures, fmding the way 
to achieve the rational operation by testing of the first pilot model of monitoring system and give a 
quality forecast of the system operation in the future. 

LEGEND : 
MP - I Pilot monitoring station (located in 1995 by CIP, Belgrade) o 

o MP-2 and MP-3 Monitoring stations (located in 1998 by J. Cemi Institute, Belgrade) 

o Pd, Pp, PmlB, 283 Present piezometric holes (located tTom 1987 to 1992 by CIP, 
in 1992 by J. Cemi Institute and in 1967 by BVK Waterworks) 

• Exploatition Ranney wells of Belgrade source 
o o.so - l.oo Km -

Fig_ l. Situation map with all hydrogeological structures in the wide investigated area 
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The investigation programme comprised the following: 
* A detailed reconnaissance of the site in a wider area of investigation, hydrogeological mapping 

and registration of all the existing water structures, their stage, output and other characteristics; 
* Boring often new piezometric holes (Fig.I.) down to the impervious strata (approximately 25 m 

per one structure) in order to defme all local hydrogeological characteristics of the ground and 
the key hydrogeological parameters of the analyzed aquifer; 

* Recording and land registering of all active and potential pollutants, which are in indirect or 
direct connection with the water source zone, especially the present facilities in marshalling yard 
and surrounds, frequency and quantity of toxic materials transport on the highway and the like, 
and to understand the way in which the structures and people function and might, for some 
reasons, cause any other groundwater quality degradation. 

* Determination of detailed hydrogeological characteristics in the zone of extensive and immediate 
protection: 

- The aquifer type and its potential, 
- The infiltration characteristics and geometry of the aquifer complex, and the capacity of 

the present water intake structures and the water source in the zone of Makis, 
- Conditions of groundwater recharge, migration and outflow, 
- Detailed infiltration characteristics and position of the roo£'surface complex, in the zone of 

impact of the water source, particularly at the highway belt and at the contact of 
marshalling yard and base alluvial complex, 

- The groundwater table regime, and hydrodynamic relations between surface and ground 
waters, 

- In the field and laboratory, the transporting velocity of several expected pollutants through 
the protective, roof humus-clay soil complex and aquifer complex, were analyzed and also 
the sorption, dispersion and other parameters, and pollutant transformation, 

- "Zero state" of hydrochemical groundwater parameters were analyzed to determine four 
parameters, which should be continually monitored over one year period. 

The results of the investigations, designed and performed as described above offered a basis for 
scheduling the best possible conditions for placing the 'pilot model' of groundwater monitoring 
station. In the first step, the results of previous field investigations and laboratory tests were 
systematized. Then hydrogeological, hydrochemical, hydrodynamical and other basic data were 
interpreted as well as the results of earlier hydrogeological investigations preceding the opening of 
the Belgrade source in the zone of Makis. Finally, a complex analysis and synthesis of the collected 
data was done and the best technical solutions for groundwater monitoring were defined. 

BASE HYDROGEOLOGICAL CHARACTERISTICS OF THE TERRAIN 

The alluvial region on the right hand bank of the Sava river, in the south part of Belgrade (Fig. 1), 
covers an area of about 10 km2• With regard to geomorphology the said region is in the form of a 
gentle plateau, average altitude 73 m above sea level. In some parts, the terrain is marshy or 
contains traces of the old meliorate channels or meanders of the Zeleznicka river, which flows 
through the central part of the terrain. From the Sava river basin to the east, the terrain gently rises 
towards the marshalling yard 78 m above sea level and further eastwards passes into steep hilly 
background of Zarkovo and Zeleznik with their highest crests rising to altitude 130-171 m above 
sea level. A distinctive characteristic of the region is its moderate continental climate. Mean 
precipitation according to the records of the hydrometeorologic station in Belgrade for the period 
1965-1994 amounted to 781 mm. The hydrographic network consists of the Sava river stream and 
several minor permanent surface streams of which the most significant ones are Zeleznicka and 
Topciderska rivers. Alluvial sediments occur everywhere in the region varying in depth between 10 
and 25 m. They are represented by sandy gravel and sands in which the main water-bearing 
environment is formed, while the roof ground complex, conditionally of low permeability is made 
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of humified sands - clays and silts of different thickness. The confined aquifer is replenished with 
atmospheric and surface water percolating through the diluvial and proluvial sediments on the 
eastern flanks of Zarkovo and from the Sava river in the southern part of terrain. 

The natural direction of groundwater flowout is towards the southwest sections of the Sava river, 
with variation that depends on the exploitation in Ranney wells of Belgrade source. The confined 
aquifer regime in the sand-gravel complex on one part and the small depth (less than 3 m) and 
filtering properties of the roof protective complex on the other part may have a direct effect on the 
quality of groundwater. 

GROUNDWATER MONITORING STATIONS 

Initial steps in the hydrogeological investigations of the Sava river alluvium, in the zone of 
Belgrade-Obrenovac highway and Makis marshalling yard, were to compose a register of all the 
existing water intake structures (wells, piezometers) and a register of active and potential 
contaminants from the highway transport and within the railway facilities that may directly or 
indirectly cause degradation of groundwater quality in the future, and to have the above actions 
systematically monitored. Subsequent hydrogeological activities were focused on the identification 
of general hydrogeological and hydrochemical parameters, geometry and percolating properties of 
the roof complex and groundwater quality in the aquifer. 

When all the piezometer boreholes from the earlier investigation phases (1982-1994) were 
prospected and their functional properties were determined, work started to make ten new 
piezometers and form a network of a total of 40 observation stations. Afterwards the hydrochemical 
zero quality of groundwater was to be determined. Several physical chemical parameters were 
selected and successively monitored over time. These were temperature, conductivity, pH, xylene 
concentrations, Fe ions, Mn ions, phenol and ammonia. Some of these parameters were monitored 
by digital measurements at each 0.50 m of the water column in the network of observation stations -
piezometers while the others were monitored by taking water samples and performing dedicated 
chemical analysis. To monitor xylene concentrations, beside laboratory analysis a special probe was 
constructed to measure variations in specific electrical resistivity of groundwater. There were ten 
series of measurements in the course of one year. 
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Fig. 2. Diagrams of groundwater conductivity, specific electric resistivity and 
temperature at the MP-I monitoring station on December 17, 1996 
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Results, selected for this presentation are from one serie of conductivity, resistivity and temperature 
monitoring on a pilot monitoring station MP-I , shown in Fig. 2 & 3. By continual monitoring of 
groundwater temperature regimes in plan and profile, it was stated that there were zones and 
localities where surface water from the existing meliorate channel network directly infiltrated into 
the underground. All the results obtained indicate that in the process of a pilot monitor station 
installation it was justified to carry out detailed hydrogeological investigations that enabled rational 
selection of appropriate modem measuring equipment and technology for continuous monitoring of 
the selected parameters of groundwater quality. To this end, a specific stations were designed and 
put into operation, enabling start-up of observations in 1998 (MP-2 and MP-3 shown on Fig. I). 

LE G E ND: 

2O(X) Groundwater conductivity isoline at the: water table (c:: 100 .. Stem) 

o 0.50 1.00 KIn - -

Fig. 3. Map of groundwater conductivity isolines at the water table measured on Dec.17, 1996 

GROUNDWATER MONITORING SYSTEM - BASIC FEATURES AND FUNCTIONS 

The essence of a groundwater quality monitoring system in road belts is a modem, rational, 
effective and permanent water quality control, a way to direct all activities in the domain of 
preventive protection against degradation and pollution, to fmd, in incidental cases, effective and 
adequate remedial measures, and to monitor and control the aftermath of incidents. With regard to 
the zones of large important water supply or perspective systems and regional water sources, which 
are tangent by highways, the Monitoring System would unite functions of a large number of 
services and institutions that are responsible for the monitoring and guidance of the system, while 
with regard to minor water sources or prospective regions, only the basic segment of a hydro­
ecological station and control module would suffice. 

The basic parts of the Monitoring System are: 
I) Hydro-ecological gauging stations (MP-2 and MP-3, Fig. I), hydrogeological investigation 

team, authorized control chemical laboratory and a technical service for work coordination, 
2) Module to control and manage the Monitoring System, 
3) Authorities and a network of interrelated users and participants in the system operation. 

A hydro-ecological monitoring station or a cluster of them depending on the area to be protected 
must be located between the risk zone of contamination and the water structures in use (wells, 



24 

galleries, intake structures, terrain to protect, etc). That is, in fact, a standard investigation 
piezometer $ 1461110 mm borehole. The equipment and type of piezometer depend primarily on the 
lithology and type of water intake structures in the zone of water sources. After placing the 
piezometer construction, special waterproofing and heat insulating material are inserted in the 
manhole at the top. A digital instrument or logger for measuring the temperature, pH values, O2 

concentration, turbidity, conductivity, specific electrical resistivity, and a device for automatic 
continual groundwater table gauging are inserted, and lowered to the piezometer level through 
special measuring tips. The gauging device are fed with power via conductor or from a generator set 
suitable for continuous operation of minimum six months. An AID converter (analog-digital) for 
signal conversion, and an independent modem device for direct, wireless connection to standard 
phone or GSM link are integral parts of this device. Authorized chemical laboratory for monitoring 
the hydro-ecological station in operation serves for permanent surveillance and identification of 
irregularities, if any, then for groundwater sampling, detailed laboratory analysis and indications to 
the control module of the type of measures to be undertaken with regard to quality. A PC server 
with a wide network of computer terminals will be incorporated in the control module to serve for a 
complete control of the Monitoring system. They will have a constant modem connection with a 
network of interrelated users. For the operation of the system it will be necessary to prepare control­
information software containing an active analytical and graphic database on all the parameters of 
the system functioning, and a processing control module for controlling, managing the system and 
automatic signaling of even minor incidents or changes in the groundwater quality. 

An additional part of the system will be a network of interrelated users, that will be able to have at 
any moment precise information about the groundwater quality, about any adequate protection 
measures undertaken, and in incidental cases about other effective measures undertaken to solve the 
problem. This network will be available to all educational and scientific institutions, professional 
and other teams, allowing them to further their developments in the environmental field, and use 
their experience wherever needed. This system will also be open and available to the media, that 
will accurately and timely inform the public. The system is getting preventive and educational 
character, then. 

CONCLUSIVE REMARKS 

Specific hydrogeological investigations in the process of groundwater protection should be essential 
for the establishment of an active groundwater quality monitoring system in the urban zones, 
especially industrial areas, which will be a base for defining conditions for preventive groundwater 
protection, prospective expansion of the existing water sources and opening of new ones. In the 
present water supply systems this should become the framework, for global environmental 
protection in the future. If opposite, with further traffic and local industrial development, and new 
economic trends a situation may arise, tha( after 2000, many important and potential groundwater 
sources may not be adequately exploited in spite oftheir considerable capacity. 
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Abstract: Density gradients in fluid systems can induce complex flow patterns that are different 
from the constant density situation. These effects are increasingly studied using numerical models. 
In order not to be additionally affected by complex three dimensional phenomena, it is 
recommended to focus on two-dimensional models in vertical cross-sections. In order to set up 
successful field models codes need to be tested first on established benchmarks. Results for the 
Elder test case are presented in detail. Other test-cases are mentioned. 

Key Words: Density-driven flow, Buoyancy effects, Groundwater, Modeling, Saltwater, 
Convection, Heat flux 

INTRODUCTION 

Usually, when groundwater flow is investigated. density effects can be ignored. The main reason is 
that density gradients are very low. In constant density fluids flow is not influenced by density. But 
density-driven flow patterns can emerge in natural systems under certainly not rare conditions. A 
necessary condition is that there are gradients in salinity or temperature. In the following I list 
some typical circumstances in which those gradients are present: 

• in coastal regions, where continental fresh water comes into contact with saline sea-water 

• in the vicinity of salt-lakes or other saline ground surface bodies, like salt-marches or salt-crusts 

• in regions with sub-surface salt-formations, like salt-layers, salt-domes, embedded salt 

• in regions with salinization at the ground surface, for example due to irrigation 

• in regions with appearance of hot subsurface water, like in hot-spring reserves 

• in the contact between (almost) constant temperature groundwater and seasonally heated!cooled 
surface water 

• when water of different temperature is discharged into the subsurface, like in cold/hot-water 
storage 

• when heat is extracted from the subsurface, as in heat-pumps 

The list is probably not complete. Sometimes a combination of reasons is found that cause density 
differences and may lead to density-driven flow patterns. Thermohaline phenomena emerge when 
both salinity and temperature gradients are present in a system. 

Looking back at groundwater modeling and code development in the last decade, it is obvious that 
density-driven flow has attracted the attention of most advanced modelers. The irritating feature is 
that expectations on a density-driven flow model are sometimes higher than expectations on usual 
flow models. 
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ANALYSIS 

The situation in variable density flow patterns is characterized by an interaction between flow and 
transport processes. In usual situations with constant density flow and transport can be treated 
separately. 

Flow in porous media can be described by a single differential equation: 

d k 
-(<pp) = V '(p-(Vp- pg)) 
dt Jl 

with porosity <p, density p, dynamic viscosity 11, permeability tensor k, pressure p and gravity 
vector g. The equation can be derived from the principle of fluid mass conservation and from 
Darcy's Law. Salt transport can as well be described by a single differential equation: 

a 
a/(<ppc) = V (p(-vc + tpDVc)) 

with salinity c, (Darcy-) velocity vector v and dispersion tensor D. The transport equation results 
from the principle of salt mass conservation and from a generalized Fick's Law. In the 
generalization the diffusivity is replaced by the so-called dispersion tensor 

D = (D1J) = (D+aTU)Oij +(aL -aT) Uj:J ) 

with diffusivity D, longitudinal dispersivity aL, transversal dispersivity aT, amount of velocity U 

and velocity components Uj, uJ• In order to account for effects from temperature gradients the 
energy equation has to be considered additionally: 

~((PC)* T) = V· (-pCvT+ AVT) 

with temperature T, specific heat capacity of porous medium (pC)', specific heat capacity of water 
pC and thermal conductivity A. The equation is derived from Fourier's Law and the principle of 
energy conservation. More details on the derivation of the equations, on simplifications and 
alternative formulations can be found in Holzbecher (1998). One example: as alternative to the 
pressure formulation given above the flow equation can be stated in terms of generalized hydraulic 
head or in terms of streamfunction. The latter alternative is preferred when flow is described in 
vertical cross-sections and variables are transformed into dimensionless form. For genuine saline 
or thermal problems the set of differential equations then becomes: 

V 2 'f' =±Ra' ae 
ax 

v2e- a'f' ae + a'f' ae = ae 
ax az az ax at 

with streamfunction '¥ and normalized salinity or temperature. As only input parameter the 

dimensionless Ray leigh number Ra = g' k . L1p. H remains. 
Jl·D 

Several boundary conditions are required on the boundaries. One of flow conditions has to be 
stated at all locations along the boundary; one transport condition concerns salinity, another 
temperature. 

Depending on the application different types of boundary conditions have to be specified. Most 
common are Dirichlet- (Is, type) and Neumann (2 nd type) boundary conditions. Note that the type 
of boundary condition is different for the different alternative formulations. 
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Together with the equations of state in which density and viscosity are given as functions of 
salinity, and boundary conditions the three differential equations form a nonlinear mathematical 
problem. 

MODELING 

As solutions for the problems can hardly be given in an analytical form, these have to be tackled 
on a computer with use of numerical methods. 

Several codes are available which help users to set up their own models of density-driven flow. 
The FAST-C(2D) code was developed by the author and is described in detail in [I]. The code is 
based on the streamfunction formulation mentioned above. Some features of the FAST-C(2D) 
code can be found in references from the author cited below. Modelers use the GeoShell graphical 
user interfaces to provide input and control data for the simulation code [2,3]. 

A list of codes other than FAST-C(2D) that can be used to set up models for variable density flow 
can be found in the internet at address: http://www.igb-berlin.delwwwlabtllbook2lbook2.htm 

EXPERIMENTS 

Several laboratory experiments have been set up in order to investigate density-driven flow. It is 
only one aspect that real situations can be represented in an idealized form in experiments in a 
handy scale and under controlled conditions. Another aspect is that numerical models can be 
validated easier on experimental set-ups. 

A classical experiment for density-driven flow is the Elder experiment, in which a Hele-Shaw cell 
is partially heated from below [4]. Boundary conditions are discussed in [5]. 

Fig. 1 shows isotherms and streamfunction contours in a half system. Two eddies emerge from 
the initial no-flow isothermal situation gradually gaining strength. In the original publication [4] in 
the final state, representing 20 s after turning on the heater, graphical output shows only one eddy 
in the half system. Results presented here were obtained with refined grid and improved numerical 
methods. Figures show flow development in a vertical cross-section, partially heated from below. 
Six different times are represented in the lines starting form the top. The right figure in each line 
depicts isotherms. The left figure shows streamfunction contours. Unbroken lines represent 
positive values and anti-clockwise rotation, solid lines represent negative values and clockwise 
rotation. Bold zero valued contour is the borderline between the two eddies which emerge with 
proceeding time. 

Several numerical experiments for density-driven flow are reported in scientific publications. 
Aside from the aim to gain insight into an application case, these experiments are test-cases for 
developers of new codes for density-driven flow and transport. Some of these are: 

• 
• 
• 
• 
• 
• 
• 
• 

Free steady convection in porous media [I, 7,8,9] 

Oscillating convection in porous media [I, 10] 

Horizontal heat and mass transfer [I] 

Henry's problem of saltwater intrusion [I, II] 

Saltwater upconing [I, 12, 13] 

Salt-dome problem [1,14,15, 16, 17] 

Salt-lake problem [I, 18, 19,20] 

Geothermal flow [I, 21] 
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Fig. 1: Model of the Elder heat experiment, set-up and calculated with FAST-C(2D) code 
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APPLICATIONS 

Models for density-driven flow in porous media have been used in application cases. One of the 
main fields in which such models are applied, is seawater intrusion [22]. In the Henry problem a 
salt -water wedge enters from the seaside at the bottom of an aquifer (see [1,1 I D. Driving force for 
that phenomenon well known from coastal shorelines all over the world is increased density of 
seawater in relation to fresh water. 

With a simple set-up, similar to the one used in the Henry problem, Holzbecher and Kitaoka were 
able to estimate land subsidence that occurred during an earthquake from increased penetration of 
the salt-water wedge after the event [23]. As an early example for a field situation the model was 
quite successful. For the simulation the FAST-C(2D) code was applied. 

A more complex model, using FAST-C(2D) was constructed in order to model salt-water intrusion 
from the Mediterranean into the Nile-delta aquifer [24, 25]. The center cross-section through the 
middle of the delta from Cairo in the south to the Mediterranean in the north was modeled. It could 
be shown that saltwater intrusion in it's current state is not problematic, but could become a 
problem when groundwater pumping rates in the delta will be increased in the future. 

The current situation shows that modeling obviously becomes increasingly accepted even for 
relatively complex phenomena as density-driven flow. Nevertheless the success of the models 
depends very much on the accuracy and quality of the codes. The codes in turn have to be 
benchmarked on well established test cases. It is a task of the scientific/technical community to 
set-up and work-out convenient test-cases. In order to enhance the success of models it is a need 
that scientists and funding agencies become more aware of this task. 
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by Repeat Gravity Measurements 

J. NishijimaI, S. Ehara\ Y. Fujimitsu\ T. Motoyama\ N. Shimosako\ Y. Nakanol and K. 
Yoneshigel 

lLaboratory of Geothermics, Department of Earth Resources Engineering, Graduate School of 
Engineering, Kyushu University, 6-10-1, Hakozaki, Fukuoka, 812-8581, Japan 

ABSTRACT. Repeat gravity measurements have been conducted at four geothermal fields 
(Takigami, Hatchobaru, Ogum and Yamagawa geothermal fields) and an erupting volcano (Kuju 
volcano) in Kyushu, Japan for recent several years, in order to monitor the movement of the 
deep underground geothermal fluid. Common features of gravity changes were detected at both 
geothermal fields and an erupting volcano. In the production zones or near the active crater, 
gravity decreased rapidly just after production of geothermal fluid or the phreatic eruption and 
then rather rapidly increased. After that, gravity decreased gradually and finally became stable. 
In the reinjection zones, gravity increased a little just after the reinjection of wasted geothermal 
fluid and after that did not change so much. Such a pattern of gravity change shows that the 
deep underground fluid flow may rebuild a new hydrological equilibrium state after the 
commencement of production and reinjection of geothermal fluid or the phreatic eruption. The 
repeat gravity measurement is concluded one of an effective method to monitor the deep 
underground hydrological system macroscopically. 

Key word. Gravity change, Repeat gravity measurements, Fluid flow monitoring, Multivariate 
regression model 

INTRODUCTION 

The production and reinjection of geothermal fluid cause mass fluid movement. These mass 
redistributions reveal measurable gravity changes at the surface of the earth. Repeat gravity 
measurements have been carried out in some geothermal fields. Gravity gave its decrement 
about lO00Jlgal after 30 years in the Wairakei geothermal field, New Zealand [1]. 

A strong qualitative correlation has been observed both in the pressure change and gravity 
change at the Hatchobaru geothermal field, Oita, Japan [21, but quantitative correlation are poor. 
The observed gravity change depends significantly on cnanges in shallow groundwater level 
change [3]. It is necessary to elimmate sucn effects before applying repeat gravity measurements 
for the monitoring of the deep underground geothermal fluid movement. 

The authors started the repeat gravity measurements at the Takigami geothermal field before the 
geothermal exploitation. We estimated the gravity changes caused by the seasonal changes of 
the shallow groundwater level using a multivariate regression model and eliminated this effect 
in order to extract the gravity changes associated with the production and reinjection of deep 
underground geothermal fluid 

REPEAT GRAVITY MEASUREMENTS 

We have been regularly making repeat gravity measurements at four geothermal fields and an 
erupted volcano: Taklgami, Hatchobaru, Oguni and Kuju volcano (central Kyushu) and 
Yamagawa (southern Kyushu)(Fig. 1). We used Scintrex CG-3 and CG-3M gravimeters to 
measure precise gravity change. At each geothermal field, repeat gravity measurements were 
made at mtervals of a few weeks to several months. The two-way measurement method was 
used to evaluate the instrumental drift and precision; we estimated the errors of observation as 
± 10 Jlgal at each study field. 
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."Takigami 
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Kuju volcano ... 
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Fig. 1. Study fields for repeat gravity measurements in Kyushu, Japan 

GRAVITY CHANGES and DISCUSSIONS 
Takigami Geothermal Field. Takigami geothermal field is located in the southwestern part of 
Oita Prefecture, central Kyushu, Japan (Fig. 1). The Takigami geothermal power station 
(25MW) was completed in November 1996. We started repeat gravity measurements in May 
1991, at 26 observation stations. 

We determined the gravity changes caused by the seasonal changes of the shallow groundwater 
level using a multivariate regression model [4]. This enabled us to eliminate the effects of 
shallow groundwater level changes and so extract the gravity changes associated with the 
production and reinjection of geothermal fluid (Fig. 2). 
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Fig. 2. Comparison between the observed and estimated gravity changes at the Takigami 
geothermal field. (a): in the production zone, (b):in the reinjection zone. 

The residual gravity (due to production and reinjection effects), taken as the difference between 
the observed and the calculated gravity effect of groundwater level changes at each observation 
station, can be subdivided into four types of response. The data suggest there were decreases of 
residual gravity (up to 40 f-lgal) in the production zone and increases of residual gravity (up to 
10 f-lgal) In the reinjection zone just after the production and reinjection started [4] (Fig. 3). 
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Fig. 3. Contour map of the gravity changes, for which the effect of precipitation has been 
eliminated, at the Takigami 

Hatchobaru Geothermal Field. Hatchobaru geothermal field is located Skm northwest of Kuju 
volcano, central Kyushu. At this site, Hatchobaru No.1 unit (SSMW) was completed in June 
1977, and Hatchobaru No.2 unit (SSMW) was completed June 1990. 'We started repeat gravity 
measurements in May 1990 just before the commencement of operation of the No.2 unit. There 
are 44 observation stations for repeat gravity measurements. 

Increases in gravity were observed in the reinjection zone and part of the production zone just 
after the commencement of No.2 unit. After that, a rapid decrease of gravity (up to 200 !J.gal) 
was observed in production area (Fig. 4). 
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Fig. 4. Example of gravity change at the Hatchobaru geothermal field . (a): in the reinjection 
zone, (b):in the production zone. 
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Fig. S. Contour map of the gravity changes at the Hatchobaru geothermal Field from June 1990 
to November 1992. 

1"">. WlllUUl mayor gravity change (from June 1990 to November 1992)(Fig. 5) shows there is the 
zone of gravity decrease around the production zone, especially towards to southern part of 
production zone. 

Leveling surveys showed that vertical ground movements ranged from -15mm to +35mm from 
August 1990 to March 1996. Assuming a free-air gradient of -308.6!!gal/m, this ground 
movement caused about -10 to +5!!gal of gravity change [2]. Therefore, the effect of vertical 
ground movement on observed gravity is negligible. 

The pattern of gravity change in the production zone is very similar to that of reservoir pressure, 
and there is good correlation (>0.8) between gravity change and reservoir pressure [2] . This 
result shows that the decrease of gravity in the production zone reflects the net mass loss in the 
reservoir. 

Application of Gauss's Potential Theorem [5] to gravity changes gives quantitative estimate of 
the mass changes. Based on the produced and reinjected mass and the values of the net mass 
change, we calculate there has been a natural mass recharge of l6.3Mt (Fig. 6). 



Discharge to atmosphere t 
16.7 Mt : 

Supply to the "v"t"'m~ 
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Mass decrease estimated 
by gravity change 
0.44 

Fig. 6. Mass balance in the production and reinjection zones at the Hatchobaru geothermal field. 

Oguni geothermal field. Oguni geothermal field is located in the northeast part of Kumamoto 
Prefecture. We started repeat gravity measurements in September 1993, at 28 observation 
stations. In this field, we try to grasp the back~round gravity changes before development to 
estimate the background gravity change by applymg a statistical technique. 

Gravity changes (up to l7O!lgal) were observed from September 1993 to Au~ust 1997. 
Examination of the data shows there is a good correlation of gravity with precipitatIOn, with a 
phase lag of about 6 months exists. As a result, these gravity changes are attributed to changes 
of shallow ground water level. 

Yamagawa geothermal field. Yamagawa geothermal field is located southern Kyushu. The 
Yamagawa power station (30MW) was completed in March 1995.We started repeat gravity 
measurements in June 1996, at 22 observation stations, and we have repeated gravity 
measurements at an interval of about three months. 

These gravity changes can be subdivided into two types of response. On one hand, the gravity 
changes seasonally, and there is good correlation between the gravity changes and shallow 
ground water level changes. This type is located in the southern part of the field. This type is 
attributed to changes of the shallow ground water level change. 

On the other hand, the stations that are located in the northern part of the field, show increases 
of gravity from June 1996 to August 1997 and decreases from August 1997 to December 1997. 
There is poor correlation between gravity changes and ground water level changes. 

Kuju volcano. Kuju volcano, central Kyushu, began to erupt on 11 October 1995. And the 
second erul?tions occurred in December 1995. After that, no eruptions occurred, but crater 
activities still continue. Precisely repeated gravity survey began from 14 October 1995, every 
two weeks to clarify gravity changes caused by eruption. 

Gravity decreases up to 90 !lgal, were detected in the gravity stations around the new craters in 
the period from 19 October 1995 to 13 January 1996 (Fig. 7). After that, the rate of gravity 
decrease became smaller. This rapid gravity decreases may be attributed to changes of the 
shallow ground water level by the vaporizatIOn of ground water heated by the magmatic fluid. 
Recent gravity changes about three years after the eruption may be attributed to seasonal 
variation of ground water level. 



36 

=- 0.10 r--:"~-:-~--:--:---:---:-~--'" 

10.05 

~ 
.: 0.00 
CJ 

€-0.05 .. ; .. ; .. : .. ; ... ; ... : .. ~ .. ~ .. ~ .. : .. ; .. ; .. ; .. : .. 
~ .............. 

-0.10 
1I)\C\C\C\Ct--t--t--r-..QCQCQCQCt:r\="=" 
~~~~~~~~~~~~~~~~ 
~~~~1'"'4~""'1'"'4 ..... .....t.....t'fll"lt ..... ....-4""'....-4 

=~~~=~~~=~~~=~~~ 
1'"'4 ......t .....t 1""4 

date 

(a) (b) 

Fig. 7. Example of gravity change at the Hatchobaru geothermal field. (a): distant from the new 
craters, (b):near the new craters. 

Estimation of underground mass balance that is mainly water, based on Gauss's theorem shows 
that the ground water recharge from the region around new craters is increasing after the 
eruption and about three months after, the underground water flow is gradually reaching to the 
equilibrium state. 

CONCLUSIONS 

We have conducted repeat gravity measurements at four geothermal fields and an erupting 
volcano. Especially, in the Takigami geothermal field, we estimated the background gravity 
chan~e that is caused by seasonal changes of shallow ~round water level by using the 
multIvariate regression model relating gravity to precipitatIon. As a result, we were able to 
estimate the back ground gravity cliange with an accuracy of ± 20llgal. We can use the 
correlation to eliminate the effect of the background gravity change. Residual gravity increases 
of uf to 10 Ilgal were detected in the reinjection zone, and residual gravity decreases of up to 40 
Ilga were detected in the production zone. These residual gravity changes are consistent with 
the changes in mass balance in the geothermal reservoir. Thus, the effects of field operations can 
be isolated, even for fields with relating low production rates like Takigami. These estimation 
and the results of repeat gravity measurements show that repeat gravity measurements is an 
effective method to monitor the underground hydrological systems. 
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ABSTRACT 
The regions of this research, in Tokushima Prefecture, have been blessed with abundant 
groundwater since ancient times. Therefore, until quite recently the amount of groundwater 
available for use was substantial. Now, however, groundwater levels are declining and water 
quality is worsening in several zones. 
Therefore, it was recognized that a comprehensive investigation of groundwater activity was a 
most urgent subject. And secondly, the future predictions of negative effects of water use must 
be accelerated. 
It was collected as much as possible through field investigation, data of precipitation, discharge 
of river flows, water levels at observation wells and pumping volumes. 
Several hydraulic analyses were carried out based on the survey data in order to clarify the 
characteristics of groundwater hydraulics in this area. 

KEY WORDS: field investigation, fluctuation of water level 
saline concentration, correlation analysis 

INTRODUCTION 

From the National Land Agency, the amount of water use in 1994 in Japan, was estimated at 
about 90.8 billion m3, and judging from the origins of the water resources, river water accounted 
for about 77.8 billion m3 (85.7% of the national total), whilst groundwater accounted for about 
13.0 billion m3 (14.3%). In addition, other groundwater was;umped for fishery purposes and for 
buildings cooling. The volumes used were 1.8 billion m and 0.98 billion m3, respectively. 
Therefore, the total volume of groundwater use amounts to about 15.77 billion m3, with the 
following breakdown; municipal use 25.7%, industrial use 32.1 % agricultural use 24.6%, fishery 
use 11.4% and building cooling use 6.2%. 
In the alluvial plain of the eastern part of Tokushima Prefecture, the region studied in this 
investigation, there was always sufficient groundwater and riverbed water and so rates of 
pumping have been quite large since early times. But, recently, the decline in groundwater level 
and the worsening of water quality are appearing in some regions of this prefecture. It seems that 
the above-mentioned phenomena are caused by a change in groundwater runoff in facts such as 
the change in hydrological and meteorological conditions, the transition of water usage, and the 
progress of river improvements. Therefore, it has been recognized as an urgent subject to 
estimate an accurate existence of groundwater, to forecast a highly precise future impact, and to 
propose prevention or reduction means against groundwater obstacles. 

GENERAL CONDITIONS OF THE REGION INVESTIGATED 

Geographical and Geological Condition of Tokushima Plain 
In this region, both the Yoshino River and the Naka River flow eastward into and the Seto­
Inland Sea. The Tokushima Alluvial Plain was formed by the accumulation of earth and sand 
transported by river runoff. 
These river systems are especially important from the viewpoint of national land conservation 
and the national economy, so each has been designated as a Class A river by the Ministry of 
Construction. 
The drainage area of the Yoshino River is about 3750km2; its main length is 194km and its total 
length is about 1600km. It ranks in 18-th order of drainage scale in Japan. On the other hand, the 
Naka River falls within the middle scale range with a drainage area of 874km2, a main length of 
125km and total length of about 360km. 
The sub-surface geological strata are as follows: overlying basement rock which consists mainly 
of Izumi-sand stone and Sanpagawa-crystal schist, there is alluvial gravel, termed the D-layer. 
Above the D-layer, exists the so-called C-layer gravel which was formed about 18,000 years ago, 
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and then above the C-Iayer, lies the B-Iayer consisting of silt and clay, which was formed about 
6,000 years ago. The top stratum is the so-called A-layer formed by river sediments of mainly 
sand and sandy-gravel. In the characteristics of hydrogeology of this region, the A-layer is an 
unconfined aquifer, its-thickness is about 1O-20m, the B-Iayer is an aquitard its thickness 
increases toward the coast, and its maximum thickness is about 30m near the coast. These 
aquitards are, however, exhausted both at about 22km upstream of the Yoshino River and about 
8km upstream of the Naka River. Both the C-Iayer and D-Iayer are good aquifers. The thickness 
of the C-Iayer is about 30-50m, and that of the D-Iayer is generally larger than the C-Iayer. 
The groundwater existing in both the C-Iayer and D-Iayer is confined to the downstream regions 
where the aquitard B-Iayer is located. The values of permeability coefficients obtained by past 
pumping tests, vary widely and are as follows. A-layer: 9.8X 10-4-2.64 X lOocm/sec, B-Iayer: 
3.7X 10-6-5.0 X 1O-5cm/sec, and C-Iayer: LOX 10-2-4.75 X lOocm/sec. 

Precipitation and Discharge Conditions 
Topographically, the steep Shikoku Mountains run east to west in the central part of Shikoku 
Island. The climate is mild, and the yearly mean temperature is 15 to 17 DC. However, Shikoku 
is frequently visited by baiu fronts and typhoons and is one of the most pluvial districts in Japan. 
Annual precipitation reaches 2500 to 3500mm in the southern zone of the Shikoku Mountains 
and 1200 to 1500mm in the northern zone. Because the drainage area of the Naka River lies in 
the southern part of the Shikoku Mountains, the amount of precipitation exceeds 3000mm in the 
upstream zone, and reaches 2000 to 2500mm in the downstream zone. 
The discharge duration conditions of both rivers are shown in Table 1. 

Table 1 Discharge duration conditions 

Normal discharge Low discharge Drought discharge Annual mean Annual total 

(185-day discharge) (275-daydischarge) (J55-day discharge) discharge runoff 

Yoshino River 
123.01 (m'/s) 4!72 X lo'(mJ) 65.53 44.19 29.55 (1976-1995) 

(Chuo-Bashi) 

Naka River 
66.63 (m'/s) 2104 X 10' (mJ) 28.55 14.48 7.49 (1956-1991) 

(Furusho) 

The flood runoff of these rivers is generally sharp with high peak discharge within a short 
duration. Though the annual precipitation is relatively large due to occasional torrents during the 
typhoon season, the discharge of rivers is normally small in other seasons. Namely, drought 
discharges of the Naka and Yoshino rivers are 7.49m3/sec, and 29.55m3/sec, respectively. And 
the low discharges (275-day discharge) are 14.48m3/sec and 44.19m3/sec, respectively. As 
shown in this table, the discharge conditions of the Yoshino River are relatively 3 or 4 times 
more stable in comparison with those of the Naka River. The facts in the above-mentioned are 
shown as the difference in coefficient values of each rivers regime, namely 900 and 256, 
respectively. 

GROUNDWATER INVESTIGATION AND CONSIDERATION 

Investigated regions 
The extensive area chosen as the object of the first study is shown in Fig. 1. It is a low land about 
40km2 stretching from the Yoshino River Bridge (4.6km upstream from the river-mouth) to the 
Nada Bridge (lO.4km upstream) along the course of the Yoshino River. The 32 new observation 
wells were chosen as an arrangement throughout this area in 1983. At seven observation wells, 
A -G in Fig. 3, a daily monitoring of the groundwater level has been conducted by the Ministry 
of Construction. [I] 
The second extensive area covering the whole downstream basin of the Naka River is shown in 
Fig. 2. It is also a lowland about 50km2 stretching from the river-mouth to the Mochii Bridge 
(11.2km upstream). This objective area was divided into three zones. Namely, the first is a 
triangle zone lying between the Naka River and the Kuwano River, in which a great volume of 
pumping is carried on, the second is the left bank side of the Naka River and the third is in the 
southern part of the Kuwano River. As shown in Fig. 2, about 40 observation wells were chosen 
to make an arrangement crosswise in this area. Furthermore, data of ten observation wells A - K, 
in Fig. 2 were investigated by the public agencies of this district from 1981 to 1998 [2]. 
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Fig. 2 Investigated region of the Naka River basin and 
observation wells 

Fluctuation in groundwater level 
(I) Characteristics in the Yoshino River basin 

Using data obtained for the II-year period from 1974 to 1984, long term vanatlOn 
characteristics of the unconfined groundwater in the A-layer of this basin were determined. 
In Fig. 3, fluctuations in the monthly maximum groundwater level are shown by solid lines 
and those of the monthly minimum by dotted lines together with monthly rainfall recorded 
at the Tokushima Meteorological Observatory. Long term variations tendencies are shown 
graphically in Fig. 4. 
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Fig. 4 Long term variations in water level in each well 

Fluctuation characteristics based on these diagrams are as follows: 
i) The mean value for the total annual rainfall during I I years, from 1974 to 1984, 

1620mm, is somewhat small in comparison to, the average for the 30 years from 1941 
to 1970 (l800mm). Therefore, the long term trend seems to be gradually decreasing. 

ii) Fluctuations in the groundwater level in the left side zone of the Yoshino River, show 
that an increase in the water level takes place in summer and a decrease in winter, the 
fluctuations agreeing with the varied pattern of rainfall. Because the most prominent 
fluctuations are shown for wells Band C in Fig. 4 and the minimum groundwater level 
for each well increases during the irrigation season, it seems that the groundwater 
supply is in excess of its consumption, namely the amount used in groundwater 
pumping in this area. 

iii) As shown by the fluctuations for wells E, F and G, there is a marked difference in 
comparison with fluctuations at wells in the left-side zone. Because the minimum water 
level during the irrigation season shows only a slight rise, the groundwater supply is 
estimated as being less than the amount of water consumed. At well G in particular, 
from 1977 to 1984, the highest water level appears in winter and the lowest in summer, 
as evidence that the groundwater supply is not sufficient to meet the demands of 
pumping in summer. These phenomena are called over-pumping of groundwater. 
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(2) Characteristics in the Naka River basin 
Using data obtained for the 15-year period from 1981 to 1995, the long term and middle 
term variation characteristics of the groundwater are discussed. In Fig. 5, fluctuations of the 
monthly mean groundwater level of each observation well (A-layer) and the monthly mean 
river water level are shown curves with symbol numbers together with monthly rainfall. 

And those in the monthly mean value of 
each confined well (C-layer) are 
discussed similarly. e 4 
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these diagrams are as follows; -
i) The mean value for the total annual j 2 

~ rainfall during 15 years, from 1981 • 1 

to 1995, is 1971mm. The value of a 
drought year of this period, 1984, is 
1327mm and that of the wettest year, 
1990, is 3003mm. Therefore, it is 
evident that the range of 
fluctuations in rainfall is fairly 
large. e 3 
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ii) The fluctuation pattern in the 
groundwater level at shallow wells 
(A, B) in the right side zone agrees 
approximately with the varied 
pattern of rainfall. But, judging 
from the coefficient of simple 
correlation between groundwater 
and rainfall, it is not so large such 

~ ~~~~~~~~~~~ 
• 0 • 

as 0.68 for well A, and 0.40 for well 
B. On the other hand, the coefficients of 
correlation for river water, are 0.80 for 
A, and 0.53 for B, respectively, which 
seem better responses than the former. 

Fig. 5 

~ ; ~ ~ ~ ~ ~ ; 
b) confined groundwater 

Monthly fluctuation patterns for 
observation data 

iii) As for the fluctuation in the groundwater level at well C in the left side zone, the 
coefficient values for rainfall or river water are 0.72 or 0.75, respectively. And the 
coefficient values for shallow wells A, B are 0.91 and 0.61. Good responses are 
indicated between mutual groundwater wells in this area. 

iv) There is a clear tendency of a draw-down in groundwater level (water head) during the 
long-term in the right side zone of the Naka River. On the other hand, in the left side 
zone, there is rather a clear tendency for the groundwater level (head) to increase. 

Salinity behavior in aquifers of the second objective region [3] 
In the estuary basin of the Naka River, since about 1961 the intrusion of seawater into the 
confined aquifers is gradually actualized along the coast, and then in the early 1970's, the 
distributing zone of the self-spouting wells has been intruded by excess saline concentration of 
seawater for the permissible criteria of drinking water (200mg/ Q, ). These causes are estimated 
whereby the amount of pumping increased more than in proportion to the spread of aquaculture 
such as eel or ayu, and that the total amount of intake for industrial water or city water increased 
much more than in proportion to the urbanization of this area. 
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The change of CI-concentration in the confined aquifer, for example, is shown in Fig. 6. 
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Fig. 6 Yearly changes of saline concentration in each well 

There were at least six saline-intruded wells, namely, No.7, No.8, No.9, No. II, No. 12 and 
No. 20. It was found that the intrusion of salinity had made scarce progress since 1990. The 
concentration values at No. 12 and No.7 wells, however, are increasing sharply and reach a high 
value of 6000~ 8000mgl Q • 

POSTSCRIPT 

In this study, monthly observations were made of groundwater level and vertical distribution of 
saline concentration, and several hydraulic analyses based on the survey data obtained were 
made. 
The main discussions are as follows; 
I) Using the observation data for the groundwater level at each of the 7 wells during the 11-

year period from 1974 to 1984, the long term variation characteristics of the unconfined 
groundwater level in the estuary basin of the Yoshino River were determined by auto­
correlation coefficients, cross correlation coefficients and power spectrum. 

2) Using the data obtained for the groundwater level at each of the II wells during the 15 years 
from 1981 to 1995, the long term and middle term variation characteristics of the 
groundwater in the estuary basin of the Naka River were estimated. 

3) Using the CI-concentration values for the confined observation wells, the activity of the 
saline intrusion into the confined aquifers in the estuary basin of the Naka River were made 
clear. 
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ABSTRACT. Sustainable groundwater management guidelines must highlight various factors 
which can, in parallel, lead to unsustainability. These include environment and land-use. Both 
can lower groundwater quality and availability, and ambient environmental quality. 
Environmental factors which characterize the sensitivity of the media to percolation and 
recharge from the ground surface into the aquifer are natural factors which are difficult to alter. 
In contrast, such land-use factors as excessive demand for agricultural irrigation, population 
pressure, resource demands, market structures, and other anthropogenic activities can more 
easily be handled and remedied. The objective of this paper is to highlight land-use factors 
leading to unsustainability, taking into consideration environmental factors which enhance these 
adverse effects and impede sustainable groundwater management. Two areas of Israel's Coastal 
aquifer have been considered in this paper, each representing different hydro-ecological and 
demographic situations. Environmental sensitivity of the two areas is considered, and land-use 
concentrations are recommended, to respond to the desired groundwater resource needs of these 
areas. Such an approach is can tie land-use planning guidelines to sustainable groundwater 
management. 

KEYWORDS: land-use alteration, environmental factors, sustainable groundwater 
management, planning, anthropogenic pollution, 

INTRODUCTION 

Coastal regions are generally characterized by high levels of population and intensive land-use 
and urbanization [1). Urbanization of coastal phreatic aquifers is most often accompanied by a 
rise in anthropogenic pollution percolating to the water tables [2, 3, 4, 5,], along with a rise in 
salinity from sea water intrusion owing to a drop of inland hydraulic head following excessive 
pumpage [6). In the United States, in Boston, Staton Island, and Philadelphia [1]; Chicago [7]; 
and Baltimore [8,9] land-use levels have been harmonized with natural terrain restrictions and 
attempts have been made to assess the relative degree of intolerance of the terrain with regard to 
given land-use alterations by relocating port and industrial centers and replaced these with 
parkland and open-space, accessible to the public. 

In Israel, innovative suggestions have been advanced regarding development of the 
Mediterranean coast near Tel Aviv and Haifa. These involve patterns similar to those embarked 
upon in Chicago and Baltimore, with public parkland and marinas along the seafront, and even 
the building of islands off the coast for further residential and commercial development [10). 
Long-term land-use planning and integrated ecological perspectives are thus increasingly 
becoming the norm for land-use alteration. Regrettably, urbanization in stressed coastal aquifers 
has amplified unsustainability factors [11, 12], and resulted in a malaise, limiting the human 
spirit, sharply reducing quality of life, degrading the quality and lowering the quantity of 
resources available to users, and impeding sustainable groundwater development [13). It is 
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therefore urgent to detennine and control these unsustainability factors in order to mitigate their 
adverse effects upon sustainable groundwater management [14,15]. 

ENVIRONMENTAL AND LAND-USE UNSUSTAINABILITY FACTORS 

Floods, high winds, etc, along with low natural vegetative groundcover, can lead to rampant 
erosion, which can cut into steep slopes denuded of vegetation, sedimentation may clog streams. 
High levels of natural recharge are desirable in a clean environment. In an unclean environment, 
recharge can lead pollute groundwater resources. Above highly permeable soils, inappropriate 
placement of industrial or commercial sites, or high-intensity residential areas can significantly 
degrade groundwater quality. Intensive irrigation with minimally treated effluents, excessive 
administration of fertilizers or pesticides can have a serious impact upon groundwater in below 
permeable soil. Excessive pumpage can clearly have a severely detrimental effect upon 
available resource reservoirs, lowering water tables and altering groundwater flow-directions. In 
coastal aquifers, this enables intrusion of saline sea water into fresh inland reservoirs, making 
salinisation almost irreversible. 

Unsustainability factors can also be social, economic, and ecological. Socio-economic norms 
affect population growth. The degree to which a society's population succeed in getting used to 
"dirty their own nest" and wasting without thinking of tomorrow is a social illness. These 
tendencies can be mitigated and impeded by appropriate education, and by altering market 
structures. For instance, potential pollutants can be recycled as raw materials for on-going 
manufacture. The planning process should control these unsustainable factors as regard their 
environmental context and society's needs. 

In this paper, certain guidelines are proposed to control these unsustainability factors and 
mitigate their adverse proclivities for groundwater. The ultimate objective is to arrive at optimal 
and sustainable development 

MEmOOOLOGY 

This paper focuses upon guidelines for sustainable groundwater management, involving the 
combination of two factors: environmental potential for water recharge (PWR) and land-usage 
potential of groundwater pollution potential (GPP). Together, these factors can characterize an 
area of study and yield to guidelines for sustainable groundwater resource management. Key 
unsustainability factors which could impede sustainable development can be pinpointed. 
Numerical evaluation of PWR and GPP values can be obtained by averaging weights of specific 
environmental sensitivity and land-use categories intensities. 

Table 1 presents environmental factors along with land-use categories and concentrations, 
enabling characterization of a study area. Four environmental categories are considered: 
hydrology, physiography, soils, and ambient vegetation. To assess sensitivity, each factor is 
subdivided by ranking criteria. For each environmental factor, five land-use types are considered: 
conservation, recreation, agriculture, residences, commerce and industry. Certain land-use 
categories have varying intensities. Agriculture use can involve field crops which tolerate and 
therefore receive high levels of pesticide and fertilizer applications, or orchards which are so 
sensitive to salinity that they restrict use of pesticides and fertilizers to minimal application 
levels. Each category can vary from low to high intensity usage. 
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Combining environmental and land-use categories and concentrations, this table delineates 
"scenarios". A set of scenarios can characterize a specific area. For eacb, appropriate 
groundwater water management is required. To numerically assess these conditions, PWR and 
GPP must be numerically evaluated and weighted. Table I presents four levels of sensitivity with 
regard to environmental factors as well as land-use impact. Highly sensitive environmental 
factors and significant land-use impact upon groundwater quality are represented by "If' = 4; 
moderately higb by b = 3; moderately low by I = 2; and low by L = 1. Combined weightings 
characterize an area. 

Table I. Combined Influence of Potential of Water Recharge for Environmental Factors (PWR) 
and Groundwater Pollution Potential from Various Land-usages (GPP) 
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PWR and GPP are the perpendicular axes in Table 2. Average PWR and GPP values from Table 
I yield coordinates delineating the position of the study area as regards these factors. This table 
delineates four "extreme situations", a, b, c, and d. Each requires particular groundwater 
management measures. 
For a = HL, the area has the highest PWR and lowest GPP. Groundwater recharge from the 
surface with fresh water would have highest priority. 
For b = HH, the area has the highest PWR and highest GPP. Highest priority for pollution 
prevention must be given to this situation. 
For c = LL, the area has lowest PWR and lowest GPP. Groundwater recharge into wells with 
fresh water would have highest priority. 
For d = LH, the area has the lowest PWR and highest GPP. In situ remediation of groundwater 
would have highest priority. 
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In a given study area. situations would likely faU between these extremities, such that differing 
appropriate operational measures would apply. 

Table 2. Characterization of Study Areas as regards Environmental Factors 
and Land-usage Concentrations 
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where a = biPest PWR aDd lowest PGP, b = blahest PWR aad GPP, c = lowest PWR ud 
GPP, d= lowest PWR aDd biPest GPP 

Key: 'I_tin YII.: H = 4, h = 3, I = 2, L = I; Al!aJymll2ll: R = Ra'.naaa. E = Era; Sbiqm. 

APPLICATION TO mE ISRAEL COASTAL AQUIFER 

Israel's coastal plain extends from Mt. Carmel in the north to the Gaza Strip in the south, from 
the seashore on the west to the limestone aquifer on the east. The aquifer is composed of layers 
of dune sand, sandstone, calcareous sandstone, silt, loams and clay lenses [16]. 

Two study areas were selected for this paper. The first is the urban Ra'anana vicinity (R), 
northeast ofTet Aviv. The second is Erez-Shiqma (E), a low-density dune area characterized by 
low anthropogenic activity, extending between Ashqelon and the Gaza Strip, south of Tel Aviv. 
Specifications characterizing these areas are presented on the shaded cells by the symbols E and 
R. Each shaded cell corresponds to a numerical level, enabling evaluation of average PWR and 
GPP values for the study areas. Thus, the arithmetic mean for rechargability (shaded column) 
for the more developed Ra'anana area is 2.2, whilst that for the Erez.Shiqma area is 3.5. The 
arithmetic mean for potential impact of land-usage (shaded row) for the Ra'anana area is 3.0, 
whilst that for the Erez-Shiqma area is 1.3. The combined PWRlGPP for the Ra'anana area 
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places it within the hH cell of Table 2, whilst the combined PWRlGPP for the Erez-Shiqrna area 
places it within the ill cell of the table. These values closely relate to the eco-hydrological 
situation of the study areas [17]. Potential pollution site density (Pollsite) of the Ra'anana area 
clearly exceeds that ofErez-Shiqma [12]. 

DISCUSSION AND CONCLUSIONS 

Table 2 indicates that the Ra'anana area differs substantially from the Erez-Shiqrna area as 
regards land-use planning and recharge of the aquifer. In the Erez-Shiqma area, pollution 
remains at a relatively low level, such that land-use siting guidelines must be enforced to 
maintain groundwater availability and quality. This is a coastal area, where the waterfront could 
be properly developed for low-intensity recreation [7, 8, 9] while maintaining the open, sandy 
ground for maximal natural surface recharge from seasonal rainfall and artificial recharge with 
fresh water, as from a planned desalinization plant. Groundwater management should involve 
appropriate measures to combat sea water intrusion. By way of contrast, Table 2 shows the 
Ra'anana area to be more polluted, so that land-use guidelines must aim at mitigating potential 
pollution. Recharge is still possible in this area, but only by means of injecting treated water 
into wells. Table 1 shows that the Ra'anana area, in contrasted to Erez-Shiqma, is characterized 
by deeper water tables, lower levels of recharge potential, hydraulic conductivity, and 
permeability, low slope and low amounts of vegetative cover on the land. Environmental factors 
themselves clearly mitigate potential pollution of groundwater in the area. Nonetheless, 
improved long-term land-use planning in the area should be tied to these natural characteristics. 

The environmentally stressed Ra'anana area should incorporate renovation of urbanized land 
and stringent ecological guidelines. These should maximize tree cover and ground vegetation, 
public access to natural amenities within urban environs, and effectively zone industrial, 
residential, agricultural, and natural areas so as to promote optimal efficiency and life quality for 
each land-use involved. 

In more pristine areas, as in the Erez-Shiqma area, new land-use alteration can still be conducted 
in accordance with constructive environmental guidelines to produce results which will maintain 
its well area's ecological character while providing for the economic and residential needs of the 
population.. Remediation methods should include recharging water and use of the area for 
groundwater recharge and as a multi-annual groundwater reservoir. 

The approach taken in building "new towns" should enable decision-makers to proceed in a 
comprehensive and ecologically sound manner. Where land has already been significantly 
altered, comprehensive renovation can relieve the stress and raise the quality of life of the 
region. Utilizing these guidelines for delineating the ideal land-use for any area requires 
employing land types for the purpose for which they are most suited. 

Such unsustainability factors as a significant decline of groundwater quality and quantity can 
result from inappropriate patterns of land-use. A rational approach to land-use planning should 
take into account the complex ecological, hydrological, social, educational, and economic 
parameters which characterize every region, and should result in a healthy and appropriate "fit" 
to present and future society, and to groundwater sustainability. 
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ABSTRACT Water resources exploitation and sustaining development of arid and semi-arid 
area are among the most important global environment problems. One third of the total earth 
surface is arid or semi-arid. and in China, this area amounts to 47.5%. Water system in arid 
area has the following characters: total water resources shortage, poor recharges, distribution 
unbalance, evaporation playing a key role in water cycle, river and connected aquifers forming 
a uniform system, shallow groundwater having certain present recharge but deep groundwater 
usually having no recharge with the evidence of very low tritium detected. A series of 
environment deterioration problems, such as desertification, salinization of soil and 
groundwater, have risen during water resources exploitation because the ecosystem is rather 
weak. To realize the reasonable utilization of water resources in the arid area, we need to 
manage water resources in a scope of catchment, to control the oasis scale according to the 
water capacity of systems, to keep reasonable ecosystem water level, and to construct water 
saving society. 

KEY WORDS: Arid area, River-aquifer system, Oasis scale control, Ecosystem water table, 
Water saving society 

INTRODUCTION 

The UNEP report in 1996 pointed out that the main crisis that human being will face in 21 st 
century is water shortage rather than energy crisis. The water resources sustainable 
development will be the key obstacle to the development of society, especially for the arid and 
semiarid area. The water resources shortage, limited environment capacity and weak 
ecosystem are the main problems of arid area. 

Arid and semiarid area occupies one third of the total earth surface, having the area of about 
4.88X 107km2. And besides, there is an area of 9.1 X I06km2 "human times" desert formed 
because of over exploitation. Water resources is the main constraint factors to the development 
of these regions. Statistics from UNEP shows that the distribution of arid area is rather 
unbalance [I] (Tab. I ), more than 1/3 of Asia is arid and semiarid. 

In China, arid and semiarid areas distribute in the Northwest. Using arid index and water 
balance factor comprehensive method, The area of arid index greater than 3 occupy 47.5% of 
the total area of China and the arid area with precipitation less than 200mm is 26 % of the total 
area [2]. 
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THE DISTRIBUTION AND CHARACTERS OF WATER RESOURCES 
SYSTEM IN ARID AREA 

The scarce of precipitation, shortage and distributing unbalance of all kinds of water resources 
are the main characters of arid area of China. There is an area of 1.6 X 106km2 area with no 
runoff at all and five inland catchment formed in Northwest of China. In this area, the annual 
water resources of 3.61 X 104m1/km2 is only 12.25% of the countr/s mean value. III somt: 
region, the figure is even smaller. For example, the west part of Inner Mongolia and Hexi 
Corridor, the value is only 5.2-5.6%. 

Another character of arid area is the intensive evaporation. The water surface evaporation is 
usually at the order of 1500-3000mmJa. But the land evaporation is often limited by a low 
water content of the surface soil. So the actual evaporation is not so high. However, the 
evaporation coefficient (land evaporation/precipitation) goes rather high, reaching 0.79 in 
Northwest and 0.77 in North of China respectively. The intensive evaporation has great 
influence to the local water cycle, since it is difficult to produce effective recharge. 

The precipitation and snow melt in the middle and high mountainous area is the main water 
resource for the arid area. The surface water and groundwater in riverbed from mountainous 
river usually occupy about 80% of the total water resources in arid plain or basin. Other 
resources like lateral recharge of groundwater, precipitation in plain area and flood occupy a 
little ratio in the total water resources of a basin plain. It was found that in the Northwest of 
China, the lateral recharge is only 5% of the groundwater and less than 3% of the total 
resources[3,4] (Tab.2). 

Table .1 Arid land area {10"km'} 
Continent Extremely Arid Semi arid Total Percent of 

ari~p<5Omm) (p=50-15Omml (p=150-25Omml continent (% ) 
Australia 3.9 2.5 6.4 83 

Africa 4.50 7.3 6.0 17.9 59 
Asia 1.00 7.9 7.5 16.5 38 

North and Middle America 0.03 1.3 2.6 4.0 10 
South America 0.20 1.2 1.6 3.0 8 

Europe 0.2 0.8 1.0 1 
Total 5.73 21.8 21.0 48.13 36.3 

Table.2 Groundwater recharge resources in inland J!I~.!n area il!.~~~st China (108mJ/a) 
System or region Hexi Corridor Zhungeer Tahmu Chaldamu Total 

and Alashan Basin Basin Basin 
Runoff of Mountain river 66.3 337.5 381.5 67.9 838.2 

The River water infiltration 24.1 51.4 69.7 21.5 166.7 
ground Channel & land infiltration 24.3 55.1 157.5 2.7 239.6 
water Lateral recharge from 3.5 9.5 5.6 6.2 24.5 
recharge mountain area 

precipitation 8.5 23.6 1.9 2.7 38.7 
Total 60.4 \39.3 236.7 33.1 469.5 

Total water resources of the system 78.3 355.3 391.0 76.8 901.4 
Mountain river water change to ground 73.0 32.0 59.6 35.6 48.5 

water (%) 

I 
The Mountain river water/ Total 84.7 93.6 97.6 88.4 93.0 
aquifer-river system water (%) 
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THE RIVER-AQUIFER SYSTEM IN ARID AREA 

The exchange between groundwater and surface water is very common. However, in arid area, 
this exchange is quite intensive and frequent. No matter under the artificial or natural 
conditions the fluctuation and balance of river and groundwater will intensively influenced 
each other and formed a uniform system. 

Under the natural conditions, the runoff formed by rain, snow/ice melting in the mountain area 
intensively recharge to groundwater at the quite thick pluvial and alluvial fan. In the Northwest 
China, 20% river water seepage to groundwater flows directly through riverbed and 28% 
through the channel system. Totally 48.5% of river water changes to groundwater within this 
area (see Tab.2). The groundwater in coarse gravel aquifer of the alluvial fan moves quickly 
because of the high conductivity and discharges out in the frontier of the alluvial fan forming 
the down stream Spring-recharge rivers. Usually, the plain river disappears because of seepage 
and evaporation in the running procedure and finishes the 3rd change to the groundwater. 
Some large river may pour into terminal lake in basin and the groundwater also discharges into 
the terminal lake. 

It is clear that rivers and groundwater in an arid area form a uniform system. From the alluvial 
fan to the center of the basin, the water change from surface water to groundwater and then 
change back 3-4 times in the natural conditions. The subsystems keep tight relation and it is 
impossible to evaluate the groundwater or surface water individually. So, the water utilization, 
no mater groundwater or surface water will unavoidably cause regional hydrological effect that 
involves the whole catchment (system), and the transforming condition between groundwater 
and surface water may change in large scope. 

THE WATER RECYCLE OF DEEPER CONFINED AQUIFER 

Some researchers hope to explore the deep confined aquifers to alleviate the water shortage in 
arid areas. Even some experts in the operation of 9th 5 year-plan of China consider the deep 
fresh water as a hopeful source for the arid land. However, a regional investigation proved that 
the deep groundwater circulate rather slowly. 

According to the investigation of environmental isotope of water in all subsystems in 
Northwest China, the phreatic and confined groundwater are all originated from precipitation, 
the stable isotope 6 D%o~ 6 180%0 spots are all on the Crig Line. However, the shallow 
water (mainly the unconfined) subject to evaporation. The deeper (confined) groundwater with 
scarcer D and 180 proved the influence of continent effect, long cycling journey and limited 
recharge. 

The groundwater in Northwest China is usually affected by nuclear test since 50's and 
precipitation usually contain high tritium. Shallow groundwater (0-20m) has tritium of 7-254 
TU for its fast circulating. Middle deep aquifer(20~80m) have low tritium of7~2TU and the 
deep groundwater (>80m, usually confined) affected little by the nuclear test with the tritium 
less than 2TU. According to the site sampling [5] on the vadose zone in Northwest of China, 
the precipitation in 1963 infiltrated only 6m and nuclear tritium containing rain in 1953 
penetrated only 10m. So we can conclude that the deeper confined aquifer is not affected by 
nuclear test and the low tritium illustrates that the deep water formed in 40 years ago. 

The different parts of a river-aquifer system also present the different cycling condition with 
the tritium content in groundwater as evidence. In the north alluvial plain to basin plain of 
Tianshan Mountain, the upstream phreatic water circulate fast and the tritium is 22~254TU. 
and in the middle stream, the tritium is 5-46TU in the shallow confined aquifer. In the deeper 
confined aquifer in the down stream the tritium is less than 2TU[6,7]. 
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From the above discussion it can be concluded that the deeper aquifer have very limited 
recharge and the idea of seeking deep fresh water to alleviate the water shortage in Northwest 
of China is very dangerous. 

THE UTILIZATION OF WATER RESOURCES IN ARID AREA 

In the arid aquifer-river system, from the foot of mountain to the terminal lake, surface water 
and groundwater change each other 3~4 times naturally. This easily transforming condition 
makes the reuse of water resources possible. In some systems, the reusing rate is 40%~50% 
(see Tab.3). For example, the water was reused at least 3 times in the Shiyanhe aquifer-river 
system. This means that the usable water resources is greater than the total resources of the 
system. 

Table.3 The rate of water reuse in Northwest China (lO"m'/a) 
System or region Hexi Corridor North foot Talimu Chaidamu Total 

& Alashan of Tianshan Basin Basin inland 
area 

Total water resources 78.3 97.3 391.0 76.8 901.4 
Water entering cannel system 62.1 60.2 266.4 9.4 466.1 

Reinfiltation 34.0 28.0 157.5 2.7 239.6 
The most great reuse rate (%) 0.43 0.29 0.40 0.04 0.26 

THE ENVIRONMENTAL PROBLEMS CAUSED BY WATER 
RESOURCES UTILIZATION 

The shortage of water resources in the arid area causes over exploitation in Northwest of China, 
the over exploitation results in a series of environmental problems. 

Desertification of land 

The utilization of groundwater reduces the groundwater recharge and draws the groundwater 
level down regionally. The vadose zone thickening and water content in soil lessening cause 
the land extremely arid and the desert ecosystem deterioration. And as a result, the desert 
enlarges and intrudes to agricultural land and pasture. 

The Heihe River can be a typical example of water resources over exploitation. The reservoirs 
and well irrigation upperstream reduce water resources entering Ejina oasis greatly (Tab.4) and 
the forest withered and river-along oasis narrow the range. Sacsaoul forest reduced from 1.13 
X 106ha in 1950's to 2.0X 1Qsha in 1980's in Ejina Qasis. The sandstorm disaster happens 
frequently may mainly be attributed to the desertification of land. 

Table.4 The runoff at Zhengyixia station of Heihe River and the amount of enterine Ejina Oasis 
Time 1940- 1950- 1960- 1970- 1980- 1990 1991 1992 

1949 1959 1969 1979 1989 
RunoffatZhengyixia Station 13.3 12.25 10.65 10.55 10.44 8.52 6.98 5.0 
Runoff entering Ejina Oasis 9.925 3.84 4.03 3.10 2.54 1.82 
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Soil salinization 

The artificial factors play important role In soil salinization and the direct cause IS 

unreasonable water use. 

The waste land rapidly become saline because of no irrigation water to wash the accumulating 
salt in soil and no cultivating measures to cut the evaporation capillary. The strong evaporation 
accumulates lots of salt in soil after cultivated land be wasted. For instance, the CI· and Na 
content in 1m soil of waste land in Minqin Basin are respectively 16 and 9.55 times higher 
than those in cultivated land. 

Unreasonable irrigation (excessive lITIgation or impeded drainage) makes the groundwater 
level raised and salt accumulated in soil. This kind of problems exist in large-scale irrigation 
area, Hetao, Yinchun and Talimu in Northwest of China. 

The downstream area often suffers from the lack of runoff so wells are used for irrigation. 
ho\\ever, the salty groundwater makes the soil saline immediately. 

Groundwater salinization 

The arid climate has the condition of making the groundwater salinization, but the water use 
(irrigation) and reuse (use, reinfitration, and use in the downstream again), cause more 
evaporation and increase the salt content in water. The groundwater TDS in 2/3 area of Yaoba 
Oasis in Inner Mongolia has rise from less than I gil to 3-4 gil during the running of well 
irrigation oasis in latest 20 years. 

THE REASONABLE WATER USE IN ARID AREA 

The control of oasis scale 

The amount of water resources determines the scale of oasis. That is, the scale of oasis should 
be reasonably controlled. Over enlargement of Minqin oasis make the land desertfication and 
the Badanjilin desert and Tenggli Desert have connected together in some places. 

Keep reasonable ecosystem-water table 

The plants in arid area usually live in a condition of definite groundwater table. We can call the 
definite water table as ecosystem water table. To control the well depression we can avoid the 
withering of plant and protect the ecosystem. 

Livestock feeding in fold and village gathering 

The over herding causes the deterioration of pasture and the water resources reduce. So the 
village gathering and a suitable scale land cultivating may provide forage for livestock fold 
feeding. And the adjacent pasture may regain its sustainment. Luanjing Tan irrigation region 
with an area of 1.3 X 104ha started in 1994 in Inner Mongolia can attract 113 of the local 
herdsman in Alashan district to live in the irrigation area and some of them may be engaged in 
land cultivation and fold-livestock feeding. As a result, the adjacent desert pasture are hoped to 
recovered in the future. 
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Set up water saving society 

The Oasis center town in arid area should be water saving society and the agriculture should 
use water saving irrigation technology. The soil ameliorating and water keeping technologies is 
the life of arid agriculture. 

CONCLUSION 

The population increase and economic development show an increase tendency of water 
demand. However, the water environment and ecosystem deteriorate in recent years because of 
water resources excessive exploitation. Counter-measures like water saving, oasis scale control, 
keeping reasonable ecosystem water table and fold-livestock feeding will improve the pasture 
and arid ecosystem. 
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ABSTRACT. Bangladesh is a nation of over 125 million population with a geographical 
area of 1,48,393 km2 and located on the Ganges, Brahmaputra, and Meghna Delta. The major 
part of the country is now severely affected by mass poisoning from arsenic in groundwater. The 
latest statistics on the arsenic contamination in groundwater indicates that 59 out of 64 districts, 
about 80% of the total area of Bangladesh and about 40 million people are at risk. Presently 
about 116 million people depend on water from tube-wells for drinking, cooking, washing and 
bathing and about 60 million people are drinking and using arsenic contaminated groundwater. 
Arsenic level now ranges from 0 ppm to 0.98 ppm and the maximum permissible level of arsenic 
in Bangladesh drinking water is 0.05 ppm. Average values of different tubewells data on thana 
census blocks have been used in this study. A spatial and temporal distribution of Groundwater 
Arsenic Contamination Intensity (GACI) has been developed using Geographical Information 
System (GIS) in order to assist decision making process in some critical areas, particularly to 
protect human health. The digitized thana boundary maps with longitude-latitude coordinates 
storing information in the form of metadata has also been developed to visualize GACI 
information in thana census blocks of Bangladesh. The MapBasic Professional 4.5 has used for 
developing user-interface design and MapInfo Professional 4.5 for the visualization of spatial 
information. The user-interface GIS approach can help policy makers deciding proper 
groundwater utilization and taking necessary steps to supplying safe drinking water to the 
domestic and industrial areas. 
KEY WORDS: groundwater, arsenic contamination, monitoring, Bangladesh and GIS. 

INTRODUCTION 

Natural resources are not only the basis for economic activities and human welfare, but also 
make up essential components of our natural environment. They are subject to ever increasing 
demands and exploitation by growing populations and per-capita requirements. Government 
regulations and international agreements, market mechanisms, cultural traditions and individual 
preferences affect and control these resources, but rarely do these mechanisms suffice to ensure a 
sustainable management of resources, and in particular, the commons [II. Groundwater provides 
safe drinking water to over 86 percent of the rural population in Bangladesh [21. This extensive 
coverage is indicative of the country's successful attempt to provide safe drinking water to its 
general people. This respectable public health effort was overshadowed when in 1993 an 
alarming discovery confirmed of arsenic contamination in groundwater. The arsenic 
contamination discovery was first made in the northeastern part of the country. Groundwater 
contamination of arsenic has already affected 59 out of 64 districts of Bangladesh. It is estimated 
that around 1.12 million tubewells are contaminated by arsenic of the whole country [31. 

Nowadays, advanced technology has become emerging management tool to various 
environmental agencies to provide spatial and temporal updated information in their 
environmental problems. The powerful GIS software tools in problem oriented systems provides 
direct and easy access to large volumes of data. It supports their interactive analysis and helps to 
display and interpret results in a format directly understandable and useful for decision-making 
processes. An organized collection of computer hardware, software, geographic data, and 
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personnel designed to efficiently capture, store, update, manipulate, analyze, and display all 
forms of geographically referenced information. GIS provides a valuable tool for information 
analysis, automated mapping and data integration. Mark et aI. [4] gives a useful definition that 
encompasses its functionality. It is defined as a computerized system for the storage, retrieval, 
manipulation, analysis and display of geographically referenced data, where include physical, 
biological, cultural, demographic or economic information and provide valuable tools in the 
natural resources, social, medical and engineering sciences, as well as in business and planning. 

Information technology in particular, GIS provide powerful tool for effective decision support in 
natural resources management. A GIS can automate existing as well as provide enhanced 
capability to analyze geographic information for decision-making purposes. This study has been 
conducted on the arsenic databases of all thanas in Bangladesh. These basic databases are 
utilized for visualizing geographically located arsenic contamination level by User-interface GIS 
Tool. It will help to provide temporal and spatial GACI information to policy personnel about 
current situation and take necessary steps for supplying safe drinking water to the domestic and 
industrial areas and to mitigate the groundwater arsenic contamination. 

DATA REQUIREMENTS AND SOURCES 

Various information are stored in the GIS in the form of geographic data sets or layers. The 
digitized thana census blocks map provided the geographical framework. In studies using GIS 
the first requirement is the availability of a map which is the backbone of the system. Maplnfo 
Professional 4.5 used for digitizing the study area. The accuracy of manual digitizing merely 
depends on how accurate the hardcopy map is duplicated on a computer by hand. Geographically 
referenced arsenic data were collected on a number of tubewells in the different locations for the 
individual thana census block and after then average values were taken in this study. Data on 
some thanas was not available. To perform the monitoring of GACI, geographically referenced 
data were typically obtained from the Dainichi Consultant, Incorporated, in Japan working with 
the Arsenic Mitigation Project in Bangladesh. The lack of information is the major bottleneck for 
the study. 

DATA STRUCTURES 

The database is a core of GIS. The Maplnfo Professional software used to Jenerate inputs of 
Groundwater Arsenic Contamination Intensity in the Thana census block (3 largest area). GIS 
software provides flexibility in developing and tailoring output formats to meet individual 
requirements. Its database allows storage, retrieval, and analysis of data in formats that are 
interchangeable between different computer based application packages and helps to develop the 
user-interfaces. Database is facilitated by structured format defining fields (Columns) and 
records (Rows) data repository. The completeness and accuracy of database give the quality of 
analysis and final products of the system. This database helps to portray geographical locations 
and monitor changes of the GACI in both spatial and temporal dimensions. Secondary data may 
be generated from that in the database. MapBasic provides powerful Database-access tools. The 
structure of the database is customized to the needs of the user. Linking database with the User­
interface helps to understand about the overall pictures of country's GACI for the policy makers. 

DESIGN AND OPERATIONS OF USER-INTERFACE GIS TOOL 

Description of Main Menu 

The MapBasic programming language has used to develop user-interface tool for monitoring 
Groundwater Arsenic Contamination Intensity. The main menu of Arsenic Monitoring appears 
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directly in the Menu bar of Maplnfo. It comprises eight menu items and its sub menu items 
named by district, as detailed in Figures 2 and 3. This tool is devoted to the monitoring of the 
present situation of GACI for the thana census blocks of whole of the country, individual 
divisions and districts, respectively . The dialog window is activated in the Maplnfo window 
when user clicks on Sub-menu item Arsenic Intensity shows in the Figure 4. It proposes the 
display of maps, browses and charts to visualize the GACllevel when user clicks on a particular 
CheckBox dialog and/or any number of dialogs. These CheckBox dialogs are directly linked 
with programming modules and instantly display output within the MapInfo window when 
dialog window is terminated. OKButton and Cancel Button dialogs control the dialog window. 
By clicking on the Menu item Exit, then instant message appears to inform the user that the 
application is terminated. It gives dialog message during operation period and user will be able 
to know how to get information for specific query from dialog window. 

< If No 

~ 

Display 
Outputs 

Fig. I. Flowchart Showing Operational Systems to Arsenic Monitoring Program 

Qu "I T AbI Ogbons \!iindaN Ijolp 

DI~I . I~ 

Fig. 2. Main Menu and Menu Items of Customized Window for Arsenic Monitoring. 
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Fig. 4. Showing Dialog Window and Queries by CheckBox Dialogs for Arsenic Monitoring. 

RESULTS AND DISCUSSIONS 

At present several groups of the government (British and Swiss) with financial and technical 
assistance from international donor agencies (World Bank), NGOs and Universities are working 
on the arsenic problems and exchange of information among themselves. Groundwater 
concentration below 0.01 mgll is considered safe according to World Health Organization 
(WHO) Drinking Water Guidelines. However, in Bangladesh, the maximum permissible limit of 
arsenic in drinking water is 0.05 mgl!. In many different ways (i.e. map, graphs and tabular 
form), the user-interface GIS could provide rapid information on the present status of arsenic 
contaminated groundwater of the thana census blocks. Figures 5 and 6 explain the present 
arsenic concentration by graph and color-coded map of the whole country. The first two light 
colors show arsenic concentration under permissible limit for drinking and rests are above the 
limit in the Figure 5. Arsenic concentration of 163 thanas has exceeded the permissible level 
0.05-ppm out of 460 shows in Figure 5. The arsenic concentration of some thanas is several 
times higher than of permissible limit of 0.05, shows in Figures 7 and 8. The user can get also 
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affected thana name by using label button or by keeping the cursor on the particular thana. 
Figure 9 shows spatial distribution of arsenic concentration> 0.05 ppm with labeling of thanas in 
Khulna division. Table 1 also presents average and maximum arsenic concentrations of affected 
thanas in Khulna. 
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Fig. 10. Comparison of Average and Maximum Values of Arsenic Concentration on 
Thana Census Blocks along with WHO and Bangladesh Standard of the Khulna Division. 

Average and maximum arsenic concentration of all thana census blocks have also presented 
along with the values of WHO and Bangladesh standard in Figure 10. The two straight lines 
represent arsenic safe level by WHO and Bangladesh Standard 0.01 and 0.05, respectively. Dot 
line shows maximum values of all thana census blocks in Khulna division and other straight line 
for the average values. Dialog window would be able to give information .by clicking the 
CheckBox dialogs for different queries for all divisions and districts accordingly. 

CONCLUSION 

The discovery of arsenic in groundwater in several areas of Bangladesh has aroused widespread 
concerns. We need to conduct the assessment rapidly, compiling existing information and 
integrating these data with GIS. The user-interface GIS can be used successfully for monitoring 
groundwater arsenic contamination intensity on the basis of thana census data. The information 
can be explored to enable monitoring arsenic contamination evolve towards decision making 
using GIS user-interface tool. This program can be used for monitoring of GACI in different 
scales after updating of database in the future. This study would be helpful for building up 
monitoring technique for different depths with geographically referenced tubewell locations for 
individual thana census block. This comprehensive study will give detail picture of GACI 
throughout the country and can be helpful to coordinating among the different working groups 
on arsenic mitigation projects in Bangladesh. 
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ABSTRACT: This paper presents the results of development and application to a multi­
variate statistical technique for the detection of populations groupings in data arrays. The 
classification procedure referred to as the G-method is based on a new Z2 criterion. This 
method allows an automatic classification in terms of homogeneous taxonomic units, with­
out any a priori knowledge of the taxonomic structure of the natural observations; it pro­
vides information on the different levels of classification present in the data set under 
study, on the level of information residing in each variable, on the level of similarity 
among homogeneous classes. G-method used to investigate taxonomic structure of multi­
variate observations on hydrogeological, engineering geological, ecological and other 
types of data. The results obtained analyzing chemical composition of groundwater on ter­
ritory of Novocherkassk are described in paper. 

KEY WORDS: multivariate classification, groundwater chemistry, regime, urban envi­
ronment, monitoring, waterlogging 

INTRODUCTION 

Anthropogenic activities are causing widespread deterioration of the geological environ­
ment. The waterlogging, land subsidence, pollution of geological environment are the most 
important processes of environment quality degradation for Steppe Zone of Russia. 
Monitoring is a major mean for the investigation and the quality assessment of urban geo­
logical environment; such monitoring was made in Novocherkassk town. 
Multivariate classification methods are important for the investigation and prediction of 
natural-object transformation. The problem of the classification of observations is a general 
problem, common to the fields of geological sciences, as well hydrogeology, engineering 
geology and the environment. The problem consists of the definition of the taxonomic 
structure of the statistical universe under study. In general we deal with multivariate obser­
vations: thus, the above mentioned problem, from the statistic-mathematical point of view, 
consists of the identification of homogeneous taxonomic units in the multivariate space of 
the observations. Several multivariate methods exist and are widely used in geology; they 
are based on different statistical and heuristic principles, and each of them presents advan­
tages and disadvantages. We would like to describe here the G-method, particularly suit­
able when geological observations are concerned, and to give examples of the environ­
mental applications. 
It should be stressed that the G-method can be used without a priori knowledge of the 
taxonomic structure of the observations; thus, an automatic classification in terms of ho­
mogeneous taxonomic units can be performed. The main characteristics of this method can 
be summarized as follows: 
• the independence of variables and observations is not needed; 
• any relationship between the number of variables (M) and number of observations (N) 
can be present in the considered universe; 
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• the presence of various levels of classification can be recognized, such as classes and 
subclasses; 
• the classification is performed using the average, the dispersion and the correlation of the 
set of variables; 
• the level of information residing in each variable is evaluated; 
• the level of similarity and/or differences among homogeneous classes is measured; 
• the classification of new observations, not previously considered in the classification is 
possible. 

THE Z2 CRITERION AND G-METHOD 

The classification procedure is based on the Z2 criterion having quasi-I distribution [2]: 
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where X/I is the value of variable i (i~J,2, ... ,M) for observation) (j~J,2, ... ,N); Jl.i and az are 
mean and the standard deviation of variable i in a homogeneous taxon of observations; and 
rsk and rph are coefficients of correlation between variables sand k and observations p and 
h. 
The null hypothesis. is. tha~ one <?r s~ver~1 observati~ns .belong t? a given homo&eneous 
taxon. The hypothesIs IS rejected If Z- ;? 1" qJ where r q.( IS the cntlcal value of ;:( at the 
confidence level q and f degrees of freedom: 
f=NxKxLK j (5) 

j 

For the sake of simplicity it is possible to transform the original Z2, following a i distri­
bution, into a normal distribution havin the first moment equal to those of the i distribu­
tion. The normal distribution is expressed as 

G=·!2Z 2 -.;2f-1 (6) 

In most cases, for independent observations, criterion (1) takes the following form: 

Z: = ~W: ~Z: =K~Zi~ (7) 
L'sk ij i; 
sk 

f=NxMxK (8) 

The classification procedure, referred to here as the G-method, is as follows: 
( I) select a coordinate system in which multivariate space is transformed to the Z2 dis­

tribution; 
(2) tind the centre of the first homogeneous taxon; 
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(3) convert the coordinate system and identify all observations that belong to the first 
homogeneous taxon; 

(4) repeat steps (1) through (3) for all observations that were not included in previous 
homogenous taxon; 

(5) estimate the similarities and/or differences among the taxons for each variable and 
collectively for all variables; 

(6) estimate the information content of the variables that were included in the taxo­
nomic structure; 

(7) repeat steps from (3) to (6) for the various levels of the individual taxon that were 
reliably isolated. 

Among possible different methods to determine the baricenter of a homogeneous taxon, 
the Central Method of Closed Points has been found to be the most effective. For this 
method, the centre was represented by observations that were closest to it in the multivari­
ate space and a minimum value of 

Z~hr = L l(ZiP - Z,h Y + (ZiP - Zir Y + (Zih - Zir Y j (9) 

where Zip, Zih and Zir were normalized variable i for observations p, hand r, respectively. 
All observations that belong to given homogeneous taxon were identified from the G ra­
dius (6).The classification was obtained for various level of detail and degrees of taxon 
homogeneity by changing the critical value of the homogeneous taxon G radius. Taxon 
homogeneity and detail of the classification increase as the G radius decreases, and differ­
ences among taxons became less pronounced and detectable. Similarities and/or differ­
ences among homogeneous taxon was also evaluated dispersion for each individual vari­
able and all variables collectively. The G-method was coded in FORTRAN [1, 2, 3]. 

G-METHOD APPLICATION 

The G-method was used to construct the taxonomic structure of hydrogeological, engi­
neering geological, geoecological, cosmochemical, and other types of data. Some results 
obtained by the application of the method in research field from urban environment will be 
given here. 
Geoecological monitoring was made on the territory ofNovocherkassk city. The monitor­
ing has the network of observation wells and subsystem of information. Soils, rocks and 
waters are major observation objects of geoecological monitoring. Repeating control carry 
out for the investigation of alteration of structure, properties and chemical composition of 
the objects; it allows to fix environment damage, to analyze factors and processes of the 
formation of ecological situation, to make the ecological forecast and the decisions for re­
habilitation of the environment. 
The monitoring data show that the waterlogging, land subsidence and pollution of soils, 
rocks and waters are the leading processes of environment transformations. The rise of 
groundwater reaches 15 m during 40 years; the waterlogging of territory is 70-80%; the 
contamination of geological environment exceeds the critical level. 
The G-method was used to map and investigate the natural and urban effects on ground­
water chemistry, regime, circulation and so on. Some of the most interesting results ob­
tained by the application of the method to groundwater chemistry are given here. 
The average major ion and total dissolved solids (TDS) concentrations in groundwater are 
listed in Table l. Waters were dominated by high concentrations of S04 and Na. The group 
of"TDS - S04 - Na - Mg" has the high coefficients of correlation. 
The classification G-method was applied to investigate the chemical composition of water 
samples collected on territory of Novocherkassk town. The groundwater chemistry is a 
complex and dynamic system that is spatially and temporally very heterogeneous. An 
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analysis of the water classification results (Table 2) and the corresponding hydrogeo 
chemical 
Table t. Average major ion and IDS (salinity) concentrations, in mg·dm-3 and %-mol, of 
groundwaters. 

Number 
Date ofobser- IDS RCcn S04 CI Ca Mg Na 

vation 

1994 21 4400 500 2200 410 290 190 690 
13 69 18 29 25 46 

1995 22 3550 470 1680 360 250 140 660 
14 67 19 24 22 54 

1996 21 3450 490 1640 330 270 ISO 580 
16 66 18 26 24 50 

1997 25 3400 480 1480 400 270 130 600 
10 61 23 27 21 52 

map (Figure 1) indicated that hydromorphology, relief, intensity of water circulation and 
anthropogenic activities are the primary factors controlling the groundwater chemical 
composition. The classification shown that three main hydrogeochemical zones could be 
isolated (A, B, C). The average major ion concentration in groundwaters of each zone and 
differences among homogeneous zones are listed in Table 2. Minimum of differences 
among zones are differences among Cl and C2, A and B zones. Of the chemical constitu­
ents in groundwater, variations in CI, S04, Na concentration and total dissolved solids 
(IDS) are the most informative (the most discriminant variables). 

Table 2. Average chemical composition (mg·dm-3 and %-mol) of groundwaters in homo­
geneous hydrogeochemical zones (samples collected in 1995). 

Zone TDS RC03 S04 CI Ca Mg Na 

A 
7000 540 3100 II 00 480 280 1360 

8 62 30 23 21 56 

B 
3800 450 2100 260 340 170 630 

12 75 13 29 24 47 

C1 
2100 590 900 78 105 56 490 

30 64 6 17 15 68 

C2 
1300 340 520 140 ISO 65 130 

28 52 25 37 26 37 

Waters of A zone have more high water salinity (TDS - 7 g·dm-3). Water freshering takes 
place from A zone to C zone; the water salinity decreases as the water level increases. In 
the initial period, water were dominated by high concentrations of S04, CI and Na, when 
the groundwater table rose, concentrations decreased by a factor of 5 - 10 and the water 
was dominated by S04, RC03, Na and Ca (Table 2). The main reason of water freshering 
is the flow of water from urban communications. The similar changes of composition of 
groundwater are found out at classification of results of approbation in 1996 and 1997 (ta­
bles 3 and 4). Thus, the important regulation of groundwater composition transformations 
on the background random heterogeneous area was detected the G-method classification. 
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Table 3. Average chemical composition (mg dm-3 and %-mol) of groundwater on homo­
geneous hydrogeochemical zones (samples collected in 1996). 

Zone TDS HC03 S04 Cl Ca M....g Na 

A 
5400 630 2400 690 390 200 1000 

13 63 24 24 21 55 

B 
3300 380 1700 190 400 200 240 

13 75 12 43 35 22 

CI 
2400 580 970 270 130 88 530 

26 54 20 18 20 62 

C2 
1100 380 430 69 120 55 170 

34 50 16 32 27 41 

Table 4. Average chemical composition (mg dm-3 and %-mol) of groundwater on homo­
geneous hydrogeochemical zones (samples collected in 1997). 

Zone TDS HC03 S04 Cl Ca Mg Na 

A 
5900 540 2600 540 380 180 1000 

11 69 20 24 19 57 

B 
3200 500 1300 330 270 120 480 

18 61 21 31 23 46 

C1 
1200 430 340 110 150 52 130 

41 41 18 42 25 33 

C2 
570 250 150 61 84 30 53 

46 35 19 46 28 26 
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Challenges, Monitoring and Development of Groundwater in North India 
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ABSTRACT. In order to fulfil the requirements for agricultural, domestic and industrial 
purposes, the dependency on groundwater in North India is rapidly increasing. Agriculture 
being the main source of livelihood of the rural population, heavy dependence on 
groundwater is evident from the fact that 95 % of the total irrigated area receives groundwater 
irrigation. A few prominent questions which the planners and decision makers are confronted 
with relate to the quantity and quality of groundwater. Other factors include location of 
recharge in intake areas, temporal and spatial variability of recharge, inter-linkage between 
groundwater and surface water, existing hydraulic gradients and water table situation, 
groundwater flow between different formations, etc. Groundwater has experienced major 
problems resulting from indiscriminate exploitation as well as combination of imprudent 
irrigation, different pollution sources such as urban runoff, nitrogenous fertilisers used in 
agriculture, seepage from contaminated industrial sites and industrial discharges. 
Enhancement in water availability and safe water supply should always be guided by the 
effective public policies, plans and local technologies, in addition to political, socio­
economic and other factors. 

KEY WORDS: groundwater monitoring, quality assessment, groundwater depletion, impact 
study, socio-economic dimensions 

INTRODUCTION 

About 75 - 80 % of human requirements are fulfilled by groundwater. In recent studies it was 
observed that there is an accumulation of inorganic fertilizers, as a result the groundwater has 
shown increasing nitrates. Subsequently, water supply in India is being threatened due to the 
degradation in quality of water. An uncontrolled disposal of urban waste into water bodies, 
open dumps and poorly designed landfills causes ground water contamination. The issues of 
groundwater pollution have become one of the most important toxicological and 
geoenvironmental issues in India. In January 1994, the Central Pollution Control Board 
(CPCB), Delhi, had undertaken the first major groundwater quality monitoring exercise. The 
report published in December 1995 identified 22 places in 16 states of India as 'critical' sites 
of groundwater pollution, CPCB found industrial effluents to be the primary reason for 
groundwater pollution [1,2,3]. Many critical regions have to depend on ground water 
resources for various needs due to scarcity of surface water. In Industrial and urban fringe 
zones of Delhi, the subsoil water in the area has already been polluted due to industrial 
effluents. Industries are releasing high concentration of toxic substances. The wells in many 
residential areas are contaminated with nitrate, and detergents. The high content of fluoride in 
groundwater resources posses negative effects and is subject to severe health hazard in 
surrounding region [4). 

GROUNDWATER PROBLEMS IN GREEN REVOLUTION STATES 

The green revolution in Punjab and Haryana states brought prosperity to the region, but the 
problem of soil and water degradation came into existence. Recently it acquired a greater 
importance because these states make a significant contribution to national food security. 

67 
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Gross irrigated area in these states has more than doubled during 1965-95. Consequently, the 
major crops-rice, wheat and cotton-are totally irrigated in the region. The number of 
tubewells has increased tremendously during the last three decades in the region. This has 
resulted in over-exploitation of groundwater in many blocks leading to decline in 
groundwater table up to 2 m in last 20 years depending on the region (Table 1). This decline 
forces farmers to lower the pumps further deeper in the wells, increasing the costs of pumping 
and energy use and thus decreasing profitability and efficiency of agriculture. Government 
policy of highly subsidised power supply to rural areas further aggravates the problem. The 
deep groundwater aquifers in most parts of Haryana are marginal and highly saline. Pumping 
water from greater depths could, therefore, result in the use of irrigation with saline water. 
Precaution in the use of groundwater is thus essential for a long-term sustainable agriculture 
[5]. 

Table 1. Groundwater development in Punjab and Haryana 

States Name Total Utilisation Net Balance Present of 
Of the replenishable G.W. Draft G. W Potential G.W. 
District G.W. Resources for MCM/Yr available for Development 

resources Irrig. Explotation (%) 
MCM/Yr MCM/Yr MCM/Yr 

Arnirtsar 1918.8 1630.9 1647.3 -16.3 101.0 
Firozpur 3588.3 3050.0 1509.8 1540.2 49.5 
Gurudaspur 1620.8 1377.7 832.5 545.2 60.6 

Punjab lalandhar 827.2 703.1 1491.7 -788.6 212.3 
Kapurthala 392.7 333.8 668.4 -334.6 200.3 
Ludhiana 1686.5 1263.5 1953.6 -690.1 154.6 
Patiala 1365.9 1161.0 2376.7 -1215.6 204.7 
Sangrur 1511.9 1285.1 2190.0 -904.9 170.4 
Ambala 1057.5 898.8 585.2 313.7 65.1 

Haryana Kamal 1281.9 1089.6 1411.6 -322.0 129.9 
Kurukshtra 774.1 658.0 1253.3 -595.3 190.5 

Source: Various Reports 

GROUNDWATER QUALITY IN NORTH INDIA: CHALLENGES AND RESPONSES 

Disposal of untreated mercury-contaminated effluent from caustic manufacturers has heavily 
contaminated groundwat.er. Reckless dumping of effluent and hazardous waste is as 
common here as in other industrial areas. Industries and factories used to release untreated 
effluents directly into the ground, contaminating underground aquifers. In one of the sample 
mercury had more than 268 times than it is considered safe. Groundwater in the industrial 
areas of North India is unfit even for agriculture. A tubewell sunk to a depth of about 200 
feet (61 metres) by Suruchi Dyeing Udyog, a factory south of the G.T. Road in Ghaziabad, 
Uttar Pradesh, was yielding yellow-coloured water. The Central Ground Water Authority 
(CGWA) found para-nitrophenol, an organic compound, in the water in a concentration of 
0.54 milligrammes per litre (mg/l). The permissible limit of the compound is 0.001 mg/I. 
Obviously, some factory in that area was pumping untreated effluent into the groundwater. 
Considering the 80 per cent of the country's drinking water needs are met by groundwater, 
the Facility for Ecological and Analytical Testing (FEAT) of the Indian Institute of 
Technology (lIT), Kanpur conducted survey of the groundwater. There were traces of heavy 
metals like iron and zinc in all the sample, cadmium in five samples and lead in three. But all 
the samples had one striking similarity: the levels of mercury were very high. High levels of 
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mercury in drinking water can severely impair the nervous system, causing neuropathy. 
Moreover, it has severe health hazards [6]. 

The concentration of mercury in the sample taken from a tubewell near an industrial area in 
Panipat was 0.2683 mg/l, contained more than 268 times the permissible limit of 0.001 
milligrammes per litre (mg/l) set by the World Health Organisation for drinking water. The 
chemical oxygen demand (COD, which is the amount of oxygen required by chemicals in the 
water to oxidise and stabilise themeslves) of the water was 360 mg/I. The maximum 
permissible COD level even for industrial effluents is 250 mg/I. The groundwater is as bad 
or worse than untreated industrial effluents. The presence of chemicals was found to be more 
than what is permitted for industrial effluents. According to the fmdings, effluent with COD 
levels as high as 2,400 mg/l were pumped into the aquifer. In order to provide assured water 
supply, the municipal corporation is exploiting groundwater resources through 80 extraction 
points. Besides most residents and industrial units also extract groundwater. The responsible 
units are 1,311 thriving industries which are engaged in producing cycles and textiles, among 
other things, and include foundries. According to a Central Ground Water Board (CGWB) 
report, the units are discharging about 50,000 cum of industrial effluents - mostly of toxic 
contents - each day into the Budha Nala, a stream that recharges the groundwater of the city. 
CGWB's report on Ludhiana's groundwater status affirms that many industrial units are 
deliberately pumping effluents into the aquifers. The groundwater board found that levels of 
heavy metals such as cadmium, cyanide, lead and chromium were all above permissible 
limits in the shallow aquifers, while traces of arsenic were within the permissible limit. 
Small quantities of these heavy metals were also traced in the deeper aquifers. In the absence 
of suitable modes of disposal, indiscriminate discharge of effluents has caused serious 
pollution of groundwater. The indiscriminate discharge of mercury along with industrial 
pollutants may result into significant build-up of the metal in the aquatic environment. 

IMPACTS OF URBANISATION ON GROUNDWATER QUALITY: CASE OF 
DELHI 

The industrial growth in Delhi got intensified only after India's Independence. From a small 
number of about 8,000 industrial establishments in 1950-51 the number increased to 90,000 
in 1995. Government policies helped this rapid establishment of industries by providing 
facilities and incentives. This resulted in a mixed and even conflicting land use and causing 
deterioration in the quality of land and water. The prime cause of critical insanitary conditions 
is due to the lack of facilities to collect wastewater and to dispose off after treatment. Data on 
wastewater generation and collection is less when compared to information on water supply. 
Owing to this, it is difficult to assess the total pollution potential. The municipalities dispose 
off their treated or partly treated or untreated wastewater into natural drains joining rivers or 
used on land for irrigation or fodder cultivation or into the groundwater. A higher value of 
residual sodium carbonate (RSC) in irrigation water causes increase of sodium adsorption and 
thus the value greater than 5 meq/l shows detrimental effect on crop growth because of 
sodium hazard. In case of anions, the concentration of chloride and sulphate to some extent 
are increased. The levels of nitrate in all the groundwater samples are within the permissible 
limit set for drinking water purposes. The RSC values in some places such as Mundka, 
Bawana and Qutabgarh are more than 5 meq/l. This indicates that those areas are affected by 
sodium hazard [7]. Like Alipur block, the predominant caution in Kanjhawala is sodium 
where a considerable number of stations contain chloride ion as dominant anion. The areas 
below the Rohtak road have high conductivity values. The ground water from Kanjhawala 
block and upper Rohtak road may be considered as the enclosure of sodium hazard and high 
salinity. 
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The trace elements surveyed in all those stations are lead, zinc, copper, nickel and cadmium. 
Other metals except lead in few well waters, were within the permissible level of drinking 
water; Data revealed that out of 30 locations in Alipur and Kanjhawala block (fifteen each), 
3 locations in Alipur and 2 locations in Kanjhawala block were contaminated with calcium 
(Table 2). None of the well water monitored in Alipur block indicated concentration of 
calcium exceeding drinking water standard ranges between 11 and 25 ug/l. The calcium 
concentration of the well, which exceeded drinking water standard, is 17 and 11 ug/l, 
respectively. Other metals except lead in few well waters, were within the permissible level 
of drinking water. Out of 42 wells in both the blocks, the survey revealed that the level of 
lead in 6 wells, 3 in each blocks, exceeded the drinking water standard. The lead 
contamination in the well water of Chandpur were recorded as 110 and 204 ug/l respectively 
in both the layers. The values of nitrate never exceeded the permissible limit (50 mg/l as N03). 
On the basis of detailed analysis of groundwater quality, Central Ground Water Authority 
(1998), New Delhi recently informed public that groundwater from shallow water bearing 
zones up to 30 meters of National Capital Territory of Delhi has high concentration of 
Fluoride and Nitrate and is not fit for drinking purposes. It is advised that groundwater of the 
areas given in Table 3 should not be used for drinking purposes without proper treatment [8]. 

Table 2. Groundwater condition in rural Delhi 

Parameters Maximum Frequency distribution of actual observed values 
Permissible No. of samples Concentration 
Limits for Out of 42 samples (ug/l) 
drinking Alipur Kanjhawala Alipur Kanjhawala 
Water (ug/1) Block Block Block Block 

Cadmium 10 21 17 0-5 0-6 
4 - 11-25 

Lead 100 18 18 0-58 0-96 
3 3 142-428 102-204 

Chromium 50 20 21 0-34 0-27 
1 50 -

Zinc 15,000 21 21 0-34 0-78 
Copper 1,500 21 21 0-38 0-31 
Source: Central Board for the PreventIon and Control of Water PollutIon (1985) 

PEOPLE'S PERCEPTION AND POLICY ISSUES 

Residents of the surrounding areas were unaware of the danger in groundwater, though they 
could see that something was wrong. The pollution control boards are either unwilling to 
deal with the offenders or are simply ineffective at implementing the anti-pollution laws. On 
December 10, 1996, the Supreme Court directed the Union ministry of environment and 
forests (MEF) to empower the Central Ground Water Board (CGWB) under the Environment 
Protection Act, 1986, against overexploitation of groundwater. This led to the creation of 
Central Ground Water Authority (CGWA). Pollution control authorities are not capable of 
dealing with the groundwater crisis. It is very important to involve the local people and civil 
society in checking further pollution of our groundwater as they are the most important 
stakeholders of the country's natural resources and are the worst affected by pollution. 
Utilization of groundwater resources should be so regulated as not to exceed the recharging 
possibility. Groundwater recharge projects should be initiated for augmenting the available 
supply. A phased programme should be implemented for improvement in water quality. 
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Urban development and related activities should be planned with due regard to the constraints 
imposed by the configuration of water availability. There is a need for water zoning in 
metropolitan region and the economic activities should be regulated in accordance with such 
zoning. 

CONCLUDING REMARKS 

In order to address issue of long-term policy on water-use, the following strategies are 
important; 1.) Technologies or strategies are needed or are available for bringing water-table 
to 1970 levels; 2.) Water supply in the areas having a falling water-table trend needs to be 
replenished through artificial groundwater recharge. The surplus water during rainy season 
as surface run-off or escape from canals needs to be made use of for this purpose; 3.) On­
farm irrigation water management should be given top priority to have maximum productivity 
per unit of water and to avoid the development of water-logging and soil salinity. This will 
require scientific utilization of surface water in conjunction with groundwater. Between April 
and June, the recommended cropping pattern should include only such crops which are less 
water-consuming, particularly in those agro-climatic irrigation zones where there is already a 
negative water balance. Groundwater resources may be planned to meet the mega city needs 
for the next fifty years. Aquifers may be recharged by harnessing rain water. There is 
promising scope of remote sensing technique in pollution detection through a close and 
continuous monitoring. 
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Table 1. High concentration of flouride and nitrate in Delhi 
Areas Fluoride Nitrate Areas 

(mg/l) (mg/l) 
Fluoride 
(mg/l) 

Nitrate 
(mg/l) 

BLOCK-KANJHAWALA 
Bawana 

(Maximum Permissible Limit of Fluoride: 1.5 mg/l; Nitrate: 100 mg/l) 

Gherva 
Garhi Ringhala 
Sultapur Dabas 
Mohammad Pur Mairi 
Mundka 
Sultanpuri 
Mangol Pur Kalan 
Rithala 
Qutabgarh 
Mungeshpur 
Nijampur 
Bhagey Vihar 
Kirshna Vihar 
BLOCK - NAJAFGARH 
Palam Gaon 
Bamnauli 
Kangan Hari 
Shikarpur 
Kharkhari Nahar 
Ugersain Park 
Mitraon 
Dhansa 
Jharoda Kalan 
Neejwal 
Qazipur 
Isapur 
BLOCK - ALIPUR 
Shahbad 
Pehladpur 
Bokali 
Mamurpur 
BLOCK - CITY 
Munirka D.D.A. Flats 
India Gate Nursary 
Nizamuddin 
Ashram Chock 
Vikas Puri 
Meera Bagh 
Hastal 
Majnu Ka Tilla 
Shalimar Village 
Rohini Sec-2 
Zakhira 
Inderpuri 
Pragti Vihar 
Panchkuian Road 
Kotla Mubrakpur 
Sudershan Puri 
Okhla Ind. Phase 
New Friends Colony 
Begampur 
BLOCK - SHARDARA 
Ghazipur 
Durga Puri Chowk 
BLOCK - MEHRAULI 
Dera Gaon 
Gadaipur 

3.18 Shahbad Dairy 3.03 
2.21 
2.59 
2.6 
1.92 
2.29 
4.9 
4.06 
5.1 
5.26 
6.43 

3.3 
3.65 
1.9 
2.55 
1.6 
2.4 
5.47 
3.84 
7.3 
5.08 

11.0 

2.14 
5.42 

2.2 
2.54 
4.83 
2.3 
1. 85 
2.05 
1. 85 
2.28 
3.69 
2.4 
2.63 
1. 67 
6.43 
2.38 

161 
119 
208 
652 

106 
115 
141 

105 

300 

203 

377 
208 
117 
389 
106 

113 
236 

121 

171 

328 
202 
110 
102 
240 

Tikri Kalan 
Kanjhawala 
Korala 
Agar Nagar 
Kirari 
Mangol Pur Khurd 
Rajiv Nagar 
Punjab Khor 
Katewra 
Auchandi Border 
Mangolpuri 
Jat Khor 

Pappan Kalan 
Chawala 
Daulatpur 
Goela Khurd 
Nangloi 
Kakrola 
Pindawala Kalan 
Ujwa 
Dichaun 
Jafarpur 
Kair 

Puthkhurd 
Palla 
Tikri Khurd 

Sant Nagar 
Delhi zoo 
Jamia Millia 
UPSC 
Rajouri Garden 
Vas ant Enclave 
ParsiDharamShala 
Timarpur 
Naharpur 
Maharani Bagh Bazar 
Rana Pratap Nagar 
Lakshmi Bai Nagar 
Jeevan Nagar 
Kishan Ganj 
Sanjay Camp 
Shanti Van 
Sarita Vihar 
Naraina 
Moti Bagh Part 

139 East Vi node Vihar 
141 

690 Rajokari Road 
743 Jaunapur 

5.47 
10.00 
1. 53 
2.43 
4.21 
6.1 
4.78 
3.48 
4.07 
3.73 

3.65 
1.8 
2.05 
7.25 
3.8 
3.05 
2.21 
2.14 
3.69 
6.9 

3.48 

3.2 

4.4 
2.97 
2.46 
1. 75 
4.25 
2.43 
2.03 
2.73 
7.46 
3.99 
2.28 
3.65 
3.23 

2.11 

Source: Central Ground Water Authority (1998), New Delhi 

140 

184 
114 

180 
390 

130 

379 
361 
508 
178 

264 

266 
277 

1589 
194 

133 
100 

108 

232 
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Qanat as an Iranian Ancient Method for Using Groundwater 

Mohammad J. Pouraghniaei, Mohammad Mahdavi, and Shahram Khalighi 

Division of Watershed Management, Department of Reclamation of Arid Zone and Mountain 
Regions, Faculty of Natural Resources, Tehran University, IRAN. 

ABSTRACT. Qanat is one of the most interesting human's inundation for getting at, one of the 
most important needs of human being, water. 
Qanat is a technique which brings up the water on the ground and make it available to be used. It 
consists underground channel where groundwater infiltrates in to them and finally in this outlet 
(Mazhar of Qanat), comes up on the surface of land. Qanat inundation is resulted of modification 
in the techniques, which were used by ancient miners in order to discharge accumulated water in 
the mines. 
Climatic, hydrogeologic and topographic conditions of area should be considered before 
establishment. In order to establish a Qanat, selecting a suitable area is the main step. First step is 
finding a reach aquifer, then after, they dig the main well (madar chah). Digging under ground 
channel is the next step. 

Key Words: Qanat, Groundwater, Iran, Well, Ecologically Balance 

INTRODUCTION 

Iran is located between 25 to 40 North latitude and from 44 to 64 East longitude .It lies at the east 
of Arabian peninsula and comprises the western and larger part of the Iranian plateau ,extending 
from the Persian gulf to the Caspian sea .The majority of the country is semi-arid except on the 
northern Alborz mountain range, where the rainfall varies from 1000 mm to 2000 mm (40 in-
80in)annually; On the plateau ,the average annual rainfall of over 200 mm (8 in)in the north, 
decreases to less than 100 mm (4 in)in the south and south east. 

Fig. 1. Mean annual amount of precipitation ofIran 
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In Iran ,the climate and rainfall conditions make irrigation essential for raising crops in the most 
parts of the country .Under these circumstances, the hill foot fans offer plentiful supplies of 
ground water of suitable quality to be used by men, crops, and animals. 

The main aquifer in the Iranian plateau consist of alluvium of the Pleistocene age which may 
locally reach a thickness of 400 meters (440 yd) .The alluvial fans offer the opportunity to convert 
seasonal runoffs into a form of semi perennial source at water. 

The graduation from coarse to fine materials from the apex of the fan to the periphery is common 
to all tectonically undisturbed alluvial fans, and encourages the seasonal rainfall and flood to sink 
into the upper area .Recharge of the ground water is therefore high at the fan heads which are 
composed of most permeable materials. 

Fig. 2. Place of main Qanats in Iran 

Qanat is a subterranean aqueduct -or subsurface canal - engineered to collect ground water and 
direct it through a gently sloping underground conduit to surface canal which provide water to 
agriculture fields. 

f GnUlh o' O.n., t 
D'_'.n c.1ID bClt-'"en moth., __ II end ouUllllllt 

Fig 3 : Longitudinal Profile of Qanat 
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The system is unique and one of the most common means of underground exploitation in Iran 
and other arid countries .These system is variously known as Qanat, ghanat , kanat , kariz , 
fogaras ,khetart etc . . 

Qanat is not an irrigation method, but produced water can be used for irrigation crops . 

Qanat system includes four main parts: 
1- Upper most shaft or mother well (madar chah) 
2- Vertical shafts for aeration or access (mileh) 
3- Tunnels as a path for water transportation or.diverting water toward the out let (koreh) 

4- Outlet and open part on conveyance canal (mazhar & haranj ). 

In a quick glance each Qanat divides in two parts : 
1- Wet part or the drainage wells and tunnel (tar kar) 
2- Dry part or conveyance tunnel (khoshke kar) 

Edges 
(made by soli) 

E'. f~j SandY",yer 

from above aana! Outlel 
( .. AZH .... R) 

We1bdge 

:ri?::1'~': :~:::':"'T :: -r--. ' --""i" ' --~ --.r.:-.. _. --­~- ~ ~ ~ ~ ... -~~- - .. ~.--~. -----

Fig.4: Side and Above Landscape of Qanat 

Water seeps through the walls of mother well, which is dug into an aquifer up slope from the 
fields being irrigated ( this is true for the other wells in the chain that penetrate into the water 
table-tarkar),and then is carried by natural gravity flow through the tunnel to a point hundreds 
of meters to tens of kilometers away. 
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When a single tunnel fails to yield an adequate flow of water , branch infiltration galleries that 
feed into the main tunnel may be added upslope , or the mother well maybe extended deeper 
into the water-bearing strata. 

HISTORY OF QANAT 

Qanat craters are seldom out of the sight of people who travel across or fly over the persian 
plain. 
About 3000 years ago , the persians learned how to dig underground aqueducts that would 
bring ground water to arid plains surface .But the precise dating of Qanat is virtually 
impossible unless their construction was accompanied by documentation or occasionally, by 
inscription. 

The most ancient evidence which regarding to Qanat is in the description of the eight war of 
Sargon II (705-722 BC) against Urato empire in 714 BC. Sargon regions were from Oromiea 
lake in Western Azarbaijan Province in northwest of Iran and continued in the Zagross 
mountain range (Northwest of Iran ).The description of this war was in cuneiform writing in a 
great inscription which is kept in Louver museum . Qanat extended from Urato's empire 
toward east, south and to all ofIran's plateau .[4] 

Without Qanat some great cities as Ray (near Tehran) , Neishabor, Yazd and ... couldn't exist 
or survive .If Qanat were not created many of cities around desert of Iran Arabia and Africa 
,probably wouldn't exist anymore. 

In early first millennium (BC) Qanat was created and after this extended in the world ,with a 
high speed . Then during centuries from the origin and because historical events , extended to 
the east and west of the world . 

Iranian transferred this system to Egypt in about 500BC ,and about 750AC it was transferred 
to Spain by Muslims .[1] 

Now Qanat can be found in about 34 countries in the world: 
In Asia: Syria, Pakistan, Turkey ,China ,Iraq ,India, Palestine, man ,etc .. 
In Africa: Egypt, Algeria, Tunisia, Libya, Sahara, etc .. 
In Europe: Spain, cyprus, etc .. 
In America : Peru, Chile, Mexico , etc .. 

Karaji , a famous persian scholar of II th century AD , compiled a comprehensive treatise on " 
Exploration for hidden water "in which he elaborated on different aspects of ground-water 
flow and the means of its exploitation .In this book many chapters are devoted to Qanat , 
presenting different cases and pertinent practical solutions .The most important discovery of 
Karaji , was that he attributed the flow of water to gravity and sloping water table. 

SUIT ABLE NATURAL CONDITION FOR QANAT 

Climatic, topographic and hydrogeologic conditions which are needed for a Qanat are : 
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Climatic most of Qanats constructed in regions which have temporary surface water 
resources (either because of shortage of water or unsuitable distribution of water in yearly 
cycle) , then Qanat almost belongs to low water climates. 

Hydrogeologic Condition : Because of shortage water, it must be compensated by ground 
water and these aquifers are useable where they feed continuously and in adequate quantity, 
then exist of a chain of high mountains is essential which could change cloud's to rain. 

Topographic Condition : Qanat is normally limited to sloping lands, almost whatever 
slope of land is less ,length of Qanat will be more . 

METHOD OF CONSTRUCTION 

Qanats are normally limited to gently sloping lands, usually alluvial fans or gravel outwash 
at foot of mountain. It is obvious that any seepage from the alluvial fans or the presence of 
springs suggest the possible presence of ground water is ascertained. It can be utilized, by 
digging either a vertical shaft or a horizontal tunnel, where the slope of tunnel ensures a steady 
flow due to the gravity . 

To dig an underground tunnel with a length of even 1 km is not an easy task, particularly 
when everything is done through manual labor. The evacuation of excavated materials, the 
alignment of tunnels, and fresh air required by Moghannies (diggers) are among the serious 
handicaps .To overcome such difficulties, the ancient Iranians sunk a line of shafts, spaced 30 
m- 100 m apart (33 yd- 110 yd ).These shafts facilitated the digging of the tunnel and the 
evacuation of the excavated materials, as well as supplying fresh air for the labors . 

To dig a Qanat , the Moghannies first locate some points on the upper slope of an alluvial 
fan where they sink one or two shafts to assess the depth of the water -bearing strata and their 
approximate discharges .This is usually done by the leather buckets which are dipped 
periodically into the shafts to measure their rate of water accumulation .If the initial 
observation wells prove satisfactory in locating water at the elevation high enough to provide 
the necessary head required to reach the area of utilization ; then a survey of the proposed 
alignment of the qanat is made. After the outlet point is determined ,the digging of the shafts 
and the dry tunnel commence from this point. 

The Qanat usually start from the lower slope in the form of a shallow ditch , which 
eventually develops into a tunnel as the depth increases upslope .From each of the shafts the 
tunnel is extended in both directions . When the dry tunnel intersects the water table , it 
continues through the aquifer acting as a drain. The slope of the tunnels is usually very gentle, 
ranging from less than 1m to several per kilometer, depending on the physical properties of 

the soil. 

The tunnel is usually enough for the worker to crawl through, and the cross section of the 
tunnel is generally elliptical, with a height of at least 1.2m(47in.) and width of 0.8 m (32 in.). 
The shafts are usually 30m -1 00m(33yd-11 Oyd)apart .The initial diameter of the shafts varies 

from 0.75m-1.0m(30in-40in).the spacing of the shafts is a function of the type of terrain and 
the depth of the tunnel, but is always greater for the drainage tunnel than for conveyance 
tunnel. 
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Qanat varies in length from several hundred meters to tens kilometers. The most common 
length is approx. 5km -9km (3miles-5miles).The depth of mother well may range from few 
meters to 400m(440yd) with the most common depth being 30m-50m(33yd-55yd).A Qanat is 
in Gonabad (northeast of Iran )with depth of mother well about 370m. The discharge of Qanat 
varies from a few liters over 400LlS (107gaVsec). 

The total discharge of Qanats is estimated at about 500m3/S (0.4 acre-ftlsec) .[2] 
The number of Qanat in Iran, often estimated but not substantiated, is reported to amount to 

50,000 ; it is said by ministry of agriculture that these Qanats provide from one-third of all 
irrigation water in country . 

CONCLUSION 

Qanat is one of the most ecologically balanced water recovery methods available for arid 
regions . There is a natural law which has allowed Qanat to flow continuously for many 
centuries that shouldn't be ignored by modem water engineers and farmers: the natural supply 
of water in a Qanat can never exceed ground-water recharge. Mechanically-pumped wells 
all owe this natural law to be exceeded for the time to be-pumping more water out of aquifers 
than to be recharged. However, without coordinated state-level monitoring and management of 
water resources, to include spatial and temporal limits on ground-water withdrawal ,aquifers 
will not be capable of sustaining ambitious irrigation schemes, and modem pumping devices 
could follow the fate of Qanats. 
Qanat system is a way for water recovery in arid regions, which provide the best ecological 
balance. 
Qanat digging cost lot of money and is very time consuming ,However they are being distroyed 
and left useless, which is a significant harm to the national resources. 
So, maintanance and rehabitation of present Qanat could be a considerable step toward 
sustainable development of ground water resources especially in arid and semi-arid regions. 
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ABSTRACT: Nearly 80% of land subsidence due to groundwater pumping in Japan takes place in 
the Northern Kanto region. It is important to estimate potential damage caused by land subsidence 
and to visualize this on a ma~ over a wide area such as the Northern Kanto Plain, Japan. This paper 
describes the present situatIOn and future prediction of land subsidence in this area and the 
evaluation of damage p-otential caused by land subsidence using a Geographical Information 
System (GIS). A simphfied method for predicting future trends using observed settlements has 
been proposed and the applicability of the model has been verified by comparing the predicted and 
measured results at 1,282 points over the area. Using GIS, the present and future land subsidence 
has been visualized on a map. In addition, the occurrence of damage caused by land subsidence for 
each site can be assessed by means of a map based on a database consisting of a combination of 
predicted land subsidence and existing regional information. 

KEY WORDS : land subsidence, groundwater pumping, visualization, geographical information 
system (GIS), Northern Kanto Plain. 

INTRODUCTION 

Nearly 80% of land subsidence due to 
groundwater pumping in Japan takes place 
in the Northern Kanto Plain whose 
bordered area covers the five prefectures 
as shown in Fig. l, Saitama, Gunma, 
Tochigi, Ibaraki and Chiba. According to 
recent subsidence records, the average 
amount of subsidence in this area due to 
woundwater pumping for agricultural, 
mdustrial, and drinking purposes has been 
approximately 5cm every year although 
the situation is different depending on the 
prefecture. The amount of land subsidence 
and its variation with time are normally 
evaluated by adopting one-dimensional 
consolidation theory which is modified to 
take into account the variation in live 
loads due to seasonal changes in 
groundwater level. To achieve this and in 
particular, to prevent disasters to the 
mfrastructure and to regulate groundwater 

nies 
ObjC<1ivc , .. 

'0 0 10km -
Fig.l Objective area for land subsidence 

pumping, we need a great deal of information on geotechnical properties from field and laboratory 
Investigations over the whole area under consideration. However, this is not practical from the 
viewpoint of expense and time. To overcome this difficulty, a simplified method is proposed which 
is capable of forecasting the future time-settlement relations based upon the information presently 
available, regarding settlements due to groundwater pumping. This method can be used even where 
the soil profiles are unknown although the soil parameters are necessary for conventional 
settlement calculations. 

A SIMPLIFIED PROCEDURE 

Strictly speaking, the solution of one-dimensional consolidation theory cannot be directly applied 
to land subsidence due to groundwater pumping. However, as a first approximation, it is here 
assumed that using the solution of Terzaghi's theory for one-dimensional consolidation of clayey 
soils, settlements due to groundwater pumping can be simply expressed as (see Appendix): 
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S = Spo[1-exp(-CRt)] (1) 
where Spo is the residual settlement expected from the present time until the termination of 
subsidence under the assumption that the groundwater variation is kept the same as observed at the 
present time, and CR is a parameter corresponding to settlement strain rate. These are given by: 

Spo = Sr.f= (8/ 7t 2) exp(-Tv/4) (2a) 
CR = Tv/t, = 4cjH/ (2b) 

where Sr f is total residual settlement, T vo' T vi are time factors at the starting time to measure 
settlement and the arbitrary time during subsidence, ~ is an arbitrary time during subsidence, cv is 
coefficient of consolidation, and Hd is the maximum length of drainage path for the clay layer. 

If instead of such soil parameters as c" H and Tv two parameters, Spo and CR, denoted by Eqs. (2a) 
and (2b) can be determined by using a statistical analysis of previously observed settlement records, 
the amount of settlement and settlement versus elapsed time relations can be obtained using the 
"non-linear least squares method". 

APPLICATION OF THE METHOD PROPOSED 

Applicability of the method proposed above is illustrated by comparing the calculated settlements 
With those observed. The two parameters Spo and CR were determined by a statistical analysis of 
land subsidence settlement-time records from 1970 until 1990 at 1,282 locations in the Northern 
Kanto plain in Japan covering the five prefectures: Tochi~i, Gunma, Saitama, Chiba and Ibaraki. 
Typical variations of settlements and groundwater level With time for several locations are shown 
in Fig. 2. It was found that the variation of groundwater level and amount of settlements with 
elapsed time depends on each location. One of the characteristic features in Fig. 2 is that observed 
fluctuations in settlements followed seasonal changes in groundwater level except for one case in 
Washinomiya, Saitama Prefecture where the settlements were small in comparison to the change in 
modifying one-dimensional consolidation theory conventionally used for settlements under 
sustained or static loads. 

The above-mentioned procedure was applied to the previously observed settlements versus time 
records accumulated in the Northern Kanto district for approximately the last twenty years. The 
typical examples of observed and calculated settlement versus time relations for records from 1970 
to 1995 are shown in Fig. 3. The relations of total observed and predicted settlements are given in 
Fig. 4 corresponding to the same period as used in Fig. 3. The comparisons in Fig. 3 and Fig. 4 are 
in fairly good agreement with each other. 
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Fig.3 Comparison for observed and calculated settlement versus time relations 
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Fig.4 Comparison between predicted and measured settlements 

FUTURE SETTLEMENT PREDICTION AND ITS REPRESENTATION USING GIS 

Following the above-mentioned procedure for predicting land subsidence settlements using the 
previously observed field records at total of 1,282 locations, the future prediction of settlements 
was conducted for the next 5 years from 1998 to 2002. The results are represented and illustrated in 
Fig.5 as a hazard map of land subsidence in the Northern Kanto plain using a Geographical 
Information System (GIS). It is predicted that severe settlements will probably accumulate in some 
areas if the groundwater is pumped with continuous variations in groundwater level, although there 
is a tendency for gradually decreasing settlements in most areas in the Northern Kanto plain. 
Considering that there is possibility of big earthquakes occurring in this area, it is also sug~ested 
that through further investigation the potential for disastrous land subsidence from antiCipated 
earthquakes could be demonstrated using a hazard map developed using GIS. 

Tochig; 

o PrefeClurc 

Fig.5 Map of land subsidence in the Northern Kanto Plain using GIS (1998-2002) 
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ESTIMATION OF DAMAGE POTENTIAL CAUSED BY LAND SUBSIDENCE 

Damage caused by land subsidence is different for each site in the objective area because the 
characteristics of the sites are different. For example, water supply for irrigation deteriorates in 
agricultural areas. Bearing capacity of structures on piled foundations declines and underground 
lifelines are broken in industrial and business areas. Therefore, it is necessary to consider the 
characteristics of the sites for estimating the possible damage caused by land subsidence. 

Damage potential Dp at a site expresses the summation of the products of the degree of damage D, 
and the weighting w, as is given by: 

Dp = L w,D, (3) 
For simplicity, D, is assumed to be given by the following equations: 

D, = d,l dmax (4a) 
where d, and dmax are: 

d,=A,S (4b) 

dmax = max {d, } (4c) 
In Eq. (4b) A, is the damage area and S is the future settlement in a site, and dmax is the maximum 
value of d, in the objective area. 

Using the above, we have tried to draw a damage potential map. The built up areas and rice fields 
obtained from a database of existing regional information were used as the damage area A, and the 
predicted settlements, from Fig.5, were used as the future settlement S. The weighting w, was 
assumed to be 1.0. The results are presented in Fig.6. The occurrence of damage caused by land 
subsidence for each site can be specified by means of this map rather than a mere future settlement 
map. 

,- )f, Ur-TA clligi W* E / 
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Fig.6 Damage potential map by land subsidence in the Northern Kanto Plain 

CONCLUSIONS 

The results in this study are summarized as follows: 
1) It is recognized that the land subsidence in the Northern KanlO Plain is caused by seasonal 
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changes in the groundwater level due to the groundwater pumping. 
2) A simplified method for predicting future trends using observed settlements has been proposed 
and the applicability of the model has been verified by comparing the predicted and measured 
results at 1,282 points over the area. Using GIS, future land subsidence has been visualized on a 
hazard map. 
3) In addition, the occurrence of damage caused by land subsidence for each site can be assessed 
by means of a hazard mal? based on a database consisting of a combination of predicted land 
subsidence and existing regIOnal information. 
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Appendix : Derivation of Eq. (1) 

If land subsidence would approximately be governed by the one dimensional consolidation theory, 
the general solution for the both drainage ends is given by: . 

4 '" I 2 
U = 1--2 L-2 exp(-an Tv) 

1[ n=O an 

"'(AI) 

When we consider the interval in two time factors of Tvo and Tvi' as shown in Fig. AI(a), the 
difference, 1m, in degree of consolidation yields: 

~ 2 2 2 2 
OU, =U, -Uo = L.,{-2 exp(-an Tvo )--2 exp(-an Tv,)} (A2) 

n=O an an 

In the above equation, by replacing Tv> - Tvo as liTv and then neglecting the difference in inherent 
values after the second order of the solution of the consolidation theory, Eq. (A2) leads to: 

OU, = :2 exp(- T;O){I_eXp(_ ~v')} ... (A3) 

By referring to Fig. Al(b), Eq. (A3) can be rewritten as: 

OSi = S PU {1- exp( -CROf,)} "·(A.4) 

o T T Time factor T 0r-________ ~O~·~~E~la~se~d~ti~·m~e~a~t~ 

Consolidation degree U 

Fig.Al(a) 
Accumulated settlements 15S 

Fig.A 1 (b) 
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Abstract. The Jinhe water source field is one of two water source fields of Zaozhuang 
City, Shandong Province. It plays an important role in the social and economic development of 
Zaozhuang City. Since the late 1980's, groundwater has been heavily pumped from the Jinhe 
water source field with the result that a large groundwater level depression cone has formed 
and groundwater levels have declined continuously. In order to control the spread of these 
environmental problems, artificial recharge of groundwater was carried out in 1993 within this 
water source field. 

A previously established mathematical model was run for three different recharge strategies. 
The results show that the artificial recharge of groundwater can substantially control the 
development of the groundwater level depression cone. It can also increase the assured supply 
of irrigation water for cultivated lands along the recharge ditches and has obvious social and 
economic benefits. 

Key words. artificial recharge, sustainable groundwater development, water source field, 
Zaozhuang City 

INTRODUCTION OF STUDY AREA 

Jinhe water source field is located to the west of Zaozhuang City and is one of two water 
source fields of Zaozhuang City, Shandong Province. The long-term average precipitation of 
the study area is 772.5mm (from 1963 to 1997). The maximum was 1340.4mm in 1971 and the 
minimum was only 492.6mm in 1966 (Figure 1). The precipitation from June to September 
accounts for 70% of the total annual precipitation. This characteristic of the precipitation 
distribution is not beneficial for recharge of groundwater. Dashahe river flows through the east 
side of the study area. The area of this river basin is 260km2, its length is about 8km in the 
study area, and its average flow rate is 5962 X 104m3 la. The seasonal variation of river flow rate 
is great. In dry seasons (or years), the flow rate is very small and river may even become dry. 
But, in rainy seasons (or years), the flow rate is very big. The maximum flow rate was 2.12 X 
108m3/a while the minimum was only 0.03 X 108m3/a. 

There are two different kinds of aquifers in this area. One is a loose porous aquifer; the other is 
a karst aquifer. The average thickness of the porous aquifer is greater than 9m. It consists of 
medium, coarse sands and gravel. The karst aquifer is covered by the porous aquifer. The depth 
of karst development is from 35 to 212m. The hydraulic connection between these two aquifers 
is close. Their recharge and discharge conditions are the same. 
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Fig. 1. Variation of precipitation in the study area 

In this water source field, there are 320 wells for irrigation and 20 wells for industrial users. In 
recent times, groundwater pumping has increased greatly. It was only 768 X 104m3 and 871 X 
104m3 in 1985 and 1990 respectively, but by 1997, it has risen to 3092 X 104m3 (Figure 2). 
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Fig. 2. Variation of groundwater pumpage in the study area 

Groundwater overdraft caused a groundwater level depression cone to form over a large area 
and the regional groundwater level continuously declined. The area of the groundwater level 
depression cone is about 15km2 and the maximum depth of the groundwater level is about 32m. 
In order to control the spread of these environmental problems, artificial recharge of 
groundwater was carried out in 1993 within this water source field. 

ARTIFICIAL RECHARGE OF GROUNDWATER 

In order to retain the Dashahe river water, a rubber dam was built in the lower reaches of the 
river in 1991. The length and width of the dam are 88m and 9m respectively. Artificial recharge 
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ditches were excavated within the water source field in 1992. The length of the main ditches is 
III Om, and the lengths of the south and north branch ditches are 2250m and 5100m 
respectively. The main ditches and branch ditches are connected to the Dashahe river. The 
design flow rates of the main and the branch ditches are 1.8 m3 Is and 0.5m3 Is respectively. In 
order to monitor changes of groundwater quantity and quality after carrying out artificial 
recharge, a monitoring network was established. 

For the purpose of evaluating the influence of artificial recharge on groundwater quantity, a 
groundwater balance equation was established and the hydrogeological parameters (i.e. specific 
yield and coefficient of precipitation infiltration) in the equation were optimized using a 
genetic algorithm. Based on the observation data, the optimal values of these two parameters 
are obtained. The specific yield and coefficient of precipitation infiltration are 0.028 and 0.30 
respectively. The components of the water balance were calculated for 1997 and the values are 
shown in Table 1. 

T able 1 Th e va ues 0 Items III water b I . 1997 a ance t:<LuatlOn III 4 3 umt: 10 m 

Items of water balance Values Total 

OJ 
precipitation infiltration 411.66 

01) infiltration from river 234.0 til 
,.<:i infiltration from irrigation 39.4 2844.93 u 

OJ 
artificial recharge 302.0 ~ 

lateral recharge 1857.87 

'" 
industrial pumpage 2424 

..c:: 
agricultural pumpage 615 3092.4 u 

'" <U a E!l domestic pumpage 53.4 
Recharge - Discharge = -247.47 

According to Table I, the variation of groundwater storage was -247.47 X 104m3 in 1997, 
which means that groundwater declined 3.79m. The observed average value of groundwater 
level variation was -3.S5m. These two values are close, which indicates that the water balance 
equation established is correct and the parameters in the equation were correctly determined. 
Artificial recharge accounts for 10.62% of the total recharge of groundwater. 

From the analysis of' variation of precipitation (Figure I), after 1990, the mInImum 
precipitation was 587.7mm in 1997. But the groundwater pumping was at a maximum and was 
3092 X 104m3 in 1997 (Figure 2). So, the variation of groundwater level was analyzed by 
choosing the groundwater balance equation in 1997 under three different conditions. 

Plan 1. Groundwater pumping is assumed to increase from 3092 X 104m3 (1997) to 3749.4 X 
104m3 la, the gross increase of 657.4 X 104m3/a being supplied for Shandong Huazhong Paper 
Manufacturer. In this case, the total discharge is 3749.4 X 104m3 la, the total recharge remains at 
the same value, i.e. 2844.93 X 104m3 la, so the total deficit equals -904.47 X 104m3, which 
implies that groundwater level will decline by 13.83m. 

Plan 2. Groundwater pumping is assumed to be the same as Plan I. Artificial recharge is 
assumed to increase from 302 X 104m3 (1997) to 800 X 104m3 la, this value being the long-term 
maximum allowable rate of withdrawal from Dashahe river. So the total recharge minus total 
discharge equals --406.4 7 X 104m3, which implies that groundwater will decline 6.21 m. 
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Plan 3. Groundwater pumping is taken to be the same as at present and this was 3092 X 
104m3 in 1997. Artificial recharge is assumed to increase from 302 X 104m3 (1997) to SOO X 
104m3/a the same as Plan 2. In this case the total recharge minus total discharge equal 250.53 X 
104m3, which implies that groundwater level will rise 3.S3m. 

Comparing the results of Plan I and Plan 2, with increased pumping, if artificial recharge is 
increased, the decrease of groundwater level will be 6.2Im, instead of 13.S3m that will occur if 
there is no increase in artificial recharge. Following Plan 3, on the other hand, the groundwater 
level will rise 3.S3m from the situation of 1997. So, increasing the artificial recharge is very 
important to control declining groundwater levels. 

The close relationship between river water quality and groundwater quality also indicates that 
the groundwater is recharged by river water. The groundwater quality is better than that of the 
river water and they have the same variation tendency (Figure 3). The correlation coefficient 
between hardness of No.5 monitoring well, Y (mg/l) and hardness of river water, X, is 0.91 
and their linear regressive model is as follows: 

Y = O.9099X - 81.8216 
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Fig. 3. Variation of hardness of No. 5 well and river water 

Groundwater quality in the recharge area is also obviously affected by surface water quality. 

CONCLUSIONS AND SUGGESTIONS 

The study area is an important water source field where groundwater is being overdrawn. A 
groundwater level depression cone has formed covering a large area and groundwater level has 
declined continuously. The results obtained from the artificial recharge experiment indicate that 
artificial recharge has increased groundwater allowable withdrawal. This has provided 
significant social and economic benefits and the direct economic benefit is about US$ 1.25M. 

In order to protect groundwater quality, wastewater discharged by industries should be treated 
before discharging to the river. Groundwater quality monitoring should also be emphasized in 
the future. Finally, sustainable groundwater development must be implemented in the study 
area. 
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Abstract. Long-term tritium concentration records for 1969 to 1997 were used to estimate 
the recharge of a confined aquifer in Metropolitan Tokyo. The fluctuation patterns of tritium 
concentration are classified into the following four types: (1) Gently-sloping peak type (GP 
type), (2) Sharp peak type (SP type), (3) Decreasing type, (4) Irregularly changing type. 
The GP type and SP type are considered to correspond to the diffusion flow model and the 
piston flow model, respectively. The GP type has a broad peak of tritium concentration. The 
SP type has a sharp peak of tritium concentration. These peaks may correspond to the 
maximum tritium concentration of bomb tritium in 1963. The depth of penetration of bomb 
tritium into a confined aquifer was used to calculate the rate of recharge to the confined 
aquifer. The rate of recharge to a confined aquifer was found to range from 493 to 1,752 
mm/yr assuming that the only downward groundwater flow through the flow path in an 
aquiclude was a result of the potential difference caused by pumping. However, the time 
variations of tritium concentration at the Higashi-yama and Higashi-kurume observation sites 
indicates that some silt beds function as an aquiclude that restricts groundwater flow. Lateral 
groundwater flow as well as the downward groundwater flow is dominate in the confined 
aquifer in Tokyo. Therefore it should be concluded that the calculated rate of recharge 
assuming the only downward groundwater flow is not the real rate of recharge. 

Key words. tritium concentration, bomb tritium, confined groundwater, recharge 

INTRODUCTION 

Recently, isotope-hydrology using environmental tritium as a natural tracer in an unsaturated 
zone and in an unconfined aquifer with a simple geological structure, such as a dune, has 
revealed the recharge mechanism [1]. However, there is little research on the recharge 
mechanism in a confined aquifer using tritium. The real state of the recharge mechanism in 
confined aquifers is poorly understood. Because there are many geological data and 
monitoring data concerning the groundwater level in Metropolitan Tokyo, confined 
groundwater in Tokyo is suitable for research on the recharge mechanism from the 
perspective of human activity. In this report, the recharge mechanism of confined groundwater 
is discussed based on long-term tritium concentration data. 

HYDROGEOLOGY IN TOKYO METROPOLIS 

1. Hydrogeology 

The topography of Metropolitan Tokyo (hereafter, Tokyo) consists of 3 areas: from west to 
east with decreasing altitude - hilly area, Musashino upland, and Shitamachi lowland (Fig. 
1). Thick Quaternary strata underlie the hill, upland and lowland areas. The Stratigraphy in 
Fig.2 shows that the Kazusa Group is overlain by the Tokyo Group. Terrace deposits and 
Kanto loam are distributed over the Tokyo Group in the uplands. The Terrace deposits and 
Kanto loam are buried in the eastern part of the lowland area. Soft silt beds, such as the 
Nanagochi formation and Yuraku-cho formation, are distributed over these beds in the 
lowland zone [2]. The Kazusa Group is subdivided into 4 formations. The Tokyo Group is 
also subdivided into 4 formations. The strike of the Kazusa and Tokyo formations is mainly 
northwest - southeast. They dip 1 to 2 degrees in the northeast [3]. 
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Fig. 1 Topography of Tokyo Metropolis 

Table 1 Sampling well 

District No. Name of sampling site District No. Name of sampling site 

Lowland Upland 

Koto 1 Minamisuna-machi I, 2 Higashi-kurume 25 Higashi-kurume I, 2, 3 
2 Kameido I, 2 Cliofu 26 Cliofu I, 223) 4 

Sumida 3 Agatsuma Ai B Kiyose 27 Klyose , , 
4 RKogoku I, ¥!§~f~!~~mato 28 Hig~shi-yamato I, 2, 3 

Edogawa 5 S i .n-edogawa I, 2, 3 29 Tac tkawa ~ 2 
6 K3,lwa Koganei 30 Koganej I, ,~ 
7 E <;lgawa-Toubu 1,2,3 31 Koganel-mmaml I, 2 
8 KOJIma 1, 2, 3, 4 32 Musashlmurayama I, 2, 
9 ~hmozakl I , 2, 3 Musashi-murayama 33 3J:ucy.l\ I, 2, 3 

Adachi 10 hin-adachi Fucyu 34 HiIl!ashlmurarama I, 2, 
11 I ki Higa&hi-murayama 35 3 achiou1i 2 2 
12 S~inmei-minami 1,2,3 Jjt~h~1j-own 36 Mizuho , 
13 Kodai I 2 3 37 Tama 
14 Toneri t, 2, 3 Tama Ci~ 38 Inashi1; 

Katsuthika 15 Takatag~ Ibashi~ iif;, 39 Mac j a 1,2 
Itabas i 16 Toda as i I, 2, 3 Machi a Ci 40 MacRI a-mmami I, 2 

17 Itabashi Mltaka Ci~ 41 MItaka I, 2 
18 Kal1li-akatsuka 1. 2. 3 Akishima ity 42 Akishlma 1,2 

Nerima 19 Nenma 1,2 
~hi!)jyuk!J 20 ~hi!)jyuk!J 
u1!:naml 21 u~maml 

Se gaya 22 Se agaya 
Meg~ 23 Meguro 
ChlY a 24 Chlyoda I, 2 

The confined aquifers are sand and gravel beds of the Kazusa and Tokyo Groups. The 
Kitatama formation consists mainly of a hard silt bed. The upper surface depth of the 
Kitatama formation is regarded as an upper limit depth for the basement of the confined 
aquifer. The upper surface depth is near the ground surface in the south-western part of Tokyo 
[2J. It gradually increases in depth towards the north and the east. It is below about 500 m 
from the ground surface in the northern part of Adachi Ward and the eastern part of Edogawa 
Ward: The hJdraulic conductivity of these aquifers ranges from 10-4 to 10-6 m/sec in the sand 
bed and 10- m/sec in gravel beds. The effective porosity of the entire confined aquifer, 
including its silt beds, sand beds, and gravel beds, ranges from 0.1 to 0.3. The average value 
is 0.15 L4J. In the lowland area of Tokyo, serious subsidence occurred between 1955 and the 
late 1960s. Moreover, even in the Tama District, which corresponds to the Musashino upland, 
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serious subsidence occurred in the late 1960s. The government gradually introduced various 
restrictions on pumping, beginning in 1961. As a result, the groundwater level has tended to 
rise in recent decades. For example, the groundwater level (owL) increased by 57 m 
between 1971 (OWL- 45 m) and 1994(OWL. 12 m). The amount of subsidence has 
simultaneously decreased throughout Tokyo [5J. 

Upland Area Lowland Area Thickness State of groundwater 
(10) 

Humic Soil Yurakucho Fo rmation 50 
Unconfined groundwater 

Alluvial in sand • gravel layers 

Deposits mnnTTmmmlT 
~~1nW=~ 60 

ConfIDed groundwater 
in sand' gravel layers 

~ Buried 

~ Kanto Loam Formation Loam 12 
Formatio } Upland : unconfined 

tl 
Buried 

groundwater 
Terrace Lowland : confined 

Gravel Terrace 10 groundwater 

~ 
Gravel 

Q) 0 Setagaya Tokyo 
11111 

arumi 
~ 0 Formatio Formation IF. 20-60 

I g iil ~ mTTmT Takasago 
Confined groundwater in Formation e-:...- I-- sand • gravel layers 

Edogawa Formatior 110 
d I--

)Jl Toneri Formation 200 

'" Higashikurume Formation(~~ I ~ HF 300 Confined groundwater 

Kitatarna Formation 540+ Fossil saline or cloured 
groundwater in sand layer 

Fig.2 Stratigraphy of Tokyo [2J 

METHODOLOGY 

The tritium concentration at the well points shown in Fig. 1 and Table 1 has been measured 
once a year during the period from 1969 to 1997. The sampling wells are mainly subsidence 
and groundwater level observation wells used to set up screens at specific depths in the 
aquifer. Water supply 
pumping wells, and those used 
to supply public baths, were 
also used. All these wells are 
equipped with screens. The 
sampling was carried out from 
December to November every 
year. Study of the data began 
in 1969 with the analysis of 
21 samples from low land. 
Afterwards, the number of 
analyses points was gradually 
increased. Since 1981, more 
than 100 points have been 
used. A total of 2,608 samples 
have been analysed. The 
tnttum concentration was 
estimated using Kimura's 
method [6J. Tritium is 
reported in tritium units 
(TU). A precision of ± 5% 
to 10% of estimated value was 
obtained by routine analysis. 

locm',--,-------.----__ ,-______ .-__ --. 
_ __!'!ecis:tati n __ 

to To yo 

Year 
19Ii 

Fig. 3 Temporal variation of tritium concentration 
in confined groundwater in Tokyo 
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INVESTIGATION RESULTS 

The· results of the analysis are shown in Fig. 3. The broken line in Fig. 3 shows the annual 
average tritium concentration in precipitaiton ; data from Tokyo between 1961 and 1983 by 
the lAEA, data from Tsukuba between 1984 and 1997 by authors. The tritium in precipitation 
trends are now fairly well known; the natural tritium concentration in the precipitation was 
presumed to be about 10 TU. After nuclear testing in 1952, the tritium concentration abruptly 
increased. The maximum value of tritium concentration in precipitation was observed in 1963 
(hereafter refer to bomb tritium) . Afterwards, the tritium concentration continually decreased. 
It has now almost returned to its natural level. Two straight lines show the reduction lines of 
the precipitation of 10 TU in 1952 and 1,000 TV in 1963 calculated using the half life for the 
radioactive decay of the tritium: 12.35 years. 

Points of tritium concentration values in confined groundwater in Fig. 3 are distributed from 
70 TV to 1 TV of the detection limit. The names of the wells with a tritium concentration of 
50 TV or more and the year it was recorded, are: 50 TV at New Edogawa in 1969, 56 TU at 
Higashi-murayama in 1975, 60 TV at Koiwa in 1976, 53 TV at Hagino-yu public bath in 
1989, and 68 TV at Machida in 1990. There are no observation wells where a high 
concentration of 100 TV or more was recorded. If a mixing of precipitation (new water) with 
groundwater (old water) did not occur, the points should be distributed near the reduction 
line of 1,000 TU in 1963. Therefore, the conclusion that can be drawn from the above 
observations are that the mixing of new water with old water occurred during the period from 
the infiltration of the precipitation to the sampling. 

CONSIDERATION 

1. Classification of fluctuation pattern of tritium concentration 

Three different models can be used for the circulation and mixing of precipitation with 
groundwater of different ag.es in an aquifer: the diffusion flow model, the piston flow model, 
and the well-mixed model L1]. Because the well-mixed model is a model that is applied to an 
unconfined aquifer with high groundwater velocity and abundant recharge [IJ, the only 
models which should be considered for a confined aquifer are the diffusion flow model (DF 
mode!) and the piston flow model (PF mode!). These models should preserve the peak of 
bomb tritium. 

The tritium concentration fluctuation patterns in the confined groundwater of Tokyo can be 
classified into the following four types (Fig. 4): (1) gently-sloping peak (GP type), (2) 
sharp peak (SP type), (3) decreasing type, and (4) irregularly changing type. The GP type 
and SP type are considered to correspond to the DF model and the PF model, respectively. 
The decreasing type 
appears to correspond to c 500 --- ----.---­
stagnant groundwater b, 
because the tritium con- _ Sharp Peak(SP) typ 

Toneri 2 centration values are § 100 _~ _________ _ 
distributed around the -
line of the radioactive 'l;; 
decay. The irregularly J;::(,,)§~ 
changing types consist _ 
of an irregular fluctu- 10 ---~------
ation of tritium concent­
ration and an unknown . § 
type whose pattern can- .g 
not be classified be- .... 
cause the observation r-< 
period is too short. 

The groundwater resi­
dence time can be 

L Decreasing type-~~ 0 0" 0 0 

o A •• 

.. .. .. 
••• • 1 C~~~~_"" ~~~~ C ~~<~, "~~~~.~~ 
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FigA Fluctuation patterns of the tritium concentration in 

the confined groundwater of Tokyo 



95 

accurately estimated from the time of the peak corresponded to the bomb tritium in 1963. 
This idea may be applied to determine the residence time of the GP and SP types. However, 
even taking account of the radioactive decay and diffusion, the SP type concentration peak is 
too low. The concentration of bomb tritium of this type is about 15 TU, as represented by the 
concentration at Toneri 2 well. The concentration after the peak amounts to several TU. Such 
a phenomenon cannot be explained without assuming the occurrence of mixing with an old 
groundwater mass having an extremely low tritium concentration, such as groundwater 
squeezed from a silt bed. Therefore, the sharp peak type is not a piston flow model that 
follows the the rigorous scientific definition. 

2. Estimation of rate of recharge to the confined aquifer 

The tritium concentration profile in an upland dunes having a simple hydrological structure 
usually preserves trace of the bomb tritium in unconfined aquifer because the only downward 
groundwater flow occurs. The rate of groundwater recharge in an unconfined aquifer is 
estimated by the following equation [7J. 

R = (PD) IT (1) 
Where:R=Rate of recharge, P=Effective porosity, D=Depth of bomb tritium, T=Residence 
time. 

The rate of recharge to the confined aquifer in Tokyo was estimated using equation ( 1) 
assuming that the only downward groundwater flow through the flow path in the aquiclude 
occurred as a result of the potential difference caused by pumping. For the effective porosity 
(p), the average value of the entire stratum of 0.15 was adopted. The residence time (T) was 
estimated from the difference between the year the bomb tritium arrived and year when the 
highest tritium concentration was observed in precipitation. The central depth of the screen 
was adopted as (D). The calculated rates of recharge ranged from 488 to 1,752 mm/yr. These 
values are almost the same as rates of recharge obtained in the unsaturated zone in the 
uplands of Tokyo [IJ. The rate of recharge in the lowland tends to be higher than that of the 
upland. This is thought to be a result of the fact that the potential difference caused by 
pumping in the lowland is higher than in the uplands. 

It is necessary to verify the validity of the assumptions made in order to estimate the rate of 
recharge. Fig. 5 shows the time dependence of tritium concentration at the Higashi-yamato 
and Higashi-kurume observation sites in Musashino upland, where four wells with different 
depths were installed. Each aquifer and central depth of screen is also shown in Fig. 5. 
Geological structure indicates that the recharge area of the confined groundwater is on the 
western side of the Higashi-yamato site. The depth and aquifer of wells where the bomb 
tritium was detected are different at these sites: the 10 m (Musashino terrace deposit) , 79 m 
(Toneri formation) and 159.5 m (Upper Higashi-kurume formation) at Higashi-yamato site. 
4.5 m well (Musashino terrace deposit) at Higashi-kurume site. The bomb tritium reached 
simultaneously the 10 m well and 79 m well at the Higashi-yamato site. The bomb tritium 
reached 159.5 m well in several years later than 79 m well. The bomb tritium did not reach 
the 87.5 m well and deeper wells at the Higashu-kurume site. These observation facts may 
indicate that some silt beds have a function as an aquiclude that restricts groundwater flow 
and lateral groundwater flow as well as the downward groundwater flow is dominate in the 
confined aquifer. Therefore it should be concluded that the calculated rate of recharge 
assuming the only downward groundwater flow is not the real rate of recharge. 

CONCLUSION 

Long-term tritium concentration records from 1969 to 1997 were used to estimate recharge to 
confined aquifers in Metropolitan Tokyo. The depth of penetration of bomb tritium into 
ground was used to calculate the rate of recharge to a confined aquifer. The calculated rate of 
recharge to confined aquifers in Tokyo was found to range from 493 to 1752 mm/y assuming 
the only downward groundwater flow. However, the time variations of tritium concentration at 
the Higashi-yama and Higashi-kurume observation sites indicates that some silt beds function 
as an aquiclude that restricts groundwater flow and lateral groundwater flow as well as the 
downward groundwater flow is dominate in the confined aquifer in Tokyo. Therefore it 
should be concluded that the calculated rate of recharge assuming the only downward 
groundwater flow is not the real rate of recharge. 



96 

East West 
Higashi-yamato 

.~ 
~ 

Higashi-kurume Dept h of Screen: 4 5 m 

o 

Lower Higashi 
D th of Screen~159. 5 m -kurume F. 

~402 l~ 
j' 0J Kila-Urn' F. 

1970 1980 1990 2000 -600 
Ogth of ScreeEc 23J m 1;:;:;:;:1 volcanic ash 

~i 3 1 ~ silt bed 
E 1< <I sand bed 
f o __ ' __ ........ -"IIP _ 1%X6'01 gravel be~ 

1970 1980 1990 2000 

Year 

~3 
0 ~2 

E 
,31 
.1:: 
f-

0 

0 

Wlconfmed aquifer 

• • ~ .. 
• 

1970 1980 1990 2000 

~3ot""" ....... ,-""......,.,......".""--'-.......... ...,m 

82 

]1 
1970 1980 1990 2000 

3 De th of Screen: 163. 5 m 

~ 2 
~2 

E 
,31 

.1:: 
f- ~~~ __ ~~~~ 

1970 1980 1990 2000 

D th of Screen: 405 m 
~30 3 
~20 

E 
.,3 10 
.1:: 
f- • 

1970 

Year 

Fig.5 Variation with time of the tritium concentration at the Higashi-yamat and 
Higashi-kurume observation sites in Musashino uppland 
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Abstract. The aim of this study is to apply a parsimonious hydrologic model to the Itxina karstic 
aquifer, capable of predicting changes in discharge resulting from variable inputs (recharge). The 
Itxina aquifer is divided in four cells corresponding to distinct recharge areas. Each cell was 
treated as a tank to characterize the conditions within cell. In the model when the reservoir 
boundaries coincide with the position of the siphons, the signal simulated is sensitive to input 
pulses of the recharge. The good agreement between predicted and measured discharges 
demonstrates the ability of the model to simulate the flow in the Itxina aquifer. These results 
demonstrated that the hydraulic conductivity increases downstream within the aquifer. The 
hydraulic conductivities obtained by numerical calibration varied between 4.2 x 10.3 mls upstream 
of the Itxina aquifer, 6.0 x 10.2 mls in the central region, and 9.5 x 10-1 mls in the lower region of 
the aquifer. These values seem reasonable because the underground features in the principal caves 
show that the density of caves increases downstream in the Itxina aquifer. 

Key words.Karst, Modeling, Reservoir, Spring, Itxina Aquifer, Basque Country. 

INTRODUCTION 

A growing concern with groundwater contamination by agricultural chemicals and potential spills 
of hazardous materials, calls for some method of prediction and possible tools for remediation. 
This is especially applicable in the case of a karstic aquifer, which is known to be highly vulnerable 
to contamination. However, the lack of spatial knowledge in the karst parameters, and the relative 
unpredictability and the extreme heterogeneity in aquifer properties, has often discouraged 
researchers from attempting to model such aquifers. 

In most cases, hydrologic interpretations are based on the analysis of recession hydro graphs by 
using the different hydrograph separation methods [1], statistical analysis of the whole spring 
hydro graph [2,3], or analysis of transfer functions between input (infiltration) and output (spring 
hydrograph) obtained by black-box models [4] used time moment analysis to relate a time series of 
inputs (recharge) to a series of outputs (spring flow). Simple regression models also have been used 
to predict water levels in karst aquifers [5]. The limitation of these global models is because they 
lack predictive power. 

Direct verification of interpretations based on global methods is obviously very difficult because of 
the scarcity of empirical observations in real karstic aquifers. In the other hand, conventional 
groundwater models are overly difficult for this task given the uncertainties in parameterization and 
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the difficulties associated with estimating changes in recharge characteristics. In addition, most of 
the studies are ideal simulations, which frequently do not represent the natural system accurately. 
Consequently, the main goal of this paper is to apply a parsimonious hydrologic model for the 
Itxina karstic aquifer, capable of predicting changes in discharge resulting from changes in the 
inputs (recharge). This modelling effort is to demonstrate the applicability and practical use of the 
modelling concepts for the simulation of groundwater flow, while retaining the simplicity resulting 
from using lumped regional scale parameters. 

DESCRIPTION OF THE STUDIED AREA 

The aquifer of Itxina, located in the Basque province of Vizcaya, is represented by a flat area of 
triangular geometry and rough relief, known as mountains of Itxina, whose highest points are the 
peaks of Aitzkorrigane (1090 m. a.s. I.), Lekanda (1308 m.a.s.l.) and Ipergorta (1225 m.a.s.l.) . 
Sideways it shows a divergent hydrographical network, structured in two watersheds. That way, 
while to the north, the superficial flows are piped by the Nervion and Ibaizabal rivers, to the south 
the draining is done towards the Zadorra river, through the Bayas river. In the same way we could 
emphasise the existence of the depression known as Campas of Arraba, which is characterized for 
having an own internal draining net which comes to an end at the feet of the mountains of Itxina 
(Fig. 1). 

The aquifer ofItxina is represented by a 6,15 km2 outcrop of reef limestone which can go over 300 
meters of width. It shows a free aquifer kind typology, with a pending structure, and gets 
characterized for showing high permeability levels for karstification and fracturation, what makes 
the infiltration to be fast. With a rain of about 1300 mm with an almost full infiltration of it, its 
underground resources can be estimated as about 7.7xl06 m3jyear, which discharge is done in a 
minority way by the springs. In general, such sources show low volume and a great irregularity 
which workings would be associated to the draining of low structures and near depressions. 
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Fig. 1. Geological description of the study area and simplified plans of the morphology of the 
karst aquifer. 
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The most important spring of the aquifer is the source of Aldabide, located in the north end of the 
massive and in the lower height of it (725 m.a.s.l.). Through this point the main discharge of the 
massive ofItxina (85% of the resources) is done, with an average annual volume next to 250 lis. It 
is a spring characterized by important volume oscillations, with response times of few hours, which 
show the low regulation capacity of the aquifer, shown in other studies [6, 7, 8]. In the same way, 
can be said that the water in the aquifer is taken through wide conduits according to a general 
circulation scheme, in north-north-west direction, from its south-eastern extremity, in the sinks 
existing in the Campas of Arraba, to the source of Aldabide, main collector of the aquifer. 

Model Cormulation 

In order to understand the movement of storm pulses in the basic model, the aquifer prototype is 
translated into four zones of different type and complexity. Upstream of the Itxina aquifer (Campas 
de Arraba), this watercourse drains entirely in the swallow hole (Arraba). Cave investigations and 
underground flow show that preferential flow directions between the Campas de Arraba and the 
Aldabide spring are related to the high permeability zones and the existence of rapid flow channels 
running in direction of the two siphons (Figure 2). The first siphon is located at ITX-80 (820 
m.a.s.l.), and the second is located at Otxabide (797 m.a.s.l.). Therefore, the geometrical model of 
the structure of the karst can be used to show that the Aldabide spring is supplied by four reservoirs. 
The first in the shallow hole at Arraba, the second in the siphon ITX-80, the third in the siphon 
Otxabide, and the last in the Aldabide spring. The waters of these four reservoirs mingle 
downstream to form the waters at the Aldabide spring. These reservoirs are fairly evenly spaced 
which suggested the use of a four-cell model to predict the behavior of the aquifer. 

Fig. 2. Conceptual model of the karstic network of the ltxina aquifer. 

Each cell is treated as a tank, which is, assigned an effective area (equivalent to the product of 
specific yield and surface area). At the present time, piezometric data and hydraulic conductivity 
measurements are not available owing to the topographical difficulties and the cost of drilling wells 
in mountainous areas with difficult access. The only hydrological information available for a long 
enough period of time is the daily spring discharges. Data for the period that ranges between 
January 1982 and June 1984, as well as the daily rainfall data from the precipitation station at 
Gorbea (Zastegui Valley) for the same period, have been used. A schematic diagram of the model 
is shown in Figure 3. 
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The model describes flow between the cells using Darcy' s Law. The hydraulic conductivity was 
assigned to the boundaries between cells which was the method employed by [9] , and the saturated 
thickness of the upstream cell was used to calculate the transmissivity. All external model 
boundaries were treated as no-flow boundaries, so there are only three boundaries where flow 
occurs. Flow rate across each internal boundary was calculated as: 

(1 ) 

where QG is the groundwater flow rate across the boundary, w is the width of the boundary, .dh is 
the head difference across the boundary, b is the saturated thickness of the upstream cell, and I is 
the distance between the key wells in each cell. 
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Figure 3. Schematic diagram o/the aquifer model. 

MODEL CALIBRATION AND RESULTS 

To determinate aquifer properties during the study period, data from five events were used for 
model calibration. These events occurred between January 1982 to June 1984. Rainfall data, which 
was also available at this time, was also collected. The average discharge for the five events was 
0.336 m3 S·I, with a maximUm recorded discharge of4.7 m3 S·I and a minimum of 0.009 m3 S·I. 

For most groundwater modeling efforts, a model with a fixed structure is selected and parameters 
are chosen through the calibration process to achieve the best fit with measured field data. In this 
case, a number of different model structures were evaluated and within each case, parameters were 
selected to achieve optimum calibration. In this case, analyses were carried out for three situations 
to determine which model more accurately fitted the data. For this purpose, different simulations 
were made using three options that can modify a storm pulse moving through the model. The first 
situation (run I) is a model with two reservoirs representing flow moving from a karst system. The 
second (run 2) is a system with four reservoirs that allow for overflow in the system. Finally, the 
third (run 3) is a system in which four reservoirs plus the vertical variation in aquifer properties in 
the last reservoir. These simulations were used to understand the variations due to input, and 
variations in the number of reservoirs. 
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Figure 4 shows three runs of the calibration process for October I to November 20, 1982. The first 
simulation involves two reservoirs, the second simulation four, and the last simulation uses four 
reservoirs plus the vertical variation of the aquifer properties of the last reservoir. For the first 
simulation, the response is erratic and overestimates the peak for the fmal pulse in the series. In 
addition, it was found that a lag period exists between the peak observed time and the peak 
simulated time. This is likely due to the lack of regulation with two reservoirs. For the second 
simulation, the regulation and the lag are improved. However, the sensitivity of the model with 
variations of input intensity was found to be not considerable. It is interesting to note the difference 
between run one and the run three, where the last fit introduce the vertical variation of the aquifer 
properties. The ability of the last scheme to perform is strongly supported by the hypothesis that 
the siphons were the controlling mechanism in the system during storm events. These results are 
the similar to findings by [10], who used a system theorize of three reservoirs to obtain the same 
suggestions. In [10] case, the series system acts as a feedback mechanism in the conduit system. 
In his configuration, the smallest section controls the response with a single configuration of four 
reservoirs with aquifer characteristics changing in the last reservoir. The signal simulated is also 
sensitive to input pulses of the rainfall. 
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Fig. 4. Observed and model-simulated daily discharge at Aldabide spring between October 1 
and November 20,1982. 

The hydraulic conductivities varied between 4.2x 10-3 m/s upstream of the Itxina aquifer, 6.0 x 10-2 

m/s in the central region, and 9.5 x 10-1 m/s in the lower region of the aquifer. These findings have 
been used as representative values of the hydraulic conductivity, which demonstrates its usefulness 
in problems concerning groundwater resource evaluation. The hydraulic conductivities obtained 
are a result of the varying contributions of fractures (conduits) and regional matrix (fissure) in the 
system. 

CONCLUSIONS 

The presented results demonstrate that even a karst aquifer can be successfully modelled with a 
parsimonious model, which has the ability to accurately predict water movement in this complex 
karst aquifer. The study developed a lumped parameter model for the Itxina aquifer. When faced 
with the task of modeling extremely complex flow system, the natural tendency is to develop a 
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more complex mode!. However, this research shows that a very simple model can provide useful 
information about the behavior of such a system. The results provide a quantitative tool to assess 
spring hydro graph, and illustrate mechanisms that can generate observed responses, which have 
previously been qualitatively interpreted. 

The aquifer was divided into four cells, each of which is treated as a tank. This model differs from 
previous models in that it allows properties within the cell to vary with water elevation. A 
comparison of model predictions with historical data for five events for the period January 1982 to 
June 1984 demonstrate its accuracy. The results obtained by calibration of the model indicate that 
hydraulic conductivity increases downstream within the aquifer. This seems reasonable because the 
density of caves at the Itxina aquifer increases downstream of the cave system. This simple 
representation of the hydrologic system produced accurate results with fewer data requirements and 
calibration parameters than traditional groundwater models. Because of the horizontal stratification 
of the formation, vertical changes in aquifer properties have a greater influence on aquifer behavior 
than does horizontal variation. As water levels rise, caves, conduits, and other stratigraphic 
features, which submerged strongly, affect flow and storage in the aquifer. In fact, when the 
reservoir boundary coincide with the position of the siphons, the signal simulated is sensitive to 
input pulses of the rainfal!. 
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ABSTRACT. Results of investigation on the effects of water/oil ratio (WOR) in groundwater 
on phase behavior of the system containing brine, an anionic surfactant, alcohols and different oils 
were presented. The results showed that the effect of WOR and salinity on the phase behavior of this 
system is analogous. Increasing the WOR also changes the system from Winsor I -- Winsor III to 
Winsor II. The higher the WOR, the lower the salinity required to produce the middle-phase 
microemulsion, but the narrower the salinity range for the three-phase region. The WOR term was 
correlated with the function of optimal salinity (5*) through the coefficient of WOR (kJ. This 
correlation can be used to select the surfactant/alcohol formulation potentially effective for aquifer 
remediation. 

KEY WORDS: surfactant, middle-phase, optimal salinity, water-oil ratio, oil fraction. 

INTRODUCTION 

The efficiency of pump and treat methods for remediation of soil contaminated with non-aqueous 
phase liquids (NAPLs) is often limited due to their low aqueous solubility and relatively large 
interfacial tensions (IFTs) with water [1,2]. To overcome these limitations, different innovative 
technologies such as surfactant flushing [3,4], cosolvent (alcohol) flushing [5,6,7] or combination 
of both [8,9,10] have been developed. In most cases, the systems using the mixture of surfactant 
and alcohol have shown high efficiency than that with the use of surfactant or alcohol, separately. 
The latter technique is based on the ultralow IFTs and high solubilizing properties of middle-phase 
microemulsion coexisting with both oil- and water-excess phases. 

The formation of the middle-phase microemulsion depends on many factors, such as surfactant 
structure, alcohol type and concentration, oil type, salinity and temperature. In free alcohol system, 
the effect of water oil ratio (WOR) on the phase behavior can be neglected, changing the WOR does 
not change the system type. But this is not the case when the alcohol presents in the system, 
because heavy alcohols (medium and longer chain length) dissolve mainly in the oil phase, 
changing the WOR tends to change the co-surfactant (alcohol) concentration in both oil- and water­
rich phases, which in turn can change the type of system [11]. However, in all studies relating to 
phase behavior of the brine/surfactantlalcohol!oil system, the effect of WOR was not considered. 
Salager et al [11] had developed an empirical correlation capable for predicting the phase behavior 
of multicomponent systems containing anionic surfactants, brine, alkanes and various alcohols, but 
this correlation is valid only for WOR equal 4. Kahlweit [12] fixed WOR at 1 when discussing on 
how to prepare the microemulsion at prescribed temperature, oil and brine. 

Because the residual oil content existing inside the porous media is a function of the pore structure, 
nature of contaminants and temperature, the surfactant/alcohol formulation optimized at particular 
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WOR may not be applicable for all cases. The objectives of this paper are therefore: (1) to study the 
effect of WOR on the phase behavior of brine/surfactantlalcoholloil system; (2) to correlate the 
WOR term with other variables of optimum formulation. This study is a supplementing part to the 
work of Salager et al [11] where the effect of WOR on system phase behavior is considered. 

BACKGROUND 

A systematic approach for designing surfactant systems to produce ultralow IFTs is the observed 
relationship between 1FT and the formation of the middle-phase microemulsion (or Winsor III) 
(Fig. 1). A micro emulsion is thermodynamically stable emulsion [13]. If surfactant is hydrophilic 
(more soluble in water than in oil), and is in the form of oil-swollen micelles in the aqueous phase, 
one find oil in water (O/W) microemulsion (or Winsor I); if it is lipophilic (more soluble in oil than 
in water), and is found in the form of water-swollen reverse micelles in the oil phase, one find water 
in oil (W/O) microemulsion (or Winsor II). In Winsor III system, the surfactant has nearly equal 
affinity for both oil and water phases [12,14] 

The water-oil 1FT (Ywa) is much reduced when the middle phase is formed, and is minimized at the 
center of three-phase region where approximately equal volumes of oil and water are dissolved in 
the middle phase [14,15]. This minimum water-oil 1FT is also characterized by the point, at which 
the IFTs between the middle-phase and excess oil (Yma) and water phases (Ymw) are equal. In the 
three-phase region, all the IFTs are much lower than those achieved in Winsor I and Winsor II. For 
this reason, the middle-phase microemulsions have been promoted for both enhanced oil recovery 
and aquifer remediation. 

Because, the lower the water-oil 1FT, the less energy would be required to push the residual oil from 
the pores, and consequently the higher the efficiency of the surfactant formulation, for the constant 
conditions of surfactant/alcohol concentrations, oil type, WOR and temperature, the system is 
optimum, when water-oil 1FT reaches to its minimum value (YmnJ. The salinity associated with that 
formulation is called as optimal salinity (S*) [11,14]. As the variables of the formulation are 
changed, the system will move to another optimum state with its new optimum parameters (S*, Ymin)' 
Thus, both Ymin and S* are function of surfactant, alcohol, oil, WOR and temperature. 

By considering the effects of these variables independently, Salager et al [11] had found that at 
WOR = 4, the S* can be expressed by the following empirical correlation 

LnS* = K(ACN) + f(A) - a + aT (T - 25) (1) 

where K is constant depending on the surfactant type; f(A) is a function of heavy alcohol and its 
concentration in aqueous solution; a is a parameter characteristic of surfactant; ACN is alkane 
carbon number, e.g. the number of carbons in the hydrocarbon chain; aT is the temperature 
coefficient; T is the current temperature. At 25°C, the graphical representation of the equation (1) is 
shown in Fig. 2. 

For crude oil and mixture of pure hydrocarbons, an equivalent alkane carbon number (EACN) can 
be assigned as in equation (2) [15]. 

(EACN)m = IT,(EACN), (2) 

Where (EACN)m and (EACN), are the equivalent alkane carbon numbers for the oil mixture and 
component i, respectively; X, is the mole fraction of the component i in the mixed oil phase; that is, 
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IX, = 1. Thus, (EACN)m can be substitute into equation (1), resulting in 

LnSm * = K(EACN)m + f(A) - a + aT (T - 25) (3) 

Winsor I Winsor III Winsor II 
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Fig. 1. Relationship of phase behavior and 
interfacial tension 
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LnS· K(ACN) + f(A) - a 

ACN 
ACN 

Fig. 2. Relationship between variables of 
optimum surfactant/alcohol mixture 

The significance of equations (1) and (3) is that these correlations link the variables that produce an 
optimal formulation. However, the term WaR is not included in these correlations. The experiments 
described below were designed to study the effect of WaR on the phase behavior and to correlate it 
with the function of S*. 

EXPERIMENTAL SECTION 

Chemicals 

Sodium Dodecyl BenzeneSulfonate (SDBS) in purity of 95% is selected as surfactant. 2-butanol 
and n-pentanol in purity > 99% were used as co-surfactants for producing middle-phase 
microemulsions. Three saturated hydrocarbons (alkanes): n-decane, n-dodecane and n-tetradecane 
in purity> 99% and diesel oil were used as testing contaminants. The contaminants were dyed with 
Oil-Red-O, so that appearance of the different phases could be observed quantitatively. All these 
chemicals were purchased from Tokyo Kasei Kogyo Company and used without further purification. 
Sodium chloride in purity of 99% was used as electrolyte and water was distilled for preparation of 
aqueous solution. 

Methodology 

In order to investigate the relationship between S* and WaR, salinity scan were conducted for a 
range of WaR. Batch experiments were conducted in lOOml-bottles capped to prevent volatilization 
losses. For each WaR, the experiments were carried out with different n-pentanol concentrations 
and oil types, while maintaining a constant concentration of SDBS (lOg/I). The classical Winsor 
type I-Ill-II transitions were obtained by salinity scan. All bottles were shaken multiple times, and 
were equilibrated for at least one week in a temperature controlled room. The occurrence and 
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disappearance of middle phase were verified by visual observation and the S* were determined as 
the midpoint of three-phase region. 

The model parameters were determined by the same method of Salager et al [11] with taking a 
secondary standard for f(A) (= -0.16) for 30g/1 of 2-butanol. This experiment was carried at WOR of 
4 and SDBS concentration of 109/I. For determination of temperature coefficient aT' the 
experiments were repeated at different temperatures. 

RESULTS AND DISCUSSION 

Effect of WOR on the S* 

Fig. 3 shows the phase diagram S*-WOR for n-decane. It is found that the effects of salinity and 
WOR on phase behavior of brine/surfactantln-pentanol!n-decane are the same. With increasing 
WOR, the system phase behavior changes from Winsor I .-. Winsor III to Winsor II. 

When the hydrophilic character of surfactant is heavily balanced, surfactant dissolves in the water 
phase forming O/W microemulsion (Winsor I). Increasing the WOR tends to increase the n-pentanol 
concentration in the oil phase which makes the nature of water and oil phases become less 
dissimilar. This is because n-pentanol dissolved in the oil, performs as co-oil to decrease the 
lipophilic character of the oil. Thus, with increasing WOR, the surfactant has the tendency to move 
to the oil phase. At some oil fraction, when balance of hydrophilic-lipophilic characters of 
surfactant molecules takes place, surfactant molecules move to the water-oil interface forming the 
middle-phase microemulsion (Winsor III). At sufficiently high WOR, the system is overoptimum, 
and the surfactant dissolves in the oil phase forming a reverse micelles (Winsor II or W/O 
microemulsion). 

Correlation of S* and WOR. 

The plots of LnS* versus ACN with 30g/1 of 2-butanol (at 15°C and 25°C) and without alcohol (at 
25°C) are shown in Fig. 4. The parameters of the model are found as a = -3.525, K = 0.13±0.04, 
aT = 0.0073 when S* is expressed in gram per liter. 
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Since the plots of LnS* versus WOR are nonlinear, an alternative is made to correlate the S* with 
WOR through the oil fraction (So) which is defined as ratio of oil volume to the total volume of the 
system. 

So = 11(1 + WOR) (4) 

The optimal salinity, Sx * at any oil fraction, So = x can be correlated with S* at So = 0.2 (or WOR = 
4) as 

• • * • IlLnS* 
LnSx = LnSO.2 + IlLnS = LnSO.2 + x _ 0.2 (x - 0.2) (5) 

By setting ka = ~lnS*/(x-2) called as coefficient of WOR, the equations (1) and (3) will be 

LnS* = K(ACN) + f(A) - a + aT (T - 25) + ka(x - 0.2) (6) 

LnSm * = K(EACN)m + f(A) - a + aT (T - 25) + ka(x - 0.2) (7) 

Fig. 5 shows S* for different concentrations of n-pentanol as function of So. Interestingly, all curve 
are straight, but not parallel lines. The positions of the straight lines shift downward and right on the 
graph with increased alcohol concentrations. 

The slope of the straight lines is the coefficient of WOR (ka)' The plots of ka and f(A) versus 
concentrations of n-pentanol are shown in Fig. 6. The results show that ka is a function of 
n-pentanol concentration only, it is independent with salinity, and oil type. In free alcohol system, 
changing the WOR does not change the system behavior, so ka is equal zero. With presence of n­
pentanol, ka measures the angle of the straight lines from the position for alcohol-free system. The 
Fig. 6 also indicates that the effect of n-pentanol concentrations on the values of ka and f(A) are 
inverse. With increasing the n-pentanol concentration, ka is increased, butf(A) is decreased. 
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CONCLUSION 

In this research, results of batch experiments have been presented which were conducted to 
investigate the effect of WOR on the phase behavior of systems containing brine, an anionic 
surfactant, alcohols and different oils. The results demonstrated that the effect of WOR on the phase 
behavior of the system is analogous with that of salinity and alcohol. Increasing the WOR also 
causes the system change from Winsor I -+ Winsor III to Winsor II. The higher the WOR, the lower 
the salinity required to produce the middle-phase microemulsion, but the narrower the salinity range 
of the three-phase region. Based on this, the WOR term was correlated with the function of optimal 
salinity (S*) through the coefficient of water oil ratio (k.). This correlation can be used to select the 
surfactant/alcohol formulation potentially effective for aquifer remediation. 

When applying the microemulsion for remediation of the soil, in general, the temperature, geologic 
conditions of the site with known composition of the oil and that of the brine are prescribed. Wanted 
is to find an efficient mixture of surfactant and co-surfactant, which can produce middle-phase 
microemulsion. The correlations allow one to estimate the values of the adjustable variables (for 
example, n-pentanol concentration) needed to obtain an optimum formulation. If more than one 
variable will be adjusted, the best optimum formulation can be selected according to the 
supplementary criterion, such as reduced adsorption, minimum interfacial tension, or any other 
practical economic criterion. 
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Installation of a Permeable Groundwater Treatment Wall and 
Its Remedial Effects 
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245-0051,Japan 

Abstract. In order to prevent groundwater contamination of chlorinated organic compounds from 
flowing outside of the facility property, a permeable treatment wall using zero-valent iron was 
installed downgradient of the contaminant source. The permeable groundwater treatment wall 
consisted of block -style reactive zones, installed in a zigzag-shifting disposition. Each reactive zone 
segment was approximately 0.6 m thick, 3.0 to 6.0 m long, and 7.0 m deep. The reactive zones are 
intended to clean up the contaminated groundwater passing through the shallow boulder gravel 
aquifer. Remedial effectiveness has been confirmed through monitoring. The concentrations of 
tetrachloroethylene (PCE), trichloroethylene (TCE) and cis-1,2-dichloroethylene (cis-1,2-DCE) in 
the treated water were confirmed to be below the levels set by the Japanese Environmental Quality 
Standards for Groundwater (EQSG). 

Key words. groundwater contamination, zero-valent iron, permeable treatment wall 

INTRODUCTION 

Basically, corrective action for soil and groundwater contaminated by TCE and other volatile 
chlorinated organic compounds emphasizes treatment of the contaminant source zone. But where 
contaminant sources are beneath buildings and removal is difficult, it is often more practical to 
prevent the contamination from flowing off-site,than to remove the contaminant source. Recently, a 
new method to keep contaminated groundwater from flowing off-site, using permeable groundwater 
treatment walls and "funnel and gate" systems has come into favor and examples of installation of 
these systems have increased in Europe and America [1]. 

"Permeable groundwater treatment walls" are a technology used to clean up contaminated 
groundwater by a reactive zone, installed in the pathway of the contaminants. The hydraulic 
conductivity of the reactive zone is larger than that of the adjoining aquifer. 
This method has the advantage of being able to remediate contaminated soils in-situ, with little or no 
maintenance. In the case of remediation of chlorinated volatile organic compounds, it is possible to 
convert the contaminants to harmless species using elementary (zero-valent) iron powder, as has 
been reported by Senzaki [2]. This method is now widely used at many sites in Europe and America 
[1]. Prior to the implementation of a permeable reactive wall at the site described in this report, only 
one pilot study using the same methodology has been carried out in Japan [3]. 

The authors installed a permeable reactive treatment wall to prevent the off-site migration of volatile 
chlorinated compounds in the groundwater, and are monitoring the effectiveness of this 
countermeasure. In this paper the permeable reactive treatment wall will be introduced and its 
effectiveness estimated, based on the results of the monitoring data. 
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REACTIONS IN A PERMEABLE TREATMENT WALL 

It was reported that under the presence of elementary 
iron, chlorinated volatile organic compounds undergo 
rapid dechlorination reactions [2]. When elementary 
iron gets in contact with water, anodic and cathodic 
polarization occurs at the iron metal surface, causing 
dechlorination reactions by reduction- and oxidation­
(Redox) processes, as shown in Fig. 1. 

Dechlorination reactions of volatile chlorinated 
organic compounds by elementary iron powder have 
been studied by many scientists [4-9], who generally 
conclude that the dechlorination is caused by Redox­
reactions, but there are many obscure points about the 
reaction mechanisms and the intermediate products. In 
particular the relation of contact time with the iron 
powder and the resulting intermediate products and, 
for instance, the degradation mechanisms of ethylene 
to ethane are unknown. 

i ron 
powder 

anode 

RHtCI tOH 

RCltH ,O 

Fig. 1. Reduction and oxidation model of 
chlorinated organic compounds. 

SITE DESCRIPTION AND INSTALLATION OF A PERMEABLE 
TREATMENT WALL 

Site Description 
The site where the Permeable 
Treatment Wall was installed is 
located on the lower rim of an 
alluvial fan, a shallow aquifer, 
consisting of large boulders, 
mixed with sand and gravels. 
The hydrogeologic structures 
and the process of 
contamination are outlined 
schematically in Fig. 2. The 
main aquifer consists of an 4.5 
to 6 m layer of boulders, gravels 
and sand, with boulder 
diameters ranging from 30 to 50 
cm. The lower boundary of the 
main aquifer is a clay layer 
located approximately 7 m be­

Irnlr~c.al 

w.1I 

baUdi,. 

b •• ldtr ..... II.yer 

'=;::0--- dissol .. d pbu, 

Fig. 2. Schematic profile of hydrogeologic structures and the process 
of contamination. 

low ground surface. The aquifer is partly covered by clayey soil lenses to a depth of 1 - 2.5 m below 
surface. Artificial fill covers these natural layers. 

At more than two points on the site, a release of PCE to the aquifer has occurred beneath the factory 
facilities. The contamination plumes in the groundwater have joined and migrated to the site 
boundary. This information has been obtained by the following investigations: document & data 
study, soil gas analysis, drilling, and groundwater contamination analysis. The groundwater table 
contour map and PCE concentration contour map are shown in Fig. 3. The hydraulic permeability of 
the main aquifer (boulder, mixed with gravels and sand) is about 0.9 x 10.5 to 4.5 X 10.5 mis, evaluated 
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by slug tests in monitoring wells BPI - BP5, which were screened at depths from 3.5 to 7 m. 
Additionally, boreholes GWI - GWl4 were drilled for groundwater investigation to multiple depths, 
using a Geoprobe direct push system. In these boreholes, monitoring wells were installed with a 
screened depth of 4.5 to 5 m. 

(m) 

ISOr-------------------------------------------------------~ 
-- Gro •• d .... r.r L .... (Tokyo P.iI (T.P.). 01) before R.m.dillion 

---- Conc'.lIlIion (01&11) of PCE i. , round"," .. befo re ReDledillion 

o so 100 ISO 200 
(m) 

Fig. 3. Groundwater level and peE distribution in groundwater before installation of the 
permeable treatment wall. 

Selection of the Remediation Method 

rcacri .. zone 

2S0 

A factory building with a main production 
line is located above the groundwater 
contamination plume. It was difficult to 
drill inside the buildings and install 
extraction wells for countermeasures. The 
migration of the groundwater 
contamination in the direction of an 
existing well presented an environmental 
risk. For this reason a method that could 

mooilorio, well 

remediate all groundwater and release the 
treated water under natural conditions was eI.y I.yer 

preferred. The permeable treatment wall, 
installed down-gradient of the 
contamination plume, was judged to be Fig. 4. Profile sketch of the permeable treatment wall 
most effective for this purpose. From the 
results of the groundwater quality investigation prior to the installation of the permanent treatment 
wall, the groundwater exhibits the following properties: Dissolved oxygen (DO) was 1.2 to 1.75 mg/I 
and the pH was about 7.4 to 7.5 on average. The maximum peE concentration 1.938 mg/I was found 
in borehole GW4. 

Installation of the Permeable Treatment Wall 
Fig. 4 shows a profile sketch of the permeable treatment wall. Fig. 5 shows the corresponding 
location map and the groundwater table contour map 147 days after installation. The permeable 
treatment wall has a thickness of more the 0.6 m, with segment lengths varying from 3 - 6 m and a 
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height of about 7 m. The individual segments Groundwater Level (TP m) after 147 Days 

are arranged in two lines and their interim (m) r~-~-"""'c:=====:::::!====:r-...., 
spaces are shifted in a zigzag pattern. Thus the A 
contaminated groundwater will pass through at 
least one segment. This pattern allowed us to 
prove the effectiveness of the permeable 
treatment wall before the installation was 
completed for the total area. 

The reactive material was made of small 
broken stones mixed with 20 percent by weight 
elementary iron powder. Each segment hole 
was excavated by a backhoe to a depth of 7 m, 
the upper boundary of the impermeable clay 
layer, and refilled with the reactive material up 
to 0.1 m below ground surface, with a 
thickness of at least 0.6 m. The chemical 
composition of the iron powder was 92.05% 
elementary iron, 2.5% nickel, 5.45% copper, 
with a specific surface area of 0.052 m2/g. 
Using a thickness of more than 0.6 m is 
expected to result in a residence time of at least 
2 days with a groundwater flow velocity of 
1 x 10-5 m/s and a groundwater gradient of 
1/40. These values are calculated on the 
assumption of a maximum groundwater 
velocity 10 times the Darcy-velocity of 
2.5 x 10-6 m/s. The annular space around the 
reactive segments was refilled with (iron-free) 

5 10 15 20 

Fig. 5. Plan view of permeable treatment wall 
segments and the groundwater table contour map (147 
days after installation) 

small broken stones in the area of the aquifer and with excavated materials in the area of the surface 
clay layer and the artificial fill. A 0.1 m thick sand layer covered the top of the permeable reactive 
wall. 

Generally, it is difficult to install a permeable reactive wall in a sandy gravel layer containing such 
large boulders [3] as those found at this site. However, the feasibility of the applied installation 
method was confirmed. Fife pairs of monitoring wells were installed with one well up-gradient 
(MWlU - MW5U) and one well down-gradient (MWlD - MW5D) of the permeable reactive wall 
to confirm it's remedial effectiveness. The screen of monitoring well MW1D was set at a depth of3.3 
- 5.25 m, whilst the other wells were screened between 4.0 - 4.5 m below surface. 

As estimated from the monitored groundwater levels in each well, the groundwater velocity was 
about 1.38 x 10-7 to 6.44 X 10-7 m/s. All contaminated groundwater passes through the permeable 
treatment wall as shown in Fig. 5. 

MONITORING THE REMEDIAL EFFECTIVENESS 
In Fig. 6, the temporal development of the concentration of cis-1,2-DCE, TCE and PCE in the 
groundwater of wells GW14, MW1D, MW4U and MW4D is plotted. GW14 is located 30 m up­
gradient of the permeable treatment wall. Time 0 was the day when installation of the treatment wall 
was started. The contaminant concentrations in the up-gradient wells, GW14 and MW4U, changed 
due to groundwater recharge by rainfall. Nevertheless the down-gradient concentrations of PCE and 
cis-1,2-DCE in MWID decreased constantly. The initial concentration of PCE in MWID before the 
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installation was 0.072 mg/l but it fell below EQSG of 0.01 mg/l after 70 days. After 147 days it was 
only 0.002 mg/l, 2.8% of the initial concentration. In the period of from 133 days to 323 days, the 
contaminants concentrations of the groundwater in well MW4D were below EQSG (PCE: 0.01 mg/l, 
TCE : 0.03 mg/l, cis-l,2-DCE : 0.04 mg/l), and remediation efficiency was at least 99% for PCE, 
96% for TCE and 90% for cis-l ,2-DCE. 
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Fig. 6. Change of cis-1,2-DCE, TCE and PCE conceOlrations in groundwater after installation of the 
permeable treatment wall. 

Fig. 7 compares the up- and down­
gradient contaminant concentrations, 
after an operation time of 147 days. 
As estimated from the monitored 
groundwater levels in each well, the 
groundwater velocity was about 
1.38 x 10-7 to 6.44 X 10.7 m/s. All 
contaminated groundwater passes 
through the permeable treatment wall 
as shown in Fig. 5. As shown in 
Fig. 7, the permeable treatment wall 
works properly to remediate PCE, 
TCE and cis-l,2-DCE. Regarding 
PCE and TCE, both contamination 
levels are below EQSG in all down­
gradient monitoring wells (MWID -
MW5D), thus the remediation goal 
was achieved. The cis-l,2-DCE 
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Fig. 7. Comparison of groundwater concentration between up- and 
downgradient side of the permeable treatment wall (147 days after 
installation) 
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concentration shows degradation, compared to the up-gradient concentration. But, in MW2D, the 
concentration level of cis-1,2-DCE still remains above EQSG (0.04 mg/l), because cis-1,2-DCE is a 
secondary byproduct of the slow TCE, PCE degradation process. Two samples were also taken from 
monitoring wells MW1D and MW3D, and analyzed for vinyl chloride (VC) but levels were found to 
be below the detection limit. 

Durability of the treatment wall was predicted by the reaction model of Shimomura et al. [10]. The 
parameters were estimated by column experiment using on-site groundwater. It was predicted that 
the durability of the treatment wall is large enough to prevent the out-flow of contaminated 
groundwater with concentration levels exceeding the EQSG for approximately 17000 days (about 47 
years), even in case, that the groundwater velocity is ten times higher than the measured average 
groundwater velocity on the site [11]. 

CONCLUSIONS 

Successful remediation of contaminated groundwater spreading from the source zone beneath a 
facility was achieved by installation of a permeable treatment wall containing zero-valent iron. The 
remedial effectiveness was confirmed by monitoring results from up- and down-gradient wells. 
Down-gradient concentrations were below the EQSG levels. The reliability of such systems was 
calculated [11] with a remediation effectiveness prediction model, developed by Shimomura et al. 
[10]. When demolition or reconstruction activities will take place on the site, additional 
countermeasures, such as excavation of the hot spot area, could be performed with minimal costs. 
Meanwhile the permeable treatment wall gives the company the advantage of solving the problem 
completely without interrupting their on-site business activities. 
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Groundwater Quality Evaluation with Special Reference to 
Fluorosis and Nitrate Pollution - A Case Study 
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lNDIA 

ABSTRACT. Despite a seeming abundance, India's groundwater resources are not 
inexhaustible. Moreover the sustainable development of our groundwater resources is 
increasingly threatened by Municipal, Industrial and Agricultural sources. As the public becomes 
increasingly concerned about water quality and quantity, a greater demand is placed on scientists 
to provide scientific information on which decisions regarding the health and management of 
water resources are based. 

This research paper describes the preliminary results of a study attempting to evaluate the long 
term water quality situation and health hazards in the eastern part of the Dharmapuri 
district, Tamil Nadu, India. The study also aimed at increasing understanding of the distribution 
of t1uoride in the surface and groundwater, its source, its etl'ects on human beings and animals, 
and proposing preventive and curative measures if possible. This study also indicated the 
occurrence of a high quantity of nitrate in the ground water samples. For this reason, the paper 
mainly deals with the Fluorosis problem and nitrate pollution in the study area. Fluoride 
concentration exceeding the desirable limit (0.6 to 1.2 mg/ltr) in sixteen samples is a major 
health hazard has lead to primary dental t1orosis amongst the villagers. All the samples showed 
more than 0.6 mglltr and six samples exceeded the highest permissible level of 1.2 mg/ltr. The 
nitrate concentration in seven groundwater samples exceeded the WHO maximum permissible 
limit of 45 Mgllitre. This was the first time such a high nitrate concentration in groundwater 
was observed in the region and it requires immediate action to provide safe drinking water for 
the rural community. 

KEYWORDS :Groundwater, fluorosis, nitrate pollution, water treatment. 

INTRODUCTION 

The rural community mainly depends upon groundwater for drinking and other domestic uses. 
Ground water has the properties of dissolving, and carrying in solution, a variety of chemical and 
other materials. It is well established that deficiencies or toxicity of elements may cause health 
hazards both in animals and in human beings. For example, Fluorosis and incidence of goiter are 
among the many diseases which can be studied through preparation of multi-elemental atlases by 
geochemical mapping, and this will be of great help in defining problems and demarcating 
potential areas of risk groups. The presence of high nitrate concentration normally indicates 
pollution of ground water at some stage of its history. Since the presence of excess nitrate ions is 
deleterious to health, their occurrence in high concentrations in natural water is a matter of great 
concern to environmental scientists. 

GEOGRAPHICAL SITUATION 

The area falls between latitude 12° I I' 30" to 12° 19' North and longitude 78° 3' to 78° 17' 30" 
East, in the Eastern part of Dharmapuri District, Tamil Nadu. The area is a plain covering about 
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308 sq.kms. In the central part of the area there is a small river flowing that forms the main 
drainage network. Agriculture is the principle activity in the district. The major soil types are 
mainly mixed loam red ferruginous and black soil. The area enjoys a tropical climate, being hot 
and dry for the greater part of the year. The temperature ranges from 20° to 40°C. The average 
rainfall (1970 - 1998) of this area is 825 mm per annum and the area receives rainfall through 
both south-west and north-east monsoons. The intensity of precipitation is erratic and its areal 
distribution varies from place to place and from year to year. The principal crops of this area are 
Paddy, Maize, Sorghum, Bajra, Ragi, Pulses and Groundnut. 

GEOLOGICAL SITUATION 

The study area forms a part of Archaean sheild of peninsular India. The area is underlain mostly 
by crystalline rocks of Archaean age and recent alluvium, which is restricted to the course of 
larger streams. The general foliation of the rocks runs NNE-SSW with dips to ESE. The 
occurrence and behaviour of ground water are controlled by the hard crystalline rock formations 
such as granites, gneisses and charnokites. Important source of ground water in the area is the 
return seepage from irrigation, along with downward percolation of influent stream runoff. The 
rainwater harvesting ponds/tanks form the permanent source of surface water which help in 
recharging of groundwater in the area[ 1]. 

METHODOLOGY 

Sixteen water samples were collected in well cleaned and pretreated double -stoppered polythene 
bottles of two liter capacity from the existing tubewells and from an open well in different 
villages. The water samples were analysed to test the quality of the water with special reference 
to Fluoride and Nitrate problems. The water quality details are given in Table-l and the 
chemical parameters are compared with drinking water standards of the World Health 
Organisation (WHO) and of the Indian Standard Institute (lSI), both of which indicate 
maximum permissible limits. 

QUALITY OF GROUNDWATER 

The quality of groundwater in few villages of Dharmapuri District was studied with a view 
to evaluating the suitablilty of this groundwater tor domestic and irrigation purposes. 
The analytical data revealed that the groundwater in the surveyed villages is alkaline with 
pH values ranging from 7.1 to 7.7. The electrical conductivity of water in this zone ranges from 
624 to 2538 micro mhos/cm at 25° C and falls beneath the "good" to "maximum permissible" 
limits according to the WHO standards. The total hardness of the water ranges from 218 to 838 
mg/litre and in some samples, it exceeds maximum permissible limits of the WHO standards. 
The water is moderately hard and in some places it is highly brackish. The chloride 
concentrations range between 30 to 552 mg/litre. The other constituents, such as Ca and Mg, 
are within the maximum permissible limits of WHO standards, except at one place called, 
Kodiyur where Ca is excessive. Moderately high concentrations of fluoride in groundwater 
were observed in most of the locations. Sulphate is within the permissible limits, except at one 
location. High nitrate content was observed in most of the samples, may be due to the usage 
of large quantities of fertilisers tor agricultural purposes. In general, groundwater in the study 
area is good and is suitable for irrigation purposes. The poor quality of groundwater, resulting 
from the occurrence of fluoride, is a local teature due to constant interaction with source 
rocks rich in fluoride bearing minerals and the occurrence of high nitrate levels may be due to 
the application of large amounts nitrogenous tertilizers. This pollution of groundwater with 
high Nitrate needs immediate attention and proper treatment so as to provide good quality sate 
water. 
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OCCUrreDtt of Fluoride: Fluoride is so highly reactive that it is never encountered in its 
elemental gaseous state, except in some industrial processes[2]. It occurs in the earth's crust, 
notably as fluorspar, cryolite and fluorapatite. These fluoride minerals are nearly insoluble in 
water. Fluoride is encountered in water when conditions favour its dissolution from fluoride 
bearing minerals. Occurrences of excess fluoride bearing waters were reported by many research 
workers in Andhra Pradesh, Bihar, Gujarat, Haryana, Karnataka, Madhya Pradesh, Maharashtra, 
Orissa, Punjab, Rajasthan, Tamil Nadu and Uttar Pradesh. There are an estimated 8700 villages 
in India which have problems of excessive fluoride in water, affecting 2.5 million people. 
Fluorine in the exogenic cycle of this fluorosis belt is almost entirely derived from granitic and 
pegmatitic rocks. There is no evidence of any addition of fluoride into the environment by 
artificial means either by industry or by any other sources. The principal fluorine bearing 
minerals such as fluorite and fluorapatite, are responsible for a high concentration of fluoride 
under normal pressure and temperature conditions, whereas refractory minerals like hornblende, 
Mica and Epidote will not release fluoride under normal temperatures. The factors that govern 
the distribution of fluoride in natural waters are dependent on amount of fluorine in the source 
rocks and soils, and the duration of contact of water with the rocks and soils. Systematic data on 
variations in fluoride content of groundwater with different seasons are not available for this 
area. Finally, it may be noted that the high incidence of fluorosis is because of a variety of 
factors such as geological, geochemical, climatological, social and economic conditions. The 
natural ocurrence of high fluorine content in groundwater is an environmental hazard. 

SignifKllMe of tluoride: Fluoride plays a significant role in affecting human health, to varying 
degrees depending upon its concentration in groundwater. It is well established that element 
deficiencies or toxicity may cause health hazards both in animals and human beings. Fluoride 
acts as a two-edged sword: High doses (i e., above 1.2 mgllitre) of it lead to tooth and bone 
fluorosis and low doses (i.e., below 0.6 mgIlitre can cause dental caries. Researche carried out on 
the effect of fluoride concentration in potable water around Imgllitre reduced dental caries by 
reducing the solubility of tooth enamel to acid and also acting as an inhibitor of the bacterial 
enzymes responsible for the production of the acid which attacks the enamel. However, a higher 
concentration, viz. 1.5 mgIlitre or above, results in staining of the tooth enamel while at still 
higher levels, viz. 5 to 10 mgflitre of fluoride, pathological changes such as stiffness of the back 
and difficulty in performing natural movements occur with sustained use. 

The desirable limit for fluoride in drinking water is 0.6 to 1.2 mgllitre (lSI, 1983)[3]. If the limit 
is below 0.6 mgIlitre, the water source should not be rejected but suitable public health measures 
should be undertaken. The maximum limit may be extended to 1.5 mgfliter if no alternative 
source is available. The highest desirable levels according to the Indian Council of Medical 
Research are 1.0 and 1.5 mgflitre respectively. According to the WHO guidelines for drinking 
water quality( 1982)[4J and the Water Technology Mission of the Government of India, the 
permissible limit for fluoride in drinking water is 1.0 mgllitre. It can be extended to 1.5 mgllitre 
if there is no alternative source in the village. The water needs treatment if the level is above this 
limit.The analytical results of the present investigation reveal that the fluoride concentration in 
the shallow aquifers in some of the areas is well within the permissible limits (0.6 to 1.2 
mgllitre, lSI 1983). In some villages, however it has exceeded WHO and lSI drinking water 
standards and treatment is required urgently. 

Nitrate Pollution and its impact on human beings:The hydrogeochemical investigations on 
groundwater samples of the study area revealed the presence of high nitrate content. In recent 
years there has been an increased use of agricultural chemicals, notably pesticides and fertilisers. 
farmers apply fertilizers extensively on crop lands. Their extensive use, however creates some 
problems. Nitrates are especially susceptible to leaching with each rainfall and they 
subsequently enter the groundwater. Where they are extensively used, they appear in well water 
(Sample No.16). Nitrates are of special concern but they generally find their way into waterways 



121 

from feedlots, not from excessive or improperly timed fertilizer use. Nitrates in drinking water 
can cause Methemoglobinemia in babies (Blue Babies) because, in an infants stomach, the 
nitrate N03- is converted into Nitrite (N02-), which acts on the blood hemoglobin to form 
methemoglobin[ 5}. Hence the study of nitrate in potable water assumes a great importance. The 
present study indicates that nitrate concentrations of groundwater are over 100 mgIIitre in several 
places in the study area and concentrations as high as 136.30 mgllitre have been observed, whilst 
a maximum permissible limit of 45 mgIIitre is suggested by WHO. The behaviour of nitrate ions 
is similar to that of chloride ions. Nitrate salts usually have a high solubility and are not 
absorbed by the clays present in the soils of the area. 

Nitrate content in groundwater serves as a basis tor detecting pollution. Most of the samples of 
groundwater drawn from the boredwells showed an occurrence of Nitrate ranging from 1.70 to 
136.30 mg/litre. These wells are located near to the cultivable lands where large quantities of 
inorganic fertilizers and pesticides are used. These chemicals pollute the well-water through 
percolation. This high level of Nitrate should be considered a serious problem tor further future 
development of drinking water. The occurrence of high nitrate content may be the result of 
continuous application of inorganic fertilizers in these regions. 

CONCLUSIONS AND RECOMMENDATIONS 

The present water quality situation in eastempart of the Dharmapuri District is under great threat. 
The high fluoride content in the groundwater of this area has affected villagers in the form of 
primary level of tluorosis resulted in stained and darkened tooth enamel. Though there no proper 
health survey has been conducted with respect to the nitrate pollution problem, death of fishe in 
one open well (Sample No -16) was observed. Regular monitoring of water quality is 
recommended to improve understanding of nitrate pollution in the groundwater in these villages 
and in the surrounding region. The high fluoride content in the drinking water should, also be 
given attention and defluoridated water should be provided for drinking purposes in the rural 
areas. In addition to these actions a proper survey is recommended to study the negative impact 
of Nitrate pollution on public health in the areas affected. 
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A designing method for in-situ bioremediation of groundwater 

with evaluation of transport characteristics in aquifers 
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ABSrRACf. Solute transport analysis is perfonned to design an effective in·situ bioremediation 
system for contaminated groundwater with chlorinated hydrocarbon such as trichloroethylene etc. The 
principal consideration involved in the design of in-situ bioremediation is two-fold: one is to understand 
the chemical and biological conditions in an aquifer, which allow the most efficient perfonnance of 
bioremediation; the other is how to make such a condition by an artificial groundwater systems. The 
contaminated groundwater to be cleaned up should be mixed efficiently with the stimulated 
microorganisms. It should be designed only through the solute transport analysis based on a properly 
characterizing of transport parameters specific to a site. This study reviews methods of mixing a few 
kinds of solutes to enhance the microbial degradation activity in an in-situ aquifer, which is to be 
effective for trichloroethylene in groundwater. It then proposes a method of evaluating the key elements 
in dealing with mixture in an aquifer bioremediation, which is transport characteristics such as 
dispersion, retardation effect etc. Solute transport analyses are carried out, assuming various solutes 
injected into the aquifer through a well during the treatment process. In so doing, this study presents 
the basic design principles of in-situ bioremediation. 

Key words. Groundwater contamination , Solute transport analysis , Bioremediation , 
Trichloroethylene, In-situ tracer test 

INTRODUCTION 
There are many ways to remediate groundwater. Directly extracting methods such as soil vapor 
extraction and pump and treat method etc., have been quite often used where the contamination level is 
very high which is always observed around leaking points. Such physical methods are efficient for 
lowering the concentration of contaminants to a certain level. However, it is difficult to make them work 
efficiently in low level of contamination. It is due to the heterogenity in aquifers, sorption of 
contaminants to soil particles, retention of contaminants due to physical interactive characteristics 
between contaminants and soil particles (governed by surface tension, wet angle.) and other factors. 
In-situ bioremecliation is a method detoxifYing contaminants by artificially activating microbial 
degradation of organic contaminants. Once a biodegradable condition is satisfiecL degradation of 
contaminants proceeds more and more efficiently with lowering of concentration or molecular weight of 
organic contaminants. Hence, bioremediation is inherently an effective method under condition that the 
concentration of organic contaminants is relatively low. 
For a specific design of the in-situ bioremecliation system, the following items are important as design 
conclitions: 

(i) The necessary conclitions to activate microbial degradation in an aquifer. TIlat is, necessary 
concentration of substrate and of nutrients to activate microorganisms, and aL"O the duration 
time of activity 
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(ii) Physical conditions such as penneability and rolute transport characteristics, which aTE' 
essential to predict injected solutes movement and the degree of mixture among tilem in 

aquifers, quantitatively. 
Of the two, microbial activation characteristics mentioned in the item (i) will be clarified through 

biological treatability tests using in-situ roil. For the item (ii) an evaluation on the solute transport 
characteristics in the aquifer would be neces...'*lI"Y in order to assess controllability of the injected solute 

concentration and a mixture condition of injected plural solutes. 
This paper classifies typical methods for in-situ bioremediation, and di.".cusses methods for evaluation of 
rolute transport characteristics in an aquifer, which is a practical key factor for designing remediation 

system. Furthennore, solute transport analysis based on the evaluated characteristics is perfonned, and 
then methods for designing remediation systems are generally described 

IMPORTANCE OF EVALUATION ON SOLUTE TRANSPORT 
There are basically two methods of in-situ bioremediation. The biostimulation process in which 
indigenous microorganisms are multiplied rapidly by supplying substrates, such as methane and 
oxygen in the case ofTCE co-oxidation essential for the multiplication and nutrients such as phosphates 
that activates microorganism's growth. The other method is the bioaugmentation process in which 
microorganisms are directly injected into the aquifer for microbial degradation of contaminants. 
Of the two, the stimulation process requires a system design for controlling mixture condition and 
concentration of several solutes in an aquifer. Using the system designed as such, it would alro be 
possible to activate introduced microorganisms in the augmentation process. If a design method for the 
stimulation process is established, it can alro be applied to the augmentation process; for this reason, 
this study mainly deals with the stimulation process. 
Figure 1 shows a design process for an in-situ bioremediation system with using an artificial 

gro\ll1dwater flow, as propo...~d by the author. This paper presents the investigation results by following 
this flow diagram. 

EVALUATION OF SOLUTE TRANSPORT CHARACTERISTICS IN AN AQUIFER 
In-situ trarer tests by the continuous injection method. ('Thst methods) The trarer tests were perfonned 

to evaluate solute dispersion characteristics generally in an artificial gro\ll1dwater flow. TIle test was 
made to nm through an \ll1confined aquifer consisting of homogeneous cWuvial fine sand (penneability 
coefficient is about 2.1 * 10-3 cm/s). An apparatus capable of continuous tracRr injection at a constant flow 

rate into the injection well was u.';;ed for this test. Figure 2 shows an outline of the tests and bTJ"Olmd 

conditions. TIle tests were perfonned in the following processes: 

(Evaluation of hydraulic Characteristics) 

Evaluation of hydraulic Invariable 
in Test Penneabili Test 

Evaluation of Transport 
(In-situ Tracer Test, Column Test) 

Designing In-situ Bioremediatio 
Fig.} A Designing Process ofIn-situ Bioremediation 
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(i) an artificial groundwater flow was generated by pumping from the pumping well at 

a rate of6.7I1min.(which is 80 % ofthe maximum pumping capacity for the well) 
(ii) after t.he groundwater level stabilized, 800ppm Nael solution (EC=1.2 mS/cm) was 

injected continuously into the injection well, at a rate of 111min. 
(iii)Changes in electrical conductivity with time at the two observation wells located downstream. 

(Jest results) Figure 3 shows the test results. Break-through curves that indicate trarer arrivals are 
clearly observed in each observation well. Also shown are the values of dispersivity compatible with the 
break-through curves, obtained through two-dimensional advective-dispersive analyses. The analyses 

were performed after calculating actual flow rate and effective porosity, assuming as an arrival time the 
instance when relative conrentration (the ratio lk"8UIlling the concentration at a time of injection as 1.0) 
became 0.5 in each observation well. The values obtained for the effective porosity based on the break­

through curve for each well are fairly consist.ent. On the other hand, the values of dispersivity tend to be 
greater as t.he distanre from the injection well increases. 

3.2m IO.8m~2.0ml 

o 0 0 o .. 
pu~ing ,rate, observation In]ectlOn 
6.7xlo- m'/mln well 1 rat; 

observation( ¢ 150mm) 1. 0 x 10. 1t' well 2 {I. m' /mln 
.J.~J~mm _. 

injection 
well 

~~ J?-.-,,+. +-----+I+-~=-'?'-SI4'~ (¢100mm) 

II k =1.3 x f 
I m~ t~~ 

d., =O.O~ J EC 
sencer 

-- - ---

Fig.2 Out.line of a In-situ Tracer Test by 
Continuous Injection 

0 1.0 
c 
0 ..., 0.8 
~ ..., 
c 0.6 ., 
0 
c 
0 
'-' 0.4 
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;;::: 
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a. 
U) 

0.00 

Fig.3 

°we'l 1 (measured) 1 
- well 1 (analysis(a l =O.05m» 
.~ .. well 1 (analysis(a l =O.Olm» 

well 1 (analysis(a l =O.lm» 
• well 2 (measured) 

- well 2 (analysls( a l=0.1 m» 
well 2 (analysis( a l=O.05m» 

5000 1 0000 15000 
Time(min} 

Breakthrough Curve of Tracer Test 
(at Observation Well 1,2) 

Evaluation of dispersivity. Figure 4 shows t.he results of laborat.ory column tests performed in the past. 
by the aut.hor!l], which is rearranged to indicate relationship bet.ween the ratio of dispersion cJJefficient. 

DJ to kinematic viscAlsit.y coefficient v and the Reynolds number Re. AL"D shown in the figure are' 
empirical f(lrmulae obt.ained using glass beads. It has, generally, positive correlation with each ot.her. 
The solut{> dispersion is c.<1used by actual flow rate distribution in the pores among soil particles. 

Dispersion coefficient. obtained in t.he present tests was higher than those obtained using t.he empirical 
formulae. The aut.hor believes t.his is because actual clliuvial sand layers have particle distribution 
similar to t.hose shown in Figure 3, and their dispersivity is higher than that in a porous media 

mnsist.ing of glass bemk Figure 5 shows relationship between the observation scales L (tJle dist.wre 
t.hat. the t.raCRr t.ravels) and each of t.he clispersivit.y values obtained from t.he laboratory mlumn tests and 
in-sit.u t.racer tRst." f(lr t.his st.udy, and tll0se of an aquifer with ident.ical particle sizes and density. Also 
plot.tnd in I.Iw figttn:> are the vahlPs of dispersivity obtained from other laboratory column tesL~ ancl in­
;.;it.u t.rao'r 1{>st." jx'rliJrmpd in 1.111' past.I~I. The graphs inclicatp t.hat. (lispersivity is strongly affected by 
1.Iw observat.ion R(~llpS L, wlwn 1.Iw obsprvation S<~lIPs L is greater t.han 1 m. Also shown are reorganized 

equations acmrding lD Nupm,m or Arya131. Thl' relationship between t.he clispersivity obtained from the 
laboralory c:ollIDlIl 1I,,,t~ and in-"i1.u1.ra(x'r test." c:orrpsponcls relat.ively well to equation by Nueman in 
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this observaton scale. If the in-situ bioremecliation proooss is designed in larger scale, because of the 
larger permeability of the site, the scale of measurement also should be wider. The scale dependent 
clispersivity is obtained statistically by Nueman. The results inclicate that the clispersivity may be 

selected based on this equation for practical point of view. 

Cl 

•• 0 .. .. -~-------"-~ 

-_/ I • d"oO 019cm I 
" .. + d 11::0 080cm 

• 
\

- 0 d ,,00 030cm 

- -\ D,Ivol 47Re"1 14(J,nno et.1 ) 

10·' ........ '--~~D_,I~v 0~0,-' 6_6R~e"_1 ._2(_Ha_r~1 e_maLn _et~._l_. )....., 

FigA 
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-' 
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tJ. Column Test(d,,00.08cm) 

0.01 0.1 1 10 100 

Observation Scales L(m) 
Fig.5 Relationship between Dispersivities 

and Observation Scales 

ANALYSES FOR DESIGNING IN..sITU BIOREMEDIATION SYSTEMS 
Conditions for the investigation. The effect ofbiostimulation method is strongly affected by the mixture 
situation among substrates and nutrients, which should be injected for activating indigenous incligenous 
microorganisms, and by the frequency of contacts between the activat.ed microorganisms and the 
contaminants. From a viewpoint of the system design, it is important that injected solutes should be 
efficiently mixed in an aquifer, not in a well. Because well clogging should occur due to simultaneous 
injection with mixed solutes into a well. Thus, the following two schemes, in which solutes are injected 
spatially apart or with a lapse in time, were de~'l('d as two basic methods for efficient mixing: scheme A 
in which several wells are used for injection; and scheme B in which pulse injection is performed 
int.ermittently. In other words, it is fundamental, for designing an efficient remediation system, to clarifY 
the mixing characteristir,s of injected solutf's in aquifers as for the schemes A and B. 
For this purpQ'l(', a general cliscussion is presented on mixing charact£'risties and effects through solute 
transport analyses, assuming the application of the two met.hods in various aquifers. Figure 6 and Table 

SchempA 
Injection Met.hod 

Pprmeability (cmls) 
Dis])ersivity (m) 

Pumping Rate (IImin) 
Injection Rat£' (IImin) 

: ~ "" c 

Groundwater Fl ow 
(by Pumping) 
~ 
~ 

'9W'~ 

Fig.1i 

Table I De~igning ('Alnclition~ , L 

Case 1 I Case2 I Case3 Scheme B 
multi-wplls, continuous I njPet.ion Mpil10l1 

injeet.ion 
10·" 10" 10 1 Permeabilit.v (cmls) 

om 0.5 5 Dis])ersivity (m) 
18 200 2000 Pulsing Timp(min) 
3 30 300 Injection Rate (11m in) 

Case4 I Case5 
alternate pulsing 

iniection 
10 3 

0.01 
500 T 5000 

3 I .'3 
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1 shows the condit.ions of analyses. The values for pumping rate, injection rate, and distance among 

wells are selected appropriately in accordance willl the specific permeability for each aquifer (H=lOm). 

The tinle required for solute transport from the injection well to the pumping well was set between 10 to 
14 days, which are feasible duration for practical management under given ronditions. In other words, 

the area to be investigated expands with larger permeability. The values for dispersivity were 

determined based on Figure 4, and according to the extent of the area to be investigated. The values one 

tenth of longitudinal dipersivity were used as horizontal dispersivity. For rolute transport analyses, 

upwind finite element meiliod was utilized, which was developed by auiliors. 

The results of investigation. Figure 7 show ilie example of solute transport analysis. From ilie results of 

biological treatability tests using aquifer's sand[4J, microbial degrading activity will reach to ilie 

sufficient level under ilie rondition iliat oxygen and methane are mixed at roncentrations greater ilian 

10% of saturation. This rondition is applied to ilie designing rondition of ilie in-situ bioremediation. The 

figures indicate areas where solutes injected from ilie injection wells dispersed at roncentrations greater 

ilian 10 % of each saturated solution. The regions where iliese rolutes mixed, or the areas with highly 

activated microorganisms, are also shown. The results of analyses, along wiili microbiological point of 

view, are SUfllffiarized in Table 2. 

An>aor2-

Table 2 Comparison of Designing Conditions A & B 
Scheme A 

Merit.s Solutes are ronstantly supplied for exposure to microorganisms, and multiplication 
of the organisms and degradation may be easily ron trolled by adjusting injection 
rates and amount. Iniection eauioment can be easily ooerated and mana~ed 

Demerits Transversal dispersion makes mixing difficult, and the ratio of injected substrates 
effectively used to activate microorganisms is 10w.The method is very inefficient in 
~lU1ds wit.h oermeabilitv coefficient of 10 2 cmls or less. 

Scheme B 
Merits Mixing is accomplished t.hrough longitudinal dispersion, and if microorganisms are 

maintained active as bacterial cells, they can easily cont.act and mix with ilie 
contaminants in groundwllter. Injected substrates are effect.ively used, and mixing 
efliciencv increases as iniection intervals are made shorter. 

Demerit" I n caO(~s wit.h short inied.ion inte rvals, nermeabilitv might. be lowered due to c10~~~. 
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A SUMMARY OF IN-SITU BIOREMEDIATION SYSTEM DESIGN 
Basic oonditions for designing systems: It is important t.o clarifY mixt.ure oonditions of inje<,'ted solutes in 

an aquifer, as well as characteristics of activated microorganisms and duration of biodegrading activities 

in order to design an efficient in-situ bioremediation system to oope with groundwater oontaminated 

with petroleum hydrocarbons or chlorinated organic oompounds. 

Importanre of solute transport analyses and the investigation results: It is necessary to evaluate 

transport characteristics, quantitatively, in aquifers in order to clarifY mixture oonditions of injected 

solutes. The results of this study suggested that not only the particle size but also the particle 

distribution affect di'~persivity. Dispersivity is also positively oorrelated with distanre of trarer travels 

even within a relatively homogeneous aquifer. For a practical purpose, it is possible to adopt the values 

of di9)ersivity, which are decided from the relationship in Fig.5 and Fig.6 

Results of injected solute transport analyses: Solute transport analyses are performed, which is based on 

the evaluation of transport characteristics, which is mentioned above. Results indicated that in a ground 

with permeability coefficient of about 10'" cmJs, longitudinal dispersion should be used to mix the solutes 

efficiently: that is, a pulsing injection system would be necessary to make an effective bioremediation 

system. On the oontrary, It is possible to use transversal di9)ersion when the permeability coefficient of 

an aquifer is about W-1 emls. That is, simultaneous injection of each solute from different wells are 

possible to u..o;;e in a system, which may avoid oomplicated oontrolling of pulsing injection. 
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ABSTRACT: This paper highlights on the increasing fears that chemicals in agriculture have 
found their way into drinking water causing health complications. In fact, many chemicals have 
not had these effects but waiting to do so by moving into groundwater, sinking slowly and finally 
going into taps. Nitrate fertilizer is largely blamed for these fears. Use of fertilizer obviously 
would increase manifold to meet the food needs arising out of population explosion and it would 
further aggravate the situation. Therefore, the use of chemicals in agriculture presents a global 
alarm particularly for Pakistan where environmental degradation is rampant and unfortunately least 
attended. It necessitates development of Best Management Practices (BMP's) to reduce 
groundwater contamination resulting from application of agricultural chemicals especially the 
fertilizer. The study conducted at the University of Agriculture for reducing fertilizer pollution 
of groundwater is presented in this article. 

Key words. Water pollution, Fertilizer, Nitrates, Irrigation, Contamination. 

INTRODUCTION 

Among all the agricultural concerns, agro-chemicals have given rise to grave environmental 

contamination. An unthoughtful use of chemicals may render agricultural land, water and air 

inefficient for supporting life. It is unfortunate that most of the public environmental protection 

programs are urban-oriented, whereas the pollution and its direct effects in the local sectors are 

ignored. As much as 50 to 70% of the water resources are polluted due to contamination from 

agricultural activities (Lal and Stewart, 1994). This paper presents an attempt to discuss 

agriculture oriented environmental problems and highlights the experiments conducted to realize 

the Best Management Practices BMP's) to mitigate groundwater contamination. 

Agro-chemicals: The agro-chemicals can be grouped into two broad categories i.e. biocides and 

fertilizers. Biocides are man made products such as insecticides, herbicides, fungicides, 

rodenticide, etc. They are poisonous substances deliberately disseminated to exploit their toxic 

properties. They cause pollution when they reach wrong targets. After a continuous use, these 

toxic chemicals are found in waters, air, soil and in the bodies of fish, birds, worms, eggs, in 

many human beings, mother's milk and possibly tissues of the unborn child. Some pesticides 

destroy enzymes, and block energy generating oxidation processes and initiate malignancy in the 

cells. 
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Dichloro-diphenyl-trichloroethylene (DDT) is, perhaps,s the most notorious chemical. It was used 

to kill both medical and agricultural pests saving millions of human lives as well as many from 

starvation. However, its indiscriminate over-use has caused worldwide environmental 

contamination and death of non-target organisms. Almost every body in the world has a 

measurable amount of DDT and its breakdown products. Toxic effects of DDT have migrated 

from areas of application to remote places. Even Alaskan Eskimos have traces of DDT in their 

body fat. DDT is strongly adsorbed to soil particles that make their way into rivers through soil 
erosion. Lakes, bays and reservoirs all tend to become traps for DDT because of large volume 

of sediments continually deposited in them. DDT attacks nervous and reproductive systems of 

human body. DDT can harm phytoplankton by inhibiting its photosynthesis and upset the O2 

balance of atmosphere (Anonymous, 1989). However, use of DDT has been banned and risk of 

its hazard is reducing. The level of global contamination resulting from the use of biocides needs 
no further emphasis. Some of the remedial measures to eliminate/reduce the hazards are as under: 

A better control over the disposal and dispersal of the chemical 

Use of carefully designed and calibrated spraying and dusting machines with 

possibly electrostatic spraying to magnetize spray drops and reduce drift losses. 

Field applications supervised by trained/qualified personnel. 

Use of protective devices e.g. mask, gloves, long boots, etc. 

Avoid long exposures of field workers to active material 

Scientific research to dig up new substances that may replace poisonous synthetic 

biocides. 

Fertilizers Pollution: Use of fertilizers in agriculture is recognized as a potential source of water 

pollution. High Nitrate-nitrogen (NOrN) concentrations found in surface and groundwater is 

currently receiving considerable attention. A certain portion of 

(N03-N) pollution comes from the use of agricultural fertilizers which can enter directly from the 

fields into the streams or underground sources. Report on water quality deterioration in Lake Biwa 

(Japan) showed that the drainage from agricultural land contributed to 47% and 23% of the total 

nitrogen and phosphorus respectively (Misawa and Kondoh, 1992). Groundwater pollution is of 

increasing concern in Pakistan as about 60 to 70% of the drinking water comes from wells (Sial 

et al. 1993). Pollution of drinking water supplies is being reported frequently. 

At the University of Agriculture, Faisalabad, a study was conducted by taking 150 samples of 

drinking water from different parts of Faisalabad city. The results indicated higher nitrate contents 

in water of localities fed from industrial effluent, whereas areas with better drainage contained 

lower nitrate contents. Similar were the results from WASA tube-wells in the urban area (Yaqoob, 

1990). No study, however, was available for the agricultural fields under the conditions of this 

region for understanding the leaching behavior of nitrates. Thus studies were planned to 

investigate the effect of varying amounts of tillage, nature of implements, doses of fertilizers, 

depth of irrigation and time of sampling after the fertilizers, depth of irrigation, and time of 

sampling after the fertilizer application. The nitrogenous fertilizers were applied under varying 
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soil and crop conditions at different places. For various treatments, the water samples were 
collected using porous cups and soil/water samples were analyzed for (N03-N) contents. 

RESULTS AND DISCUSSION 

In one of the experiments, five tillage treatments namely tine cultivator, sweep cultivator, disk 

harrow, M.B. plow and chisel plow were selected for comparing their effects on nitrate leaching. 
Fifteen plots, each measuring 57 x 10 m2 in size, were used for making three replications of each 

treatment. All the plots were prepared once with their designated implements. At the time of 

wheat planting, 125 kg/ha of Diammonium Phosphate (DAP) was applied after seed-bed 

preparation with two sweep cultivations to all the plots. First, water sampling was carried out two 

weeks after DAP application at 0-30, 30-60, 60-90, 90-120 and 120-150 cm depths. Secondly 

water samples were taken one month after the application of urea (125 kg/ha) and a surface 

irrigation of 10 cm. The samples were analyzed for (N03-N) contents using Disulphonic acid 

method. The data on (N03-N) contents were analyzed statistically. 

Nitrate-nitrogen contents present at different soil depths, two weeks after application of 

Diammonium phosphate (DAP), are given in Table 1. The data show higher contents of (N03-N) 

in the top soil layers. This was obvious as neither irrigation was applied nor any precipitation 

occurred during this time interval to transport the fertilizer downward. Mean (N03-N) contents 

in various soil layers after the application of urea with first irrigation are given in Table 2. 

Analysis of variance of the data after irrigation indicated that the effect of depth of soil on (NOr 

N) contents tested statistically significant. A comparison of the values of (NOrN) contents before 
and after irrigation suggests that maximum concentration of (N03-N) was present in upper 0-60 

cm layer. A noticeable leaching appears to have occurred upto 90 cm. Traces of nitrates were, 

however, found upto 150 cm soil depth just with a conventional dose of fertilizer and a single 10 

cm irrigation. The exponential nature of data with increasing depth of soil further revealed that 

(N03-N) would even leach beyond 150 cm. This downward movement of nitrates would perhaps 

continue in the irrigations to follow. In case, this trend persists in our agricultural fields year after 

year, then the day is not too far when groundwater reservoir would be badly polluted. 

The effect of tillage implements tested statistically non-significant. This was expected as there was 

little evidence for the nitrate concentration in each treatment to differ. The main focus was to 

study nitrate leaching behavior for view point of implement-depth interaction. A significant 

implement-depth interaction suggested that various tillage practices managed nitrates differently 

at each soil depth. However, sweep and tine cultivators showed better results compared with other 

implements. Sweep tilled plots were better than tine cultivation in retaining N03-N in the top (0-

60 cm) soil layer. It is apparent that sweep cultivation can be considered as an appropriate tillage 

practice among the treatment included in this experiment. In short, the following conclusions were 

drawn from this study. 
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Table 1. Nitrate-nitrogen (ppm) for various tillage treatments (before irrigation) 

Tillage treatment Depth (cm) 

0-30 30-60 60-90 90-120 120-150 

a.Narrow time 10.6 3.54 2.13 1.13 0.53 

cultivator 

b. Sweep cultivator 8.13 4.67 1.80 0.73 0.73 

c.disk harrow 7.66 2.26 2.00 0.67 0.46 

d.Moldboard (M.B) 6.86 2.60 1.20 0.40 0.00 
plough 

e.Chisel plough 7.80 5.73 0.54 0.34 0.20 

Table 2. Nitrate-nitrogen (ppm) for various tillage treatments (after irrigation) 

Tillage treatment Depth (cm) 

0-30 30-60 60-90 90-120 120-150 

a.Narrow time cultivator 8.33 5.40 2.53 1.46 0.67 

b.Sweep cultivator 9.73 7.60 2.40 1.60 0.00 

c.disk harrow 5.06 4.46 3.00 1.34 0.60 

d.Moldboard (M.B) plough 4.86 2.86 1.54 1.06 0.34 

e.Chisel plough 6.13 4.40 2.00 0.53 0.43 

1. A normal 10 cm irrigation played a significant role in the downward movement of nitrates 
2. Sweep cultivators and narrow tine were considered relatively appropriate for retaining 

nitrates in the 0-60 cm soil layer compared with other implements. 

3. A noticeable leaching of nitrates was observed upto 90 cm after irrigation, whereas traces 
of nitrates upto 150 cm soil depth were observed. The nitrate contents exponentially 
decreased with the depth of soil. An extrapolation of this trend suggests nitrates would 
certainly move too far from soil depths considered here. 

Another experiment was conducted on an area of 0.87 ha divided into three blocks and 24 plots. 

Begin text of second succeeding pages here. Do not leave additional margins inside the frame. 

At the University of Agriculture Faisalabad. Two tillage techniques (Sweep cultivator, Chisel) 
Plow), two levels of surface irrigation (5 cm deep six irrigation and 10 cm deep four irrigation 

and two doses of fertilizer (split dose and normal dose) were compared to study their effects on 
NO)-N leaching. Soil water samples were collected to determine the NO)-N from the porous cups 

installed at 30, 60 and 120 cm depths at both head and tail ends of all the plot. Nitrate-nitrogen 

concentration of soil water samples were then detected adopting Hydrazine Reduction Method. 
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Field studies indicated that tillage treatment had significant effect on NO)-N leaching. At 30 cm 

depth mean NO)-N concentration in sweep cultivated plots were higher than those of the chisel 

plowed plots. However, higher NOrN concentration detected at 60 and 120 cm depths in chisel 

plowed plots illustrated migration of nitrates to lower depths. This is due to low density of deep 

soil layer and more pore space available for water and solute movement. Whereas, sweep 

cultivator generated low soil densities only near the surface and high soil densities underneath. 

Hence, sweep cultivator offered a better tillage option to reduce NO)-N leaching away from the 

root zone. 

Heavy irrigations produced loss of water through deep percolation and enhanced nitrate leaching. 

Whereas, light but frequent irrigations confined the nitrates in only upper soil layers. Similar to 

the pattern observed in sweep cultivation, light irrigations showed more nitrates at 30 cm depth, 

while at 60 and 120 cm depths higher NO)-N concentration was observed for heavily irrigated 

plots. Light irrigations settled about 9.2% less NO)-N concentration upto 120 cm depth. Results 

revealed that light but frequent irrigations held more nutrients within the root zone of the soils and 

thus proved to be a preferable alternative. 

Comparatively more nitrate concentration were detected in upper soil layers even after the last 

irrigation in the split fertilized plots. About 19.4% less nitrate leaching was observed for split 

application compared with normal or conventional application. Split application checked fertilizer 

leaching by providing less amount of fertilizer exposed to the leaching agents. Hence, split 

fertilization proved useful by keeping most of the nitrates in the root zone for a longer period of 

time. In surface irrigation, the advancing sheet of water transported nitrates towards tail end of 

the plots. Tail ends showed 4.9% more nitrates than the head ends of the plots. This effect might 

be due to high solubility of nitrates in water. Therefore, medium length of plots with low grade 

are advisable to reduce transport of nutrients to tail ends. Results provided the following 

conclusions: -

1. Sweep cultivation proved a better tillage option to minimize NO)-N leaching from the root 

zone. 

2. Light but frequent irrigations checked nitrate movement to the deeper soil strata. 

3. Split application of fertilizer reduced NOrN leaching and nitrate redistribution to deep­

seated soil mantle. 

The results of the present studies evidenced leaching of nitrogenous fertilizer in the form of NO)­

N upto 150 cm soil depth. Of about 30% of 41 million acres surveyed had water table within 150 

cm from ground surface in Pakistan (Anonymous, 1989); apparently a sizeable part of our 

subsurface water reservoir is under direct threat of fertilizer pollution. Presently, Pakistan on the 

average uses 56 kg ha·1 of fertilizer as against 779 kg ha-l in Holland (Sial et al. 1992). Thus the 

situation may further worsen as the use of fertilizer increases manifold in the years to come. 

Measures need to be taken to reduce the irreversible pollution of subsurface water. Unfortunately 

most of our anti-pollution programs are either urban or industry oriented and agricultural sector 
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is absolutely neglected. Drainage, tillage, irrigation, crop rotation and fertilizer practices need to 

be managed in order to reduce threat of fertilizer on subsurface water pollution. In particular, the 

present investigation suggests that improved practices of soil, water and fertilizer management 

may effectively reduce NOrN leaching and safeguard our soil and water environment. 

GENERAL RECOMMENDATIONS 

If the present trend in modernization of agriculture continues, pollution issues will become 

increasingly complicated in the future. What general model be adopted to minimize the pollution 

is rather more important than identification of problems. The following submissions provide a 

guideline to plan environmental strategies: 

1. Important enough is to realize the fact that environmental protection is more of necessity 

than lUxury. Good environment is key to sustainable development. 

2. Availability of trained specialists is necessary for the successful execution and assessment 

of environmental projects. Thus, initiation of formal educational programs will be needed. 
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Abstract. The electrokinetic method for the remediation of contaminated aquifers is realized by ap­
plying a fixed low voltage direct current between an anode and a cathode placed into the contaminated 
zone. The purge water is injected into the anode well and drawn out from the cathode well with the 
pollutants. Therefore the application of this method to in-situ remediation of aquifers is relatively sim­
ple. This method can be applied effectively to remove heavy metals. These cannot be decomposed 
by other methods such as bioremediation, although this method can be used also for decontamination 
of organic chemicals in aquifers. However, the variations of the operational variables of this method 
have not been made clear, because this method is relatively new and is an inovative technique. In or­
der to investigate the operational variables of electrokinetic remediation, a mathematical model has 
been constructed based on the physico-chemical transport process of heavy metals in the pore water 
of a contaminated aquifer. The transport of heavy metals is driven not only by the hydraulic flow due 
to the purge water, but also by electromigration caused by the electric potential gradient. The electric 
potential between the anode and the cathode is the important operational variable for electrokinetic 
remediation. From the numerical simulations using this model it is confirmed that remediation starts 
from the upstream anode and the heavy metal is gradually transported downstream towards the cath­
ode and is drawn out through the purge water. 

Key words. Electric potential gradient, Electromigration, Ionize"d heavy metal, Porous medium, Soil 
and groundwater purification 

INTRODUCTION 

The need for water resources is increasing more and more not only in developed countries but also 
in developing countries. Groundwater is utilized as one of the important water resources supplement­
ing surface water. However, in many aquifers groundwater has been seriously contaminated by the 
migration of various hazardous organic and inorganic chemicals from the disposal of municipal and 
industrial wastes. The increase in water demand makes it urgent to clean up contaminated groundwa­
ter and soil immediately. 

Many new techniques have been presented for the remediation of groundwater and soil. Among them, 
one of the most cost -effective in-situ technologies is electrokinetic remediation. However, understand­
ing of electrokinetic remediation is not only experimentally but also theoretically quite insufficient. 
This is because the technique is relatively new and innovative, although the electrokinetic method has 
been utilized previously in civil engineering for dewatering soil. This paper aims to develop a math­
ematical model based on physico-chemical mass transport theory and to simulate the non steady char­
acteristics of the electrokinetic remediation. Only a few studies ([1], [2], [3], [6], [7], [8], [9] and [10]) 
can be utilized for comparison with the mathematical model. 
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The electrokinetic method consists of installing electrodes (anode and cathode) into the aquifer zone 
requiring treatment, which is saturated with groundwater or purge water, and applying a fixed low volt­
age direct current between the electrodes, as shown in Figure 1. Heavy metals are typically ionized 
into cations in groundwater (e.g., Cu2+, Pb2+, and so on). Purge water is injected into the anode well 
and contaminant-concentrated water is drawn out from the cathode well. The injection of purge water 
causes a hydraulic flow from the anode to the cathode. The electrokinetic driving force, which acts on 
the ionized heavy metal (cation), is superposed on the hydraulic flow so that the heavy metal is accel­
erated and migrates to the cathode well where it can be swept out of the contaminated aquifer. 

,-----jDC Powerf------, 

........................ 

.... ... r--- ---

- -, Hydraulic Flow ===> 

+ Contaminated Zone 
... .... ~ - - -

<- Anion (-) Cation (+) 

Anode Cathode 

Fig. 1. Schematic Representation of Electrokinetic Remediation. Chemicals, i.e., cations (heavy 
metals) and anions are transported by the hydraulic flow due to the injection of purge water in 

conjunction with electromigration due to the applied electric potential. 

MATHEMATICAL MODEL OF ELECTROKINETIC REMEDIATION 

Governing Equation. The model developed here is composed of a kind of advective diffusion equa­
tion and its boundary conditions. In pore water, cations migrate to the cathode and anions migrate to 
the anode. Under steady uniform flow, the equation of conservation of mass, which considers the ad­
vection, dispersion, and sorption for chemical species k in saturated homogeneous isotropic media, 
can be described as follows [8]: 

a ( 0) a {( • )O} .a2ok aq at nRdk k + az Us - Uezk k = Vk aZ2 + nRk ( 1) 

where Ok = concentration of species k (mollL); Us = pore flow velocity (cm/s); n = porosity of soil (-); 
Rdk = retardation factor (-); R~q = molar rate due to liquid-phase chemical reactions (mol/L/s); and 
Vi: and U:zk = effective diffusion coefficient and effective electromigration velocity, respectively, as: 

• n 
uezk = 7 2 Uezk ( 2), ( 3) 

where 7 = tortuosity obtained experimentally (-); Vk = diffusion coefficient of species k in pore water 
(cm2 Is); and Uezk = electromigration velocity (cm/s). 

Retardation factor. The chemical reaction is composed of a homogeneous liquid-phase reaction, 
which generates the molar rate R~q in pore water, and a heterogeneous adsorption-desorption reac­
tion between pore water and soil, which generates the molar rate R~p. The retardation factor Rdk is 
introduced to consider R':: (Inoue and Kaufman [4]). The retardation factor is defined by: 

(1- n)p aSk 
Rdk = 1 + Kdk : Kdk = ao ( 4). ( 5) 

n k 
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where p = density of soil solids (g/cm:J); Kdk = distribution coefficient of species k (Llg); and Sk = 
absorbed concentration of species k per unit mass of soil solid (mol/g). The adsorption isotherms be-­
tween Sk and Ck are generally expressed by a linear function. 

Electromigration velocity. The electromigration velocity Uezk plays an important role in the reme­
diation and is given by: 

f(t. z) 
[L(Zk'Dk~)+lO:J~l-USL(ZkCk) _ 

L (zt'DkCk ) 

* n _ n 1(t) 
2s(t) = 2" 2S(t) = 2"-A 

T T 

(6),(7) 

(8),(9) 

where F = Faraday's constant (e/mol); R = universal gas constant (11K/mol); T = water temperature 
( 0 K); Zk = charge number of species k (-); ¢ = electric potential (V); and is = effective current density 
(A/cmL). The factor 1O:J multiplying is is introduced since Ck is specified in mol/L as usual practise. 
Since isU) ! (t.) / A, is (t) is given by Eq(9), where 1( t) = electric current from power unit (A) and 
/\ = cross sectional area of soil column (cm2). 

Electric potential. Integrating Eq(7), (I) (t, z) along the experimental column is estimated by: 

RT r 
¢(t,z) = ¢(t,O) - Flo f(t,z)dz (10) 

Then the potential difference E (Volts) applied betweeen the anode (z = 0) and the cathode (z = L), 
which is taken to be an operational variable, is obtained by: 

!~(t.) = ¢ (t, 0) - ¢ (t, L) (11 ) 

Initial condition. The initial condition for the governing equation, Eq(l), specifies the concentrations 
of chemical species in the pore water at t· ° and is simply given by: 

at t~ ° (12) 

Boundary conditions. At the anode, II 2() gives electrons to the electrode, as described by Eq( 13). At 
the cathode, I I:/J takes electrons from the electrode and releases hydrogen gas and OH-, as described 
by Eq(14). 

(l3), (14) 

The production rate of I I ' at the anode and of OH- at the cathode can be expressed in terms of their 
fluxes as follows: 

(15), (Hi) 

where I; = effective electric current density. J,:, [ and .J,7o [ [ are superposed on J~ (for H ') and JOH 
(for (J I 1-). respectively_ Then, the boundary conditions in terms of fluxes of chemical species can be 

stated as (t; I~/II; ZII 11; and ZUII -1): 

(i( D~('k) 
(lis - 1I:,k)('k { user' -+ IO:l.'Ii. . for ]-[+ } z=O ( 17) -------- hI at 

( 1_: usC~N _ for others 

(I(D;"( 'k) { ( , 1 (J.l.'i for OW } (18) ---- I (us -
(LS ./k - FIl . at z=L 

i): USCk - for others 
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Dimensionless governing equation. Eq(l) can be solved numerically using the initial condition, 
Eq(12), and the boundary conditions, Eqs(17) and (18). For the convenience of numerical calcula­
tion, the following dimensionless variables and constants are introduced: 

~ Vot 
t = nRdoLZ ; 

~ Vk V'--' 
k - Vo ' 

~ z 
Z= -' 

L' 
~ F 
(f;= -¢ 

RT 
(19), (20), (21), (22) 

(23), (24), (25) 

L2 - Rdk .~ 'J L 
i{~q = -n C (IlR~q) ; III = - . i .~ 10' I (26), (27), (28) 

v() J() ( k Ildo ' 11 FVIlC() 

where L = distance between anode and cathode (cm); and subscript "u" denotes the standard quantity 
for normalization. The dimensionless form of the governing equation becomes: 

a(RdkCk ) a { ~} a2 ~~. ~. 
aT + 02 (us - U;zk)Ck = a22 (V~Ck) I- H~q (29) 

Chemical reactions. The contaminat treated here is copper sulfate (heavy metal). In this case the 
chemical reactions in the pore water can be expressed as follows: 

CUS04 ~ Cu2+ + SO~- (K 1); H2S04 ~ H+ + HSO,;- (K2) 

HSO';- ~ H+ + SO~- (K4); H20 ~ H+ + OW (Kw) 

(30), (31) 

(32), (33) 

where K I, K2 , K4 , and Kw are dissociation constants. The concentrations are defined as follows: 

NUMERICAL SIMULATION 

The simulations were carried out under the following conditions: column length (L) = 40 cm; cross­
sectional area of column (A) = 100 cm2 ; porosity (n)= 0.4; tortuosity (T) = 1.5; flow rate (Q) = 0.01 
cels; applied voltage (E) = 5 V; inflow acidity (pH) = 7; and initial acidity of pore water (pH) = 6. 
Figure 2 reveals that the distributions of Cu2+ concentration (C2) in the column are almost linear. 

1.5 1.5 
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C! 
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~ 
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,~ 
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Fig. 2. Distribution of Cu2+ concentration between anode and cathode. 
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Time variation of the anode (upstream) and of the cathode (downstream, i.e., effluent) concentration 
of Cu2+ are shown in Figure 3. From these figures it can be seen that copper is removed from the an­
ode (upstream end) and it is transported and accumulated near the cathode. In addition, with time, the 
anode concentration decreases whilst the cathode concentration increases. These distributions accord 
qualitatively with the experimental results for heavy metals obtained by Nekrasova and Korolev [5] 
using a one-dimensional column. Distribution of pH between the anode and the cathode is shown in 
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U 

-------_. ..... -
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to 
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Fig. 3. Time variation of Cu2+ concentration at anode and cathode. 

Figure 4. Since hydrogen ion, H+, is produced at the anode and hydroxyl ion, OH-, at the cathode, it is 
supposed that, with the passage of time, pH at the anode should decrease and pH at the cathode should 
increase, i.e., pH distribution curves are expected to have an ascending gradient and exhibit an acid 
front (sharp increase of pH in the distribution). Figure 5 demonstrates the time variation of electrical 
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Fig. 4. Distribution of pH between anode and cathode. 

potential (voltage) distribution in the column. The initial distribution is linear. However, the distribu­
tion curve expands upward in the upstream region (less steep than initial distribution), and contracts 
to the initial line (steeper than initial distriution) in the downstream region. The steepest portion cor­
responds to the pHjump in Figure 4. This means that, with the passage of time, the electric resistance 
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is concentrated near the pH jump portion and then, in the upstream region of the column before the 
pH jump, the resistance becomes smaller than the initial resistance. The decrease in resistance may be 
due to increase in the ion density of pore water. 
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Fig. 5. Distribution of electric potential E between anode and cathode. 

CONCLUSIONS 

From the numerical simulation of decontaminating heavy metal (copper sulfate) from soil, using a 
I-D mathematical model, it may be concluded that: 
(I) Electrokinetic remediation is theoretically proved to be effective for removal of heavy metals in 
aquifers; 
(2) The pH distribution in the column is well simulated numerically by the mathematical model; and 
(3) The electric resistance of the column becomes smaller than the initial resistance in the upstream 
region (before the pHjump) and becomes larger in the downstream region. 
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ABSTRACT: The remediation of groundwater contamination by pumping and injection is 
generally a long-term strategy and requires a huge amount of money. Aquifer cleanup time is a 
highly non-linear function of pumping rates and well locations, and there exist multiple local 
minima. The objective of a cleanup strategy often involves minimising or constraining the 
cleanup time or cleanup cost. Linear programming and non-linear optimisation techniques used in 
practice cannot guarantee a global solution. In this study, a Global Optimisation (GO) technique 
is used to minimise both cleanup time and cleanup cost, taking pumping rates and/or well 
locations as decision variables. Two contaminated aquifers are considered - one real and one 
hypothetical. The models, MODFLOW and MODPATH, developed by the United States 
Geological Survey (USGS) are used for groundwater flow and particle tracking, and the code, 
GLOBE, developed by IRE, Delft is used as a GO tool. The technique essentially involves the 
coupling of MOD FLOW and MODP ATH with GLOBE so as to run them in a loop. Results are 
compared using four algorithms, namely Genetic Algorithm (GA), Adaptive Cluster Covering 
(ACCO), Controlled Random Search (CRS4) and Multis. Results, in all cases, show that both 
cleanup time and cleanup cost can be reduced significantly using this technique. 

KEY WORDS: global optimisation, groundwater, multiple extrema, particle tracking, plume. 

INTRODUCTION 

The contamination of groundwater is a widespread problem and requires a huge amount of money 
for its remediation. In practice, many different approaches are used to design the 'best' 
remediation strategy. In the United States, contaminant removal to clean up the aquifer is the 
approach most typically sought by members of the public affected by groundwater contamination. 
The objective of this approach is to remove as much contamination as possible by pumping and 
injection, and return the groundwater to its original quality. For the engineering design of the 
cleanup procedures, a simulation and optimisation method is widely used in which the simulation 
is carried out with commonly available groundwater models for flow and transport while the 
optimisation is based on standard linear programming and non-linear optimisation tools[l]. 

Some examples of application of this approach are discussed in references [2], [3], [4], [5] and 
[6]. However, because of the fact that the problem of optimising the pumping strategy for the 
contaminant plume removal is highly non-linear and nonconvex, some researchers have used 
randomised search techniques, usually GA. For example, [7] presented an outer approximation 
method, [8] used a differential GA and [9] presented a similar approach using GA in conjuction 
with a dual reciprocity boundary element method. In addition, [10] coupled groundwater flow and 
solute transport codes MODFLOW and MT3D with GA for optimisation and applied them to a 
hypothetical and a field scale problem. [11] presented a new approach for repeatedly and 
successively obtaining the solutions of a linear forward simulation model subject to successive 
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perturbations. [12] and [13] used artificial neural networks (ANN) together with GAs for the 
optimal design of groundwater remediation schemes. 

This paper presents the use of different Global Optimisation (GO) algorithms to determine the 
optimised combination of pumping rates and well locations for the removal of a contaminant 
plume. Simulation is carried out assuming that the contaminant transport travel times are based on 
advection alone. Four global optimisation algorithms, namely GA, ACCO, CRS4 and Multis are 
used. MODFLOW and MODPATH are used for groundwater flow and particle tracking 
respectively, and GLOBE is used for optimisation. All publications cited above using GO 
algorithms calculate the objective function based on the aquifer cleanup cost over a fixed period 
of time. Sometimes, however, it is necessary to clean up contamination as fast as possible for 
reasons not directly related to costs, such as legal requirements or public relations campaigns [3]. 
Therefore, in this study, the simulation-optimisation calculation is carried out for both cases: (1) 
with aquifer cleanup time, and (2) with aquifer cleanup cost as objective functions. The method 
is illustrated with applications to both a hypothetical and a real aquifer. 

SIMULATION-OPTIMISATION 

Flow and Particle Tracking Models. In the plume removal by pumping/injection system, 
pumping rates and well locations are major decision variables. For a given set of decision 
variables a flow model updates the hydraulic head (a state variable) and a particle tracking model 
computes the particle travel time and path lines. The total cleanup time of a contaminant plume 
by pumping can be viewed as a function of the transport of particles defined at the plume 
boundary. When all particles have reached a pumping well, the plume is said to be removed. 
Hence, the travel time of the slowest particle is assumed to be the total cleanup time. Considering 
the transport by advection only, the time it takes for a particle to flow to a pumping well is given 
by the integral along the paI1icle flow path S(q) as follows [3]: < 

t(q) = f~s (1) 
s v(q) 

where: q = vector of pumping and injection rates; t(q) = travel time of the particle; v(q) = 
velocity in the direction of flow; ds = incremental distance in the direction of flow; and S(q) = 

length of particle flow path. 

Global Optimisation. Global optimisation is aimed at finding the best solution of constrained 
optimisation problems which (may) have various local optima [14]. GO techniques have 
particular advantages for problems in which other optimisation techniques are not of much help 
due to the existence of multiple extrema and/or difficulties in defining functions analytically. A 
GO problem with box constraints can be considered as: find an optimiser x' such that 

r = f(x') = min/ex) (2) 
XEX 

where the objective function f (.r:) is defined In the finite interval (box) region of the n­
dimensional Euclidean space as: 

X = Ix E ~H" : a::; x::; b (compollelltwise)} (3) 

This constrained optimisation problem can be transformed to an unconstrained optimisation 
problem by introducing a penalty function with a high value outside the specified constraints. In 
cases when the exact value of an optimiser cannot be found, we speak about its estimate and, 
correspondingly, about its minimum estimate [15]. Comprehensive description about the 
algorithms used in this study is found in [15]. 
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Coupling of MOD FLOW and MOD PATH with GLOBE. Using the GLOBE system as an 
optimiser requires coupling it with the simulation model so that they execute as a single 
application without the necessity of interactive input during computation. To do this, two sets of 
executable programs are needed. The first program converts the GLOBE output file (searched 
values of parameters) as an input file to MODFLOW, whereas the second program takes the 
output from MODPATH and computes the objective function value to feed to GLOBE. The 
coupled model starts from GLOBE and runs in a loop until the selected algorithms generate an 
acceptable solution and a stopping criterion is met. 

Optimisation Problem Formulation. Two separate optimisation problems are formulated: (1) 
for minimisation of cleanup time, and (2) for minimisation of cleanup cost (establishment cost 
and operation plus maintenance cost of pumping and wells). In both cases, pumping rates and 
well locations are decision variables. Upper and lower limits in pumping rates and specified area 
for well locations are considered as constraints. In addition, in the case of cost minimisation the 
limitation in cleanup time is also introduced as a constraint. 

Optimisation of cleanup time. If the aquifer cleanup time is to be minimised, the objective 
function and the constraints can in general be defined as: 

(4) 

subject to: qmm ~ (ql, q2, ... qn)~ qmax, Cmin ~ (Cl, C2, ... cn) ~ Cmax and rmin ~ (rl, r2, ... rn) ~ rmax· 
Where t = cleanup time; ql, q2, ... qn = pumping rates in wells 1, 2, ... n; CI, C2, ... Cn = column number 
(on grid) of wells 1,2, ... n; rl, r2, ... rn = row number (on grid) of wells 1,2, ... n; qrnin, qrnax = 
minimum and maximum ranges in pumping rates; Cmin , Cmax = ranges in column number for well 
locations; and rmm , rmax = ranges in row number for well locations 

Optimisation of cleanup cost. The well installation cost (capital cost) and the operation and 
maintenance cost per year (annual cost) can be expressed as a function of total pumping rates as: 

Capital cost = cl:t q;" (5) 
1=1 

Operation and maintenance cost per year = c2Qr (6) 

The constants C I and c] depend on the unit rates (per unit pumping rate) of capital cost and annual 
cost respectively. The coefficients m and r are generally less than unity and they account for the 
rate of change (generally decrease) in per unit capital and annual costs respectively with respect 
to the increase in total pumping rate. Q is the total pumping rate of all wells and qj are the 
pumping rates of individual wells with It being the number of wells. Thus, for the optimisation of 
total cost of well installation and pumping the objective function can be expressed as a function 
of pumping rates. Expressing the total cost in present worth the objective function and the 
constraints are defined as: 

Minimise: C ~(IJI +c ~ c3Q' 
I f:f 1, 2 tt (l + D)k 

(7) 

subject to: t ~ tm3 , 

The constraints in pumping rates and position arrays apply similarly as in the optimisation of 
cleanup time. In the above equation: t is the cleanup time in years, D is the discount rate 
(discounted from kIll year) and C3 is the coefficient that takes the value unity if k is a whole 
number and has the value of the fraction part of k otherwise. The tmax is the maximum limit in 
cleanup time. If the resulting cleanup time is greater than the maximum limit the coupled model 
generates a high value of the cost outside the constraint limit (a penalty) as an objective function 
value. 
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APPLICA TION EXAMPLES 

Hypothetical aquifer. A hypothetical unconfined aquifer system is formulated. The total size of 
this aquifer is 1500 m x 1500 m with an average depth of 34.5 m. In plan, a square uniform grid 
size of 20 m x 20 m is used. Two types of boundary conditions, impervious (or zero flux) at two 
sides and constant head boundaries at the other two sides are specified. The hydraulic 
conductivity varies from 2 m /day to 30 m/day. The effective porosity of the soil is taken as 0.2 
and recharge of 0.0005 m/day is specified throughout the area. A contaminant plume is defined in 
the middle of the aquifer, which covers 28 grids. In order to illustrate graphically the relationship 
between pumping rates and plume removal time, a plot of cleanup time against two varying 
pumping rates (say A and B) is shown in Fig. 1. Pumping is done by four wells with two wells 
pumping at a constant rate of 1000 m3/day (11.5 7 Lis). 

Fig I. An illustration of nonconvex function of aquifer cleanup time and pumping rates. 

Optimisation and results. Optimisation is carried out to minimise: (I) cleanup time and (2) 
cleanup cost with pumping rates and well locations as decision variables. In both cases, four wells 
are used for pumping. For each well, the range of pumping rates is defined from 0.0 (no pumping) 
to 1500 m3/day. First, cleanup time is calculated without using the optimisation technique, 
keeping the maximum pumping rate (1500 m3/day) in all wells with initially assumed locations. 
The cleanup time for this case is found to be 1080 days. Then the GO technique is applied by 
varying only pumping rates and fixing well locations as initial. The best optimal solutions 
(aquifer cleanup time) given by all four algorithms are in the range of 200 days with total 
pumping rates (sum of pumping rates of four wells) between 3580 to 4620 m3/day. All optimal 
solutions and corresponding total pumping rates are significantly lower than the cleanup time of 
1080 days resulted by the total pumping rate of 6000 m3/day. These results are given in Table 1. 
In this case, CRS4 gives the best result (188 days), requiring 658 model runs, and ACCO is the 
fastest, requiring only 353 model runs. Optimisation is also carried out varying both the pumping 
rates and well locations. In this case the best solution given by CRS4 dropped to 151 days. 
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Table 1. C1eanuQ time oQtimisation- QumQing rates as decision variable. 
GO algorithms Number of Cleanup PumJ2ing rates (mJ/da:y) 

model run time (days) Well-I Well-2 Well-3 Well-4 Total 
Without optimisation 1039 1500 1500 1500 1500 6000 
GA 509 192 1210 1070 1100 740 4120 
ACCO 353 191 1480 1000 950 1190 4620 
CRS4 658 188 1170 1120 1070 760 4120 
Multis 1583 207 390 1290 930 970 3580 

The aquifer system is then optimised in the total cost of cleanup with the objective function 
defined by Eq. (7). In this case, only the pumping rates are taken as decision variables. The 
coefficients Cl and Cz are taken as 300 and 730, respectively assuming the resulting cost in US 
dollars. The coefficient m is taken as 0.75 whereas the r is taken equal to 1. The annual discount 
rate D is taken as 8.0 %. In addition to the limit in maximum pumping rate of 1500 m3/day, the 
maximum limit in cleanup time of 5 years is introduced as a constraint. This means that the 
optimum cleanup cost is sought so as to remove the plume within the maximum time span of 5 
years. Among the three algorithms used, CRS4 results in the best solution with the cleanup cost 
ofUS$ 13280 (Table 2). This solution removes the plume in 1482 days (4.06 years). 

Table 2. Cleanup cost optimisation- pumping rates as decision variables. 
GO Number of Cleanup cost Cleanup Pumping rates (mJ/da:y) 
algorithms model run (US$) time (days) Well-I Well-2 Well-3 Well-4 
GA 668 13 904 462 55 83 1350 0.0 
ACCO 315 15462 455 28 1461 55 28 
CRS4 473 13 280 1482 28 28 413 28 

Real aquifer. A contaminated aquifer at Semtin, in the outskirts of Pardubuce town, Czech 
Republic is considered. All data regarding this aquifer including boundary conditions, simulated 
hydraulic heads, hydraulic conductivity etc. are taken from [16] . This aquifer is contaminated 
primarily due to the waste disposal from chemical industries. The area covered by the plume is 
shown in Fig. 2. 

= Plume area 
POlential well local ions 
Oplimi cd well locations 

Fig 2. Plume area, potential well locations and optimised well locations given by GA. 

Optimisation and results. In this aquifer area, as given by test wells [16], the maximum yield 
from each well is only 25 .92 m.1/day (0.3 Lis). Therefore, to consider pumping rates as a decision 
variable has no significance. It is for this reason that the optimised solution is computed 
considering only the well locations as a decision variable. Nine pumping wells are assumed and 
the constant pumping rate of 25.92 m.1/day is assigned to each well. In this case, optimisation in 
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cleanup time is carried out using two algorithms: GA and ACCO. For the initially located well 
positions the resulting cleanup time is 35 years. The optimal solutions given by GA and ACCO 
are 13 and 14.8 years respectively, and these results were obtained after 1158 and 860 model runs 
respectively. Fig. 2 shows the optimised well locations given by GA within the potential locations 
together with the plume. 

CONCLUSIONS 

This study proves that the optImIsation of pumping and injection strategy for contaminated 
groundwater remediation is a problem of multiple extrema (global optimisation problem) and 
shows the applicability of global optimisation techniques in such problems. It also shows that the 
cleanup time and therefore the cleanup cost are very susceptible to both pumping rates and well 
locations. Satisfactory results are obtained both in the minimisation of cleanup time and cleanup 
cost taking pumping rates and/or well locations as decision variables. The optimum solutions 
obtained from different algorithms are quite close but require noticeably different number of 
model runs. It is necessary to note that in different cases, the best results are obtained from 
different algorithms. In the examples used, ACCO was the fastest to reach the solution requiring, 
on average, less than two thirds of the number of model runs ofGA and CRS4. 
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ABSTRACT. The groundwater contamination caused by NO,-N is one of the environmental 
problems in the agricultural field In the southern part ofKyushu Island in Japan, the unconfined aquifer 
is contaminated by NO,-N. In this paper, NO,-N transport in two types of volcanic soil was investigated 
In order to understand NO,-N transport process in unsaturated flow condition, two experimental works 
were carried out under precipitation condition using vertical columns filled up with soils. Simulated 
rainfall of NO,-N solution was generated on the top of columns. From the experiments, percolation 
processes of NO,-N in the soils were observed. In addition, the experimental results were simulated by 
means of one-dimensional numerical model. In the model, advection-dispersion and biochemical 
reaction term taking heterotrophic processes into consideration was described. According to the 
simulated results, it was clarified that the characteristics of N03-N transport in each soil deeply depend 
on the biochemical reaction and the activity of bacteria in Shirasu was not as robust as it was in Ando 
soil. 

Key Words. Groundwater contamination, Vertical column, Unsaturated seepage flow, biochemical 
reaction term 

INTRODUCTION 

The southern part ofKyushu Island in Japan has over 2,500 mm of annual precipitation and consists of 
thick aquifers with high permeability These hydrologic conditions are suitable for ground water storage. 
All of water in this region depends on the groundwater resource. However, groundwater contamination 
caused by NO]-N has been disclosed in the recent years around the local shallow aquifers, and the 
expansion of the contamination in the future is worried about [I]. According to the field research, it was 
pointed out that one of the causes in the contamination was considered by penetration of NO]-N with 
rainwater in overload use of barnyard manure on the farmland [2]. Therefore, NO,-N transport process 
under the ground is important to understand the contamination. The soils in this region include mainly 
two types of volcanic soil; that is, Ando soil and Shirasu. Ando soil covered all of ground surface in 
southern part of Kyushu Island and Shirasu formed thickly under Ando soil. NO]-N transport in Ando 
soil during cultivation activity has been investigated up to now [3] [4] [5]. According to these studies, it 
was discussed that Ando soil contains plenty of bacteria and nitrification-denitrification processes, which 
were important for NO,-N, were active. N03-N transport in Shirasu has not been investigated yet To 
understand N03-N transport process with unsaturated flow condition in each soil, laboratory experiments 
were carried out by means of vertical columns filled up with the soils. The experiment results were 
simulated using one-dimensional numerical model including the additive terms of advection-dispersion 
and biochemical reaction with unsaturated flow condition. 
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EXPERIMENT OF TRNSPORT IN VERTICAL COLUMNS 

The experiments of N03-N transport were performed under precipitation condition by means of ISS cm 
and 305 cm vertical columns filled up with Ando soil and Shirasu, respectively. These soils were 
collected from actual field. The columns are made from plastic pipe of 14.3 cm in diameter Simulated 
rainfall in constant intensity was generated from the top of column. Firstly, simulated rainwater was 
applied for 10 days. Secondly, N03-N solution of constant concentration was applied for some days, and 
finally simulated rainwater was applied again up to the end of experiments. Experimental conditions are 
shown in Table I. For the flow boundary, water table of constant level was set up at the bottom of 
column. Soil solution at each depth point of column, as shown in Fig.I, was gathered by means of soil 
moisture sampler with porous cup. Fig.2 and Fig.3 show the measured results of N03-N concentration 
with time at each depth point in Ando soil and Shirasu, respectively. 

Table 1. Experimental conditions ofN03-N transport 

Column length 
(from surface to water table) 

Rainfall mtensity 

Ando soil 155 em 5.4mm1h 
Shirasu 305 em 5.0mmlh 

NO,-N concentration 

1183 mgll 

100 ° mgll 

Loading tenn of 
NO,-N solution 

3 days 
5 days 

Rainfall generator I I ~OrN solution 
I I I I or service water 

t: 
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o E u ~ 50 
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0 o ~ z 
0 

Soil moisture sampler 
10,30,50,100,150 cm 
for Ando soil 
50,100,150,200,250,300 em 
for Shirasu 
(Depth from soil surface) 

Fig.I. Experiment system with column 
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Fig.2. Measured concentration ofN03-N at 10,50, 100 cm depth in Ando soil 
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Fig. 3. Measured concentration ofNO,-N at 50, ISO, 250 cm depth in Shirasu 

NUMERICAL SIMULATION OF TRANSPORT 

One-dimensional numerical model was introduced to simulate N03-N unsaturated transport observed in 
the experiments. In the model, the following terms are adopted for the description of N03- N transport 
[6] [7] I) advection or convection, which is the migration of solute with the unsaturated seepage flow 
2) hydrodynamic dispersion, which is consisted of molecular diffusion and mechanical dispersion 
3) biochemical source or sink, which is the interaction of nitrate, oxygen, organic carbon and bacteria. 
Finite difference method was used for numerical solution [8][9). The governing equation for the 
unsaturated seepage flow is expressed by 

(I) 

where, C is rate of water content, IjI is capillary suction head and k" is unsaturated hydraulic 
conductivity Unsaturated seepage characteristics were expressed by the parameters of Van Genuchten 
equation [10] as following equations 

s, = [1/(1 + !aljl!,,)]m 

S, = (e - e, )j(e, - e,) 
(2) 

where, k, is saturated hydraulic conductivity, e is volumetric water content, e, IS saturated water 
content to approximate to the value of porosity, e, is residual water content. 

The NITRAT developed by Kinzelbach (1991) is one of the useful numerical models to simulate 
multi-species transport in saturated groundwater flow [II). The computer code of NIT RAT modified to 
unsaturated flow condition was used for the calculation of transport. This model describes heterotrophic 
processes, which takes the interaction of oxygen, nitrate nitrogen, organic carbon and bacteria into 
account. A set of governing equations are 

fl(e NO,,, )1 ('t = - V (qNO, " )+ V(eD(v)V NO;" )- ejJ(NO;" - NO ;,,,,j 
{'(eo,,, )1 rl = -V(qO,,, )+ V(eD(v )VU, " )- ejJ(o,,, - O",J 

('(ee""" )1 rt = - V (qC"" " )+ V (eD (v )VCm , " )- OjJ((""", - (""" .J 
r"WO Irt=-y.IY -y Y -t-jJ(NO. -XO. ) 3,/:010 I u':J1 Je'n I U('I (NI ' \L ';'JO 
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tJO'bw/tJl = - r""/Y",, + fJ(O, " -O'bJ 

tJC /81 = - r /Y - r Y + f r + fJ(C - C ) olg.f:.10 dell den ue, un . IIle dec DIg." - DIg-.hlO 

8(Xae, +Xden)/at=Yue, +Yden-Ydec' 

(7) 

(8) 

(9) 

where, NO], O2, C mg and X are the concentration of nitrate nitrogen, oxygen, organic carbon and bacteria, 
respectively. The subscripts w, bio, aer and den indicate pore water, biophase, aerobic and denitrifying, 
respectively. v is the seepage velocity, q (= v 8) is the volumetric water flux, D(v) (= aL v+DI/) is 
dispersion coefficient, aL is dispersion constant, D}'4 is molecular diffusion constant, f3 is exchange 
coefficient between pore water and biophase, Y is yield coefficient, f is utilizable portion of dead 
bacteria. r defined as growth rate of bacteria is also expressed by the following equations 

C NO () 
- "N [1- F(O )] mg ) 'X 

r"" -j.i",", , (K"" +C ) (K"," +NO ) (K"" +0,) 
'- Vll! A03 J O2 _ 

(Ill) 

(II) 

(12) 

where, f.1max is maximum growth rate of bacteria, K, is half-velocity concentration for species i, A IS 

first-order decay coefficient, F(02) is oxygen dependent weight 

Unsaturated seepage parameters were identified from experiments and tests as shown in Table 2 [12][13] 
The initial concentration and the boundary condition of organic carbon and oxygen at ground surface are 
set as shown in Table 3. For the initial concentration of NO]-N, measured values of each depth point 
were applied. 

Table 2. Unsaturated seepage parameters 

Ando soil 
Shirasu 

k., 
I 12 X 10'3 cm/s 
2.25 x 10-l cm/s 

Table 3. Initial and boundary values 

Initial values 
Boundary values at the ground surface 

SIMULATED RESULTS 

8, 
0.66 
1I.52 

N03-N 
5.0-10.0 mg/I 
0-118.3 mg/l 

0, 
0.36 
0.29 

0.5 mg/I 
0.5 mg/l 

(1 

0.0370 
0.0286 

1.0 mg/I 
1.0 mg/I 

n 
3.80 
4.7R 

The biochemical parameters applied to the numerical model are shown in Table 4. FigA shows the 
measured and simulated results in each depth point of vertical columns The simulated results agreed 
completely with the measured results except for the case of ISO cm depth in Ando soil. It is considered 
that the disagreement at ISO cm is caused by error of experiments but not by simulation. In the 
biochemical parameters, the bacteria concentration X was modified by trial method and finallv decided 



Table 4. Biochemical parameters used to NITRAT 

Parameters Values Parameters 

fJ 10.0 X 

Y"cm 0.4 GL 

Y.,el 0.09 K"" NO, 

.fu.\I! 0.9 K .I"" 
N() 

A. 0.2 lid K"" 
0, 

100 

50 

o 
o 5 10 

Days 
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Values 
3.0 or 0.3 mgll 

0.01 m 

7.0 mgll 

7.0 mg/I 

0.6 mgll 

o 5 

Parameters 
K"" 

" 
K/~I!II 

JlI~\: 
,',," 

J.imax 

10 
Days 

Fig.4. Measured and simulated concentration ofNO,-N at each depth point 

Values 
0.76 mgll 

0.5 mg/I 

0.64 lid 

0.3 lid 

15 20 

(TI1C left side IS for Ando SOIl and the right side IS for Shirasu 111 thc figure. Solid lines show the simulated results 
and plotted marks lI1dlcate the measured results) 
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as 3.0 for Ando soil and 0.3 for Shirasu. This means that the difference ofN03-N transport in Ando soil 
and Shirasu is deeply depends on the bacteria concentration X Because the value of X controls the 
growth rate of bacteria as shown in equation (10), (II) and (12), X corresponds to the activity of bacteria 
in soil. Therefore, it can be recognized that the activity of bacteria in Shirasu was not as robust as it was 
in Ando soil. 

CONCLUSION 

The characteristics of N03-N transport in two types of volcanic soil were understood by means of 
numerical simulation taking biochemical source-sink term into consideration. According to the 
simulation applied with various values of bacteria concentration X, application of the bigger values of X 
generated the smaller values ofN03-N concentration in the soil solution. The results show that simulated 
denitrification process depends on the value of X The value of X in Shirasu was small compared to it in 
Ando soil. From the results, in the contaminated area in the southern part of Kyushu Island where 
Shirasu is thickly accumulated, it is estimated that the decrease of N03-N in Shirasu is not expected any 
more. In order to protect the groundwater from contamination in this region, it is emphasized that N03-N 
concentration in the soil is measured for all of the farmlands and the quantity of N03-N that percolate 
under the ground is controlled by managing the amount of barnyard manure loaded to the every 
farmland. 
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The Effect of an Heterogeneous Hydraulic Conductivity Field 
on the Spread of a Contaminant Plume in a Porous Aquifer: 
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ABSTRACT. A great majority of the areas selected by man for waste disposal sites purposes 
have been insufficiently characterized from the hydrogeological point of view. This ignorance 
andlor negligence has, in the past resulted in negative repercussions to the Environment. In order 
to better understand the flow and the movement polJutants through aquifers in the neighborhood of 
these sites, it is necessary to have an adequate description of an aquifer heterogeneity, especial1y as 
regards the identification of the impermeable boundaries between hydrostratigraphic units. These 
can vary strongly in thickness and can also be geometricalJy anisotropic and present different 
features concerning its neighborhood relationships. In a 1 st phase, to take into account these special 
features, a 3D inter-correlation structural model was built. For this purpose, a non-parametric 
geostatistical methodology, based on an indicator approach, was applied to a coded lithological 
data extracted from borehole logs. After validation of the structural model with the experimental 
data, it was used to simulate the main hydrogeological units and to infer the stratigraphic 
boundaries. In a 2nd phase, the equiprobable images generated by a stochastic simulation technique 
are used as input to the mass transport model, previously implemented for the site. The results of 
various deterministic model runs constitute predictions of the influence of the spatial variability of 
the hydrogeological system on the uncertainty of the contaminant pathways and travel times. The 
proposed methodology was used to predict the impact of a waste disposal site in a porous aquifer 
in an area near Lisbon, Portugal 

KEY WORDS: Groundwater pollution, waste disposal, heterogeneity, geostatistics, mass 
transport 

INTRODUCTION 

In order to better understand the flow and the movement of pollutants through aquifers in the 
vicinities of waste disposal sites it is necessary to have an adequate description of the aquifer 
heterogeneity in terms of the spatial distribution of the hydrostratigraphic units .. 

In a preliminary hydrogeological characterization and in the great majority of case studies, the 
only available hydrogeological data is lithological logs obtained from boreholes. Because we deal 
with an invisible resource, there is a growing need to obtain images that could reflect the 
uncertainty of the subsurface architecture. The interconnectedness of the hydrofacies influences 
the spatial patterns of hydraulic conductivity (K) and, consequently, they condition the pathways 
and travel times of the polJutant. 

More and more, geostatistical techniques, are becoming preferred tools to perform adequate hydro­
stratigraphic inter-correlations based on the lithological data extracted from wel1 logs. For this 
purpose, the stratigraphic levels are coded according to a given lithological classification system, 
either in a binary way, as impermeable and permeable units [1, 2, 3] or using three distinct levels: 
impermeable, moderately permeable and very permeable [4]. 
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In order to predict the uncertainty of the leachate plume dispersion, it is imperative to use together 
a mass transport model, which simulates the physical-chemical pollution processes in the aquifer 
media, and a stochastic model capable of generating various images of the heterogeneity of the 
system. 

The goal ofthis paper is to apply a geostatistic-deterministic methodology to study the influence of 
spatial variability of hydro-stratigraphic units on the prediction of uncertainty of plume dispersion 
into an aquifer in the vicinity of a landfill. 

GEOSTA TISTICAL SIMULATION 

The Geostatistical Conditional Simulation (CS) methodology is a Monte Carlo type technique 
with two important features: i) - it takes account of spatial correlations between parameter data 
and, ii) - the simulated variables are consistent with the measured ones at observed locations. 

The visualization of several simulations gives an idea of the uncertainty of the phenomenon. 
These realizations were achieved by stochastic simulation algorithms and represent equally 
probable high-resolution models of the spatial distribution. Each simulation is conditioned in the 
sense that the resulting images maintain the hard data values at theirs respective locations. The 
simulated values of the variable also have the same statistical distribution and correlation 
structure as the true field. These are good representations of reality in some global sense and they 
measure the spatial uncertainty. In short, we can say that each CS is a different version of reality. 
Furthermore, the alternative images of a particular parameter produced by CS can be processed 
through a groundwater flow simulator to yield the corresponding measure of uncertainty of the 
response function [5]. 

A complete description of the model of uncertainty can be achieved by using a non-parametric 
approach called Indicator Geostatistics. This involves the calculation of the probability 
distribution function of the unknown value at any location, conditioned to the available 
information. A special coding must be used, to estimate the uncertainty in the hydrostratigraphic 
correlations. This is can be applied by assigning binary indicator values to impermeable and 
permeable levels based on a lithological classification system, using data extracted from borehole 
logs. This will reveal details that can be used to infer changes in deposition environments and to 
describe the boundaries of the units. By using these categorical variables the indicator formalism 
can provide an estimation of the probability that the sediment at a specific location is of a 
relatively high permeability. 

HYDROGEOLOGICAL DATA 

The site under study, named Vale de Milharyos, is located in the Setubal Peninsula near Lisbon, 
(see Figure 1). In this area two waste disposal sites, I and II, exist. The aquifer is unconfined and 
is one of the units of the Miopliocene groundwater system of Tejo extending over an area of 
35km. From the lithological point of view it consists of sand, silty sands, gravel, sandstones and 
clays associated in an interbedded architecture with a total average thickness of I DDm. 
Topographic gradients are about 4% and 8% SW. It is a highly permeable area, with well 
productivities of around 2 to 20 litres/sec. 

Data from 84 borehole logs were discretized into 1 m intervals. In consequence 5809 new data 
locations were obtained. Following a binary lithological classification criterion we have assigned 
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the following values to each location: 0 = impermeable and 1 = permeable. About 53% of the 
material. In the area is permeable. 
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Fig.!. Area under study, showing the 2 waste disposal sites and the locations of the lithological 
logs 

INDICATOR STRUCTURAL ANALYSIS 

After the coding process was completed, the 3D spatial correlation structure of the lithological 
units was described by means of variograms of the indicator variable. Structural analysis was 
performed in approximately horizontal and vertical directions. No significant geometric 
anisotropy was detected in the 2D horizontal plane. Only significant vertical range anisotropy 
ratios were found between the horizontal and vertical variograms. In the latter ones a two nested 
structure was detected with ranges of around 15 and 70m. The nugget effect is about 10% of the 
total variance. The variograms were modeled by spherical functions. 

SPATIAL PATTERNS OF HYDRAULIC CONDUCTIVITIES 

Using the above models we have performed an indicator simulation for the waste disposal sites 
area using a 20m X 100m X 0 .5m grid with a total of210000 nodes. For the calculations we have 
used the SISIM software, a sequential indicator simulation algorithm from the GSLm package [6]. 
Due to the indicator coding used each simulated value represents the probability of finding at a 
specific depth, a lithological material of highest permeability. 
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For contaminant transport modeling purposes, maps of the spatial distribution of K are required. 
In order to obtain such maps probabilities were multiplied by a value of 0.001 mis, which is the 
value of K corresponding to the highest permeable material existing in the aquifer, viz. clean sand. 
Figure 3 displays four spatial distribution patterns of K. They correspond to four simulations 
obtained for a cross-section of600m X 120m in landfill area I (Fig.2). 

slmlJailon 1 

I 
N 

X(m) 

mI 

I 
N 

I 
N 

X(m) 

I 
N 

X(m) 

Fig. 2. Simulated images of the distribution of K along a cross-section through the landfill area 
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PREDICTION OF THE UNCERTAINTY OF LANDFILL PLUME 
DIFFUSION 

A groundwater flow simulation was performed under steady-state conditions with an imposed 
hydraulic gradient observed in the field (5/1000). Because of its importance to public health we 
selected the mercury (Hg), one ofthe waste disposal constituents, as a pote~tial pollutant 

The advective-dispersive solute transport was simulated using the following parameters: Porosity 
= 30%; Molecular diffusion coefficient = 5x 10-10 m2/s; Longitudinal dispersivity coefficient: 10m 
Transverse dispersivity coefficient: 0.5m. Continuous injection was estimated as 0.1 g/day and the 
total simulation time was set at 30 days. 

Figure 3 displays the different shapes of plume dispersion resulting from the influence of the 
spatial variability of K on the pollutant preferential pathways in the aquifer. These images show 
either a plume spreading preferentially through the vertical direction (simulation 1) or through the 
groundwater flow direction (simulation 4). Note that, for the sake of clarity the images were 
restricted to the landfill area. 

According to the Portuguese drinking water rules, the maximum admissible value for Hg is 0.001 
mg/I 
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Fig 3. Effect of the spatial variability ofK on the spread ofa contaminant plume as a result ofa 
continuous source 

Another example of the influence of aquifer heterogeneity on solute transport is given by the 
breakthrough concentration curves, Figure 4, observed at a monitoring point situated 40 m from 
the injection location at a depth of 20 m. They clearly show that the contaminant display distinct 
concentration rates, according to the spatial patterns of K used in the numerical simulation. 
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Fig. 4. Effect of the spatial variability ofK on the breakthrough concentration curves observed at 
a monitoring station 

CONCLUSIONS 

Results of this study show clearly the influence of the spatial variability of hydraulic conductivity 
on the shape of pollution dispersion plume caused by a waste disposal site. The proposed 
methodology consists in the joint use of two models, one that deals with the uncertainty, the other 
with the detenninistic aspects. 

Because aquifers are hidden systems with sparse data we must generate hypothetical probabilistic 
representations of their heterogeneity, which image is a plausible version of the unknown 
subsurface reality. Indicator Geostatistics proved to be a powerful tool to achieve this objective 

When this stochastic technique is associated with a traditional mass transport model we have, at 
last, a straightforward procedure for analyzing different groundwater pollution scenarios taking 
into account the uncertainty of the spatial variability of hydro stratigraphic units. 
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Abstract. Analytical expressions for the statistics of mass fluxes of nonreactive and reactive 
solutes in presence of pore-scale dispersion are presented, where the reactive solutes undergo 
first -order sorption kinetics. The developments which lead to the analytical formulation of the 
solute flux are rigorous in the first-order analysis framework. The methodology is illustrated 
for a two-dimensional aquifer, assuming that the source is of small transverse extent compared 
to the heterogeneity length scales. The examples show that pore-scale dispersion has a small 
effect on the mean point flux, whereas the point flux variance shows much larger sensitivity to 
the Peclet number. The variance reduction first decreases as the reaction rate increases from 
the nonreactive limit, but for equilibrium reactions it is of the same order as for nonreactive 
solutes. 

Key words: Groundwater Transport, Groundwater Quality, Stochastic processes 

INTRODUCTION 

Various modeling approaches have been employed for studying the concentration fluctuations 
in the subsurface (e.g. [1,2,3,4,5,6,7,8,9,10]). In some of these studies, it was shown that the 
variance of the local concentration is highly sensitive to pore-scale dispersion. However, cur­
rent subsurface transport models that account for the effect of pore-scale dispersion are limited 
to the resident concentration of nonreactive solute. In most applications, the contaminants 
of interest are affected by mass transfer reactions, and in many cases these reactions exhibit 
kinetic effects. Moreover, for risk assessment of groundwater contamination, as well as for set­
ting regulatory standards, the contaminant flux (or discharge) across compliance boundaries 
(or discharge areas), is the quantity of prime importance; the flux is either used directly in 
risk assessment models, or indirectly for computing the statistics of the flux-averaged concen­
tration. In the present study, a model for computing the mass flux statistics in heterogeneous 
aquifers, accounting for the effect of pore-scale dispersion, is presented. The model is appli­
cable for nonreactive as well as for reactive solute. We combine here the basic Lagrangean 
methodologies as proposed by Dagan and Fiori [11) and Cvetkovic and Dagan [12], extending 
and reformulating these in a more general and comprehensive fashion. For a more detailed 
description of the underlying theory, we refer to [13). 

We consider an aquifer of spatially variable hydraulic conductivity, K, and steady groundwater 
flow, uniform in the mean. The logconductivity, Y = In K, is modeled as a stationary, 
normally distributed random field, resulting in a random velocity field in the aquifer. The 
logconductivity field is thus characterized by its statistical moments, i.e. the mean (Y), the 
variance u}, and the two point correlation ((Y (x) - (Y)) (Y (x + r) - (Y))) = Cy (r). Here, 
x(x), X2, X3) and other similar variables are defined in a Cartesian coordinate system. 
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The governing balance equations are 

aC aN 
n- + 'V . Q = -n-

{)t at (1) 

where C and N are the mobile and immobile concentrations (mass per unit volume of fluid), 
respectively, n is the porosity, and the function F is a general expression for mass transfer that 
relates aN/at to C and N in a deterministic manner. Thus, we assume that mass transfer 
is characterized by spatially constant (effective) parameters, and we also restrict the present 
study to linear mass transfer processes. 

The vector Q is the solute mass flux, defined as Q = nCV -nDd • 'VC, where V is the seepage 
(pore) velocity, and Dd is the pore-scale dispersion tensor. The velocity V is a steady-state 
stationary random space function satisfying the continuity equation 'V . (nV) = o. The 
statistics of V, which depend on the statistics of the logconductivity Y, are assumed to be 
known. Without loss of generality, we assume (V) = U(U, 0, 0), i.e. the coordinate axis Xl 

is aligned with the constant mean velocity. The solution of (1) is sought in the Lagrangean 
framework (e.g. [12,14]). If a continuous injection within the area AD is considered, where 
AD is normal to the Xl direction and located at Xl = 0, the initial and boundary conditions 
assume the following form: C (0, X2, X3, t) = CO (X2, X3, t) (for X2, X3 E AD), and C (x, 0) = 0 
(for Xl > 0). 

LAGRANGEAN SOLUTION OF THE PROBLEM 

The transport problem is cast in the Lagrangean framework by considering the trajectory 
of a nonreactive solute particle defined at the pore-scale and originating from x = a at 
t = 0, i.e. X t (t; a). The trajectory can be written as the sum of two components: (i) 
a large-scale advection displacement X, and (ii) a pore-scale dispersion (hereinafter PSD) 
component X d , of zero mean. This is the starting point in pore-scale models of dispersion, 
e.g. [15]. The "total" trajectory X t = X + Xd satisfies the following differential equation 
dXt/dt = V t (Xt ) = V (Xt ) + Ud, subject to the initial condition X t (0) = a, where V and Ud 

are the large-scale advective and PSD velocity field, respectively. The PSD velocity Ud has a 
support much smaller than that of V, and can thus be modeled as a "white noise" process, 
of zero mean and a Dirac covariance function. Thus, PSD has a vanishing support, and as a 
consequence the associated process is ergodic in the sense that ensemble and space averaging 
can be exchanged for any finite spatial support. This is consistent with our assumption that 
the minimum support scale of practical interest is of the order of the Darcy scale, by definition 
much larger than the pore scale. 

Thus, PSD is modeled as an advective process, and the partial differential equation satisfied 
by the concentration c is written as a pure advective-reactive one, as follows: 

ac aN - + V t · 'Vc=-­at at (2) 

where PSD is embedded in the pore-scale velocity field Ud in V t = V + Ud. In writing (2), we 
assume that the macroscopic process that represents the reaction through the term aN/at in 
(1) is the same as that acting at the pore-scale. The concentration c can be viewed as the 
one pertaining to a solute particle of the size of the pore. The derivation of the solution of 
(2) greatly simplifies by switching to the coordinates: Tt (Xl; a) (denoted as travel time to a 
control plane located at Xl), and Tlt. (Xl; a) (i = 2,3) (the particle displacement in the same 
control plane); these quantities are related to the trajectory through the following relations 
[12]: X tl (Tt; a) = Xl and Tlt. (Xl; a) = Xt. (Tt; a) (for i = 2,3), obtaining for a particle moving 
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along its streamline (see [12,16J for the details) 

Oc ae aN 
-+-=-­at OTt at (3) 

In words, the transport equation along a streamline of the steady velocity field is formally 
identical with the one prevailing in one-dimensional transport. 

The solution of (3) for an instantaneous injection of the mass dM = n Cal Co (a) da at t = 0 in 
the volume element da at a can be written as e (t, Tt) = dM ,(t, Tt) IdS, where, is a function 
that accounts for the reaction and dS = n (x) Vii (x) dA is the constant water discharge along 
the streamtube. Note that dM/dS is a ratio of quantities associated with a single streamtube, 
and not a differentiation. Using the above expressions for dM and dS, the longitudinal solute 
flux, q = neViI resulting from injection at a can be expressed as [12J 

q (x, t) = n (a) Co (a) da, (t, Tt) 8 (y - "It) (4) 

where the relation 1/ dA --+ 8 (y - "It) for dA --+ 0 has been used. For linear sorption kinetics, 
considered here, , is the solution of (3) supplemented by aN/at = k(KdC - N) for a unit 
instantaneous injection. The solution for a continuous injection within the plane Ao, located 
at Xl = 0, and time interval!1t is readily derived from (4) by substituting da = Vii (b) dtodb 
(here b is the generic coordinate of a point at the injection plane) and integrating over db, dto 
which yields 

q (x, t) = (ilt 1 Qo (b, to) "I (t, Tt) 8 (y - "It) dbdto 
Jo Ao 

(5) 

where Qo = n Vii Co is the flux at the injection plane, and Tt is the advective travel time from 
that plane to the control plane at Xl' 

Since the flux (5) is a random variable, the next step is the characterization of its statistical 
moments, namely the mean and the variance; these are obtained through ensemble averaging 
over the random variables pdfs of Tt and "It (11t2,11t3)' Statistical averaging leads also to the 
definition of the Darcy-scale solute flux Q, because the PSD contribution is also averaged. The 
flux expected value is thus calculated by averaging (5) over Tt and "It, which are approximately 
independent random variables under the first-order approximation (see [17]). In the following, 
we denote the pdfs of the variables Tt, "It as 9 (Tt; Xl, Pel and f ("It; Xl, b, Pel, respectively. If 
the solute is continuously released with the rate function cp(t) [T-IJ, we can write Qo (b,t) = 

Po (b) cp (t), with Po being the areal mass density in the source plane; inserting the former and 
the pdfs f,9 in (5) and integrating, we obtain: 

(Q(x,t)) = (Xll po(b)r(t,Tt)9(Tt:xl,Pe)f(y;xl,b,Pe)dbdTt (6) 
Jo Ao 

where r (t, Tt) = Joilt cp (to), (t - to, Tt) dto = cp * ,. In a similar vein, the expression for 
the flux variance (J"~ == (Q2) - (Q)2 can be computed with the aid of the two-particles joint 
pdf of Ttl,"Itl and TtII,"ItII, which are the travel times and the transverse displacements 
of two particles originating at x = b I (subscript 1) and x = b II (subscript II) at t = O. 
As mentioned before. Tt, "It are approximately independent, and we can write the joint pdf 
as the product of the pdfs related to each variable, i.e. h2(TtI,TtII,"Itl,"ItII;XI,b I ,bII ) = 
92 (Ttl. TtII: Xl' Pel 12 ("Itl, "ItII; Xl, bI, b II , Pel, with 92,12 denoting the two-particles pdfs of 
the variables Tt, "It. Introducing the latter in (5) and squaring the resulting expression, the 
following formula for (J"~ is obtained: 

r; (Xll po(bI)po(bII )r(t,Ttl)r(t,TtII)92(Ttl,TtII;Xl,Pe) Jo Jo Ao Ao 

·12 (y, y; Xl, bI, b II , Pel dbI dbII dTtl dTtII - (Q (x, t))2 (7) 
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Expressions (6,7) provide the statistical moments of the solute flux, which will serve as a basis 
for the application illustrated in the next section. 

APPLICATION EXAMPLE 

The aim of this Section is to illustrate a particular application of the proposed methodology 
and to show the combined effects exerted by hydraulic conductivity heterogeneity, PSD and 
sorption reactions on the solute flux statistical moments. We consider a two-dimensional, 
statistically isotropic medium with a uniform line source at Xl = 0, centered at X2 = b = 0, of 
length H and with a constant mass density at the source Po(b) = Po = canst, which releases 
mass into the transport domain during a finite injection time. In the following, we assume that 
the transverse extension of the source is small compared to the logconductivity integral scale 
fy. This assumption implies that the Darcian velocities spanned by the particles trajectories 
originating from the source line are strongly correlated, and so are the statistical moments of 
Tt, "It. The consequence is that the moments of the two particles pdfs 12,92 do not depend on 
the separation distance bI - bIl . It should also be noted that the above assumption has no 
influence on the mean flux calculation. 

We finally obtain through (6,7) the following expressions for the expected flux and variance: 

la
OO jH/2 

(Q (x, t)) = Po r (t, Tt) 9 (Tt; Xl, Pel dTt· f (X2; Xl, b, Pel db 
a -H/2. 

(8) 

O"~ (x, t) P6laOO laoo r (t, Ttl) r (t, TtII) 92 (Ttl, TtlI; Xl, Pel dTtldTtJ[ 

j
H/2jH/2 2 . 12 (X2' X2; Xl, bI - bIl , Pel dbldbIl - (Q (x, t)) 

-H/2 -H/2 
(9) 

We consider reversible mass transfer in the form of first-order sorption kinetics, for which pro­
cess the function F (1) can be expressed as F == oNI&t - klC + kN == aN lot - k (KdC - N) 
where kl and k are the forward and backward rate coefficients, respectively, and Kd = kdk 
is the equilibrium distribution coefficient (dimensionless). Furthermore, solute injection is 
assumed to take place at a constant rate during the time interval /:!"t, equal to I//:!"t. This 
implies that we can use superposition of continuous injections to obtain the following ex­
pression for the reaction-release function: r (t, Tt) = r* (t, Tt) I/:!"t for ° < t < /:!"t, and 
r (t, Tt) = [r* (t, Tt) - r* (t - /:!"t, Td]1 /:!"t otherwise, where the function r is given by [18] 

r*(t, Tt) = H (t - Tt) exp [- (kKdTt + k (t - Tt))] 

. {fa [2kJKdTt (t - Tt)] + ¢ [k (t - Tt), kKdTt]} (10) 

where fa is the modified Bessel function of the first kind of order zero, H (.) is the Heavi­
side step function, and ¢(u, v) = exp (u) Jd' exp (-s) fa (2JVS) ds. We assume that the to­
tal travel time and transverse displacements two-particles pdfs 92 (Ttl,TtII) ,12 ('f/tI,'f/tII) are 
bivariate-lognormal and bivariate-normal, respectively, and thus characterized by the first­
and second-order moments of the variables. These moments are evaluated through the proce­
dure illustrated in [11,13], assuming an exponential isotropic logconductivity covariance and 
an isotropic PSD tensor. The latter assumption is not critical, since it has been shown that 
longitudinal PSD has negligible impact on the results [19,20,21,22]. 
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DISCUSSION OF RESULTS AND CONCLUSIONS 

As an application, we consider a source size of H / l y = 0.5, where l y is the logconductivity 
integral scale, and a control plane at distance from the source of Xl = 10ly . Furthermore, the 
logconductivity variance is IT~ = 0.5 and the duration of the injection pulse is !;;.tU / l y = 0.1. 
Some of the integrations in (8,9) could be solved exactly, while the remaining are performed 
numerically; the moments characterizing J, g, h, g2 are evaluated through the procedure in 
[13]. 
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Fig. 1. Solute fiux mean (a) and coefficient of variation (b) for a continuous injection of 
duration !;;.tU / l y = 0.1 as a function of time for different combinations of reaction parameters 
and Peclet numbers; IT~ = 0.5, H = 0.5ly , Xl = lOly , X2 = 0; NR = nonreactive. 

Figure 1a shows the dimensionless mean flux as a function of time for different parameter 
combinations; i.e. for conservative and reactive solutes with Pe = U l y / Dd = 100, 1000, 
00. Analyzing first the conservative case, it is seen that pore-scale dispersion has a limited 
effed on (Q); the maximum (Q) for Pe = 1000 and Pe = 100 are 98% and 88% of that for 
infinite Pe, respectively. Hence, to get a significant decrease in the mean point flux a much 
lower Peclet number than 100 i~ needed. Thi" result is similar to that obtained for the mean 
point concentration of a conservative solute [5]. A similar effect of PSD is observed when the 
reaction is included with different mass transfer rates (Figure la). The effect of PSD is even 
smaller than for nonreactive solute in such cases, although approximately the same in relative 
terms. 

The situation is different when dealing with the fiux standard deviation ITQ (9) or, alterna­
tively, the flux codficient of variation GVCJ = ITq/ (Q) (Figme lb). For the considered Peelet 
numbers (PI' = 100,10(0). PSD strongly reduces the filLx coefficient of vmiation of tlw con­
servative solute. and mon~ drasti(, reductions arc ohserved for lower PI'. For the nonreactive 
transport ('ases at hanll. tlw efl'cet of pore-scale dispersion is to reduce the GVQ correspondillg 
to the maximuIll lIlean fiux to about 20% (PI' = 1000) alld around 8Y; (Pe = 100) of the co­
efficient of variatioll for infinite Pc. Such an illfiu('nce of pore-scale dispersioll on lIollreactive 
solute transport has also been observed for the St'('()]l(j nlomellts of the point cOllcentratioll 
[5], confirming that the impact of PSD on higher-mdt'r moments of point concentration alld 
flux is quite r('\evallt. 
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A reduction of (TQ and eVQ caused by pore-Reale dispersion is also obsf~rved for reactive solut.es. 
However, t.he infinit.e-Pe flux standard deviation for a kinetically sorhing solute is considerably 
smaller than that for a nonreactive solut.e, because the addition of t.hp (determinist.ic) sorption 
process diminishes t.he effect of advection variability [12]. Figure Ih shows that for the case 
kI y / U = 1, PSD reduces the coefficient. of variation corresponding to t.he maximum mean flux 
to about 50% (Pe = 1000) and 33% (Pe = 100) of eVQ for infinite Pc, these reductions being 
significantly smaller than those obtained for nonreactive solute. Result.s for different reaction 
rates (not shown in the Figure) indicate that t.he PSD-related reduction in eVe; diminishes 
as the reaction rate coefficient increa.'>es from the nonreactiv(~ limit (h: ...-; 0). However, under 
equilibrium conditions (k ...-; 00) the smoot.hing effect of the reactioll vanislws, the solut.e 
pulse being shifted with t.he retarded velocity U / (1 + Kd), and t.lw variance reduction is of 
the same order as that for the nonreactive case. Thus, there exists a finite sorpt.ion rate for 
which the effect of PSD at a given time has a minimum. 

The conclusion is that pore-scale dispersion affects the solute flux statistical moments, primar­
ily its variance. Expressions (6,7) may serve as useful tools for predicting statistical moments 
of the conservative or reactive solute flux in heterogeneous aquifers. 
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ABSTRACT. Dispersion coefficient has been estimated from the best fitting of one-dimensional 
convection-dispersion model with laboratory experiments in transport of aqueous constituent 
through sand column. Suction is applied to the bottom to get rid of the end effect and to keep 
constant in water saturation throughout the column. The Toyoura sand was packed and sodium 
chloride solution was supplied with steady state flow condition. The experimental results indicated 
that the dispersion coefficient increases dependently on the decrease of water saturation and a linear 
relationship exists between. dispersion coefficient and average pore water velocity when dispersion 
coefficient is evaluated at the same water content. The study highlights the linear increase of 
dispersivity, which is defined by the dispersion coefficient divided by the average pore water 
velocity, as water saturation decreasing. Physical meaning of this tendency is considered by the 
shape of breakthrough curve describing concentration distribution at solute front. 

KEY WORDS: air suction, degree of water saturation, dispersion coefficient, partially saturated 
sand, pore water velocity 

INTRODUCTION 

Flow of water through fully or partially saturated soil is often considered as bulk movement, which 
can be described by Darcy's law. This description becomes inadequate for the purpose of movement 
of transient dissolved solutes and chemical processes. It has been of interest to measure the ionic or 
molecular tracer concentration distribution moving through soil so that solute transport can now be 
understood on the basis of mathematical descriptions for miscible displacement Several literatures 
have been published for aqueous constituents in unsaturated soil from view points of miscible 
displacement. Nielsen and Biggar[ I] reported the shape of breakthrough curve measured at bottom 
of partially saturated soil column. They revealed breakthrough curve with more gentle slope and 
large amount of pore volume to be perfectly displaced by solution Krupp and Elrick[2] compared 
breakthrough curve of partially saturated glass beads with saturated. They described that it 
continuously shifts to the left with decrease of water saturation De Smedt and Wierenga[3] 
discussed breakthrough curve by using the mobile-immobile model to estimate effects of stagnant 
zone within pore water on solute transport. They introduced interesting conclusions that twenty 
times of dispersion coefficient are estimated in unsaturated soil when the one-dimensional 
convection-dispersion model for mobile water(M-model) is applied, however, almost the same 
values are given by MIM-model Sato et al.[4] and Kotani and Yao[5] showed that dispersion 
coefficient becomes larger in unsaturated soil than that in saturated one and it tends to increase with 
increase of pore water velocity when we consider at an identical water saturation. 

The purpose of this study is to make clear the effects of water saturation on dispersion coefficient. 
Bresler[6] may be the first researcher to describe dispersion coefficient as the function of pore water 
velocity and volumetric water content His literature, however, intensively focussed on the 
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dependency of molecular diffusion onto water content but does not address dispersion coefficient . 
There were no publications discussing the effects of water saturation on the shape of breakthrough 
curve under steady state condition. Transient behavior is one of key issues in transport of aqueous 
chemicals from ground surface to aquifer so that the magnitude of dispersion coefficient plays an 
important role in variably saturated subsurface region where water movement is affected by 
precipitation or by dehydration due to evaporation. 

LABORATORY EXPERIMENT SETUP 

A device for laboratory column is described in Fig I. The Toyoura sand, of which particle size 
varies from 110 to 420 11m, was packed into a column with saturation at density of (SSg/cm" 
which was kept at constant for all test cases. Drinking water was pumped up and supplied to the top 
of the soil sample at a constant flow rate. Pore water was drained from the bottom. A steady state 
condition was confirmed after the effiuent volume equals to the influent. Solution of 00282N NaCI 
was supplied as a tracer instead of drinking water at the same flow rate after reaching steady state 
flow condition. Drained water flowed into fraction collector to measure concentration of chloride 
ion. The measurement was made on the basis of argentometric method. Concentration of 
background was also measured by drinking water before starting test. Air suction was applied to the 
sample at the bottom to eliminate the end effects and to keep a constant value in water content 
throughout the column. Magnitude of applied vacuum was determined from water saturation and 
flow rate for a given test condition. 

Manometer 

aCI Water Trap 

Fraction collector 

Fig.1. Experimental setup for laboratory column test 
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DEGREE OF SATURATION AND BREAKTHROUGH CURVE 

Water content was measured at each depth of the column after test operation. Distribution of water 
saturation was well controlled by air suction with keeping a constant level along the whole length as 
shown in Fig.2. Experiments in both cases in the figure were carried out at the same average pore 
water velocity. The figure shows that applied vacuum determines magnitude of water saturation 
when discharge rate is identical. Concentration measures were aimed to draw breakthrough curve at 
the exit of column. Breakthrough curve in Fig.3 shows the transient behavior of tracer displacing 
with pore water in sand column. They were obtained at the exit of column with different values of 
water saturation under the identical pore water velocity. The vertical axis shows the relative 
concentration defined by ratio of Ct- in effluent with respect to influent. The horizontal axis is pore 
volume, which is defined as vtlL, in which v: average pore water velocity, f: time since beginning of 
solution inflow and L: column length. It is convenient to describe the experiments by these two axes 
for characterization of solute transport affected by macroscopic flow condition. 

The two cases, of which test condition is the same in column length and velocity, show different 
shape of breakthrough curve. Continuous lines in this figure are mathematical solutions of one­
dimensional convection-dispersion model being fitted to the experimental values. The test results 
imply that the curve rotates clockwise with a decrease in water saturation. Breakthrough took place 
in Sr=49.4% earlier than in Sr=88.4%. The amount of pore volume to reach 1.0 relative 
concentration becomes larger in Sr=49. 4% than Sr=88.4%. These results indicate that preferential 
flow arises and displacement does not smoothly occur as water saturation decreasing. 

RELATION AMONG DISPERSION COEFFICIENT, WATER SATURATION 
AND VELOCITY 

Dispersion coefficient was determined by fitting one-dimensional convection-dispersion model to 
the experimental data. Breakthrough curves were analyzed in details to estimate dispersion 
coefficient. The test was made while keeping a constant in flow rate and water saturation. The 
model is available to analysis of unsaturated soil as well as fully saturated one. Terms of the 
application are uniformity of volumetric water content and discharge velocity throughout the 
column. This is one of important conditions in this type of column tests for the estimation of 
transport characteristics. The best fitting was made around 0.9 of relative concentration to reduce 
errors due to lack of measured values around O.S of relative concentration and uncertainty of 
argentometric method at beginning of breakthrough. 
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Fig.2. Water saturation in sand column 
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Estimated values of dispersion coefficient are displayed with reference to average pore water 
velocity in Fig.4. Straight lines are regression of the almost same water saturation. Dispersion 
coefficient increases linearly with pore water velocity on every straight line. The slope, however, 
tends to be steeper with decrease of water saturation except of more than Sr=70%. There were no 
measures less than 0 I em/min of pore water velocity. According to the famous literature describing 
relation in the Peelet number and the ratio of dispersion coefficient to molecular diffusion [6], the 
region less than 0.1 em/min becomes the so called diffusion controlled, which means that dispersion 
coefficient is given as a function of molecular diffusion and tortuosity Thus dispersion coefficient 
is equal within this region, independent of pore water velocity This is well understanding of the 
regression within the region of more than o. I em/min in pore water velocity described by Fig.4. The 
relation is delicate in the region of more than 70% of water saturation. The line of Sr= I 00% 
becomes inverse to that of Sr=70%. This results from difference of column length. The test was 
made by 24cm of column length for saturated soil. The test was 12 em for Sr=70%. The exact 
relation for this range of high water content, using the test series of the same column length, will be 
provided in future. 
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The column Peclet number, which is defined as vLV, in which v average pore water velocity, 10 
column length and D dispersion coefficient, becomes almost the same on the regressions for the 
experiments with the same column length as shown in FigS The shape of breakthrough curve 
becomes identical when the column Peclet number is the same [7]. This implies that the 
breakthrough curve has an intrinsic shape, dependent on soil type, pore structure, characteristics of 
flow, etc, if the same column length is selected for tests. Fig.S shows that non-homogeneity 
emerges in sand column at low rate of water saturation. Furthermore it shows the dependency of 
breakthrough curve on column length. The tests were made by the use of two different types of 
column length. The column Peclet number becomes larger in the case of Jo=24cm than L=12cm. 
Breakthrough curves observed with sand column at low saturation show an early breakthrough 
followed by a long tail which reflects the slow equilibration of the stagnant part of the column by 
diffusion. The figure also implies that short column is difficult to avoid deviation due to transverse 
dispersion. Schwartz and Smith[8] concluded that the diameter of the column is required at greater 
than 30 times of the particle size for neglecting of wall effects on uniformity of flow condition. The 
characteristic length may be larger than 12cm for averaging scale of non-uniformity in flow through 
the column. The tests were made by using SOmm diameter column which is greater than 30 times of 
particle size of the sand. 

Dispersivity was estimated from definition of Dlv in which j): dispersion coefficient and v average 
pore water velocity Spatial variance or distribution of location of chemical species at the front is 
given by u~ = 2aL in which u· standard deviation of spatial distribution of chemical species, a: 
dispersivity and L location. Dispersivity is one of important properties to guess the extent of 
contaminated soil by aqueous constituents. The experiments in Fig 6 show interesting prospects for 
estimation of pollutant progress. Dispersivity tends to increase linearly with the decrease of water 
saturation and does not strongly depend on pore water velocity. The experiments at Sr= I 00% were 
obtained from the tests with different column length Thus the former description may not be 
applied to the sand with more than 90% of water saturation. Independent behavior of dispersivity on 
pore water velocity implies that spatial distribution of chemical species can be uniquely determined 
by location and it does not depend on travel time from contamination source. Furthermore, the 
linear increase implies that the spatial distribution of the front goes to linearly expand with decrease 
of water saturation 
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CONCLUDING REMARKS 

100 

Dispersion coefficient was evaluated from the best fitting of one-dimensional convection-dispersion 
model to the experiments of laboratory column test for the Toyoura sand by using chloride ion as a 
non-reactive tracer. The experimental results imply strong effects of water saturation on 
hydrodynamic dispersion as well as pore water velocity. The conclusions described this paper are; 
(I)Dispersion coefficient increases linearly with pore water velocity if water saturation is identical, 
(2)Dispersivity increases with decrease of water saturation but does not depend on pore water 

velocity within the range ofO.I-0.6cmlmin, and 
(3)The column Peclet number decreases with decrease of water saturation as well as column length 

at low degree of saturation. 
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ABSTRACT. The behavior of trace vanadium in natural water samples such as underground water, 

spring, river and lake water from the Kofu basin and the foot ofMt. Fuji, central Japan was geochemically 

investigated. Trace vanadium was determined by neutron activation analysis or inductively coupled 

plasma mass spectrometry. We found distinct differences in vanadium concentration in the water samples 

between the foot ofMt. Fuji and the Kofu basin. The difference was essentially explained by geological 

and geochemical characteristics in the areas examined. Further, we discussed the utilization trace 

vanadium concentrations to the hydrographic studies of the natural waters(underground water, river water 

and lake water) in the various locations at the foot ofMt. Fuji. The concentration values of trace vanadium 

of the spring water were in a relatively narrow range. This result suggests that vanadium is leached out 

through the simple interaction between underground water and Mt. Fuji volcanic rocks. The analytical 

data of the five lakes at the foot ofMt. Fuji show slightly less homogeneous distribution pattern, compared 

with that of the spring and ground waters. The informations of trace vanadium were useful as a sensitive 

indicator to trace the migration of natural water and elucidate the origin of the lakes water. 

KEY WORDS: vanadium, ground water, spring, lake, river, basalt, Mt.Fuji 

INTRODUCTION 

Vanadium is one of the most important elements in biological and environmental sphere. From geological 

and geochemical viewpoints, the concentration of this element in rocks and waters can also provide us 

with much informations about their nature and history. It is recognized that the vanadium content is higher 

in basic igneous rocks such as basalts and gabbro than acidic rocks[l] and the vanadium content of natural 

water can be influenced by geological nature of sampling locations. 

Mt Fuji is the largest composite stratovolcano in Japan and spews a large amount of volcanics. These 

volcanics have mainly chemical characteristics of typical island arc basalts. There are many springs on the 
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ring around Mt. Fuji with the radius of 10-20 kIn. At the northern foot ofMt. Fuji, the five lakes were 

formed by lava flows in the 9th and 10th centuries[2,3]. It is necessary for the clarification of their lakes 

water origins to analyze chemically various kinds of natural water such as spring, lake and river water as 

well as underground water from the many locations surrounding Mt. Fuji. Vanadium is most important 

trace element for basic rocks and has been determined by colorimetric analysis, catalytic methods, neutron 

activation analysis(NAA) and inductively coupled plasma mass spectrometry(ICP-MS)[4,5,6,7,8,9). We 

have determined vanadium for various kinds of geochemical samples by NAA and ICP-MS and found that 

the vanadium concentrations are relatively higher in the natural water collected near Mt. Fuji. 

On the other hands, the concentrations of vanadium are lower in the five lakes water than in the ground 

and spring water around Mt. Fuji. The analytical values of vanadium of the lake water might be expected 

to be interpreted from the dilution effects; the mixing of water with a relatively low concentration of 

vanadium such as rain and river water and the underground water with high vanadium concentration 

would result in the water of the five lakes. In the present study, the origin of water in the five lakes around 

Mt. Fuji has become clear on the basis of their vanadium concentrations. 

VANADIUM CONCENTRATION OF WATER SAMPLES IN CENTRAL JAPAN 

To determine trace vanadium in natural water and tap water samples, preconcentrational neutron 

activation analysis(NAA) was used. Tap water samples were collected in a lot of locations in Central 

Japan[7]. These tap water are originated from the different geological locations (ground water, spring 

water and river water). The analytical results of these samples show that the vanadium contents in natural 

water range widely: vanadium concentration is higher in the eastern location samples such as around Mt. 

Fuji, Mt. Akagi and Mt.Yoneyama area than in 

the western area of Central Japan[Fig. 1). 

Especially, the tap water collected from the 

locations surrouding Mt. Fuji contains 

vanadium of much higher concentration. This 

regional difference in the vanadium 

concentration in water might be explained by 

vanadium in geological rocks and sediments in 

the area the water sample was collected. It has 

been known that the basaltic geology around 

Mt. Fuji originated from eruptive materials 

containing vanadium in a higher level. On the 

Fig. 1 Vanadium concentrations in tap water 
at the various locations in central Japan 
after Sakai,et al.(1997). 
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other hand, a lower amount of 

vanadium should be explained by the 

geological conditions in Aichi and Gifu 

Prefectures and the western part of 

Shizuoka Prefecture belonging to the 

western area of Central Japan, whose 

geologies are mainly gra.litic and 

sedimentary. 
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Fig.2 Plots of vanadium vs. Si02 for JGS igneous 
rocksOmai et al..1995). 

80 

other than vanadium in standard rocks were summarized in that report. Using thesp. data, vanadium has 

most negative correlation wilh Si02 in igneous rocks[ Fig. 2]. 

M 
Mt. Yatsu£atake 

<landel ion (Sl M1) 2.37 4 
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• :ii 5ppb 
• :ii IOppb 
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Fig.3 Vanadium concentrations in underground and river water. plants and fish from 
various locations at the foot of Mt.Fuji and in the Kofu basin. 
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Thus, it is expected that the larger content of vanadium in the soils or rocks, the higer the concentration in 

the natural waters. It seems to be explained by considering that vanadium in soils or rocks should be 

leached into ground and spring waters through the interaction with rain or snow. 

ORIGIN OF TRACE VANADIUM IN WATER SAMPLES AT THE FOOT OF Mt. 

FUJI 

We have measured and reported the vanadium concentrations in ground, spring and lake water sampled 

collected in a lot of locations around Mt. Fuji[6,7]. Then, the regional concentration differences of 

vanadium in river water were elucidated by us [8, I ,9], who compared the Fuji River with the Sagami 

River. All these analytical results are summerized in Fig. 3, in which the cause of differences was 

explained by geological and geochemical differences in the areas examined. It is recognized that the Kofu 

basin and area around Mt.Yatsugatake consists of mainly granite and andesitic rocks with a low 

concentration of vanadium and the foot ofMt. Fuji consists of mainly basalt with a high amount of it. 

Mt. Fuji is the largest basaltic stratovolcano in Japan, whose geology and petrography was studied by 

many researchers[2,3,IO,II]. Based on theses investigations, the present feature ofMt. Fuji is divided into 

the two sequence layers: those formed before and after about IIOOOyears B.P. called the former Older Fuji 

volcano and the latter Younger Fuji volcano, respectivelly. It is recognized that water percolates easily 

through Younger Fuji volcano because it mainly consists oflava and volcanic ash. The surface layer of the 

Older Fuji volcano is composed of a mudflows and pyroclastic deposits, resulting in an impermeable layer. 

The rain or snow permeates the 

Younger Fuji volcano layer on the 

impermeable Older Fuji volcano 

surface, resulting ground water falling 

down along the Older Fuji volcano 

surface. Accordingly, the ground 

water spouts out in the form of springs 

or falls at the foot of Mt. Fuji, where 

the boundary between the Older Fuji 

volcano and Younger Fuji volcano 

layers is exposed [Fig. 4]. 

Rain or snow 
I I I I 
I I I I 
I I I I 
I I I I , , , , 

Fig.4 Conceptual feature of Mt.F4ii and water flowing 

The concentrations of vanadium in these spring waters were within a narrow range from 31 to 56 ppb. The 

analytical values of vanadium of grownd water at the northern foot of Mt. Fuji were also within a narrow 

range from 58 to 99 ppb, showing slightly higer than those of springs. Based on these analytical data, it 
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might be explained that the vanadium of spring waters was decreased by addition of surface water and/or 

rain(snow) with a low amount of vanadium to the grownd water travelling through the Younger Fuji 

Volcano layer. From the vanadium concentration decreases, the spring waters seem to be brought by 

mixing of about 55% of ground water and 45% of rain or surface water, the vanadium concentration in 

which is assumed to be Oppb. 

On the other hand, the water from the lake surrounding Mt. Fuji, such as Motosu, Shoji, Sai, Kawaguchi 

and Yamanaka, were from 0.6 to 5.2 ppb in average with a narrowly ranged, respectively[Fig.4]. Although 

the five lakes water, located at the northern foot of Mt. Fuji, is believed to be essentially composed of 

ground water, the vanadium data of five lakes do not suport this hypothesis. The lower vanadium values of 

the five lakes water may be explained that the origin of the water is not ground water from Mt. Fuji, but 

other water such as rain with low vanadium contents. The water of these five lakes is formed by mixing 

river and rain water with low vanadium concentration and the ground water with high vanadium. 

It is geohistorically recognized that the five lakes were formed by lava flows in the area between Mt. Fuji 

and Misaka mountain ranges[2,3]. Since the bottoms and walls of the western four lakes are partly made 

of the Misaka Group composed pyroclastic and volcanic rocks whose minerals were andesitic and 

sUbjected to alternation, the Misaka Group is impermeable for water. Therefore, the water with a low 
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sawe Jro58.0 
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[:±J Dyke lOcks 

Miseka Group & 
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Fig.5 Sampling locations around five lakes at the northem foot of MtFuji. 
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concentration of vanadium falls down on the surface of Misaka Mountain Layer and flows into the four 

lakes easily. We estimated that the most part of water in each lakes is from the water falling down on the 

surface of Mis aka Mountain and less part of the water is from the ground water and/or spring water at the 

foot ofMt. Fuji. The vanadium content of Yamanaka lake in eastern end of the five lakes is higher than 

that of other four lakes in western part excepting Sai lake. This shows that Yamanaka and Sai lakes were 

influenced more strongly by the ground and spring water from Mt. Fuji. 

When the average vanadium contents of underground or spring waters at the northern foot ofMt. Fuji and 

that of rain water are 53.5 and 0 ppb, the fractions of underground water to each five lake waters 

calculated from the vanadium dilution were only 1.2, 2.2, 3.4, 7.3 and 9.8 % for Motosu, Shoji, 

Kawaguchi, Sai and Yamanaka lakes, respectively. Here, the average lake vanadium concentration values 

(0.63, 1.2, 1.84, 3.92 and 5.23 ppm V) for Motosu, Shoji, Kawaguchi, Sai and Yamanaka lakes were 

divided by 53.5 ppb V for the average spring water vanadium concentration value. 
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A case study using a soil gas extraction method for the 
remediation of a site contaminated by chloro-organic 
compounds 
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330-8632 Japan 

Abstract. Research was conducted on the mechanism of groundwater contamination by 
tetrachloroethylene (hereinafter abbreviated as PCE) which had occurred in Shimousa plateau, 
Chiba Prefecture, Japan [4] . The study showed that about 90% of the contamination is 
distributed within an area of approximately 1,400 m2 centered on a dry-cleaning plant sitc in soil 
with an unsaturated zone (vadose layer) that extends to nearly 10 m deep. Remediation 
measures based on the soil gas extraction method were applied to the contaminated soil of the 
unsaturated zone. To increase the extraction flow rate, knowledge of the distinct extraction 
characteristics of each stratum was exploited to select the extraction procedure best suited to 
each stratum. For example, the "adjacent wells open" extraction procedure was adopted for the 
Joso clay stratum while the "three point simultaneous" extraction procedure was used for the 
first sand stratum. The remediation measures succeeded in cleansing the contaminated soil in 
the unsaturated zone from an initial soil gas concentration that was as high as 12,000 ppm to a 
level below 10 ppm. This paper reports the remediation results obtained and introduces a 
system for the automatic measurement of suction level and extraction flow rate adapted to each 
stratum's individual extraction characteristics. 

Key words. Tetrachloroethylene ( PCE), Extraction, Remediation, Extraction flow rate, 
Contamination 

OUTLINE OF CONTAMINATION 

Planar distribution. 
To comprehend the planar distribution of contamination and the source of PCE infiltration, 
surface soil gas concentrations in the dry cleaning plant site and in the surrounding land were 
measured at the intersections of a 2 m grid using detection tubes located 85 cm below GL. The 
contamination source location and the limits of the contaminated area determined from these 
measurements are shown in Fig.l. 

Vertical distribution of contamination. 
The results of the detection tube analysis (elution concentration), carried out on uninterrupted 
core samples, are shown in Table I. The strata directly below the pollution source (bore hole 
BI) showed the highest level of pollution (max DssI; 150 mgIL). 

Estimation of the total amount of PCE at the site. 
To examine remediation measures and evaluate their effectiveness, the existing amount of PCE 
in the strata was estimated from the measured planar and vertical distributions of PCE 
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concentration in each stratum combined with the stratum's wet density. 
The total amount of peE in the soil was found to be 435 kg, about 396 kg of which is in the 
unsaturated soil zone (vadose layer) above the groundwater table (located approximately II m 
below GL), with the remainder, 39 kg, in the saturated zone, below the groundwater table. 

L gend 

peE contamination (ppm) 

~ : Borehole location 6000 

ection line 2000 6000 

~ 1000 2000 ---

0 100 1000 

0 50 100 

0 10 50 

0 10 

Q<-_____ 5"--_..:..10. m 0 Below detection 
limit 

Fig. 1. Contours of PCE concentration in the soil gas 

Table 1. Measured PCE concentration (mg/L) in each formation, for each bore hole 

____ ~~~!u r:t:J.~~p~~!i ti on _ _ . ____ . B- 1 B-2 B-3 B-4 B-5 B-6 
Fi ll soi l and Kanto loam 0.75 NOto 0.050 D.13 0.005 NO ta 

layer to 21 0.34 to 0.70 to 1.0 to 0.27 0.080 
(Bs,Lm) 

Joso clay layer 25 0.047 D.54 0.64 0.69 0.013 
to 28 to 0.66 to 1.4 to I .n to 1.6 to 0.34 

(Te) 
Upper part I" sand layer 0.22 0.012 0.24 0.096 0.011 0.022 

(0551) to ISO to 0.66 to 1.4 to 1.6 to 0 .67 to 0.60 

Application of the soil gas extraction method and its effectiveness III 

stratified soil 

Pollution by chloro-organic compounds and effectiveness of re media l mcasurcs 

B-7 
NOto 
0.0 13 

NOto 
0.008 

0.D04 
to 0.18 

Since each contaminated soi l si te has a different set of factors that significantl y affect 
remediation, such as stratum condi ti ons and groundwater levcb, it is difficu lt to define precisely 
beforehand what research and remediation measures <Ire most appropri ate in any g ive n case. 
The soi l g<ls extrac ti on method has been field -proven in the U.S. for thc removal of chloro­
org<lnic compounds and the method is <llso rated effecti ve for thi s purpose by the EPA [1 .3 1. 
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Remediation efficiency, however, varies considerably, depending on soil permeability and 
concentration of the contaminant, as well as on the kind of contamination and the physico­
chemical form it takes[2]. Accordingly, a soil gas extraction method in which a large quantity of 
contaminated soil gas can be extracted at low vacuum pressure from a wide area was applied 
using an apparatus equipped with a vacuum pump, as shown in Fig.2. 

Measuring box 

DO 
[§[] 

Air/water 
separator 

Branched pipe stand Drain pump 

Fig. 2. Schematic diagram of soil gas extraction apparatus 

Town road 

No.2 

* No! No.6 No.1 

* * 
VP 
MB 
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Prefecture road 

location 

Parking lot 

Fig. 3. Location of extraction wells and apparatus 

Extraction characteristics of each stratum 
(I) Location of suction wells: 

Active carbon 
absorbent 

Vacuum pump 

Legend 

* : Suction well 

@ : Commercial well 

• : Observation well 

VP : Vaccum pump 

MB : Measuring box 

BP : Branched pipe stand 
o 5 10m 

The layout plan showing the location of the eight suction points in the affected zone is given in 
Fig.3. Each point has three soil gas suction wells: hole A [upper part ofthe first sand stratum 
(Dssl): 10 m deep], hole B [1oso clay stratum (Tc): 5 m deep] and hole C [Kanto loam layer 
(Lm): 2.5 m deep]. 

(2) Soil gas extraction characteristics: 
Measurements (not shown) of extraction flow rates made using a stepwise change of suction 
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pressure (step extraction test) lead to the following conclusions: 
a) In the Kanto loam layer, a high extraction flow rate was obtained at high suction 

(large negative pressure). 
b) In the Joso clay layer, the extraction flow rate increased much less with increasing 

suction. 
c) In the upper part of the first sand layer, the extraction flow rate was 30-50% higher 

than in the Joso clay layer, for the same suction. 
d) In all the strata, as shown in Figure 4, the extraction coefficient, defined as the ratio 

of the extraction flow rate in Vmin to the applied suction (kPa), increased when the a 
lesser suction was applied. 

In addition, measurements of the propagation of negative pressure during continuous extraction 
at constant suction (continuous extraction test), shown in Fig. 5, indicated that: 

a) In the Kanto loam layer, the extraction radius was small because of inflow of air 
from the surface of the earth. 

b) Even when a high suction was used in the Joso clay layer, the extraction flow rate 
and affected radius were small because of the low permeability of this soil. 

c) The upper part of the first sand layer is overlain by the much less permeable Joso 
clay layer and the area of sana affected by the extraction was large. 
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Fig.4 Relationship between extraction 
coefficient and applied suction 

Fig.S Effect of suction on radius of 
extraction zone 

Effectiveness of improved soil gas extraction measures. 
The relationship between suction and extracted flow rate, shown in Figure 5, indicates that 
smaller suction produces a lower flow rate but a higher extraction coefficient. Based on these 
findings, attempts were made to obtain low extraction pressures and to increase the extraction 
efficiency by : 

and 

a) opening certain nearby wells in addition to the active suction well ("adjacent wells 
open" extraction). 

b) extracting gas simultaneously from several neighbouring wells ("multiple wells 
simultaneous" extraction). 
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Tables 2 and 3 show that for both the "adjacent wells open" extraction case and the "multiple 
wells simultaneous" extraction case, the extraction coefficient was indeed increased by these 
procedures, as was the extracted gas concentration, and remediation was accelerated as a result. 

Table. 2 Extraction performance using the "adjacent wells open" extraction procedure 
Stratum Well status Suction Extraction Extraction PCE 

pressure flow rate coefficient concentration 
___________________________ ~:~a) _~m~ ____ J-yErin~ kPat ___ (pp~ ___ _ 
10so clay layer Adjacent wells 15.8 527 33.4 1800 

Closed 
Wells (B2~ B8) 11.0 584 53.2 2900 

Upper part of 
1 SI sand layer 

Open 
Adjacent wells 

Closed 
Wells (A2~A8) 

Open 

16.1 

14.8 

546 33.9 980 

566 38.2 1500 

Table. 3 Extraction performance using the "three simultaneous wells" extraction procedure 

Stratum Well status Suction Extraction Extraction PCE 
pressure flow rate coefficient concentration 
(-kPa) (Umin) (-Umin' kPa) (ppm) 

Kantoloam No. 1 well alone 5.47 664 121 500 
layer 

No 1 plus two 5.45 800 147 560 
additional C wells 

10so clay layer No. 1 well alone 15.8 527 33.4 1800 

No 1 plus two 21.5 759 35.3 2100 
additional B wells 

Upper part of No. 1 well alone 16.1 546 33.9 980 
1 SI sand layer 

No 1 plus two 17.4 774 44.6 1400 
additional A wells 

Results of remediation measures 
Approximately 420 kg of PCE was collected by extracting a total of 146,445 Nm3 of PCE­
polluted soil gas over a period of 8 months, during which time the system was operated a total 
of 3174 hours. As a result, the surface soil-gas concentration significantly decreased and 
eventuallYTeached a level below the detection limit of 10 ppm. PCE elution concentrations of 
soil samples retrieved from test borings dropped to less than 0.01 mglL except at a point about 
1 m below the ground surface (Kanto loam layer) where the value remained near 0.2 mglL, and 
at a point about 6 m deep (upper part of the first sand layer) where the concentration decreased 
to 0.05 mgIL. 
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CONCLUSION 

Measures were devised to efficiently collect PCE distributed within the vadose soil layer above 
the groundwater table in three contaminated strata using the soil gas extraction method. The 
main conclusions of this study are as follows: 

Extraction characteristics of each stratum 
a) In the Kanto loam layer, a large extraction flow rate was achieved at high suction 

and, in this case the highest extraction coefficient was also achieved with values in 
the range 85.2 - 108 Umin' kPa. On the other hand, the radius of the zone affected 
by the extraction was only about 13 m. 

b) In the Joso clay layer, the extraction flow rate was small, even with high suction and 
the extraction coefficient, 23 - 35 Umin' kPa, was the lowest of the three soils. The 
extraction-affected zone was also smallest, extending to about 12 m. 

c) In the upper part of the first sand layer, as a result of the sealing effect of the weakly 
permeable Joso clay layer, the extraction coefficient was 34 - 45 Umin' kPa while 
the extraction-affected zone extended to nearly 50 m. 

Effectiveness of improved soil gas extraction procedures 
a) In every stratum, a smaller suction produced a higher extraction coefficient. The 

extraction coefficient improved by 30-50 % when the suction was decreased from 10 
kPa to 5kPa. 

b) In addition,. the extraction coefficient was increased by both the "adjacent wells 
open" and the "three point simultaneous" extraction procedures. In the Joso clay 
layer, using the "adjacent wells open" procedure, the extraction coefficient increased 
from 33 - 53 Umin· kPa. In the upper part of the first sand layer, the extraction 
coefficient was increased from 34 - 45 Umin . kPa by using the three point 
simultaneous extraction procedure. 
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ABSTRACT. Air-water interfacial area (ao) was estimated using a surfactant (surface-active 
agent) adsorption concept in unsaturated porous medium by a new experimental technique. Sodium 
dodecylbenzene sulfonate (SDBS) was selected as anionic surfactant and a glass bead of size 425-
600!!m (dso=0.50mm) was chosen as the porous medium. Sorption of surfactant onto the solid 
surfaces was evaluated by miscible displacement under water saturated conditions using 
nonreactive NaCI and reactive SDBS, and was found to be zero for the glass bead surfaces. The 
number of surfactant monomers adsorbed onto the air-water interface per unit area was determined 
by Gibbs isotherm. The main experiment was done in a column composed of several rings where 
the medium was made unsaturated step by step from the saturated condition to allow the surfactant 
monomers to be adsorbed at the air-water interface in a regular fashion. After the column reached 
equilibrium and became homogeneous, the rings were dismantled and the total amount of surfactant 
in each ring as well as the surfactant concentration in the aqueous phase was determined by the two­
phase Hyamine 1622 titration method. Finally, based on these estimated parameters, the air-water 
interfacial area was determined and the values obtained were found to support the general conceRt 
of decreasing ao with increasing water saturation, SW' The surface area of the solid (75cm2/cm ), 
estimated from extrapolation of the experimental data (ao-Sw) at Sw=O, was found to be close to the 
geometrically calculated area (76cm2/cm\ which proves the validity of the method. 

KEYWORDS: Interfacial area, Unsaturated, Surfactant, Sorption, Titration 

INTRODUCTION 

A porous medium consists of a solid phase and void spaces. These void spaces are extremely 
complex interconnected pores, which are occupied by one or more fluids, usually water and air. 
When these fluids completely fill the voids, the soil is termed either saturated or dry. In the 
unsaturated case, both water and air co-exist as two separate immiscible fluid phases in the pore 
spaces. The area of this air-water interface is one of the fundamental hydrologic parameters that 
describe the complexity of the pore-scale distribution of air and water in unsaturated porous media. 
This area plays a significant role in many flow and transport processes, especially during the 
remediation of volatile organic contaminants in the vadose zone, where interphase mass transfer is 
important [1,2]. 

Karkare and Fort [3] were the first researchers to estimate this parameter experimentally. In their 
study, the effect of water insoluble surfactant on water movement was investigated and they 
reported that a reproducible critical quantity of surfactant is necessary to move water. The air-water 
interfacial area was calculated as being equal to the number of molecules of surfactant required to 
just initiate the water movement multiplied by the area occupied by each molecule in the air-water 
interface. Recently, a new miscible displacement experimental procedure has been developed [4] 

183 



184 

using an interfacial tracer to estimate the air-water interfacial area, and it has been applied to 
estimate the fluid-fluid interfacial area in porous media [5,6]. In this paper, a new experimental 
method to estimate the air-water interfacial area is proposed. During the unsaturated flow of a 
surfactant solution in a porous medium, some surfactant monomers are adsorbed onto the solid 
surfaces and onto the air-water interface, while some others remain in the aqueous phase [7] . The 
mass adsorbed onto the solid surfaces can be calculated following the procedure of miscible 
displacement under water-saturated conditions [4]. The total mass of surfactant in these three phases 
can be extracted and then be analyzed by the two-phase Hyamine 1622 titration method [8]. The 
number of surfactant monomers adsorbed onto the air-water interface per unit area is determined 
from the Gibbs adsorption equation. Thus, the air-water interfacial area can be calculated from the 
amount of surfactant adsorbed onto the air-water interface divided by the number of monomers per 
unit area. 

BACKGROUND OF THE METHOD 

The surfactant molecules have a strong tendency to accumulate in an oriented fashion in interfacial 
regions such as solid-liquid, liquid-liquid or air-liquid interfaces [9]. In an unsaturated soil-water 
system with surfactant concentration Cs (Cs<CMC, Critical Micellar Concentration), it is usually 
found that some surfactant monomers remain in the liquid phase while others are adsorbed onto the 
solid-liquid and air-liquid interfaces respectively. This phenomenon is illustrated in Fig. 1 
schematicall y. 

Sold 
phase 

Total*E--- Total void 
sold space 

Surfactanl monomer 
wlh hydrophile head 
and hydrophobic tall 

Fig. 1. Schematic representation of surfactant monomers distribution in different 
phases in unsaturated soil-water system. 

The total surfactant mass per unit volume, M, (mol/cm3) in such a system can be expressed as: 

M, =M, +M, +M, (1) 

where, Ms and M; are the surfactant mass adsorbed per unit volume at the solid-liquid and air-liquid 
interfaces, respectively (mol/cm3) and M, is the surfactant mass per unit volume (mol/cm3) in the 
liquid phase. In order to find out the air-liquid interfacial area in an unsaturated porous medium, it 
is usually assumed that surfactant molecules forms a monolayer coverage at the air-liquid interface 
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and that each molecule occupies a known molecular area [5]. This provides a simple way to 
estimate the surfactant mass adsorbed onto the air-water interface in an unsaturated soil-water 
system. The air-water interfacial area in such system may be expressed as: 

(2) 

where ao is the air-water interfacial area per unit volume of porous medium (cm2/cm3) and r is the 
surface (excess) concentration of the surfactant which is equal to the number of molecules adsorbed 
per unit area (mol/cm2). r is usually determined from the Gibbs adsorption equation, for the case of 
common background electrolyte concentration [9], using the relationship between surface tension, 
0; and the bulk surfactant concentration, Cs: 

a a = - RT r a (In C s ) (3) 

where R is the ideal gas constant and T is the temperature in oK. 

EXPERIMENTAL MEASUREMENTS 

Materials 

The porous medium consisted of glass beads size in the range 425-600Jllll (d50=0.5Omm). An 
anionic surfactant, sodium dodecylbenzene sulfonate (SDBS) (purity>95%; CMC=414mg!l) was 
chosen as the surface reactive tracer, and sodium chloride (NaCl) was selected as the surface non­
reactive tracer. NaCI was also used to maintain a constant background Na+ concentration (counter 
ion of SDBS). In order to titrate the anionic surfactant, Hyamine 1622 was used as the cationic 
surfactant in the presence of a color indicator and a solvent. Dimidium bromide, disulphine blue, 
ethanol and sulfuric acid were used to prepare the color indicator [8] and dichloromethane was used 
as the solvent [10]. Deionized water was used to prepare all the solutions. 

Column experiments 

The experimental setup was made with several pieces of stainless steel rings of 3cm length and 
9.6cm inner diameter, carefully joined together by Teflon tape (Fig. 2). The column, initially filled 
with water, was packed successively with the dry glass beads in small increments and tapped at the 
bottom. The bulk density and the saturated hydraulic conductivity measured for the porous medium 
were 1.53g/cm3 and O.023cm/s respectively. 

In order to estimate the adsorption of the surfactant onto the glass bead surfaces, a miscible 
displacement experiment was carried out under water-saturated conditions using SDBS and NaCI as 
surface reactive and surface non-reactive tracers, respectively [4]. The unsaturated experiments 
were conducted directly from the saturated condition and the same surfactant solution was recycled 
in order to estimate the surfactant mass adsorbed onto the air-water interface. At first, SDBS 
solution (with constant Na+ concentration) was recycled under saturated conditions with unit 
hydraulic gradient (i.e. way I is closed; Fig. 2). Then, to make the column unsaturated, the flow rate 
was decreased stepwise but was kept constant during each step to ensure steady flow. This helped to 
form a constant air-water interfacial area inside the porous medium. Thus, concentration of 
surfactant became steady and homogeneous inside the system. After establishing steady equilibrium 
conditions in the system, the column was dismantled. Three wet glass bead samples of about 25-30g 
were collected from each ring to ensure reproducibility. These glass bead samples were set aside 
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and used to extract the total mass of surfactant present inside the medium. The rest of the glass bead 
from each ring was weighed and put in the oven at 110°C for 24 hours. Mter titration, collected 
glass bead samples (25-30g) were also oven dried at the same temperature for 24 hours and the total 
volumetric water content for each ring was evaluated gravimetrically. 

Rotatng 
OistnbuIO' 

T 
43.2cm 

1: 

Two-way 
valve 

:;{ 3 an stainless sleel ring 
(9.6cm dl8mete., 

Glass bead medium 

II 

1 SOBS solution 

:1;;;;;;~===t-~"o __ I~t _I 
Fig. 2. Scheme of the experimental setup. 

Extraction and two-phase titration process 

About 25ml of NaCI solution (the same as the background electrolyte concentration of SOBS) was 
added to the collected glass bead samples and the samples were vigorously shaken for about 1 
minute. All the surfactant monomers present in the three phases (solid, aqueous and interface) were 
diluted in the aqueous solution and the supernatant phase was immediately extracted by a pipette to 
another bottle for analysis by the Hyamine 1622 titration method [8). About lOml of aqueous phase 
solution was collected from the outlet tank at the end of the experiment and was analyzed by the 
same procedure in order to obtain the SOBS concentration in the liquid phase. 

Measurements of surface tension 

The Gibbs adsorption equation was developed by measuring the surface tension, 0 of surfactant 
solution with a different concentration (O-450mg/l) under a constant temperature (20±I°C). The 
surface tension, 0 , of SOBS solution containing the same common Na + ion concentration was 
measured by the Wilhelmy plate method [11] with the help of a surface tensiometer. First, the 
platinum Wilhelmy plate was cleaned, burned on a Bunsen burner and 3/4 of the area of the plate 
was wetted by the SOBS solution. The plate was hung on a balance and the solution level was 
automatically increased until it touched the plate. The weight increase was recorded by an 
electronic balance and was converted to surface tension directl y. 
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RESULTS AND DISCUSSION 

Surface (excess) concentration, r 

Surface tension data, measured for different surfactant concentrations with constant background 
Na+ concentration was plotted and r, calculated from the fitted equation, was estimated to be 
2.87xlO·1O (mol/cm2). This result can be used to calculate the area occupied per molecule of 
surfactant at the interface as 1016/Nr where, N is Avogadro's number. This area was calculated to 
be 58(A2), which was in an agreement with the areas listed for different anionic surfactants in the 
literature [9]. 

Adsorption onto the solid surfaces 

SDBS sorption onto the solid surfaces was tested by a miscible displacement experiment under 
water saturated conditions and found to be zero (i.e. Ms = 0), which was in an agreement with the 
results obtained by other researchers [5,6]. 

Extraction and titration process 

First, the glass beads were calibrated for extraction and titration processes. 25g of dry glass beads 
was contaminated with a known mass of SDBS solution for two days and analyzed by two-phase 
titration, as described above. The calibration curve comparing measured and actual mass of 
surfactant (mg) per gram of glass beads is shown in Fig. 3. Using the samples collected during 
dismantling the column, the SDBS mass was estimated by titration and was converted to actual 
mass using the calibration curve of Fig. 3. Later, this mass (mg/g) was converted into the total mass 
of surfactant (Mt ) using the dry weight of soil for each ring. The same calibration procedure was 
also used with the aqueous phase solution (without the porous medium). Mterwards, the actual 
liquid phase surfactant concentration obtained by titration was estimated using the calibration and 
was subsequently converted into MI. 

c: 0.018 ,---------------, 

~ 0.015 
"t: i: _ 0.012 

~ i 0.009 

~ ~ 0.006 

Cii 0.003 
tl 
< O~----------~ 

o 0.003 0.006 0.009 0.012 0.015 

Measured mass of surfactant (rrg/g) 

Fig. 3 Calibration for titration process 

Air-water interfacial area 

The air-water interfacial area, ao, calculated with these parameters using equations (1) and (2), is 
shown in Fig. 4. The results are in general agreement with those obtained by others [4,12,13,14] and 
exhibit decreasing ao with increasing saturation, Sw. The air-water interfacial area calculated for 
zero saturation was compared with that of the solid specific surface area, which was calculated by 
conventional method [15]. The experimentally calculated value (75cm2/cm3) was found to be close 
to the geometrically calculated value (76cm2/cm\ which supports the belief that reasonable 
estimations of ao can be obtained with this technique. 
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Fig. 4. Air-water interfacial area with water saturation 

CONCLUSIONS 

A new experimental method was described to estimate, the air-water interfacial area (ao) using a 
surfactant adsorption concept. Surfactant molecules added to the unsaturated soil-water distribute 
themselves in three phases, i.e. adsorption on soil particle surfaces, on air-water interfaces, and as 
monomers in soil-water. The methodology describes how to detennine the surfactant mass from 
these three phases. The air-water interfacial area was then calculated from the amount of SDBS 
adsorbed onto the air-water interface and the number of SDBS monomers per unit area. The results 
obtained by this method showed that, in general, ao decreases with increasing water saturation, Sw. 
The specific surface area of the solid fraction, estimated from the extrapolation of the experimental 
data (ao-Sw) at Sw=O, was found to be close to the geometrically calculated area. Thus it is 
concluded that a reasonable estimate of ao in unsaturated porous media can be obtained by this 
method. 
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Abstract. Lysimeter experiments were conducted to study the behavior of NAPLs in unsaturated 
zone by simulated rain. TCE and Bromide were used in the experiments to trace the behavior of 
DNAPL and water respectively. Soil properties such as porosity and hydraulic conductivity were 
measured at nine depths. Soil water potential was measured with tensiometers and soil water 
contents were checked by a nuclear soil water meter and TDR. The water was sprinkled from the 
top of the lysimeter during the ten experiments. At the beginning of the first experiment, pure 
TCE and bromide-dated water were put at the surface of lysimeter. Soil water and soil gas in the 
unsaturated zone were sampled and analyzed during and after rain events. Soil water content 
increased as lapsed time from 20 % to 30 % approximately. By comparing the velocity of 
infiltrating water with that of TCE, it was found that pure TCE liquid did not always move 
straight downward immediately and TCE gas moved more quickly than water in the unsaturated 
zone where TCE gas migration was important. Using experimental results, some numerical 
simulations were carried out to reveal the behavior of TCE in both gaseous phase and dissolution 
phase. Compared the vertical profile of TCE concentration experimented and that of calculated, 
some parameters such as diffusion coefficient, partition coefficient and decay coefficient have 
been derived. 

Key words. Lysimeter experiments, Numerical simulations, DNAPL, Unsaturated zone 

INTRODUCTION 

Soil and groundwater contamination by organic solvents, gasoline, petroleum products and similar 
nonaqueous phase liquids (NAPLs) tend to degrade sensible environment after leaking storage 
tanks, pipelines, chemical waste disposal facilities and surface spills. In spite of the aqueous 
solubility of these organic liquids contamination is a low existence in subsurface as NAPLs, it is 
still large enough to degrade water quality. The mobility of liquid contaminants depends on spilled 
volume in site and, its physico-chemical properties as well as the hydraulic properties of porous 
media [1,2]. 
Several investigations have been conducted on behavior of NAPLs spilling problems. When a 
spill front from a large liquid release passes through the unsaturated zone, the liquid contaminants 
may form a continuous phase, filling a large fraction of the void volume. After the spill front has 
passed, a discontinuous phase is more likely to exist. If the trapped ganglion is in the vertical 
length, the relationship between the ganglion vertical dimensions and porous media assumed that 
stable TCE ganglia can be up to 2 m in vertical length for fine sand with a grain size of 0.1 mm 
[1]. The inclusion of volatilization, gas-liquid partitioning, and advection in the gas phase is 
necessary for accurate determination of the fate VOC in variably saturated media [3]. Furthermore 
numerical analysis for vertical transport including effect of rainfall was conducted [4]. The field 
and laboratory observations and the review of multiphase flow theory are both very perceptive of 
dominant mechanisms and are clear about uncertainties which arise in real field situations and 
which, for the most part, are still unsolved [5,6]. 
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Natural subsurface systems are heterogeneous in nature. Some works have been done to show that 
the heterogeneous nature of field-scale systems probably causes the nonequilibrium conditions 
typically encountered in the field [7,8]. Despite the fact that several studies of behavior of NAPLs 
in unsaturated zones have been undertaken, ttlere is still a relatively poor understanding of the 
processes at both field scale and laboratory scale. Many laboratory-scale systems have typically 
been using homogeneous porous media with experimental length scales in the order of 
centimeter. 
The goal of this work is to gain an improved understanding of DNAPL migration in the 
unsaturated zones. In this work, by experiments in simulated rain were conducted to study the 
behavior of trichloroethylene (TCE) using Lysimeter in simulated rain. Next, we tried to describe 
experimental results by considering differences between TCE migration and the infiltration 
velocity of water. Based on the experimental results, some numerical simulations were carried out 
to reveal the behavior of TCE in the gaseous phase and dissolution phase to identify soil and 
component properties. 

MATHEMATICAL MODEL FOR MULTIPHASE FLOW 

The mass conservation equations for water (w), organic liquid (0) and air (a), assuming an 
incompressible porous medium, incompressible liquid phase and compressible gas phase, may be 
written in summation convention for a two dimensional Cartesian domain as [9]. 

q, ilSw = _ ilqwj + Rw (1) q, ilSo = _ ilqoi + Ro (2) 
at il Xi Pw at il Xi Po 

ilp.S. ilp.qwj 
q,--=----+R 

at ilXi a 
(3) 

where ell is porosity, Sp is the p-phase saturation, Xj (and Xj) are Cartesian spatial coordinates 
(i,j=1,2), qpi is the Darcy velocity of phase p in the i-direction, Pp is the density of phase p, ~ is 
the net mass transfer per unit porous media volume into (+) or out of (-) phase p, and t is the time. 
Relationships between phase permeabilities, saturations and pressures are described by a three 
phase extension of the van Genuchten model [10]. To describe the saturation-capillary pressure 
relations, we introduce capillary presuure heads defined by 

haw=ha-hw (4) hao = ha - ho (5) how = ho-hw (6) 

where ~=pI Pwg with Pp the p-phase pressure, Pw the density of water, and g the gravitational 
acceleration and p=a (air), 0 (oil) or w (water). 
Darcy velocities in the p-phase are defined by 

q . = -K .. {ilhp + Prpu.} (7) 
pI PI] il xj ] 

where ~ij is the p-phase conductivity tensor, ~=P Igp w is the water height-equivalent pressure 
head of phase p where Pp is the p-phase pressure, g is gravitational acceleration and Pw is the 
density of pure water, Pp is the density of phase p, Prp= pI Pw is the p-phase specific gravity, 
and Uj= a z/ a X; is a unit gravitational vector measured positive upwards where z is elevation. 
A model for transport of NAPL constituents that can partition among water, oil, air and solid 
phases is described. To model component transport, continuity and mass flux equations for each 
partitionable component in each phase must be specified. Mass conservation of species a in the 
p-phase requires that 

ct> a CapSp = _ a Japi + Rap + Yap (8) 
at aXi 
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where Cap is the concentration of the noninert a component in p-phase expressed as the mass of 
a per phase volume [ML-3], J api is the mass flux density of a in p-phase per porous media cross 
section in the i-direction [ML-zrl], Rap is the net mass transfer rate per porous medium volume of 
species a into (+) or out of (-) the p-phase [ML3], and Yap is the net production (+) or decay (-) 
of a within phase p per porous medium volume due to reactions within the p-ohase [ML3] 

described subsequently by 

Yap = -llapCap (9) 

where f..l. apis an apparent first-order decay coefficient. 
The governing equation in this formation have been solved using a finite element method with 
spatial derived terms of equations approximated by asymmetric upstream-weighting functions 
developed by Huyakorn and Nikuha [11], while the remaining terms are handled using linear basis 
functions. These numerical simulations are carried out to by fineite element code of multiphase 
flow and multicomponent transport (MOFAT)[12] . 

LYSIMETER EXPERIMENTS 

Materials and method. Experiments of infiltration were conducted with the lysimeter of sand 
volume 120cm x 120cm x 210cm illustrated in Fig. 1. Tensiometers, soil water samplers and gas 
samplers were set at 10 depths. Water content was measured by a nuclear water meter and five 

Ace lube for nuclear water mCler 

Discharge meier 

Tensiometer 

oil water 
ampler 

Fig. 1. Schematic diagram of lysimeter used in the 
experiments 

TDR(time domain retlectometer) sensors. 
Those locations are shown in Table 1. Soil 
suctions, temperatures and effluent water from 
the bottom of the lysimeter were measured 
automatically and recorded in a data-logger. 
Hydraulic potentials were calculated by setting 

Table 1. Depth at which sensors were setup 

Sensors Setup depth 
cm 

Tensiometer, 
Soil water sampler, 

Gas sampler 

10,32,55,77,100,122, 
145,167,190,212 

TDR 10,32,55,77,100,122 

Table 2. Event conditions 

Stage NO. 

Stage 1 
Stage 2 
Stage 3 

Time Rainfall 
min mm/min 

Water distribution 
TeE infiltration 

0-80 
4,000 - 4,080 

10,080 - 10,160 
15,560 - 15,640 
19,940 - 20,020 
24,200 - 24,280 
29,980 - 30,060 
34,340 - 34,420 
41,540 - 41,620 
52,580 - 52,660 

0.417 
0.417 
0.417 
0.417 
0.417 
0.417 
0.417 
0.417 
0.834 
0.209 

the lysimeter surface as zero cm. Trichloroethylene (TCE) and sodium bromide (NaBr) were used 
to trace the behavior of DNAPL and water. The water was sprinkled from the top of the lysimeter 
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Table 3. Soil properties used in experiments and simulations 

Depths Hydraulic Porosity Water 13 n 
from the surface conductivity saturation 

m m/day mol 

0-0.21 2.71 0.48 0.15 5.0 2.65 
0.21-0.44 2.50 0.44 0.15 5.0 1.75 
0.44-0.66 1.04 0.42 0.15 5.0 1.48 
0.66-0.89 1.91 0.40 0.15 5.0 1.31 
0.89 -1.11 1.20 0.42 0.15 5.0 1.32 
1.11-1.34 1.62 0.37 0.15 5.0 1.28 
1.34-1.67 6.32 0.38 0.15 5.0 1.30 
1.67 -2.10 6.32 0.38 0.15 5.0 1.75 

with an intensity of 25 mm/h which were 33.3 mm in the fIrst eight experiments, and 66.6 mm 
and 15.6 mm in the last two experiments respectively shown in Table 2. At the beginning of the 
fIrst experiment, 2,420ml pure TCE and bromide-dated water were put into at the depth of 10 cm 
from the top of the lysimeter. The TCE used here was analytical-grade produced by Wako Pure 
Chemical Industries. Table 3 shows soil properties used in experiments and simulations shown in 
Table 3. Soil water and soil gas in the unsaturated zone were sampled during and after rain events. 
Soil water was extracted by n-Hexane and analyzed by gas chromatography on Shimadzu GC-
14B equipped with a flame ionization detector (FlO). Soil gas was analyzed by a gas 
chromatography on Nihondenshi GC-3U equipped with a photon ionization detector (PID). 
Variations of bromide concentration in soil waters were analyzed with an ion chromatography on 
Shodex. 

RESULTS AND DISCUSSION 

Relationship between the movements of water and TeE. Fig. 2 shows the variations of soil 
water content during experiments including ten rain events. Initial soil water content at the surface 
was less than 20%. It increased with deepening. After supplying with rainwater, soil water content 
increased to 30 %. The variations of hydraulic potential at the beginning of experiments were 
almost the same at every depth, which means no vertical flow movement occurs. Additionally, 
vertical profIles for bromide of the soil water are shown in Fig. 3. The graph illustrates the 
velocity of water infIltrated was 5 cm/day and 3 cm/day during the fIrst ten days and the second 
ten days respectively. Fig. 4 shows the variations of vertical distribution for TCE gas 
concentrations. Before pouring TCE 
liquid into the lysimeter, TCE gas 
concentration was 0 ppm at all depths. I 
As soon as experiments were 
conducted, TCE gases were detected 

-4 

o 

at 32 cm and 55 cm depths with the 
concentrations of 0.034 ppm and 
0.006 ppm. About fIve days later, TCE 
gases were found as 0.041ppm and 
0.029ppm at 100cm and 122 cm 
depths respectively. This fact indicates 

j -6 
- -8lH---

that there is possibility of quick 
movement in gaseous phase TCE into 

10 20 30 40 
'I I 

Days 
50 

the unsaturated zone. By considering 
the rain, it can be stated that the Fig.2. Variations of soil water content (%) 
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movement of TeE gas corresponds well with that of the infiltrating water. Fig. 4 shows iso­
concentration line for zero ppm shifts down quickly from five to ten days and around 25 days. By 
comparing the vertical profile of bromide and TeE, it is revealed that pure liquid does not always 
move straight downward to a water table and remains at the top of layer .. The front of bromide 
matches well with the depths where the TeE concentration is about 20 to 50 ppm. This result 
means that TeE moves more quickly than water in the unsaturated zone where gaseous TCE 
exists. This movement is considered to be a result of pushing both TeE-dissolved-water and TeE 
gas downward by infiltrating water. 

o 

50 

8100 
~ 

t 
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Lapsed days 

Fig. 3. Variations of profile for bromide 
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I II 1'1 II I' II 

Fig. 4. Variations of vertical distribution for 
TeE gas concentration (ppm) 

Soil properties derived from calculation. First, two stages are adopted to explain the initial 
water distribution and TeE liquid infiltration. Fig. 5 expresses the result in stage 1 and 2. Stage 1 
accounts for the volumetric water content at the condition before supplying of water from the top 
of the surface with a water table at the depth of 170 cm. The diamond and the dotted line show 
experimental and calculated results, respectively. The VO (van Oenuchten) - model [10] was used 
to simulate the water content. Prior to the occurrence of oil at a given location, the system is 
treated as a two-phase air-water system described as followed 

Sw - ~+(8hawJt (10) 

where Sw=(Sw-Sm)/(l-Sm) is the "effective" water 
saturation, Sm is the "irreducible" water saturation, 
,e [L' l ] and n[ -] are porous medium parameters 
and m=l-l/n. In order to bring calculating results 
to fit our experimental results, ,e and n is 
adjusted as can be seen in Table 3. Results 
between 40 cm and 110 cm agreed well. In stage 2, 
TeE liquid was added under a constant head of 
ho=O cm. Other boundaries for oil and water were 
no flow. Transport was not considered during 
Stage 2. Total duration of stage 2 was only 0.0001 
day. The straight line in Fig. 5 shows the depth of 
infiltration of total liquid. The depth of TeE gas 
agreed well with the calculated depth of total 
liquid saturation. Using experimental results, 
numerical simulations were carried out to reveal 
the behavior of TeE in both gaseous-phase and 
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Volumetric water and DNAPL content 

0.0 0.2 0.4 

• 
Calculated resu~ - ,. 

~ ,. 
• ~ ,. 
"Experimental result '. 1 ,. I. . " . ' 

Fig. 5. Result of Stage I and 2 

The diamond and dotted line were obtained from the 
experiment and the calculation respectively. The straight 
line shows the calculated infiltration depth of total liquid. 
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dissolution phase based on different soil properties at each depth in Stage 3. Compared the 
vertical profile of TCE concentration experimented and that of calculated, some parameters such 
as diffusion coefficient, partition coefficient and decay coefficient have been derived. 

CONCLUSIONS 

The following conclusions were derived from this study. 
Lysimeter experiments were conducted to study the behavior of DNAPL in unsaturated zone with 
simulated rain. 
1. Pure TCE liquid did not always move straight downward immediately. 
2. TCE gas moved more quickly than water in the unsaturated zone where TCE migration in the 

gas phase was important. 
Compared the vertical profile of the TCE concentrations experimented and that of calculated, 
3. Parameters such as diffusion coefficient, partition coefficient and decay coefficient have been 

derived. 
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ABSTRACT. In order to investigate the characteristics of gas seepage in rock, laboratory tests on 
one-dimensional seepage were carried out for several columnar rock samples (andesites, granites 
and tuffs). The permeabilities of gas seepage in dried and saturated rocks are discussed based on 
test results and theoretical approach. Nonlinear relationships between seeping gas flow rate and 
acting pressure were obtained experimentally, and the intrinsic permeabilities lay in the range from 
10-19 to 10-15 m2 for the rock specimens employed in these experiments. 

KEY WORDS: gas seepage, permeability, laboratory test, underground storage 

INTRODUCTION 

Many large-scale underground caverns have been constructed in Japan for energy storage, 
hydroelectric power stations etc. Especially in point of the energy storage, crude oil has been 
stored in underground rock caverns since 1993, after successful completion of the Kikuma Test 
Project [1], [2]. The feasibility of storing liquefied petroleum gas (LPG) has also been 
demonstrated in a pressurized rock cavern [3], and underground storage projects of LPG are 
already under way in this country. An underground cavern at a pilot plant for investigating more 
efficient electric power generation by using £ompressed ~ir !<nergy ~torage and gas !urbine system 
(CAES-Gff) is under construction to test performance and reliability in northern Japan [4]. 
In the underground storage of compressed air, LPG and other fuel products, the water-seal system 
has earned popularity due to low cost. In order to maintain reliable underground storage, it is very 
important and essential to keep the water-seal system safe. Therefore, several laboratory tests and 
field investigations on gas seepage phenomena through rock masses have been carried out by 
several authors [5], [6]. Unified design criteria against gas leakage have, regrettably, not been 
established for lack of basic knowledge of gas seepage as well as parameterization. In the 
water-seal system, gas or air tightness is required for both fractures and texture of rock. 
In the present study, the laboratory tests focus on dynamic characteristics of gas seepage in rock 
itself. Rock specimens used in the tests are andesite, tuff and granite, three typical rocks in Japan. 

THEORETICAL BASIS OF GAS SEEPAGE 

Taking the basic nature of gas seepage into consideration, the fundamental equation of seepage is 
expressed by Eq. (1), which is derived from equations of continuity, motion (Darcy's law) and a 
state equation of gas [7]. Eq. (1) is known as Leibenzon's unsteady seepage equation of a gas. 

div(grad P) _ . Jig P 1 + n . p-nl(l+n). ap = 0 , A ( )I/(1+n) 

K,p(l+n) n at (1) 
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p= n pl+lIn, 
P(l + n) 

(2) 

in which A, K, JJ. g, {3 and P are effective porosity, intrinsic permeability, the coefficient of gas 
viscosity, a constant and absolute pressure, respectively. The exponential parameter n depends on 
compressibility of the gas. When the process is isothermal, n equals unity. If the change in gas 
state is adiabatic, n will be c~c., in which cp and c. are the specific heat of the gas at a constant 
pressure and at constant volume, respectively. Generally if the isothermal assumption is adopted in 
gas seepage, n equals unity. Under this assumption, the fundamental equation, a steady pressure 
distribution and steady gas flow rate are given by Eqs. (3), (4) and (5). 
According to these equations, it is obvious that the pressure distribution is nonlinear along depth z, 
and the air flow rate Qgis proportional to the square of the pressure difference Cpr poi, in deviation 
from Darcy's law. 

2A. ·P g ap 
K at 0, (3) 

p2= Z 2 p/)+ 2 T (PI - Po , (4) 

K·A 2 2 

Qg Po - PI 

2 P g P a 
(5) 

where Qg, z, I, A and po are gas flow rate at atmospheric pressure (latm=lOlkPa), coordinate along 
the axis of rock, length, cross sectional area of rock and reference pressure (=latm), respectively. 
Pressure po and PI express those at depth z=O and z=l. 
The correlation between Darcy's permeability k and intrinsic one K is written, 

Kpg 
k=--, (6) 

p 

where p, g and JJ. are density of fluid, acceleration of gravity and coefficient of viscosity, 
respectively. 
Gaseous fluid generally has large compressibility, and density greatly depends on the degree of 
pressure. Nevertheless, viscosity is not highly dependent on compressibility. It is thus reasonable 
to employ intrinsic permeability to evaluate the permeability of porous media in gas seepage 
phenomena. 

LABORATORY TESTS 

A set of laboratory tests in one-dimensional gas seepage was carried out to obtain the intrinsic 
permeability of several rock samples and to investigate relationships between pressure and gas 
flow rate. The tests also aimed at discovering how intrinsic permeability relates to porosity and 
water content. The permeability of steady state air flow was evaluated under a constant 
atmospheric temperature. 
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TEST APPARATUS AND PROCEDURE 
The appearance and configuration of the testing apparatus are as shown in Photo.1 and Fig.1. The 
apparatus basically consists of a pressure cell @, a compressed air tank @, measuring instruments 
Q),@ and gas regulator (J), and it has a maximum testing pressure of 10 MPa. The accuracy in 
minimum pressure is 0.01 MPa. Two air flow meters measure up to 10 cm3/min and 100 cm3/min 
in accordance with flow rate. 
As shown in Fig.I, a required loading pressure acts on the top of the specimen, and pressure at the 
bottom is kept to be constant in atmosphere. A circumferential sidewall of the specimen in the 
pressure cell is confined by water pressure using a rubber membrane so' as to prevent gas leakage 
along the sidewall of specimen. 
Testing procedures are as follows: The water content of the specimen was kept either dried or 
saturated at the initial stage. A required loading pressure was put on the top of the specimen after 
setting confined pressure through a rubber membrane. The loading pressure was charged from O.S 
MPa up to 7 MPa in 12 steps. Steady state air flow for each step was measured when constant after 
an elapsed time of IS minutes. The same procedure was repeated for different kinds of testing 
rocks under a constant temperature room (20°C). 

Photo .• Appearance of test apparatus 

ROCK SAMPLES 

<D : Air mp r 
: Pressurized water tank 
: Air flow met r 
: Pre ur cell 
: Rock pccimen 
: Pressure gauge 

as regulator 
@: ompre d air tank 

Fig.1 Test apparatus configuration 

Rock samples tested in the experiment were andesites collected from Emochi and Shinkomatsu, 
tuffs from Izu and Shirakawa, and granites from Teisen and Inada in Japan. All samples were 
columnar shape, S cm in diameter and 10 cm in height. The physical properties of each rock type 
and cement mortar are listed in Table 1. It can be recognized from the table that the density of 
plutonic rocks like granite is higher than that of volcanic rocks and that the porosity of the 
volcanic rocks is smaller. Three photographs of typical rock specimens are shown in Photo.2. 



a) Ande ite 
( mochi) 

TESTING CONDITIONS 
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b) Tuff 
(Izu) 

Photo.2 Appearance of rock specimens 

c) Granite 
(Inada 

Gas seepage tests were carried out for seven rock specimens in dried and saturated conditions. At 
the initial state of water content, the "dried" condition was attained by drying 24 hours at a 
temperature of IlOoe, and the "saturated" rock samples were prepared by submerging and 
vacuuming in a water tank for a week. To avoid entrapped air in pores, prudent care was taken 
before each gas seepage test. 

GAS SEEPAGE CHARACTERISTICS OF ROCK 

The intrinsic permeabilities of dried rocks (Kd) obtained in the test are in the range from 10.19 m2 

to 10-15 m2 (corresponding to 10-12 m/sec"'" 10-8 rnIsec in Darcy's permeability at kinematic 
viscosity 1I20OC) as shown in Table 1. As a tendency, the intrinsic permeability (Kd) increases as 
effective rorosity increases. The intrinsic permeabilities of saturated rocks (Ksa') range from 10-19 

m2...., 10-1 m2 and the Ksa/Kd ratio ranges from 0.03 to 0.43. Similar results have also bet:n 
reported by Sakaguchi et aI., in a laboratory test using andesite, granite and sandstone [8]. 

Table 1 Physical properties and intrinsic permeabilities obtained in laboratory tests 

Rock sample 

Andesite (Emochi) 
Andesite (Shinkomatsu) 
Tuff (Izu) 
Tuff (Shirakawa) 
Granite (Teisen) 
Granite (Inada) 
Cement mortar 

Dry 
densi~ 
(g/cm ) 

2.15 
2.63 
1.99 
2.03 
2.70 
2.62 
1.83 

Effective 
porosity 

(%) 
12.96 
3.54 

22.43 
21.30 
0.74 
0.67 

23.57 

Intrinsic permeability 
for dried rock Kd 

(m2) 

5.349x 1 0- 18 

1.013xlO-16 

1.I03x10-17 

3.306xlO- 15 

9.044xlO- 19 

5.805xI0- 19 

4.700x 1 0- 16 

Intrinsic permeability 
for saturated rock Ksa' 

(m2) 

3.070xI0- 19 

4.019xI0- 17 

2.840x 1 0- 19 

3.217xlO- 16 

3.030xI0- 19 

2.50IxI0- 19 

3.072x 1 0- 18 
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In the seepage process of pressurized air, the time required for a steady flow rate was 
approximately 27 minutes for dried andesite (Emochi) as shown in Fig.2. 
The elapsed time for seepage to arrive at steady state is noteworthy. The mechanism behind this 
phenomenon involves that stable air pressure in pores is attained by successive, steady increments 
in seepage over time in dried rock. Namely, the formation of steady state air pressure requires a 
certain amount of time. Similarly, the time until constant seepage flow was observed to be around 
50 minutes for the saturated andesite (Emochi) as well. The reason for this lies in the fact that the 
pore water in specimen is continuously squeezed out and replaced by air. 
Fig.3 shows typical relationships between gas flow rate (Qg) and acting pressure p for different 
rocks at both dried and saturated conditions. A set of experimental flow rates (Qg) for each tested 
rock is compared with theoretical ones computed from Eq. (5) by substituting the averaged 
intrinsic permeability K. A good agreement between experimental and theoretical results is clearly 
recognized. 

CONCLUSION 

To keep the water-seal system safe, the gas or air tightness is required for both fractures and 
texture of rock mass. In the study, the laboratory tests focus on finding intrinsic permeabilities of 
several rocks and attaining correlations between pressure and air flow rate. 
The test results can be summarized as follows: 
1) The intrinsic permeabilities K range from 10-19 m2 to 10-15 m2 for dried rock samples and from 

10-19 m2 to 10-16 m2 for saturated rock samples. The ratio of Ksatl Kd is 0.03-0.43. 
2) In dried rock, the intrinsic permeability increases with increasing effective porosity. 
3) Experimental results between air flow rate Qg and acting pressure p agree well with the 

theoretical correlations derived from Eq. (5). 

The authors would like to express their thanks to The Central Research Institute of Electric Power 
Industry for technical support and facilities for research. 
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An Investigation on Uplift Forces Acting on Water 
Structures' Floors 
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Abstract. Till now theoretical values of uplift forces are used in the design of water structures 
floors regardless of the effect of local conditions on the design parameters. The work presented 
herein attempts to provide a better understanding of the uplift characteristics under such floors and 
to clarify to what extent the experimental results obtained are compatible with theories of the 
behavior of uplift forces. The results obtained gave an explicit range of distribution of the uplift 
forces in both longitudinal and transverse directions and showed good agreement with previous 
research. The study included the effect of using a cut-off, either at the beginning or at the end of the 
floor, as well as the effect of the underlying pervious layer thickness. 

Key words. Uplift forces, Cut-off, Water structures 

INTRODUCTION 

Water structures are generally subjected to upstream water levels that are higher than downstream 
levels. Sometimes water levels vanish in certain circumstances such as repair periods. These 
structures are usually built on a pervious soil where water percolates underneath the floor. For this 
reason, the floor represents one of the most important parts of such structures. Certain provisions 
should be taken to overcome the upward directed forces acting on the floor as well as undermining 
the floor near the downstream exit. In the design of solid floors, Bligh [1], assumed that the 
horizontal and vertical contact surface length between the floor and subsoil represents the length of 
the path followed by filtering particles of water. This is called the creep line. He also assumed that 
the head loss per unit length is constant throughout the length of the creep line, in both horizontal 
and vertical directions. A certain coefficient, CB , governs the minimum floor length to guard 
against undermining, according to Bligh's simple empirical formula: 

(1) 

where Lp is the length of percolation creep line measured along the perimeter of contact between 

soil and floor, Hd is the maximum differential head, and CB is Bligh's coefficient. Values of CB 

depend upon type of soil and range between 7.0 and 15.0. Therefore, the hydraulic gradient, 
Hd/Lp which equals ljCB , must be kept below a certain limit to ensure safety against piping. 

Lane [2], considered that the water follows the path of least resistance, contrary to Bligh's 
assumption that water follows the line of creep. Lane suggested that, in calculating the length of 
creep, one should discriminate between vertical and horizontal surfaces, greater weight being 
attributed to vertical than horizontal because, firstly, local soil settlement (roofing) beneath the 
floor following construction is dangerous and is akin to a piping failure. This can not occur on 
vertical or steeping sloping faces since the voids would be immediately filled again owing to the 
ability of earth to maintain a steep slope. Another reason is that in stratified soils resistance is 
greater in the vertical direction than in the horizontal. Therefore Lane chose a one-to three 
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efficiency ratio of horizontal to vertical length of floor, considering all sloping contacts less than 
45° to be added to the vertical sum, as represented by the relation: 

L L __ x +L 
, 3 y 

(2) 

where L, is the total considered contact length of percolation, L, is the sum of horizontal contacts 

and sloping surfaces with a slope less than 45° to the horizontal, and Ly is the sum of vertical 

contacts and sloping ones with a slope of more than 45°. The safe total length LT , according to 
Lane is therefore: 

(3) 

where CL is Lane's coefficient. Values of CL range between 1.6 and 8.5, depending upon the type 
of subsoil. Bligh's assumption, previously mentioned, met with much adverse criticism because 
exact mathematical solutions, carried out later [3, 4, 5] showed that the hydraulic slope is not 
constant along the entire length of the floor, as he assumed. In addition, it has been found that soil 
can resist values of hydraulic slope greater than what he stated. Also, it has been found that the 
resistance to the flow of water in the vertical direction is much greater than that in the horizontal 
direction. Because of these considerations, Lane introduced his theorem discussed previously. The 
main aim of the experimental study presented here is to obtain a better understanding of the 
characteristics of the longitudinal and transverse distribution of uplift forces on a floor in one of the 
most critical situations where the upstream water level is maximum while there is no water at the 
downstream end. In the present investigation, both length and thickness of the floor are kept 
constant while the upstream water level, relative depth of a cut-off placed at either the beginning or 
end of the floor, and relative depth of the pervious sandy layer underneath the floor are variable. 
Till now, no exact solution is available to determine the effect of plane drainage located anywhere 
between two end cutoffs of a flat floor founded on permeable soil of finite depth. An accurate 
solution has been obtained using conformal mapping by Kumar et al. [4]. Equations for uplift 
pressure below the floor and exit gradient are given. 

EXPERIMENTAL WORK 

The experimental set up is shown in Fig. 1. Tests were carried out in the Irrigation and Hydraulic 
Laboratory of the Civil Eng. Dept., Assiut University, Assiut, Egypt. In the channel shown in Fig. 
1, a two centimeter thickness floor rested on a pervious layer of sand. Three layers of sand with 
different thickness (10, 20, and 30 cm) were used. A gate was erected upstream on this floor to 
maintain a maximum upstream water level, Ho ' of 40 cm. To get the mean upstream water depth a 

side well was connected to the channel through three openings flushed from the bottom, by a pipe 
12 mm diameter. For measuring the values of uplift pressure acting on the floor in both 
longitudinal and transverse directions, a plate with twenty one holes was prepared to fix the 
piezometer nozzles, as shown in Fig. 2. The piezometers were connected with plastic hoses to 
glass tubes mounted on a wooden board covered with a squared paper (1.0x1.0 mm grid). 

RESULTS AND DISCUSSION 

From the data collected the following results were calculated: 
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Fig. 1. Schematic sketch of the experimental channel. 

Figure 3 shows the relationship between the 
relative observed uplift pressures U/Ho and 

the relative values of longitudinal distances 
x/L, where U is the uplift pressure measured 

through the piezometer holes, Ho is the 

maximum upstream water level, X is the 
distance from the gate, and L is the floor 
length. Four values of H/Ro namely, 1.0, 0.8, 

0.6, and 0.4 were considered, where H is the 
upstream water depth. Each point indicated on 
the four curves, is the average of the three 
measured values lOcated in the transverse 
direction. It is clear that, at a certain value of 
x/L, as the ratio H/Ho increases, the ratio 

All dimensions in em 
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Fig. 2. Location of piezometer holes. 

V/R o increases too. It can also be seen that the uplift pressure at the beginning of the floor is 

about 92% of the upstream applied water head while this value reaches about 26% at the 
downstream end of the tested floor length. 
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Fig. 3. Longitudinal distribution of uplift 
pressure below the floor. 

Figure 4 shows the relationship between V/R 

and distance y /b in the transverse direction at 

distances of the gate x/L equal to 0.07, 0.5, 

and 0.93. It can be seen that the uplift force in 
the center is bigger than at the edges and that 
the rate of difference increases with increase 
of x/L. The difference is found to be about 

12% at x/L ~ 0.07, while this value reaches 

about 26% at x/L = 0.93. 

For different values of x/L, Fig. 5 shows, the 

relationship between V/R and relative depth 

of a cut-off placed at the end of the floor 
length, denoted by d/t, where d is the cut-off 
depth and t is the floor thickness. From Fig. 
5, it can be concluded that, at any value of 
x/L, the existence of a cut-off at the end of 
the floor increases the uplift pressure. Also, as 
the relative depth of this cut-off increases, the 
relative uplift pressure increases too. It is also 
worth mentioning that the rate of increase of 
V/R increases with increase of x/L. 
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Figure 6 shows the relationship between U/H 

and relative depth, d/t, of a cut-off placed at 
the beginning of the floor, for different values 
of x/L. Form Fig. 6 it can be concluded that, 

at any value of x/L, the existence of a cut-off 
at the beginning of the floor decreases the 
uplift pressure. In addition, as the relative 
depth of the cut-off increases, the relative 
uplift pressure decreases. It is also clear that 
the rate of decrease of U / H decreases as x/L 
increases, which confirms the great advantage 
of a cut-off of suitable relative depth, if placed 
at the beginning of the floor. 
For comparison, three curves relating U/H 

with x/L are plotted in Fig. 7 representing the 
case of using a cut-off at the beginning, a cut­
off at the end of the floor, and the case of no 
cut-off. From this figure it can be seen that 
using a cut -off at the beginning of the test floor 
significantly reduces the relative uplift 
pressure over the entire length of the floor, 
starting by a reduction value of about 32% and 
ending by a value of about 54%. Meanwhile, 
using a cut-off at the floor end increases the 
relative uplift pressure starting by a small 
increase of about 2% and ending by a value of 
about 32%. This can be attributed to the fact 
that the use of a cut-off at the beginning of the 
floor elongates the percolation path underneath 
the floor, leading to a reduction in uplift 
pressure. But the use of a cut-off at the floor 
end, although having a positive influence on 
decreasing the exit gradient, has the negative 
effect decreasing the uplift forces under the 
floor. This is, perhaps, due to rebound of the 
seepage flow resulting from the cut-off 
obstruction to this flow. 
The relationship between the relative uplift 
pressure and the relative values of longitudinal 
distances, for three values of T/t (5, 10, 15) 
where T is the depth of the pervious layer 
underneath the floor, is given in Fig. 8. It can 
be seen that increasing the relative value T/t 
increases the relative value of uplift pressure. 
Within the tested range of underlying layers' 
thickness, it was found that T/t and the 
relative uplift pressure are related 
approximately linearly. 
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Fig. 6. Effect of relative depth of cut-off at the 
beginning of the floor on the relative uplift 
pressure (H/H. -1 and Tit -10). 
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forces under a floor with and without cut-off 
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CONCLUSIONS 

The experimental results obtained strongly 
support the theoretical behavior described by 
Kumar et al. [4]. The following conclusions 
can be drawn: 
1) Placing a cut-off at the beginning of water 

structures floors significantly improves the 
uplift characteristics under such floors. A 
reduction of about 32% was achieved just 
down stream a cut-off having a depth equal 
to 10 times the floor thickness. Therefore it 
is recommended to use a cut-off at the 
mentioned location in the design of floors 
subjected to high values of uplift pressures. 

2) The use of a cut-off at the end of water 
structures floors has an adverse effect on 
the uplift pressure underneath such floors. 

3) The thicker the underlying pervious layer is, 
the higher the values of uplift pressure will 
be. 

208 

1.0 
". 

0.9 

0.8 

0.7 

0.6 

o O.S = .... 
~ 0.4 

0.3 

0.2 

0.1 

0.0 
0.0 O.S 

xIL 

'. 

1.0 

4) The distribution of uplift pressure in the 
transverse direction proved to be non­
uniform: bigger at the center while smaller 
towards the edges. The difference in uplift 
forces between center and edges reached 
about 26% at the end section of the test 
floor. 

Fig. 8. Effect of relative depth of underneath 
pervious layer on uplift pressure ( HI H 0 = 1 ). 
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ABSTRACT. The paper describes the methodology and the results of a field study which was 
initiated when large zones of Beresti hydropower canal lining were cracking. The operation of the 
Beresti tailrace has the following features. For the peak demand, the discharge of Q=330 m3/s flows 
with a mean depth of about 4.5 m. The diurnal water tide has a peak of 3.0 m. The rate of 
drawdown was of about 1.8-3.0 m/h, for unrestricted shut down of the two turbines. 
After 5-6 years of operation, in some zones of the canal slope the concrete slabs cracked and many 
of them collapsed. Field study was carried out in 1995. Two sections were chosen for detailed 
measurements; they were instrumented with an array of piezometers. In embankment and weeper 
stand pipe piezometers were installed, and beneath the lining, on the back side of slabs, boundary 
piezometers were placed. The transient water table in canal and bank soil was simultaneously 
recorded. The seepage flow gradients could be determined and, in the first stage of the drawdown, 
their values were larger than the critical gradients of soil in the weeper zone. The piping 
phenomenon caused extended holes of 0.2 - 0.3 m deep. 
Analyses of soil samples, collected from the holes, found the presence of an armouring layer on the 
hole perimeter. This fact put forward that the fine sand washing ceased after forming of a natural 
filter. 

KEY WORDS. Piping, tailrace lining ageing, rapid drawdown, transient groundwater flow, field 
study of pore water pressure 

INTRODUCTION 

Tailraces bears some water levels fluctuation brought about by surge waves .. In general, the height 
of the wave is of the order of half meter. The Beresti tailrace, of 4.5 km. long and 40 m. in width 
has a diurnal water level variation of3.0m high. The Beresti hydropower station is the last one ofa 
chain of medium head hydro development of the Siret river- Romania. Until the completion of the 
downstream reservoir, the operation of the tailrace has been characterized by this unusual 
drawdown (Fig. 1). 

After some years of operation, large areas in the drawdown zone presented serious damages of the 
concrete slabs which lines the banks; the aspect of such areas on the left bank is exposed in Fig.2 
The task to state the main cause of that event was difficult because, at the first glance, the damaged 
areas were distributed at random and the aspect of damages was diverse, from slabs' 
displacements to slabs' fractures and foundation material erosion. 

A field study of the unsteady open-channel flow and the induced transient groundwater flow was 
undertaken in the summer of 1995. The paper describes the results of a parallel recording of the 
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tailrace water levels and the transient pore water pressure in the vicinity of the concrete sheet, on 
the left banle The diagrams and the schemas of the actual seepage flow elucidated the stages of 
the long-term internal erosion, which was manifested by an extended cavity behind the slab. 

MEASUREMENT SECTIONS 

At the beginning of the field study, the only information on the implied phenomena were that the 
damaged areas were lying in the upstream half of the canal length; there, according to the 
hydraulics rules the height of the drawdown has the maximum value. In this zone was chosen one 
section at the distance of 2.7 km from the power station; which is referred to as Section A. The 
second section was placed at the last third of the canal length, where the damages were absent; 
this section is referred to as Section B. In the Table I are presented some features of these 
measurement sections, which proved to be very different from each other. 

Table 1 To 0 a hi cal features of the measurement sections 
Symbol Distance Drawdown Water Groundwater Weeper level 

km rate height TWL ,m GWL,m m 

Section A 2.760 2.9 m 3.0 mlh 93.0 c .. 91.5 91.5 
I Section B 3.600 2.3 m 1.6 mlh 92.5 c .. 91.3 92.0 

The economics of the field study did not allow to extend the number of the measurement sections 
though the third one would have played the role of witness section .. The data in TAble I shows that 
the initial rate of drawdown in section A has been about double the section B value 
We have to mention that these drawdown values were practised in the first years of the turbines 
operation; after occurrence of the cracks the power station staff diminished these rates, but 
without an evident influence on the course of events. 

SITE INSTRUMENTATION 

The design of lining was conceived so that every slab, with dimensions of 4.0x5.0xO.15 m, should 
have a weeper of 0.20 m in diameter, in the center of the area. In general, only one weeper opening 
lies in the drawdown zone. The weepers placed under canal static water level was not detected and 
investigated. The phreatic line in the riverain land was recorded intermittently (Fig. I) 

The measurement sections were instrumented with an array of three hydraulic piezometers; 
marked in Fig. 3 with P and S. One electrical piezometers, marked with letter C, was used to 
verify the time of response of the hydraulic piezometers P6 The features of the installed 
piezometers are synthesized in Table 2. 

Table 2 h h T e c aractenstIcs 0 f h . II d . t e msta e pIezometers 
Section Code Type Tip elevation, m Diameters Soil type Place 
A PI Standpipe 90.20 3/8" Alluvial Joint 

P3 Standpipe 90.50 Deposits Weeper 
P4 Standpipe 90.80 (Fig. 5) Weeper 
P5 Standpipe 92.03 Weeper 

B P6 Standpipe 91.15 3/8" Alluvial Weeper 
SI Nylon 90.30 0.8mm Deposits Slab back 
S2 Nylon 90.96 Slab back 
S3 Nylon 91.34 Weeper 
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The piezometers at the boundaries were coded with S. It consists of a bronze box, with geotextiles 
membrane, which was inserted in the back side of the concrete slab. The piezometer tube was 
brought up the slope, and the pore water pressure was measured in the transparent tube. Parallel 
records of the open-channel water level and the pore water pressure were performed during 
drawdown period, which lasted about two hours. Some records of the phreatic line variation were 
made, but the groundwater wave propagation was not studied. 

Embankment Tailrac 

GWL( 111 
• • 
'1 • - ' Q 

", 'I . 

Turbines on/off 
.~.:~ Ti,ne, 

fJ ~. 

71/07/ 1995 hours " .. LI 

:8J1)7 19/07 

Fig.1. The control water levels of the unsteady open - channel and bank seepage flows 

Fig. 2 View of the left bank lining in the drawdown area at the section A 

MEASUREMENT RESULTS 

The first field measurements were carried out in the section A. The representation of the 
piezometric levels versus time (Fig.3,4) showed a trend somewhat unexpected: a very rapid 
decreasing of the pore water pressure in PI , where the piezometric levels have been close to open­
channel water levels (Fig. 4b) The results from the Section B seemed more consistent with 
classical theory of groundwater flow. 
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The diagrams of the piezometric levels as a function of three stages of canal drawdown has been 
presented in Fig.3. The axis of representation has the depression lines at the left, and the tailrace 
water levels at the right; the time origin, in general, has been the turbine shut down moment. 

The marked difference between the drainage of the groundwater in the two sections suggested, at 
the field study time, to inspect in detail the weepers. At the section A, the hole from the bottom 
of the opening W4 proved to be not 0 local one, but an extended up and lateral, in the form of 
semicircle with the radius of about 2.0 m (Fig.3b). The presence of the cavity elucidated the 
groundwater flow features in section A. 
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Fig. 3. Diagrams of the characteristic phases of unsteady flow in tailrace and left bank . 

TRANSIENT GROUNDWATER FLOW 

Seepage aspects. The detailed records of piezometric levels beneath the concrete slab (Fig.4) 
show that in the main phase of transient flow, when relative rapid changes of pore water pressure 
take place, the groundwater flows by the following mechanism. In the section B, the flow in the 
vicinity of the slab is underpressure. In the section A, a free surface flow, with a depression line 
imposed by the cavity, shows a low influence of the lining sheet. 
In section B, the pressure variation in all piezometers is very slow and the piezometric levels are 
practically the same along the back of the slab. The diagram of piezometric levels in section A 
shows that the water pressure decreases down the slope, with the last point PI, very close to 
control water level.. 

The two schemes based on the data in Fig 4 would be considered as the initial and final type of 
groundwater flow in the left bank alluvial deposits: one at the beginning of canal operation and 
the other at present. The inspection of the slab weepers reveals that ail weepers with vegetation, as 
the sign of an efficient filter at the orifice opening, were remaining at the initial aspect of flow. The 
weepers without vegetation presented inner holes and cavities with various stages of development, 
which changed the aspect of groundwater flow. This fact has explained that random presence of 
weeper filter determined at random places of lining damages due to the collapse of the slabs. 
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Flow gradients. During the drawdown, the maximum seepage flow gradient might be considered 
to occur when the tailrace water level has been at the weeper elevation. The field records came 
to light the head values of about H= 0.8 - 1.0 m. Under the hypothesis of a flow net generated by 
a spherical sink [1], the gradient has been of bout i=0.45 - 0.48. 

For the section with cavity the discharge through the weeper was no longer through porous media; 
it was like a reservoir orifice discharging in atmosphere. This type of pressure flow lasted 3-5 
minutes. After this phase the seeping flow has been of free surface type with the top flow line 
containing the point PI, which did not manifest any pressure on back side of the slab. Under the 
hypothesis of a permanent seepage flow the gradients were computed by means of a software [6] 
based on the boundary element method [5]. The maximum values of about i= 1.0 -1.1 are found in 
the vicinity of the discharge point on the slope 
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Fig.4. Diagrams of the piezometric levels as a function of time 

INTERNAL EROSION DEVELOPMENT 

lime in minutes 

Grain size curves. Some samples of bank material were taken from weeper hole (Fig. 5). The 
sample characterizing the undisturbed alluvial deposits, in which the canal had been excavated, was 
analyzed by means of the geometrical criterion of the granular material resistance to 'suffosion' 
(piping). This method was proposed by Cistin and Ziems and was used by the German 
researchers [3]. The bank material resulted to be very susceptible to internal erosion [7]. 

Critical gradients. The fore-mentioned method consist of two steps: the first verifies the property 
of the soil to form a natural filter; the second step makes the comparison between the seepage flow 
gradients and critical gradient values. The method offers a synthetic table of values for critical 
gradients as a function of flow direction [3]. The Delft laboratory's researchers elaborated graphs 
and formulas for critical gradients, on the base of a careful model study [4]. 

The site topography favored to perform an in situ experiment on critical gradient value, in our case. 
In S 1 point an hole of 5 cm in diameter was drilled into the slab. The fine sand material with the 
sieve curve in Fig 5 was discharged under an head of about H=0.7 m. For a spherical flow net, 
the direction of the flow carrying the fine sand has been uncertain. The experiment allowed us to 
assume only that the piping would progress under similar head, in this soil.. 
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Fig.5. Grain size distribution curves of the bank material and the armouring layer of the weeper 
perimeter 

Long-term piping evolution. The seepage gradients of flow towards weeper orifice were greater 
than critical ones in the upstream half of the canal length. The internal erosion started at all 
weepers without filter. The inspection of cavities aspect showed that a thin armouring layer was 
present at the base of the cavity, in front of the orifice. Up the slope, the perimeter was paved with 
a layer of grains finer than that marked with circles on Fig.5, but greater than the initial grain size 
curve. The analyze of this natural filters was not carried out, but by analogy with the river bed 
armouring, it might be supposed that the internal erosion process has been in final stage, due to 
self paving of the cavity perimeter. 

COMMENTS 

The field study results focussed the attention on the weeper's aspects. The careful inspection 
revealed that all weepers without vegetation and filters presented cavities which brought about the 
collapse of the slabs 

The hazard placed the weeper elevations at a relative lower level in the zone with high transient 
groundwater levels; a water head of about 1.0 m, during active phase of the drawdown, drove a 
seepage flow with gradients that overpasses the critical gradients. 

The theoretical schemes of groundwater flows may help elaborating a general frame of the piping 
phenomenon, but without efficient capabilities to evaluate the actual evolution of the cavities in the 
field conditions. The general rules concerning the necessity of the efficient filters could have 
prevented the extended internal erosion due to transient seepage in the Beresti tailrace. 
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Abstract 
In Japan, the amount of infiltration from paddy fields is about 50 billion m3 per year, and most of 
the infiltration flows into rivers. It is necessary to determine groundwater seepage into rivers in 
order to use water resources effectively. Generally, river discharge is measured to determine 
groundwater effiuent. The practice is, however, very troublesome and not conducted easily. 
Furthermore, the results tend to contain errors and cannot be used to clarify groundwater seepage 
behavior. To solve these problems, the authors directed their attention to radon-222 ( 222Rn ), and 
measured the concentration in a river. 
222Rn is a radioactive gas generated by the alpha decay of radium-226 ( 226Ra ) in strata, and it 
dissolves in water. Since the origin of 222Rn is 226Ra Underground, the concentration in 
groundwater is higher than in river water. 222Rn concentration in a stream decreases exponentially 
due to dispersion to the atmosphere and radioactive decay of 222Rn. Therefore, the increase of 
222Rn concentration in a stream implies that groundwater seeps into the river. 
The authors chose the Tedori River as a test area, where many paddy fields exist, and measured 
222Rn concentration in river water during irrigation and non-irrigation periods. As a result, in the 
Tedori River, 222Rn concentration in the irrigation period was higher than in the non-irrigation 
period. The concentration at some observation points during the irrigation period was more than 
100 times that during the non-irrigation period. The reason is that paddy field irrigation 
recharged the groundwater and increased seepage into the river. 

Key words. groundwater, 222Rn, irrigation, recharge 

Introduction 

In Japan, about 60% of the annual water use is for paddy field irrigation [1]. Most of the irrigated 
water infiltrates underground, and it is said that the amount is more than 50 billion m3 per year 
[2]. Much of this infiltrated water, however, flows into rivers in a short time. It is necessary to 
determine groundwater seepage into a river in order to use water effectively. A conventional 
method of estimating it is to measure discharge of the river and/or levels of river water and 
groundwater. The measurement of discharge is, however, very troublesome and can not be 
conducted easily. Water level data can be obtained only from a limited number of points, because 
drilling an observation well is very costly. Moreover, these results tend to contain errors and it is 
difficult to determine groundwater seeping into a river. To solve these problems, the authors 
directed their attention to radon-222 ( 222Rn ) in water and determined groundwater effiuent from 
the variation of222Rn concentration in river water. 
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Characteristics of 222Rn 

222Rn is a radioactive gas generated by the decay ofradium-226 ( 226Ra) in strata. 222Rn dissolves 
in water, while it decays with a half life of 3.8 days. Since the rate of decaying atoms is 
proportional to the number of existing ones, the concentration in groundwater rises according to 
the growth curve of radioisotopes and finally achieves the equilibrated value. In two to three 
weeks, 222Rn concentration reaches equilibrium and the value depends on the content of 226Ra and 
the specific surface area of the strata. Using these characteristics, 222Rn was applied to the 
analysis of groundwater. Hoehn et al. calculated the velocity of river water eftluent from the 
increase of 222Rn concentration in groundwater [3]. Kimura et al. applied similar techniques to 
analyzing leakage of reservoir water [4]. 

Since the origin of 222Rn is 226Ra underground, 222Rn concentration in groundwater is I o~ I 00 
times as high as that in river water. Thus, groundwater seepage into a river is indicated when 
222Rn concentration in river water increases along the stream. Rogers A. S. measured 222Rn 

concentration in a stream and determined the section where groundwater seeped into the river [5]. 
Ellins et al. and Hamada et al. quantified groundwater eftluent from water and 222Rn balance 
equations [6] [7]. Though there have been some researches on analysis of the interaction between 
river water and groundwater using 222Rn, the results pertain to only one season and there has not 
been an analysis of groundwater eftluent from the seasonal change of 222Rn concentration in river 
water. In Japan, there are many paddy fields, which implies that groundwater seepage into rivers 
increases during the irrigation period. The authors analyzed groundwater eftluent measuring 
222Rn concentration in river water during irrigation and non-irrigation periods. 

Field investigation 

The Tedori River Basin, Ishikawa Prefecture was chosen as a study site. The geological structure 
is a several tens of meters gravel layer, which is an aquifer ( Fig.1 ) [8]. There are many paddy 
fields in the Tedori River Basin and recharging groundwater by irrigation was expected. The 
irrigation starts in April and ends in September. The groundwater level rises during the irrigation 
period and falls during the non-irrigation. Fig.2 shows the relationship between the levels of the 
Tedori River and groundwater [9]. This figure which was made by the Hokuriku regional 
agricultural administration office was the only information available on levels of the Tedori 
River and groundwater. Groundwater rose by about Sm during the irrigation period, but even the 
highest level was lower than that of the river water, which indicated that there was no 
groundwater eftluent but river water influent. However, the limited data was insufficient to 
confidently analyze the relationship between the river water and groundwater in the Tedori River 
Basin. For a more-detailed analysis, the authors measured the 222Rn concentration in the river 
water. 

Field investigations were carried out in early-irrigation (May), late-irrigation (August) and non­
irrigation periods (November). The toluene extraction method was adopted to 222Rn 
measurement [10]. In a field, 101 of sample water and 150ml of toluene containing scintillators 
( 4.0 gil of PPO and 0.01 gil of POPOP ) were mixed in a closed vessel. 100ml of toluene was 
collected into a 100ml-Teflon vial. The sample was brought to the laboratory, and the 
radioactivity from 222Rn and its daughters was measured by a liquid scintillation counter for 50 
minutes. On the basis of the count rate, 222Rn concentration was calculated by four corrections, 
i.e., extraction, decay, counting efficiency and background. The detection limit is about 0.003Bqll. 
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Fig.2. Relationship between the levels of Tedori River and groundwater. 
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Results and discussion 

Fig.3 shows the results of the investigations. The 222Rn concentration was lower than 0.1 Bq/I 
during the early-irrigation and the non-irrigation periods. During these periods, the amount of 
groundwater seepage is very small and negligible compared to that of river water. In the late­
irrigation period, 222Rn concentrations at all observation sites increased, especially at site 3 and 
site 4; their mRn concentrations were over 100 times higher than those of other periods. From 
this result it is obvious that much groundwater seeped into the river during the late-irrigation 
period. The groundwater level rose after the start of irrigation and became highest before the end. 
It is inferred that the groundwater level in the late-irrigation period was higher than the river 
water level and that groundwater seeped into the river. The sections where a lot of groundwater 
flows into the river are the section 1-4 and 5-6 ( Fig.3 ), in which 222Rn concentrations increased. 
Though it was impossible to determine groundwater seepage from the relationship between river 
water and groundwater levels, the measurement of 222Rn concentration in river water was helpful 
to increase understanding of groundwater seepage. 
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Fig.3. Radon concentration in Tedori River. 
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Assuming that river water is a mixture of a surface stream and groundwater and that the 222Rn 

concentration in a stream is zero, it is possible to estimate the groundwater proportion in river 
water during the late-irrigation period. The 222Rn concentration in groundwater for this period 
was about 20Bq/l. On the basis of this value, groundwater proportions were calculated in Table 1. 
At site 4, the groundwater component was about 50% of the total amount of river water. 

Table 1. The rate of groundwater component in late-irrigation period. 

Site Radon concentration Groundwater proportion 

(Bq/l) (%) 

0.146 

2 0.282 

3 6.69 33 

4 9.42 47 

5 0.303 2 

6 2.48 12 

Radon concentration in groundwater was 20 Bq/l. 

Conclusion 

The authors measured the seasonal variation of 222Rn concentration in river water in order to 
analyze the interaction between river water and groundwater. It was confirmed that groundwater 
seepage into the river occurred by recharge from paddy field irrigation and it was possible to 
calculate the rates of groundwater components to the total river water. It was shown that much 
groundwater seeped into the river during the late-irrigation period, even though this could not be 
detected by measurement of groundwater and river water levels. It is concluded that the 
measurement of 222Rn concentration in river water is useful to determining groundwater seepage 
into rivers. 
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Interaction between Fresh Groundwater and Salt Sea 
Water in Heterogeneous Freshwater Coastal Aquifer 
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ABSTRACT. A two-dimensional model is developed to simulate saline water intrusion into highly­
inhomogeneous confined and unconfined coastal aquifers. The model is based on the system of 
equations describing the motion of a variable-density fluid with advective diffusion of dissolved 
salts, which is solved numerically by the finite-difference technique. The model potentialities are 
demonstrated by examples of intrusion into aquifers with layered structure and into those containing 
screening inclusions. 

KEY WORDS: Coastal aquifers, sea water intrusion, inhomogeneous media, mathematical model 

INTRODUCTION 

The extent of sea-water penetration into the shore depends on a large number of factors, among 
which, of considerable importance, are the rate of groundwater withdrawal and the structure of 
water-bearing aquifers. The length of the intrusion zone is negligible in thin aquifers with low 
permeability, whereas in highly-permeable aquifers with large thickness this length can reach 
several kilometres. In multi-stratum systems comprising a number of layers separated by relatively 
impermeable interbeds, an intrusion tongue will form in each layer. Hydrodynamic analysis of this 
kind of system is more intricate, because the fluid leakage through interbeds separating the adjacent 
layers has to be taken into account. Long Island (Lusozynski, N.J., Swarzenski, W.V., 1962) and 
coastal aquifers of the Mediterranean (Schmorak, S., Mercado, A., 1969) represent typical examples 
of a multilayer intrusion zone. An attempt to theoretically study multilayer intrusion zones was 
made by Todd, D.K. and Huisman, L. (1959), where the intermediate layers were assumed to be 
absolutely impermeable. Collins, M.A. and Gellhar, L.W. (1971) used the hydraulic approximation 
to consider the zone of sea-water intrusion into an aquifer separated by a semi-permeable interbed. 
The finite-element technique used Huyakom, P.S., et al (1987) to obtain a solution to the three­
dimensional problem, taking into account effect of discharging wells in layered media. Souza, W.R. 
and Voss, C.1. (1987.) studied the distribution of cQncentrations in the case of complicated 
hydrogeological conditions, where a highly-permeable anisotropic horizon is overlain by relatively 
impermeable sedimentary rocks and their interface is of a rather arbitrary form. Aquifers can also 
include individual geological formations with different permeability. Sugio, S. (1987) and Fitts, G.R 
(1987) suggested the prevention of intrusion by way of forming "subsurface dams" hindering the 
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penetration of sea water into fresh-water coastal aquifers. In these cases, the hydraulic conductivity 
in Darcy's law varies both vertically and horizontally. 

MATHEMATICAL FORMULATION 

The most general mathematical model of the process of sea-water intrusion into a fresh-water 
coastal inhomogeneous aquifer is a system of equations describing fluid motion with advective 
diffusion of dissolved salts (Khublaryan, M.G., Frolov, A.P., 1988; Khublaryan, M.G.,Churmaev, 
O.M., Yushmanov, 1.0.; 1984; Reilly, T.E., 1990; Senger, R.K., Fogg, G.E., 1990; Inouchi, K., 
Kakinumas, T., Sawa, M., 1989; Nishikawa, T., 1997). The intrusion model considered below is 
based on the generalised law of motion of a fluid whose density is determined by the concentrations 
of dissolved substances. The model can describe both confined and unconfined groundwater flows 
in inhomogeneous and anisotropic aquifers. 

Let us represent the fresh-water head in the following form 

Po = density of fresh water, 

g = acceleration due to gravity, 

X, Y = horizontal and vertical co-ordinates, 

P(X, Y, T) = pressure at the point (X; 1j, 
T= time. 

(1) 

The generalised Darcy's Law for variable-density fluid motion in an inhomogeneous anisotropic 
aquifer has the form: 

Q = -A(VP + pg)/ j.J(p) (2) 

Q = the specific flux vector with components Qx, Qy in the directions of X, Y coordinates, 
).!(p) = the fluid dynamic viscosity, 

p = Po (1 + eC) = the variable density of the fluid, where Ii = (Ps - Po)/ Po ' and 

A (Kx,Ky) = the permeability tensor of water-bearing rocks, where Kx,Ky _ hydraulic conductivity in 

the directions of X, Y coordinates. 

The equation of continuity for an incompressible variable-density fluid in an undeformable porous 
medium has the form: 

V(pQ) = 0 (3). 

For relative concentration C = (S - So)/(Ss -So) the equation of conservation of dissolved 
pollutant (sea-water salts) can be written in the form: 

V(DVC)- V(VC) = X/or (4) 
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S = salt concentration in the mixture of fresh and sea water, 

Ss. So = salt concentration in the ambient sea and fresh water, respectively, 

V= Qln, 
n = the effective porosity of water-bearing rocks, 

D = the hydrodynamic dispersion tensor. 

Equations (3)-(4) are connected by the dependence of fluid density on dissolved sea salt 
concentration, and hence cannot be solved separately. 
Let us formulate boundary conditions for this system of equations. 
In the case of intrusion, if R is the height of the boundary between the groundwater flow and the 

saline-water reservoir, wherever Y < R sea water flows into the aquifer, while for Y > R 
groundwater discharges into the sea. 
On the confining layer (Y=O, 0< X < L), (L is the size of the domain in question) the flow 

Qy = 0, or in accordance with (I) 

(5) 

(on this boundary, the flow can be assumed nonzero Qy). 
At the top of the confined bed ( Y = L, ° < X < L ) the flow of fluid also is equal either to zero or 
to a given function. 
In the case of unconfined flows, we have P = 0, or Ij/= Y = C/J(X, T) on the free surface of 

groundwater flow Y = C/J(X, T). 
For the equation of dissolved salt transport, eqn. (4), on the free surface, assuming the availability of 
infiltration flow with contaminant concentration Cinf, the following boundary condition holds: 

where 

Ev = w/(l + (C*P/ a¥)2r05, 
0/ ON = inner normal derivative to the boundary, 
EN = infiltration recharge for a unit of free surface length, 

w = infiltration recharge for the soil horizontal surface. 

The motion of the free surface is described by the following equation 

nc*p / or = -K,(OIj/ / t3Y + cC)+ K)OIj/ / a¥)(C*P/ a¥) + w 

As for the side (vertical) segments of the boundary, either head Ij/ or flow rate Qx is known on the 

landward part of it, whereas on the seaward part, below the sea level, Y = ds , the pressure is 

distributed hydrostatically, i.e., for X = 0, ° < Y < ds 

P = pg(d, - Y) (6) 

In the case of unconfined flow at the site of surface seepage (X = 0, ds < Y < C/J(O, T) ) \\e 

haveP = 0. 
Various types of boundary conditions can be applied to the equation of dissolved salt transport. 
Sousa, W.R. and Voss, c.I. (1987) subdivided them into three groups, depending on what is 



226 

specified: the concentration, the diffusion flux, or the total flux of dissolved substances through the 
boundary. The boundary conditions used for mass transport, equation (4), are as follows. It is 
assumed that fresh water with concentration So enters the aquifer from the land side, that is, the 
dimensionless concentration equals zero on the land-side boundary. From the sea side, the boundary 
conditions have the form: 

C = 1, X = 0, 0 < Y < R 
iCl8T=O,R<Y<ds 

At the base of the aquifer 0 < X < L, Y = 0, iC I OY = 0 . For confined flows we have, at the 
top of the aquifer, 0 < X < L, Y = L, iC I OY = O. 
The initial condition for the problem is the initial distribution of the concentration C(X, Y, 0)= Co; 
in the case of an unconfined aquifer it also necessary to specify the position of the free surface 
(/J(X, 0) = (/Jo(X) . 

The boundary-value problem was solved by numerical methods. Elliptic equation (3) was solved by 
the iteration relaxation method (Yanenko, 1967). All partial derivative equations were solved by the 
method of decomposition with respect to spatial variables (Khublaryan et ai, 1984). The 
longitudinal-transverse sweeping scheme was chosen for equation (3), and the implicit 
decomposition scheme for equation (4). 

RESULTS AND DISCUSSION 

The suggested technique was used to calculate the intrusion of sea water into inhomogeneous 
confined aquifers and to assess the effect of the coefficients of conductivity and dispersion on the 
zone of intrusion. 
The model was tested by correlation of the simulation results with data from (Kohout, F.A., 1960), 
where sea-water intrusion was studied in the Biscayne coastal aquifer near Cutler, Florida. This 
aquifer is composed of soluble limestones and calcareous sandstones, and is up to 30 m thick. A 
rather long diffusion zone is detected, where the salinity changes from that of fresh water to that of 
sea (Atlantic) water. A vast recirculation zone of saline water is found to form in this case. Fig. I 
compares the results of our finite-difference simulation of the salt concentration distributions in the 
circulation zone and the field data by Kohout (1960) (the numbers on the curves denote 
concentration). The simulation results in this layered aquifer are found to be in rather good 
agreement with field data, especially near the aquifer bed. 
To take into account the layered structure of the aquifer two different values of hydraulic 
conductivity were used: Kup = 0,01 *K1ow• 

Fig. 2 shows the distribution of concentration in an aquifer with a rectangular semipermeable barrier 
occupying part of the aquifer thickness. 
On the same Fig. I and Fig. 2 the curves of C=0,25 and C = 0,75 for homogeneous media are also 
shown. 
The influence of layered and inhomogeneous aquifer structures on the sea salt distribution is clearly 
seen. 

CONCLUSION 

The calibration of the model has been done on the field data of Biscayne coastal aquifer, and 
simulation analysis shows, that the aquifer has a complicated multilayer structure. The examples 
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Fig. 1. Comparison of field data and calculated results of salt 
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presented suggest that the problem of simulation of intrusion into inhomogeneous aquifers and its 
implementation make it possible to efficiently simulate different hydrogeological conditions, with 
respect to the problems of water use in coastal zones, and groundwater protection against pollution 
by sea-water salts. 
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Abstract. To improve the river environment in an urbanized basin, it is important to restore the 
hydrologic relationships between streams and aquifers. In this paper, the dynamic interaction 
between them, the so-called "bank storage effect," is analyzed based on hydraulic models of a 
stream-aquifer system. In particular, linear and nonlinear storage function models are used in order 
to express the stream flow. It is shown that bank storage by the aquifer fulfills the functions to 
control the fluctuation of the stream flow. 

Key words. stream-aquifer interaction, bank storage effect, river environment, groundwater 
discharge, storage function model 

INTRODUCTION 

In the natural hydrologic cycle, surface and subsurface water in a watershed are closely related and 
interact with each other. However, their relationships are affected by human activities. For instance, 
as the impervious area of a basin spreads due to urbanization, rainfall recharge into unconfined 
aquifers decreases and consequently the stream flood hazard increases. By renovating channels for 
flood control, natural streams are reconstructed into artificial channels. As a result, water exchange 
between stream and aquifer may be impacted and altered. It is well known that small streams in a city 
become drainage channels in rainy days and run dry in non-rainy days. In order to improve such a 
river environment, it is necessary to recover the natural water cycle in the watershed by recognizing 
the hydrologic connection between streams and aquifers. 

Although the relationship between a stream and an aquifer has been investigated from various angles 
[1][2][3], most of the "researches dealt with merely the response of an aquifer to fluctuation in the 
stream stage. At alluvial plains, however, the relationship between the two is interactive and the 
water exchange between them depends on their relative hydraulic state. Therefore, it is necessary 
that the stream-aquifer interaction is evaluated by solving two governing equations of the stream 
flow and the groundwater simultaneously. The purpose of this paper is to clarify a potential role that 
the aquifer plays for regulating the stream flow, the so-called "bank storage effect" [4], by expressing 
the stream flow in the storage function model. 

FUNDAMENTAL EQUATIONS 

Stream Flow. Let us consider a combined system of a stream channel and an unconfined aquifer as 
shown in Fig. 1. For simplicity, it is assumed that the channel has width B, slope 10 and straight reach 
length L, and the aquifer is of semi-infinite lateral extent on a horizontal base. Now, an inflow rate 
I(t) at the upstream end of the channel reach, we seek the effect of the aquifer on the outflow rate 
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O(t) at the downstream end. At time t = 0, it is 
also assumed that I(t) is equal to O(t) and the 
stream stage is in equilibrium with the water­
table in the aquifer. For storage volume in the 
reach, S(t), and groundwater discharge from 
both sides of the aquifer into the channel, Qr(t), 
the fundamental equations of the stream flow 
take the following form: 

dS(t) 
- =I(t)-O(t)+Qr(t) 

dt 

S(t)=kO(t)p 

(1) 

(2) 

1(1) 

-----l~---------7 X 

----iK---~----------· 

hl,1;t) 

¢= Iw 
1 K,Sy 

'\Z \ \ \ \«( \ \«( \ < «« \ \ < «< \ \ '\ «< 

Fig. 1. Schematic of stream-aquifer system. 

where k and p are coefficients of the storage 
function, p = 1.0 in the linear flood routing, 

p = 0.6 in the nonlinear flood routing based on the Manning formula. S(t) can be expressed as 

S(t) = Af(t) = BL f(t), where A is horizontal area in the reach and f(t) is depth of the stream flow 

assumed to be uniform along the reach length. 

Groundwater Flow. Generally speaking, the groundwater around the stream is three-dimensional 
flow with vertical velocity. However, in the case that the aquifer thickness is three times smaller than 
the channel width, the flow may be regarded as horizontal and that the Dupuit-Forchheimer 
assumption may hold [5]. Moreover, in the case that water-table fluctuation h is smaller than the 
average depth ha, the Boussinesq equation of unconfined flow may be linearized. Based on these 
assumptions, the fundamental equation for one-dimensional flow toward the channel takes the 
following form: 

(3) 

where K is the hydraulic conductivity of the aquifer, Sy is the specific yield of the unconfined aquifer, 
re(x, t) is the recharge rate from above, x is horizontal coordinate measured in orthogonal direction 
from the channel, and h(x, t) is the water-table elevation relative to the initial equilibrium elevation. 
The initial and boundary conditions are adopted as shown in Fig. 1, h(x, 0) = 0, h(O, t) = f(t) , h(oo, t) 
= 0, and re(x, t) = O. Thus, it can be shown that the variation of h(x, t) due to f(t) is formulated by the 
Duhamel theorem as: 

(4) 

where K = Kho , and erfc( -) denotes the complementary error function. The groundwater discharge 
Sy 

Qr(t) into the channel reach L from both sides of the aquifer can be obtained as follows: 

(5) 



231 

From eqs.(l), (2), and (5), it is evident that both the stream flow and the groundwater discharge are 
interacts through the stream stage f(t). 

LINEAR STORAGE FUNCTION MODEL 

For a linear storage function of the stream flow, p = 1.0 in eq. (2), Morel-Seytoux [6] obtained a 

closed-form solution of the interaction problem. Though it was a leading achievement, unfortunately 
the mathematical forms are slightly inadequate. Thus, we will rederive more accurate forms here. 

Expressing the response of the channel depth f(t) to the inflow I(t) by the convolution integral with 
the response kernel u(t), the outflow O(t) is rewritten as follows. 

S(t) A Ait 
O(t)=-=-f(t)=- u(t-r)I(r)dr 

k k k 0 
(6) 

The equation which u(t) should satisfy becomes the following by substituting eqs. (2) and (5) into (1). 

A (df (t) + f(t») = I(t) _ 2LJ SyK ho J-1 - 0 f (r) dr 
dt k V" o~ Or 

(7) 

Eq. (7) is a linear integral differential equation that can be solved by the Laplace transform method. 
Expressing the Laplace transform of f(t) by L{t (t)} = F (s), and taking f (0) = 0 into consideration, 

the Laplace transform of the above equation can be shown to be 

(8) 

Since the Laplace transform off(t) in eq. (6) is F(s)=L{I(t)}·L{u(t)}, as compared it with the 

above equation, L{u(t)} can be expressed as 

where (11) 

By using a table of the inverse Laplace transform [7], u(t) is given as 
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u(t) = 1 {aea't erfc(aFt)-beb't erfc(b.Jt)} 
2A SyKho_! 

(12) 

B2 k 

Consequently, by substituting eq. (12) into eq. (6), one can calculate the response of the outflow 
O(t) to any fluctuation of the inflow I(t). Assuming a combined system with a small stream and a 
highly permeable aquifer, let us evaluate the response kernel u(t). Values of parameters are supposed 
to be B = 10 m and k = 1 hr for the channel, Sy = 0.2 and ho = 10 m for the aquifer. For the aquifer 
hydraulic conductivity, two cases of K = 0 (without aquifer) and K = 50 m/hr are considered. Fig. 2 
shows difference of u(t) by the aquifer hydraulic conductivity K. According to this figure, it appears 
that the response kernel in case of K = 50 m/hr reduces more rapidly initially than in the case of K = 
O. This reflects the initial impact of lateral flow to the aquifer on the attenuation of the inflow I(t). 

The linear response models as stated above is easily applicable to evaluate the bank storage effect. 
However, we should notice that the solution (12) is valid only when 

Since this condition may be very restrictive 
because it corresponds to the case of a channel 
with narrow width and an aquifer with high 
conductivity and large porosity, we cannot 
recognize eq. (12) to be a general solution of the 
bank storage problem. In addition, since this 
solution is based on the linear storage function, 
the stream stage fluctuates in proportion to a 
variation in the stream flow rate. Thus, it is 
possible that eq. (12) overestimates the 
exchange between the stream and the aquifer. 
We will consider a universal nonlinear model in 
the following section. 

(13) 

0.5 
channel: p=1.0, k=1.0 (hr) 

"'t:: 0.4 

~ 
~ 0.3 ::. 

',-~ without aquifer: K =0 

, , aquifer: K =50 (m/hr) , 
0.2 , ' 

0.1 

2 3 4 5 
time (br) 

Fig. 2. Linear response function of outflow to inflow. 

NONLINEAR STORAGE FUNCTION MODEL 

Numerical Method. Applying Manning's formula to eq. (2), p = 0.6 and k = n 0.6 BO.4 I 0 -0.3 L, in 

which n is the channel roughness, are obtained [8]. In other words, since the storage function is 
nonlinear, it is difficult to obtain the analytical solution. Thus, we will attempt to obtain a numerical 
solution by linearizing the fundamental equation. By replacing ofy(t) = O(t) P, eq. (1) is rewritten as 

kdy(t) =I(t)-y(tiIP +Q (t) 
dt T 

(14) 

Expanding the right-hand side in Taylor series about Y., which is the value of y at t· =t-.<1t, in which 
.<1t is chosen to be sufficiently small, and ignoring the higher-order terms, 

dy(t) 
---a 

dt 
y(t) = !{I(t )-b +QT(t )}, 

k 
1 (~-)J 

a = - kp y. P , (15) 
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Noting that the left-hand side of eq. (15) is equal to eat ,d_{e-at y{t )), then, by integrating in time, we 
dt 

have 

(16) 

Qr(y(t») can be rewritten by substituting f{t) = "- y{t) into eq.(5): 
A 

(17) 

Replacing time t in eq. (16) by discrete times i = 0, 1, 2,"', m,'" with increment T, the equation to 
be solved becomes 

Ym = ryo + f¢HYXi' ¢ = eaT, Y = ~ (eaT -1), Xi = t,(li -b+QJ 
i=l 

(18) 

Evaluation of Bank Storage Effect. As in the 
linear case, we evaluate the bank storage effect 
for a similar stream-aquifer system. For the 
aquifer it is assumed that Sy = 0.2, ho = 10 m and 
K = 0, 1, 10 m/hr. For the channel, assumingp = 
0.6 as mentioned earlier, B = 20 m, 10 = 1/1000, 
L = 4 km, and n = 0.03 in m-sec unit system, the 
value of k becomes k = 100 in m-hr unit system. 

Fig. 3 shows differences of the outflow OCt) for 
different aquifer hydraulic conductivity when the 
inflow 1 (t) is given by a leftmost curve in the 
figure. From the figure, it is recognized that in 
the case of higher conductivity, the peak of the 

curve OCt) decreases and the tail of the curve 
becomes milder. This may be caused by 
increased exchange between the stream and the 
aquifer due to a higher conductivity (Fig. 4). 
According to Fig. 4, the groundwater discharge 
Qr(t) changes its flow direction from negative to 
positive in response to the fluctuation of the 
stream stage. In other words, this implies that in 
the combined system of the channel and the 
highly permeable aquifer, the latter may absorb 
the fluctuating inflow and regulate the stream 
outflow. 
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Fig. 3. Effect of aquifer hydraulic conductivity K on 
stream outflow rate in channel. 
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Fig. 5 shows differences of the outflow OCt) for Fig. 4. Effect of aquifer hydraulic conductivity K on 
different channel roughness in two cases of the groundwater discharge from aquifer into channel. 



aquifer hydraulic conductivity K. Assuming 
the Manning's roughness n = 0.01, 0.03, 0.06 
for same shape of the channel, values of k are 
k = 50, 100, 150. According to the figure, as k 
becomes larger, O(t) gets increasingly 
attenuated with the outflow regulated over a 
longer period of time. This effect by k is 
considered to be natural because of increase of 
friction resistance in the channel. In the 
channel with larger roughness, it is expected 
that the exchange with aquifer may become 
more active due to increased stage fluctuation. 
In the figure, however, differences of O(t) are 
almost similar in case of various k. This 
implies that the amplified effect of the stream 
stage by the channel roughness does not 
significantly affect the evaluation of the bank 
storage effect. 

CONCLUSION 

234 

{ 
S 1.00 

" i 0.75 

1:1 0.50 
·5 

~ 
" 0.25 

~ o o 

-- [(t) 
channel: p=0.6 

- : K= 0 (m/hr) 
: K=lO (m/hr) 

/\~&-, -_.----~O(t): k =100 

,,,,:-==-O(t) : k =150 

5 10 15 
time (hr) 

Fig. 5. Effect of channel roughness on stream outflow 
rate in two cases of aquifer hydraulic conductivity K. 

To gain a basic understanding of a river environment in a watershed, relationships between streams 
and aquifers have been analyzed by using storage function models. It was shown that the existence of 
an aquifer with a high hydraulic conductivity fulfills the function of regulating the stream flow rate by 
the bank storage effect. Since this investigation merely dealt with an aspect of the behavior of the 
stream and the groundwater in a watershed, it is evident that additional work using different 
approaches is necessary. 
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ABSTRACT. Investigation of saline water intrusion into coastal aquifer is carried out in a 
coastal area where productions of rice, fruits and vegetables take place. Rice paddy fields are 
irrigated from a river, but fruit and vegetable productions use much quantity of groundwater, 
causing saline water intrusion. Groundwater is becoming unsuitable for agricultural use due to 
its salinity. Electrical soundings by resistivity method are carried out, and the results are ana­
lyzed using curve matching method. Vertical distributions of resistivity beneath measurement 
points are obtained, and a deep layer of low resistivity is found. Near the coast, its depth is 
shallow and its resistivity is high. Furthermore, below the point farthest from the coast, such 
a layer is not observed. It is concluded that the layer of low resistivity is intruded by saline 
water. The saline water is estimated to intrude through the riverbed, as well as the bottom of 
the sea. Where fruits and vegetables are mainly produced using large quantity of groundwater, 
the saline water sits especially shallow. The curve matching method is widely used to estimate 
the depth and the resistivity of the layers, but the estimation tends to be subjective. A new 
method with a numerical analysis and Standard Powell's method is proposed. 

KEY WORDS. saline water intrusion, electrical sounding, numerical method, optimization 

INTRODUCTION 

Groundwater has been widely used as one of the most important water resources. Recently, 
serious problems are being caused by the improper and the excessive uses of groundwater. 
The intrusion of saline water into aquifers is a typical and common problem in coastal areas. 

When heavy saline water intrudes under fresh groundwater, the boundary line between them 
raises with the decline in groundwater level. In coastal areas, where the quantity of ground­
water use is large, the interface of saline water and fresh groundwater rises so high that the 
continuous use of groundwater becomes difficult and/or impossible. Moreover, much time is 
needed to recover from this kind of problem. 

In this study, a method of investigation using the resistivity method is presented and discussed. 
Electrical soundings are carried out at several points along the coastal area of Haruno Town 
in Kochi Prefecture, Japan. The results are analyzed by the curve matching method to detect 
a layer of saline water and to estimate its depth. After discussing the problems with the 
curve matching method, including the lack of objectivity, another method is presented with a 
numerical analysis and optimization. 

VERTICAL ELECTRICAL SOUNDINGS 

In the resistivity method, which is a kind of electrical sounding, the difference in electrical 
potential between electrodes applied to the ground is measured, and the resistivity of the 
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ground is estimated[l]. The resistivity is affected not only by minerals in the layer, but also 
by its porosity, water content, and the concentration of ions in the pore water. Thus, it is 
possible to estimate these values from the resistivity. Since the resistivity of saline water is 
much smaller than that of rock, sand, and fresh water, the resistivity method is suitable for 
the investigation of saline water intrusion. 

In this study, Wenner's arrangement of electrodes, shown in Fig. 1, is used for the investigation. 
Two potential electrodes, PI and P 2 , are placed between two current eledrodes, CI and C2 , 

and the spaces between the four electrodes are equal. With electric current I between CI and 
C2 , and the difference in electric potential V between PI and P 2 , the resistivity of the ground 
is calculated using the following equation: 

V 
Pa = 27ra7 

~II~ 
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Fig. 1: Schematic diagram of electrical sounding Fig. 2: Results of electrical soundings 

(1) 

This equation is derived with the assumption that the resistivity is uniform over the entire area 
where the current passes. Its extent depends upon the space between the current electrodes, 
and the current reaches deeper with wider spaces. Therefore, the resistivity of the upper layer 
can be measured with a narrow space, and the resistivity affected mostly by deep layers is 
obtained with a wide space. 

Fig. 2 shows curves of electrode spaces a and the apparent resistivities Pa drawn on log-log 
section paper. In a case where the underground constitution and its resistivity are almost 
uniform, the apparent resistivity does not change with the electrode space, like Curve E in the 
figure. Curve D shows the results of the upper layer with the high resistivity and the lower 
layer with low resistivity. The middle layer has the highest resistivity and the lower layer 
has the lowest resistivity among the three, thus, the apparent resistivity changes like Curve 
C. With vertical electrical soundings, the vertical constitution is investigated with different 
spacings of electrodes using these characteristics. It is possible to investigate three-dimensional 
constitutions by making vertical soundings at many points. 

The curve matching method is widely used to estimate the resistivities of layers from the 
results of the vertical soundings. By matching the curve of the results with the standard 
curves and finding a curve to coincide with the results, the resistivities of the upper and the 
lower layers and the depth of the boundary can be estimated. It is also possible to estimate 
the resistivity and the depth of three or more layers using auxiliary curves. 

SITES AND RESULTS OF INVESTIGATIONS 

The investigation is carried out in Haruno Town in Kochi Prefecture, Japan, whose location is 
shown in Fig. 3. In this coastal area, production of fruits and vegetables using hothouses take 
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place, as well as rice production in paddy fields. The rice fields are irrigated from a river, but 
the agriculture with the hothouses uses a great quantity of groundwater, causing saline water 
intrusion. The groundwater is becoming unsuitable for agricultural use due to its salinity. 

Fig. 3: Location of investigated 
area 

Coast 
• : Measurement point o 

I 
600m 

I 

Fig. 4: Measurement points and depth of saline water in 
March of 1998 

The points of the investigation conducted in March of 1998 are shown in Fig. 4. At each point, 
eight measurements with varying spacings between electrodes "a, ranging from 2 m to 30 m, are 
carried out. Apparent resistivities are calculated for all the measurements by Eq.(I). Among 
them, the results obtained at Points A to E are shown in Fig. 2. Point A is the nearest to 
the coast, B is the next closest, and E is the farthest from it. Except for Point E, apparent 
resistivities become lower with wider electrode spaces, showing the existence of a deep layer 
of low resistivity. On the other hand, such a layer is estimated not to exist below Point E or 
to be deeper than a measurable depth. 

At Points A to C, apparent resistivities take their maximum values when the spacing between 
electrodes is around 8 m, and lower rapidly with an increase in the width of the spaces. These 
facts show that three layers of different resistivities exist beneath these points. Furthermore, 
it is estimated that the resistivity of the middle layer is the largest and that of the deepest 
layer is the smallest. Under the assumption of a three-layered constitution, the resistivities of 
the layers below every measurement point are estimated by the curve matching method. 

The results obtained for Points A to D are shown in Fig. 5. Beneath the points far from the 
coast, the boundary between the second and third layers sits deep in the ground. Furthermore, 
the resistivity of the third layer, P3, is much smaller than those of the other layers. The 
results of boring investigations show that thick layers of gravel stratify below this area, so the 
difference in resistivity is caused by the difference in the resistivity of the pore water. It is 
concluded that the concentration of ions in the pore water is the highest in the deepest layer. 

To ensure that the resistivity of the groundwater in the investigated area is mainly affected by 
dissolved salt, the relationship between the resistivity of pumped water and the concentration 
of chloride ions, measured by liquid chromatography, is examined. As shown in Fig. 6, the 
concentration of chloride ions is high in the groundwater with low resistivity. It is concluded 
that, in the investigated area, the concentration of dissolved salt in groundwater can be esti­
mated by measuring its resistivity. Based on these discussions, the third layer of low resistivity 
is estimated to be intruded by saline water. 
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Fig. 6: Resistivity and concentration of 
chloride ions of pumped water 

For each measurement point, except E, the depth of the saline water is estimated using the 
curve matching method and shown in Fig. 4. In the eastern part of the investigated area, 
saline water is supposed to intrude from the seabed because its depth becomes deep beneath 
the points far from the coast. In the western part, the depth of the saline water is estimated 
to be shallower than that in the eastern part. The saline water is also supposed to intrude 
through the riverbed, because it is especially shallow near the river. 

Another investigation was carried out in August of 1999, and the results are shown in Fig. 7. 
Compared to the results from the March study, the layer of saline water is shallower, since 
the quantity of groundwater use is smaller and the groundwater level is higher in August. As 
in March, no saline water is observed below Point E, and the depth in the western part is 
shallower than that in the eastern part. Below the rice fields in the eastern part, the depth of 
the saline water is especially deep. The groundwater level there is expected to be high due to 
the water infiltrating from the fields. 

Coast 
.: Measurement point o 

I 
600m 

I 

Fig. 7: Measurement points and depth of saline water in August, 1998 

ESTIMATION OF RESISTIVITY BY POWELL'S METHOD 

With the curve matching method, it seems that different investigators usually obtain varying 
resistivities and depths of layers from the same investigative results. Since the curve of the 
apparent resistivity and electrode spaces do not match perfectly with the standard curve, the 
matching tends to be subjective. Using a method with a numerical analysis and optimization, 
the distribution of resistivity can be determined objectively. 
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Fig. 8 shows the distribution of electric potential in a vertical plane caused by an electric 
current between electrodes CI and C2 • The depth and the resistivity of the layers affect both 
the distribution of electric potential and the difference in potential between PI and P 2 • If 
the conditions of an analysis are identical to those of an investigation, the same distribution 
and difference in potential are obtained by the analysis. Therefore, modifying the conditions 
of the analysis for the same difference in potential with the investigation allows the actual 
resistivities below the investigated site to be obtained. The vertical two-dimensional finite 
element analysis and Standard Powell's method[2] are used for this purpose. 
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Fig. 8: Electric potential caused by electri­
cal sounding 
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Fig. 9: Finite element mesh used in vertical 
two dimensional analysis 

In vertical soundings, measurements with varying electrode spaces are carried out at one inves­
tigation site. Resistivities and depths of layers must be determined so that similar differences 
in potential are analyzed for each measurement. The error in differences to be minimized is 
defined as Eq.(2). N is the number measurement points, and the superscripts 0 and A mean 
the value obtained by observations and analyses, respectively. 

(2) 

In the actual measurement, three-dimensional distribution of electric potential are generated, 
thus, a two-dimensional analysis with identical resistivity distribution causes different electric 
potential. To compare the V / I of a two-dimensional analysis, V / I by a measurement must be 
multiplied with 4 log 2· a before substituting Eq.(l )[3]. 

Using the described method, the distribution s of resistivity are estimated from the results 
of the August investigation. The electric potential is analyzed using the finite element mesh 
shown in Fig. 9, which has fine divisions near the electrodes. Since the distance between two 
current electrodes becomes 90 m at the maximum, the analyzed region is 200 m wide and 
100 m deep. The number of nodes is 853 and the number of elements is 912. The resistivity 
of each element is defined as the resistivity of the layer in which the element exists. For an 
element which belongs to two layers, the resistivity is calculated and defined proportionally 
to their areas in the element. 

Since the number of layers is assumed to be three as in the curve matching method, three 
resistivities and two depths of boundaries are to be estimated. Eight measurements are carried 
out for each point, and the number of unknowns is smaller than the number of conditions. 
The estimation of these values is expected to be possible. In Standard Powell's method, the 
initial values for all unknowns must be specified. In this study, the resistivities and the depths 
obtained by the curve matching method are used. 

The depth of saline water below all measurement points is estimated and shown in Fig. 10. 
Compared to the results by the curve matching method in Fig. 7, the depth is shallower for 
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Fig. 10: Depth of saline water estimated by optimization 

most of the measurement points. In particular, the depth for the point at the northern end of 
the western part is estimated to be shallow, which shows the intrusion from the river bed. 

CONCLUSION 

Electrical soundings resulting from the resistivity method are applied to the investigation of 
saline water intrusion in Haruno Town, Kochi Prefecture, Japan. The results obtained by 
two investigations, conducted in March and in August, are shown, and the differences are 
discussed. An alternative method for estimating the resistivity and the depth of the layers 
with a numerical method and optimization is proposed and applied. 

This study is concluded as follows: 

1. The electrical soundings obtained with the resistivity method are carried out in the 
coastal area of Haruno Town, Kochi Prefecture, Japan. A deep layer of low resistivity 
is found near the coast and is estimated to be a layer intruded by saline water. 

2. The resistivity and the depth of the layers are obtained using the curve matching method 
to estimate the depth of the saline water. In the western part of the investigated area, 
where the quantity of groundwater use is large, the depth of the saline water is shallower 
than in the eastern part. 

3. From the August investigation, when the quantity of groundwater use is small, the depth 
of the saline water is estimated to be shallow even in the eastern part where there is 
little groundwater use. Infiltrating water from rice paddy fields is supposed to raise the 
groundwater level and lower the saline water level. 

4. The resistivity and the depth of layers are estimated with a numerical analysis and opti­
mization from the results of the soundings. With this method, they can be determined 
more objectively than with the curve matching method. 
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ABSTRACf. Yoro river basin is located at the center of Boso peninsula, Onba prefecture. Its area is 250 
Km2, with maximum width of mut 10 KIn, length of 40 KIn, then a relative height of 360 m and, a slope of 
0.5 degree dipping northwards to the Tokyo bay. The topography of the area has been classified from South 
to North into three groups: Kazusa hills, Shimosa upland and alluvial plain. These geomorphological units 
belong respectively to the geological features of Kazusa group, Shimosa group and alluvium. From oxygen 
isotope analysis and subsurface temperature distnbution, three groundwater flow systems of almost 
equivaIent ooncentration of oxygen isotope are distinguished: the regional, intermediate and local. Natural 
recharge areas oonsist of rones of low subsurface temperature and, discharge areas of rones of high 
temperature. The regional and intennediate flow systems are recharged upstream of Yoro river basin at 
Kazuasa hills and, discharged respectively near the seashore and the middle of the basin through the kasamori 
furmation (top layer of Kazusa group composed of muddy strata). The flow of discharging groundwater is at 
the origin of high subsurface temperature areas. The IocaI flow system recharges at the Shimosa upland 
(midstream) and discharges at the alluvial plain (downstream river basin). These flow systems have been 
oonfirmed by a 2-D steady state numerical simulation using the MODFLOW program on a cross-section 
along the main groundwater flow direction. 

KEY WORDS: Groundwater flow system, Temperature, Oxygen isotope, Mode~ Measurements 

INTRODUCTION 

Yoro river basin (Fig.1 and 2) is known fur its artesian wells (which can reach 600 m depth) bored by the 
"Kazusa Bori" drilling bamboo method This method started to be perfunned around a hundred years ago. 
fur a proper use and oontrol of groundwater, a sufficient knowledge of its flow system is necessary. The 
present work analyzes distnbution of subsurface temperatures and hydraulic heads then, isotopic oxygen 
oontrast, with the aim of clarifying the existing groundwater flow systems of the Yoro sedimentary basin. A 
2-dimensional flow simulation model perfunned on a vertical cross-section along the main water flow 
direction oonfirms the presence of these systems. Results of this simulation show the dependence of 
groundwater flow patterns on geological oonditions. 

MEASUREMENTS AND PROCESSING METHODS 

Subsurface temperatun:. Subsurface thermal measurements generally made in observation wells assume 
equilibrated thermal state between water and the surrounding solid material. Temperature measurements in 
this study were carried out in 13 observation wells. 10 of them were less than 300 m deep while, the 3 others 
had depths of 600 m (two wells) and 2000 m. The equipment used fur the measurements was a digital 
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thennister thennometer (resolution of 0.01·C) attached to a cable of 600 m length. Data were recorded from 
the water table till the bottom of the hole, every 2 meter interval downward in the relatively shallow boreholes 
(Anezaki, Iwasaki, Yawata, Ama, Matate, Nansou, Tatsuno, Nomi<D, Nurutsu and Mizusawa) and, till 600 m 
depth, with a 5 meter interval in the 3 relatively deep boreholes (Iwasaki@, Noumi~ and Soukaku) 

Areal and vertical sub!urface tbennal distributiolL Figure 3 shows horizontal distnbution of temperatures 
at an altitude of 100 m below sea level It is observed on this figure that there is it gradual increase of 
temperatures from highlands to seashore. Temperatures also increase towards the center of the basin (Matate 
and Nansou). High thennal and lowland areas, characteristic of natural discharge co-exist with low thermal 
and highland areas consisting of natural recharge zones. The flow system expressed by this distnbution 
shows that water recharging upstream of Yoro river basin, discharges near the seashore. A 2-dimensional 
temperature distnbution (FIg.4) along the South-North main groundwater flow direction A-A' cross-section 
of figure 1 shows the increase of temperatures with decreasing topography. This means, recharge takes place 
near Mizusawa, area located on highlands of the basin's median sites and where subsurfuce temperatures are 
relatively low. And, discharge occurs near Iwasaki, which is a lowland zone at the proximity of the seashore 
showing relatively high temperatures. 

GROUNDWATER FLOW CONDmONS 

Oxygen isotope contrast. Oxygen isotopic analysis shows the existence of two different flow systems as 
illustrated on figure 5. One is the intermediate flow system, recharging at Yoro upstream area and discharging 
at Matate located at the median of the basin The other is the local flow system, recharging mid area of Yoro 
river basin and discharging around the seashore. Each of these flow systems has almost the same oxygen 
isotope concentration 

Simulation model. As seen in the previous sections, the general flow direction estimated through subsurfuce 
temperature distnbution and oxygen isotope contrast oow clearly appears. A 2-dimensional numerical model 
(using a finite difference approach) was built along A-A' cross-section representing the main water flow 
direction, in order to simulate field distnbution of hydraulic heads. MODFLOW program was used to run the 
steady state simulation exercise. The head change criterion for closure was set at 1.0 xlO-4 m. Theoretical 
background of this process can be found in [2] where the Richard formula (3) is derived from Darcy's law (1) 
and continuation equation (2) is solved through the finite difference approach. fur the 2-dimensional case, 
this stands as: 

acp 
V =K (x y)-

x x' ax 
........ (1) 

av av 
_x + __ y =0 
ax ay 

. . . . . • . . . (2) 

- Kx(x,y)- +- K (x,y)- =0 a [ aCP] a [ acp] 
ax ax ay Y ay 

. . • . . • . • (3) 

Where Vx and Vy represent groundwater velocity in the respective x and y directions, Kx and Ky are 
hydraulic conductivities in the respective x and y directions and cp is hydraulic head. The observed field 
hydraulic head distnbution along the main groundwater flow direction (cross-section A-A') is presented 
on figure 6. To build the mode~ a constant horizontal grid interval 500 m is set. While the vertical grid 
spacing comprises three sub-regions: 10 m interval above 0 m altitude, 50 m interval between the sea level 
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and 300 m beneath and, 100 m inteIVal between -300 and --600 m altitude (FIg.7). Boundary conditions 
stand as fullows: fur the upper boundary, an average yearly amount of 600 mm of recharge supplies the water 
table. This value was taken from recharge rates evaluated by [3]. Lower boundary: below 600 m depth, 
circulation of water is assumed to be very limited and negligIble. This depth is therefure considered as a no 
flow boundary. Lateral boundaries: constant hydraulic heads were assigned under seashore location Qeft 
lateral boundary). Those values were estimated from the nearest obse!Vational wells of different depths. No 
flow condition was assumed fur the right lateral boundary located upstream. Hydraulic conductivities chosen 
fur the main geological features of this section have been deduced from aquifer test results [3]. These are 
(FIg.7): Shimosa group: 28 X 1cr' m/s, Kasamori layer (upper part of Kazusa group): 6.0 X 10-6 m/s and, 
lower part of Kazusa group: 1.0 X 10-5 m/s. 

Results of simulation. The 2-dimensional groundwater flow simulation results of A-A' cross-section of 
Yom river basin are presented in two modeling cases illustrating different hydrogeological conditions. For the 
first case (FIg.8), an average permeability coefficient of 1.0 X 10-5 m/s was imposed without distinction, on 
the different geological terrains of the basin. Results show that only the regional flow system can be 
recognized. In the second case (FIg.9), a clear illustration of the three flow systems recognized through 
subsurface temperature distnbution and isotopic oxygen contrast is drawn by the distnbution of flow line 
vectors. fur this case, geological differences of the basin's formations were considered. Therefure, hydraulic 
conductivities used were those noted on the previous paragraph recognizing 3 main geological structures 
(Shimosa and Lower Kazusa groups and, Kasamori layer). The results of this last case confirm the 
interpretations made previously on the existence of regional, intermediate and local groundwater flow 
systems. The regional flow system is recharged on Kazusa hill and discharged near the seashore. The 
intermediate flow system is recharged at Yom upstream and discharged at Nansou through Kasamori 
aquiclude layer. The local flow system is recharged at the mid area of Yom river basin and discharged at the 
surroundings of the seashore. 

CONCLUSION 

The current study was based on measurements of subsurface temperatures, hydraulic heads and 
concentrations of oxygen ,isotope. Its target was to identify groundwater flow systems and clarify 
hydrogeological characteristics of the Yom river basin. The results obtained can be summarized as: areas of 
high subsurfuce temperatures existing near the seashore are of discharging character. While, low temperatures 
of southern highlands are the recharging areas. Groundwater flows mainly from South to North. FInally, 
simulation results when they take into account specific geological features of the river basin confirm the 
existence of three flow systems as inferred by thermal analysis and oxygen isotope study. 
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Climate Change Impacts in Regional-Scale Aquifers: 
Principles and Field Application 
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ABSTRACT. lxCOz and 2xCOz global circulation model (GeM) climate simulations were 
expressed in terms of scaling ratios and coupled with historical time series of normal and extreme 
climate periods. The scaled time series created global warming scenarios in regional karst aquifer 
which were then used to estimate ground-water recharge and to simulate ground-water flow and 
springflow for a range of pumping levels. GeM and ground-water pumping sensitivity of aquifer 
management strategies were identified. Methods and models to link climate change to regional 
aquifer response are examined in this work. 

KEY WORDS: climate change, regional aquifer, aquifer recharge, karst aquifer, streamflow. 

INTRODUCTION 

Study objectives, climate scenario, and regional aquifen 

This article presents an approach to investigate water resources impacts of climate change in 
regional aquifers. A regional aquifer is defined as one in which the longitudinal dimensions (x and 
y coordinates) are on the order of tens of kilometers while the vertical (z) coordinate is a fraction. 
of the x and y dimensions, typically on the order of hundreds of meters. This means that aquifer 
flow is well-characterized as a 2-dimensional (X;y) process in which the hydraulic head is 
represented as an averaged value over the z coordinate. The Ogallala aquifer of the Great Plains 
regions of the United States and the Edwards Balcones Fault Zone (BFZ) of south-central Texas 
are two cases in point. The Edwards BFZ aquifer is one of the most productive karst aquifers in the 
world [1], with average annual recharge during normal precipitation years on the order of9.9 x 108 

m3. Regional aquifers are important contributors to water supply, and in some cases provide a 
substantive share of the water used in large regional economies. Thus, it is important to investigate 
how these aquifers respond to short-term (seasonal) or long-term (intra-annual) climate variations. 
In this article we focus on the so-called "2xCOz" global-warming scenario, in which the climate of 
the earth is simulated by global circulation models (GeMs) under conditions which correspond to 
double C02 atmospheric concentration relative to the base level of355 ppmv (which approximates 
that of 1990, see [2]). Some authors speculate that the 2XC02 scenario may be realized within one 
or two centuries [2]. New evidence regarding the global 2XC02 budget suggests more complex 
feedbacks between atmospheric COz, soils, vegetation, and the ocean than originally understood 
[3]. This new evidence has cast doubts on whether the steady-state 2XC02 climate scenario will 
ever be realized by human action alone within the next few centuries. This work reports an 
approach to estimate likely aquifer responses to the 2XC02 scenario and highlights the effect of 
climate versus human impacts on aquifer yield. Our methodology is applicable to transient as well 
as steady-state climate variations, and it is not limited to 2XC02 estimates. 
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Vulnerable River Basins 

Fig. 1. Watersheds vulnerable to climatic change in the United States. 

CLIMATE-CHANGE VULNERABILITY AND THE EDWARDS BFZ AQUIFER 

Figure 1 shows a map of four U.S.A. watersheds considered highly vulnerable to climatic change 
and climatic variability [3]. They were identified based on analysis of multiple vulnerability 
factors which included: (i) water resources implications of changes in water supply; (2) ecosystem 
dependence on hydrologic regime modification; (3) institutional issues surrounding adaptive 
strategies to climatic modifications. The Edwards BFZ aquifer of south-central Texas was ranked 
as the most vulnerable watershed to climate change in the United States. This watershed's 
hydrologic regime is dominated by the strong interaction of streamflow seepage into the Edwards 
BFZ aquifer, the evolution of hydraulic head in the recharge zone and the confined zone of the 
aquifer, large-scale ground water pumping (currently on the order 4.9 x 108 to 6.2 X 108 m3 yr-I) 

and springflow discharge along a series of large springs located in the discharge zone of the 
aquifer. 

Figure 2 shows a schematic of the recharge mechanism in the Edwards BFZ aquifer. The right 
portion of Figure 2 shows the current mechanism of recharge in the Edwards BFZ aquifer by 
means of streamflow seepage into the outcropping Edwards limestone. Streamflow is measured 
upstream (Qu) and downstream (QD) of the recharge area in several streams which run through the 
Edwards aquifer. Runoff generated within the recharge area (QI) adds to streamflow. The recharge 
R in the outcrop area is given by R = Qu + OJ -Qo. QI is estimated as a fraction of the upstream 
flow (Qru) scaled by the ratios AI/Au 'PIIPU, in which AI, Au, PI, and Pu are the drainage area in 
the recharge zone, the drainage area upstream of the recharge zone, the precipitation in the 
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recharge zone, and the precipitation in the drainage upstream of the recharge zone, respectively 
[1]. Thus, OJ "" Otu . A,I Au . P,lPu . 

---r--~t-
\ ! ! ~ 

.. ! ! c1ay~ 

recharge zone 

Edwards Formation 

/ 

Glen Rose Formation 

Fig. 2. Recharge mechanism in the Edwards BFZ aquifer. The karstified Edwards limestone was 
exposed by normal faulting. Streamflow which was previously kept flowing over the del Rio clay 
was then able recharge the limestone aquifer by seepage (right). The unconfined aquifer in the 
recharge zone becomes confined downgradient from the outcrop area (see hydraulic head dashed 
line). Drawing not at scale. 

The recharge discharge (confined) zones of the Edwards BFZ aquifer have surfaces of 2.9 x 103 

and 13.0 x 103 mi2, respectively. Because of the relative magnitudes of the horizontal and vertical 
dimensions, ground water flow in the study area is well-described by the following transient-flow 
equation: 

a ( 00) a ( 00) 00 - T(x,y)- +- T(x,y)- =S(x,y)-+N(x,y) ax ax ay ay at 
(1) 

in which T is transmissivity, h is the hydraulic head, S is the storage coefficient, and N is the net 
ground water flux per unit area of aquifer (includes pumping, springflow, and recharge). Equation 
(1) was discretized according to a (fully-implicit) finite-difference scheme and coded into a 
Fortran program named GWSIM IV ([1] and [5]). Figure 3 shows the one-layer, finite difference, 
grid which consists of30 rows and 81 columns. The layer represents the Edwards (limestone) 
Formation (see Figure 2). Transmissivity (T), storage coefficient (S), pumping (Q), and recharge 
(R) are variable within the aquifer and are input cell by cell according to the spatial variability 
dictated by field measurements. The time step in the finite-difference discretization is one month. 
The effect of climate change is introduced through climate scaling factors as explained below. 

CLIMATE SCALING FACTORS AND 2XC02 RECHARGE 

Climate change is quantified in terms of scaling factors that involve Ix CO2 and 2xC02 GCM­
simulated temperature, precipitation, and streamflow. The lxC02 GCM simulation corresponds to 
the 1990 CO2 atmospheric ccmcentration ('" 355 ppmv). Scaling factors are used in two ways to 
generate climate-change scenarios from historical time series. The first consists of multiplying a 
historical time series by the corresponding scaling factor (or scaling ratio in this case). Using 
streamflow (Q) as an example, the equation used to generate the 2XC02 streamflow scenario is as 
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Fig. 3. The finite-difference grid of the Edwards BFZ aquifer model [5]. 

follows: 

Q2xC02 
Q2xC02scenario = Q . Qhistorical 

IxC02 
(2) 

If the GCM-simulated QlxC02 and Q2xC02 are unbiased and independent estimators of streamflow 
under 1 x CO2 and 2 x C02 conditions, respectively, then, the expected value of the estimated 

streamflow Q2xC02scenario is equal to the 2 x C02 streamflow mean (J.l2xC02), i.e., Q2xC02scenario is 

an unbiased estimator also. It is implied in the latter statement that Qhistorical and QlxC02 have 
identical expected values which are both equal to the historical mean. Precipitation and other 
climatic variables are scaled in a manner similar to that used to scale streamflow. With the 
streamflow scaling factors available, then the aquifer recharge is scaled to 2xC02 conditions by 
the following expression: 

Q2xC02 r. ] 
R2xC02 = Q lQU +QJ -QD 

1xC02 
(3) 

Pumping is specified to be consistent with the estimated water use at the time of simulation. For 
example, our 2xC02 pumping scenario has been established at 7.84 x 108 m3 y(l, which is the 
farthest reaching estimate (year 2050) currently available for the study area. Once scenario 
recharge and pumping are created, one can simulate aquifer impacts. 

The climate scaling factors were obtained from a database developed by the U.S. National Center 
for Atmospheric Research (NCAR, [7]). The database, called VEMAP (Vegetation/ Ecosystem 
Modeling and Analysis Project), relied on seven leading GCMs to generate coarse-grid forcing 
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climatic output for the USA under 1 xC02 and 2XC02 conditions. Their outputs served then as 
forcing conditions to a regional climate model for the cotenninous USA which produced climates 
scaling factors at a scale ofO.so latitude x 0.50 longitude. Figure 4 shows the VEMAP grid overlain 
on the Edwards BFZ aquifer. 

" ~ + 8 

Vemap coverage 

Figure 4. The VEMAP grid overlain on the Edwards BFZ aquifer [1]. 

RESULTS AND CONCLUSIONS. 

Figure 5 shows the minimum springflows at two of the major springs found in the Edwards 
aquifer' s discharge zone, the San Marcos and Comal Springs, as a function of annual pumping rate 
in a 2XC02 drought climate scenario. The drought scenario in a warmer climate was obtained by 
scaling ground water recharge during the critical drought period from 1947 through 1959 with 
2xC02 scaling factors as dictated by equation (3). The San Marcos and Comal springs are of 
significance with respect to water supply and ecological criteria, and are good indicators of the 
aquifer' s hydraulic and ecologic status. The results of Figure 5 correspond to climatic scaling 
factors obtained from one of the seven GCMs in the VEMAP database, namely, the United 
Kindom Meteorological Office (UKMO) GeM. Results are available for all the other GeMs, but 
space limitations constraint us to present only one set of GeM results. The UKMO GCM is of 
particular interest because it predicts median 2xC02 moisture supply in the study area relative to 
the predictions of the other GCMs. Thus, the UKMO results can be seen as an average scenario 
relative to more extremes ones. Figure 5 shows springflow minima and the reference target 
springflow of 7.34 x 106 m3/month, which is considered adequate to maintain aquatic habitat 
viability in the discharge zone. Figure 5 indicates that minimum reference spring flow at Comal 
springs is met whenever the annual pumping rate is kept at approximately 1.23 x 108 m3 yro. or 
less under drought in a 2xC02 era. This compares with the current pumping of about 6.2 x 108 m3 

yro• and with predicted year 2050 pumping of 7.84 x 108 m3 yro •. San Marcos minimum reference 
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springflow, on the other band is not met under drought 2xC~ for any level of pumping, pointing 
to challenging habitat management considerations. Other simulations were done using base periods 
of normal (as opposed to drought) climate. Those resuhs, not shown here, indicate the predomiDant 
effect that pumping has ~ aquifer response compared to the impacts of climate change on 
available surface moisture. The approach herein presented can be extended to any other type of 
regional aquifer to explore the simuhaneous impacts of ground-water and climate forcing. 

pt 
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Fig. 5. Minimum monthly springflows based on UKMO general circulation model (GeM). 
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ABSTRACT. In this study, the conservation of a spring in groundwater recharge by rainwater is 

investigated using a hydrological model which includes the direct runoff, infiltration, 

evapotranspiration, groundwater recharge, and groundwater runoff for simulating the total runoff 

from the rainfall. The Kokubunji basin is chosen the study area. In the basin, the direct runoff 

from impervious areas discharges to one main stream, and the groundwater runoff originates from 

the unconfined aquifer. We assume that the groundwater runoff rate is proportional to the second 

power of the amount of stored groundwater, and the groundwater recharge is proportional to the soil 

moisture excess. The total runoff is simply obtained from the sum of the direct runoff and the 

groundwater runoff. The groundwater recharge in the Kokubunji basin is restricted because of 

permeable inlets through which the rainwater from roofs penetrates into the soil. Hydrological data 

from a rain gauge and a stream flow gauge in the area are used for analyses of the rainfall-runoff 

relationship. Computations were carried out by using the 1995's hydrological data for 1000,2000, 

3000, and 4424 permeable inlets. The effects of the conservation of the spring in groundwater 

recharge by rainwater increase 26%, 52%, 78%, and 116% to the total runoff for 1000,2000,3000, 

and 4424 permeable inlets, respectively.The hydrological model has good applicability when 

calculated at intervals of one hour. 

KEY WORDS: spring, groundwater recharge, rainwater, simulation, hydrological model 

INTRODUCTION 

In this paper we present a hydrological simulation of the water cycle of a spring in groundwater 

recharge by rainwater. The spring belongs to the Kokubunji basin, and is one of the springs in an 

upland region of Tokyo, Japan. Ando [1] developed a hydrological water budget model with a 

groundwater component in the Kokubunji basin. Ando et al. [2] developed a lumped groundwater 

component model in the Kokubunji basin. In this paper, the authors propose an improved hourly­

lumped hydrological budget model in the Kokubunji basin and simulate the effects of the 

conservation of the spring in groundwater recharge by rainwater. 
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DESCRIPTION OF THE KOKUBUNJI BASIN 

The Kokubunji basin is located in the western suburbs of Tokyo and has a catchment area of about 

41 hectares. The spring that drains the terrace is one of the many terrace springs that flow into the 

Noh river. Fig.l shows an outline of the Kokubunji experimental basin; the groundwater table 

contour was drawn based on the groundwater level data for 12th December 1982. The 

groundwater flows from the west of the basin to the east and emerges as a spring and a stream. 

The basin is equipped with both a rain gauge and a streamflow gauging station. The groundwater 

divide was delineated from a study of the geology of the basin, which consists of a loam formation, 

a sand and gravel formation, and a compacted clay formation (see Fig. 2). The sand and gravel 

formation acts as an unconfined aquifer for groundwater flow, and the compacted clay formation 

functions as an impermeable layer. 

HOURLY HYDROLOGICAL MODEL 

The hourly hydrological model is a combination of direct runoff, infiltration, evapotranspiration, 

groundwater recharge, and groundwater runoff (see Fig. 3). Direct runoff occurs in impervious 

areas (Ad) near the stream. Ad is equal to 4123 square meters (1 % of the basin). P'imp (rainfall in 

the impervious area near the stream) becomes direct runoff (D'imp), including a loss estimate of L 

=2mm [3]. Pi(t) (rainfall in the pervious area) becomes 1ft) (infiltration into the soil) when Pi(t) is 

less than R (infiltration capacity of ground surface). R becomes 1ft) when Pi(t) is greater than R. R is 

equal to 1Omm/h [4]. When Ms and Ms' represent soil-moisture storage, Ms'(t) is shown in Fig.3. 

E(t) represents evapotranspiration from the infiltration area. Evapotranspiration (E(t)) is calculated 

using Hamon's formula [5]. The relationship between Ms'(t) and G(t) is shown in Fig.3, where 

Mn is equal to 200mm, (3 is equal to 0.1, g is equal to O.5mmlh, and h is equal to 5mm. These 

values are the same as those for the Nagayama experimental basin [3]. Groundwater runoff (Qg(t)) 

originates from the unconfined aquifer. The recession equation of groundwater runoff from 

unconfined aquifers was theoretically obtained by Takagi[6].1t may be stated as 

Qg(t)= 00 / ( 1 + Au.JQ;t l 

where Qo is the value of groundwater runoff at time t=O and Au is the recession constant of 

groundwater runoff from unconfined aquifers. The relation between groundwater runoff and 

groundwater storage, as presented by Coutagne[7] and Ding[8], is given as 

Qg(t)=Au2 Sg(t/ 

where Sg(t) is the groundwater storage, and Au is equal to 0.016. Total runoff (Q(t)) is the sum of 

direct runoff (D'imp(t)) and groundwater runoff (Qg(t)). The observed and calculated hydrographs , 

which show good agreement, are shown in Fig. 4. Therefore, the hourly hydrological model has 

good applicability to the Kokubunji basin. 
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Fig. 3. Sequence of the hourly hydrological model of the Kokubunji basin 



SIMULATION OF CONSERVATION OF A SPRING IN GROUNDWATER 
RECHARGE BY RAINWATER 

Groundwater recharge by rainwater is restricted to the rain falling on roofs because of water quality. 

Assuming 1000, 2000, 3000, and 4424 permeable inlets, simulation using the above hourly 

hydrological model was carrried out during 1995. The count of 4424 permeable inlets corresponds 

to 100% of the roofs in the Kokubunji basin being covered by permeable inlets. Fig. 5 shows 

examples of the results of the simulation of conservation of the spring in groundwater recharge by 

rainwater. Effects of the conservation of a spring through groundwater recharge by rainwater were 

a 26% increase of total runoff for 1000,52% increase for 2000, 78% increase for 3000, and 116% 

for 4424 permeable inlets. These results indicate that the number of permeable inlets significantly 

affect the results. 

CONCLUSION 

The authors aim at simulating the conservation of a spring in groundwater recharge by rainwater. 

The spring belongs to the Kokubunji basin, and is one of several springs in an upland region of 

Tokyo, Japan. The Kokubunji basin is located in the western suburbs of Tokyo and the catchment 

area is about 41 hectares. A rain gauge and a streamflow gauge are equipped in the basin. The 

hydrological model is a combination of direct runoff, infiltration, evapotranspiration, groundwater 

recharge, and groundwater runoff. 

1. The hourly hydrological model has good applicability to the spring (the Kokubunji basin). 

2. Simulation using the above hourly hydrological model was carried out, and a significant 

increase of total runoff when there are permeable inlets for rainwater on roofs was confirmed. 
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ABSTRACT: In this study, a distributed hydrological model is applied to the Ebi river catchment 
by coupling computation of surface water with simulation of multi-layered groundwater. The 
distributed hydrological model is grid-based and able to model spatially variable water and heat 
processes with complex land covers. Taking into account of recharge from unsaturated soil layers 
and lifted groundwater as source terms, a two-dimensional simulation of multi-layered aquifers is 
performed for groundwater flow to consider the interactions between surface water and 
groundwater. The Ebi river catchment has an area of 27 km2 and is located in the Funabashi and 
Kamagaya cities, Chiba prefecture, Japan. It is one of the pilot catchments set by Ministry of 
Construction to study hydrological cycle. The groundwater aquifers in the catchment include one 
unconfined aquifer and two confined aquifers. The soil of unconfined aquifer varies from the 
Kanto-Ioam to the alluvial soil, the Joso clay or the Narita sand whereas that of confined aquifers 
is mainly the Narita sand. The distributed hydrological model is applied to the catchment with a 
grid cell size of 50m and a time step of I hour. The simulation of 5 years from 1992 to 1996 is 
performed and tested against the measurement. The comparison of water balance in wet 1993 with 
that in dry 1994 is also conducted to see the effect of weather change on groundwater and other 
hydrological components. With the further urbanization in future, countermeasures such as 
infiltration facilities are highly required to conserve the groundwater and to improve the 
hydrological cycle in the catchment. 

KEY WORDS: groundwater, hydrological cycle, urbanization, Ebi river, distributed model 

INTRODUCTION 

The hydrological cycle is greatly changed with the rapid urbanization in catchments. The 
groundwater outflow decreases and groundwater levels become lower while the river flood 
become bigger and quicker because of increased impervious area. The purpose of this study is to 
make clear the hydrological cycle and groundwater flow in the rapidly urbanized Ebi river 
catchment, and to provide basic information for the conservation countermeasures of hydrological 
cycle in the catchment. 

The map of the Ebi river catchment is shown in Fig. I. It is located in the Funabashi and Kamagaya 
cities, Chiba prefecture, Japan. It is one of the pilot catchments set by Ministry of Construction to 
study hydrological cycle in details. It has an area of 27 km2• There are 6 rain gauges inside or near 
the catchment, one of which is the Funabashi AMeDAS station with the observations of 
temperature, wind and sunshine. The annual average precipitation over the past 10 years is 1360 
mm. There are 3 gauges of river water level and discharge. The land use and elevation data are 
based on the Fine Digital Information System (FDIS). The catchment is adjacent to the Tokyo bay 
and land elevations are quite low (0-33m). There are 4 kinds of soils considered in the study, the 
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dominant ones of which are the 
Kanto loam and the Alluvial soil. 
Based on the geological boring 
data, aquifers in the catchment 
show a multi-layered structure. 
The boundary of groundwater 
flow shows a little larger than 
the catchment boundary 
according to the measurement of 
groundwater levels as shown in 
Fig.l. 

According to the prediction by 
the local government, about 5.7 
km2 forest, paddy or drought 
farmland will be developed to 
housing area from 1993 to 2035, 
the population will reach 
261,000 from 203,000 and the 
coverage rate of sewer system 
will attain 100% from 10% (in 
population). To study the 

MODEL STRUCTURE 
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impacts of urbanization on groundwater and hydrological 
cycle and to propose countermeasures, a robust simulation 
model is required to develop and verify. 

• 

+ 
N River 
o Catchment Boundary 
D Groundwater Boundary 
• Rain Gauge 

2;.k~m""""'lliiiiiiiiiiiiiO~~~~liiiiiiiiiiiiiiiiiiiii_4 '" Discharge Gauge 
e:: • Groundwater Gauge 

Fig.1 The map of the Ebi river catchment. 

The details of model structure are referred to Jia and Tamai (1998). In this study, modification is 
added to groundwater simulation. By adding another confined aquifer and directly calculating 
groundwater outflow to rivers, groundwater simulation becomes quasi-3 dimensional and 
physically based. 

The diagram of the model vertical structure inside a grid cell utilized in this study is shown in 
Fig.2 (a). Land use is at first summarized into 3 groups, namely a water body group, a soil­
vegetation group and an impervious area group. The soil-vegetation group consists of bare soil, 
tall vegetation (forest or urban trees) and short vegetation (grass or crops). The impervious area 
group consists of impervious urban cover and urban canopy. Evapotranspiration and latent heat 
flux are computed by the Penman-Monteith equation, infiltration excess during heavy rains is 
simulated by a generalized Green-Ampt model (Jia and Tamai, 1997) whereas saturation excess 
during the remaining periods is obtained by balance analysis in unsaturated soil layers. Surface 
temperature is solved by the Force-Restore method. 

The diagram of the model horizontal structure inside a catchment is shown in Fig.2 (b). River flow 
routing is conducted for every sub-catchment and a main channel using the kinematic wave 
method. Overland flow is simplified as lateral inflow to rivers because the concentration time is 
estimated to be shorter than the simulation time interval in this study. Taking into account of 
recharge from unsaturated soil layers and lifted groundwater as source terms, a quasi-3 
dimensional simulation is performed for groundwater flow to consider the interactions between 
surface water and groundwater by using the following Boussinesq equations (Zaradny, 1993): 

Unconfined aquifer c ah" = ~(k h ah" )+~(k h ah,,) +(Q +WUL - RG - Per-E) 
"at ax ""ax By ""ay 3 

(1) 

aha ah a ah c-= -(kD-)+-(kD-) + (Per-GWP-Perc) 
at ax ax By By 

Confined aquifers (2) 
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where C" is the specific yield, C the storage coefficient, h" and h the groundwater heads in the 
unconfined aquifer and confined aquifers respectively, k" and k the hydraulic conductivities of 
unconfined aquifer and confined aquifers respectively, D the thickness of confined aquifers, Q3 the 
recharge from unsaturated soil layers, RG the groundwater outflow to rivers, WUL the water use 
leakage, GWP the pumped groundwater, Per and Perc the percolation to the aquifer below and E is 
the evapotranspiration from groundwater (when groundwater level is high). 

Water exchange between river and groundwater is calculated according to the hydraulic 
conductivity kb of riverbed material and difference between river water level Hr and groundwater 
level h,, : 

h,,<':Hr 

h,,<H, 

where Ab is seepage area of the riverbed and dh is the thickness of riverbed material. 

(a) 
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Flow 
... ' ­.... 

1- 1. 1+1 

1 0 RIVe. Flow 

" " 

(3) 

Fig.2 The diagram of model structure: (a) vertical structure inside a grid cell, (b) horizontal structure. 

APPLICATION 

The above model is applied to the Ebi river catchment with a grid cell size of 50m and a time step 
of I hour. The simulation of 5 years from 1992 to 1996 is performed. The characteristic curves of 
soil - moisture and hydraulic conductivity parameters are referred to Herath, Musiake and 
Hironaka (1992). Aquifer data are based on geological boring data. The unconfined aquifer with a 
thickness of 2-17 m is constituted of the Kanto loam. the Narita sand and the alluvial soil. The 
hydraulic conductivity of unconfined aquifer is around 5x I O-~cm/s and the specific yield is related 
to groundwater level and soil moisture in unsaturated layers. When groundwater level falls or it is 
2m below ground surface. the specific yield is set as 0.01. a deduced effective porosity of the 
Kanto loam or the Narita sand. When groundwater rises near to ground surface. it is set as the 
difference of saturated soil moisture and soil moisture in unsaturated layers. Below the unconfined 
aquifer is an aquitard constituted of the Joso clay with a thickness of 5-1 Om and a hydraulic 
conductivity of around I x 10-('cm/s. Two confined aquifers with a thickness of 100-400m are 
mainly constituted of the Narita sand and their specilic storage is set as 0.0005/m. 

Fig.3 shows the comparison of simulated groundwater levels with the observed ones at 4 wells 
(their positions are referred to Fig.I). It can be seen that the variation patterns are almost same. 
Here the groundwater level is the elevation above the sea level of the Tokyo bay. 
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••• • 

Contour lines of groundwater level in 
the catchment are shown in Fig.4. The 
simulated result of the top confined 
aquifer is compared with the 
measurement at 112 private wells in 
winter of 1996. Though there are 
obvious differences between them, the 
distribution patterns are similar, namely 
the groundwater level become lower 
from upstream area to downstream area 
(refer to Fig.1 at same time). In addition 
to the imperfect of model itself, the 
differences are also related to the 
complicity of actual aquifers in the 
catchment. Though most of the wells 
take groundwater from the top confined 
aquifer, some take groundwater from 
unconfined aquifer. 

Fig.4 Contour lines of groundwater level on Jan.25, 
1996 (Unit: m). 

In addition, from Fig.5 it can be seen that the simulated daily discharges match well with the 
observed ones at the Yasakaebashi station, which is located at the middle reach of Ebi river (see 
Fig.l) and has a control area of 8.3 km2• The simulated annual discharges in 1993 , 1994 and 1995 
are 1851mm, 1373mm and 1414mm respectively whereas the observed ones are 1617mm, 
1285mm and 1404mm respectively, which means relative errors ranging from 0.7% to 12.6%. 
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Fig.S Daily discharges at the Yasakaebashi station of Ebi river. 

The comparison of annual water balances in 1993 and 1994 is shown in Fig.6 to see the effect of 
weather change on groundwater and other hydrological components. 1993 is a wet year with 
annual precipitation of 1463mm whereas 1994 is a dry year with annual precipitation of 980mm. 
From the figure it can be seen that the ratios of evapotranspiration. surface runoff and infiltration 
to precipitation are roughly 32%. 53% and 23% in 1993 in the Ebi river catchment. Compared 
with natural catchments. the surface runoff shows a higher ratio where infiltration shows a lower 
value. which illustrates the impact of urbanization in the catchment. In addition. groundwater flow 
is only 1/4 of sewerage to rivers. which indicates a water quality problem during clear days. In 
addition. in the dry 1994 the annual recharge to groundwater decreases 167mm (46%) and the 
groundwater outflow decreases 25mm. which makes river base flow become less and degrade the 
water quality further. On the other hand. the surface runoff decreases 301 mm whereas the 
evapotranspiration has no big change. With the further urban development and especially the 
construction of separate sewer system. if the treated wastewater is directly discharged to the Tokyo 
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bay, the river base flow will further decrease, which will bring a serious environmental problem in 
the catchment. Therefore, to conserve the groundwater and river environment, countermeasures 
such as installation of infiltration facilities, re-use of treated wastewater and construction of 
detention ponds etc. are highly expected. 
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Fig.6 Comparison of annual water balances in 1993 and 1994 (Unit: mm). 

CONCLUSIONS 

A distributed hydrological model is applied to simulate groundwater flow and water balance in the 
Ebi river catchment with reasonable results obtained. The comparisons of simulated groundwater 
levels and river discharges with the observed values show the rationality of the model. The 
comparison of water balance in wet 1993 with that in dry 1994 is also conducted and it shows the 
effect of weather change on groundwater and other hydrological components. To conserve the 
groundwater and river environment the countermeasures such as implementation of infiltration 
facilities etc. are thought to be highly required and their effect estimation will be conducted in the 
study of next step. 

ACKNOWLEDGMENT 

The authors give their sincere thanks to Prof. K. Musiake, Tokyo University and Urban River 
Division, Chiba Prefecture and Association for Rainwater Storage and Infiltration Technology, 
Japan for providing valuable observation data in the Ebi river catchment. 

REFERENCES 

I. Jia Y and Tarnai N (1998) Integrated analysis of water and heat balances in Tokyo metropolis 
with a distributed model, 1. Japan Soc. Hydrol. & Water Resour. 11-2, 150-163 

2. Herath S, Musiake K and Hironaka S (1992) Field estimation of saturated conductivity using 
borehole test, influence of unsaturated flow and soil anisotropy, Ann. 1. Hydraul. Eng., JSCE, 
36: 435-440 

3. Jia Y and Tarnai N (1997) Modeling infiltration into a multi-layered soil during an unsteady 
rain, Ann. J. Hydraul. Eng., JSCE, 41: 31-36 

4. Zaradny H (1993) Groundwater flow in saturated and unsaturated soil, Balkema. pp.66-82 



Study on Interaction between Surface and Subsurface Flows using Conjunctive 
Flow Model 
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ABSTRACT. The interaction between the surface and subsurface flow components plays an 
important role especially in initial loss and overland flow initiation at the early stage in rainfall 
events. Therefore, coupling of the surface and subsurface flow submodels is necessary in more 
comprehensive and sophisticated watershed modeling to deal with the interaction theoretically. 
We already proposed the conjunctive 2-D surface and 3-0 subsurface flow model using an 
approximate version of the Saint-Venant equations to simulate the two-dimensional unsteady 
surface flow and a modified version of Richard's equation for the three-dimensional unsaturated 
and saturated unsteady subsurface flow (1, 2]. This paper shows a further development of the 
conjunctive model and focuses on the interaction between surface and subsurface flow 
components. The interaction of the two components is directly related to the estimation of 
effective rainfall or initial loss of hyetographs. In the conjunctive model the interaction is 
formulated using the comparison of the two parameters, "rainwater supply" and "infiltrability 
(infiltration capacity) ". The model reproduces the initiation of overland flow and initial loss 
process and contributes to more precise and reliable estimation of effective rainfall than the usual 
methods using the empirical formulas in watershed modeling. 

KEY WORDS: conjunctive model, effective rainfall, infiltration capacity 

IN1RODUCTION 

Initial loss, infiltration, and overland flow initiation are familiar to us and can easily be observed 
on pervious surfaces around our residences at the early stage in rainfall events. These hydrological 
processes are typical examples of an interaction between surface and subsurface flows. The 
interaction, however, has been disregarded in watershed modeling. Instead, most of the models 
separate the surface and subsurface flow components, calculating the effective rainfall using the 
empirical formula such as Horton's infiltration equation. For more sophisticated models using 
nonlinear partial differential equations for surface and subsurface flows, the common boundary 
condition as an interface of the two flow components has not been treated theoretically in the 
numerical calculations and the surface and subsurface flows have been' eternally connected' [3]. 

In this paper, we show a conjunctive 2-D surface and 3-0 subsurface flow model. The conjunctive 
model couples the two flow components with a common boundary condition set on the 
comparison between infiltrability (infiltration capacity) and rainwater supply at each time step in 
the numerical calculation. Mter formulating the conjunctive model, we applied the model to 
simulate the interaction between surface and subsurface flows: initial loss, infiltration and 
overland flow initiation. 

GOVERNING EQUATIONS AND NUMERICAL METHODS 

For the conjunctive model, we apply an approximated dynamic wave equation used in the 
diffusion flow model [4] - appropriately named the non-inertia model - for the two-dimensional 
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surface flow, and a modified version of Richard's equation for the three-dimensional subsurface 
flow. 

<Surface Flow> 
The continuity equation for two-dimensional surface flow is described as 

ah a a 
- +-(uh)+-(vh) +i - r =0 at ax ay (1) 

where h = flow depth normal to surface; u and v = cross sectional average velocities in the x and y 
directions; i = infiltration rate; r = rainfall intensity. 
Momentum conservations equation can be written in the non-inertia approximation form. 

ah 
--SQx+SIx=O (2) ax 

(3) 

where Sox and Soy = bottom slopes in the x and y directions; Sfx and Sfy = friction slopes in the x 
and y directions, respectively. 
The friction slopes are obtained from the Darcy-Weisbach formula. 

(SIx,Sfy) =(t8~h ,t;;h ) (4) 

The friction resistance coefficient fd is calculated as a function of the Reynolds number: R= V R / 
v; where V is the magnitude of flow velocity, R hydraulic radius, v kinematic viscosity. 

0.223 
f d = ---rJ:rr­

R 

for 0 <R < 500 

for 500 < R < 30 000 

1 ks 1.95 [ ]

-2 

f d = 4" -log ( 12R + RO.95 ) for R >30 000 and k~ < 0.05 (Yen [5]) 

(5) 

(6) 

(7) 

Using surface elevation H instead of flow depth h in Equation (1) - (3), the governing equation for 
surface flow can be represented as follows: 

aH a aH a aH . 
- = - K - + - K - +r -/ (8) at ax x ax ay Y ay 

where Kx and Ky are described by the equation (9) and calculated by the Reynolds number R. 

(9) 

In the non-linear equation (8), the diffusively coefficients, K.: and JS, change with flow depth and 
flow velocity. 

<Subsurface Flow> 
The equation for three-dimensional subsurface flow is represented on the basis of Richard's 
equation [6]. 
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~ a ~ a ~ a ~ 
- --ax(e)-+ -a (e)- +-a.(e)­at ax ax ay Y ay az az 

(10) 

(11) 

where H = piezometric head; Ksx' Ksy, and Ksz = saturated permeabilities in the x, y, and z 
directions; Kr = relative permeability ; P = capillary pressure head; e = volumetric moisture 
content; e = n S ; n = soil porosity ; S = saturation degree. Piezometric head H has the relation 
with P : H = P + z. Equation (10) can be applied to both saturated groundwater flow and 
unsaturated soil water flow. Except for the case of initial loss, the effect of surface flow on the 
subsurface flow can be treated by the surface boundary condition: flow depth. 

The governing equations (8) and (10) for surface and subsurface flows are written in the form of 
heat diffusion equation. The numerical methods for two- and three-dimensional heat diffusion 
equations, therefore, can be applied to solve these equations. The ADE method of Larkin [7] was 
selected through the investigation of the numerical methods [2]. 

COUPLING OF SURFACE AND SUBSURFACE FLOW COMPONENTS 

For coupling the surface and subsurface flow models together, we set the common boundary 
condition, comparing the rainwater supply and the demand of infiltration capacity or infiltrability 
IF" The procedure of the conjunctive model calculation is described as follows: 

1. Calculate the infiltrability Ip using the equation (12). The infiltrability is the potential 
infiltration rate under the condition of given surface water depth and soil water content just below 
the surface. 

(12) 

where Ks = saturated permeability; K1 and H1 = permeability and piezometric head at the first 
node in the z direction ; Y = water depth at the surface calculated as 

Y= h + nit (13) 

where h = water depth at a previous time step; r = rainfall intensity; Lit = time increment. The 
water depth h should be zero until overland flow occurs. 
2. Calculate the modified rainfall intensity or rainwater supply as 

Rs = Y/Lit = r + h / Lit (14) 

3. Compare the infiltrability Ip with the rainwater supply Rs' 
4. If the infiltrability Ip is larger than the rainwater supply Rs' set the boundary condition at the 
surface for equation (10) as follows: 

Ho = H1+2.0 (Rs Liz) / (Ks+K1) (15) 

In this case, infiltration rate equals to rainwater supply. 
5. If the infiltrability Ip is less than the rainwater supply Rs' set the surface boundary condition as 
Ho = Y. 
6. Calculate the piezometric head H by equation (10) under the surface boundary condition from 
step 4 or step 5. 
7. Go back to step 1 in the case of step 4. In the case of step 5, on the other hand, go on to 
surface flow calculation by equation (8) with the flow depth modified by the infiltration rate, and 
then go back to step 1 with new flow depth h. 

At each time step, we compare the infiltrability and the rainwater supply and then set the right 
boundary condition for subsurface flow calculation. The infiltrability changes in time with surface 
water depth and soil moisture content just below the surface and thus controls the interaction 
between surface and subsurface flows. 
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SIMUlATION OF INTERACTION BETWEEN SURFACE AND SUBSURFACE FLOWS 

The conjunctive model was tested using the laboratory experimental data by Smith and 
Woolhiser[8]. Fig.1 shows the comparison between the observed and calculated hydrographs 
under constant rainfall intensity of 9.9 inchlhr. To save space, we omit the description of the 
experiment. Although the difference in the time of overland flow initiation is recognized between 
the two hydrographs, the calculated hydrograph reproduces the experimental data satisfactorily. 
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Fig.2 Surface Drainage Area for Conjunctive Model Simulation 
(right: top view, lower: cross sectional view) 

After testing the model, we carried out simulation calculations of infiltration and overland flow. 
Fig.2 shows a top view of an analyzed drainage area. The surface flow area is 7.0 m by 10 m and 
has the slopes 0.001 in both of x and y directions. Under the top view, the cross sectional view 
features the soil layer and the water table of unconfined groundwater. For the application of the 
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model, we assumed a homogeneous, isotropic porous body of stable soil layer. The soil has, 
according to the linearized equation of Philip [9], idealized hydraulic properties: a = K(dP/d8) = 
K.K,.(dP/d8) = 2.5mm2/s, k = dKJd8 - (K.fn)dK,IdS = 0.05mm/sec. These properties mean that 
the soil may be classified as fine silt rather than sand. Under the linearized condition the moisture 
diffusivity coefficient a is set to be constant, but the relative permeability K, change with S and P. 
For the numerical calculation of the surface flow equation (8), the drainage area has the space 
increments Ax = L1y = 0.5 m, and the boundary conditions; top, leftmost, and bottom boundaries in 
the top view of Fig.2 are closed and rightmost boundary is open to the channel. In the 
calculation of subsurface flow, space increments are Ax = L1y = 0.5 m and L1z = 0.01 m. Besides 
we set S = 0.2 (t = 0, 0< z <1m ) as initial condition and S = 1.0 (t > 0, Z = 1m ) as bottom 
boundary condition. The hydrographs calculated under the triangular hyetograph with a peak 
rainfall intensity 100 mm/hr and under the rectangular hyetograph with a constant rainfall 
intensity 100 mm/hr are shown in Fig.3 and Fig4, respectively. The figures describe rainfall 
intensity, surface flow discharge, surface infiltration rate, infiltrability, and flow depth at point 
A,B,andC. 
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In Fig.3 we easily recognize initial loss process in the first 2 minutes, when the infiltration rate is 
identical with the rainfall intensity or rainwater supply. During the initial loss process, the 
infiltrability is always larger than the rainwater supply. The infiltrability curve monotonously 
decreases in the same manner as Horton's empirical formula curve. At the time when the 
infiltrability curve crosses the rainfall intensity line of the hyetograph, the overland flow just 
initiates and has the peak discharge around 6 minutes just behind the peak rainfall intensity. Fig.3 
also shows the surface flow depths at point A, B, and C. The flow depth at point A is the largest 
and the depths at point B and C follow in this order. The three flow depth curves indicate the 
initiations and terminations of overland flow are different in time at the three points. In the 
calculation, we found some part has overland flow and the other part has no water on the surface. 
The surface flow submodel thus simulated the two-dimensional overland flow. 

The hydrograph calculated under the rectangular hyetograph with a constant rainfall intensity is 
also presented in Fig.4. The overland flow initiates simultaneously with rainfall and the 
infiltration rate monotonously decreases more rapidly than that in Fig.3. In the conventional 
approach such as Horton's equation, the same soil condition produces the same infiltration 
capacity. The conjunctive model, however, gives different infiltration capacities for different 
hyetographs as shown in Figs. 3 and 4. This is because the conjunctive model directly and 
theoretically deals with the interaction between surface and subsurface flows. 

CONCLUDING REMARKS 

We showed how to deal with the interaction between surface and subsurface flows, and 
introduced and defined the infiltrability Ip to compare with rainfall intensity. Using this coupling 
method, the 2-D surface and 3-D subsurface flow conjunctive model was formulated and the 
numerical calculation procedure of the model was also presented. Furthermore, we applied the 
conjunctive model to the drainage area after testing the model and thus simulated the 2-D surface 
and 3-D subsurface flows. The simulation results showed the infiltrability, the infiltration, and the 
overland flow and explained the mechanism of initial loss and overland flow initiation 
theoretically. 
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ABSTRACT. In order to better understand post-irrigation drying phenomena, micro-meteorological 
observations and heat and moisture transfer measurements in soil under bare surface conditions were 
carried out in the United Arab Emirates (U.A.E). Soil temperature, relative humidity in soil pores and 
volumetric water content were measured by thermo-hygrometers and thermal conductivity probes. 
This paper describes a mathematical model to analyze heat and moisture movement in the near-surface soil 
layers resulting from the evaporation that occurs during the post-irrigation drying phase. The validity of the 
proposed model was shown by comparing numerical with experimental results concerning diurnal 
variations of temperature, moisture content and vapor pressure profIles. 
It is concluded that the proposed simulation model is a valid tool that can be used to estimate the 
evaporation flux in unsaturated soils. 

KEY WORDS. evaporation, heat and moisture transfer, internal evaporation, coupled numerical 
computation 

INTRODUCTION 

Arid regions, which cover one third of the total land on earth, are potentially attractive places for plant 
production because they are rich in solar energy needed to facilitate photosynthesis. Revegetation in arid 
regions could become an important key to solving global environmental problems such as the food crisis 
and global warming. The sustainability of agriculture in arid regions depends critically on economizing 
irrigation water, i.e. on the optimal usage and management of groundwater. In order to better understand 
post-irrigation drying phenomena, micro-meteorological observations and heat and moisture transfer 
measurements in soil under bare surface conditions were made continuously in the United Arab Emirates 
starting in 1996. A Soil Thermo-Hygrometer Method (STHM) was used in the fIeld for the first time at this 
site. Fukuhara et. al. [1] applied the STHM to laboratory drying experiments using soil columns, and the 
vertical profile of vapor pressure was obtained. Consequently it was shown that the vapor density reaches a 
maximum at the interface between the dry surface layer and the capillary layer beneath it and that the 
evaporation rate could be calculated with acceptable accuracy assuming a linear vapor density profile in 
the dry layer. 

Knowledge of moisture content and temperature is important for the analysis of drying-evaporation 
phenomena. A comprehensive theory of heat and moisture movement in porous media was proposed by 
Philip and de Vries [2]. In their now classical model, moisture movement is considered to be a composite 
of vapor and liquid flows in which the liquid flow compensates for the change of mass between liquid and 
vapor resulting from internal evaporation. In this way the internal evaporation does not appear in the 
moisture conservation equation and this makes computation more convenient. Takano et. al. [3] developed 
a mathematical model to analyze heat, liquid water and water vapor movement in a soil column associated 
with evaporation from soil pores at the interface between the dry and capillary layers. In this model, the 
internal evaporation rate is taken to be proportional to the product of a) the vapor pressure difference 
between the soil pores and the surface of the water films surrounding the soil particles and b) the liquid­
vapor interfacial area. As a consequence, the energy equation and the mass balance equations for liquid 
and water vapor can be solved simultaneously. 

271 



272 

This paper describes the diurnal variations of heat and moisture movement in the near-surface soil layers 
resulting from the evaporation that occurs after watering the soil surface and discusses the validity of the 
proposed model by comparing numerical results with experimental measurements of temperature, moisture 
content and vapor pressure distributions. 

THEORETICAL CONSIDERATIONS 

In the proposed model the internal evaporation is expressed as a function of vapor pressure, Pv ' and 
volumetric water content, e I' so that temperature, T, Pv and e I can be calculated simultaneously without 
using Kelvin's relation. 

Theory of liquid water transfer. The equation of conservation of mass for liquid water, including the sink 
term associated with internal evaporation, is given by 

a (PI 8, ) __ a m, _ E 

a t a z v 
(1) 

where, t = time (s); {J I = density of liquid water (kglm3); m, = mass flux density of liquid water (kg/m2s); 
Ev = internal evaporation rate per unit volume (kg/sm3) and z = vertical coordinate (m). Note that {J I is a 
function of T only. Ev is a function of both e I and Pv . 

Expanding Eq.(l) using to Darcy's law, yields 

(2) 

where, K = saturated hydraulic conductivity (m/s); K" = relative hydraulic conductivity; g = acceleration 
due to gravity (= 9.8 m/s2); v = dynamic viscosity of liquid water (m2/s) and 1/J = matric potential (m). 
Note that K" is a function of e I' and v is a function of T, while 1/J is a function of both e I and T. 

Theory of water vapor transfer. As is done for water vapor transfer in the Philip and de Vries model, the 
time rate of e v' can be expressed as the sum of terms involving the second derivatives of T and e I with 
respect to z. However, since Pv is much easier to measure than e v' Pv is selected as the dependent variable 
to be solved for instead of e v • 

Combining the equation of state with the Fickian diffusion equation, the.mass flux density of water vapor 
in the soil, mv is written as follows 

(3) 

where, mv = mass flux density of water vapor in the soil (kg/m2s); E = porosity; D ... = diffusivity of water 
vapor in atmosphere (m2/s); e = correction coefficient for liquid-vapor interfacial area (net interfacial area 

/ apparent area); 1] = tortosity (= 0.67); Rv = gas constant of water vapor (= 461.52 JlkgK) and f = 
absolute temperature (= T+ 273.15K). The value of e for Toyoura standard soil ranges between 2 and 3, 
according to our experiments [4] and turns out to be of the order of (dT/dz)jdT/dz (the suffix a refers to air 
in soil pores) defined by Philip and de Vries [2]. In the present paper e = 2.0 is used. Note that D ... is also 

a function of f . Further information on this dependence is given, for example, in reference [3]. 

The internal evaporation acts as a source term in the equation of conservation of mass of water vapor and 
the basic equation becomes 

(4) 

Theory of heat transfer. In principle, the heat flux density, qh' includes contributions from both heat 



conduction and sensible heat. 
Sensible heat associated with vapor 
movement is, however, small and 
can be ignored. Thus q., simplifies 
to 
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small +-- () I 

large +-- A I small 

where, q. = heat flux density 
(W/m2); A = thermal conductivity 
(W/mK); c, = specific heat of 
liquid water (J/kgK); V; = velocity 
of liquid water (m/s) and To = 
arbitrary reference temperature (C). 

Fig. 1 Concept of internal evaporation 

A basically depends on T and {} I' The effect of T on A is, however, 
negligibly small for the usual range of diurnal temperature variation but 
A increases significantly with {} I in the range of {} c-;;;' {} ,-;;;' E. {} c is 
the lower limit of {} I below which there is no movement of liquid water. 

Taking into account the latent heat associated with internal evaporation, 
LEv' the equation of conservation of thermal energy becomes 

.....,a['-'..( p,--c-,-)T-,,] _ ~ [).~ _ (PICI )V;(T -1(, )]- LEv 
al az az 

(6) 

where, (pc) = volumetric heat capacity of wet soil (J/m3K) and L = 
latent heat of vaporization (J/kg). 
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Fig. 2 Relationship between 
AI and (E- (},) 

Mechanism of internal evaporation. Internal evaporation may take place at the surface of the water films 
surrounding the soil particles, i.e. at the liquid-vapor interfaces, and this is essentially the same mechanism 
as for surface evaporation from the boundary between a soil surface and the atmosphere. 

According to Fig. 1, it can be surmised that the evaporation rate should be proportional to the driving force 
for vapor movement, i.e. to the difference between the vapor pressure in the soil pore space, Pv ' and that at 
the surface of the water films surrounding the soil particles, p v.,." and, in addition, it will be proportional to 
the liquid-vapor interfacial area, AI' p v.,., is the saturated vapor pressure, which is only dependent on T. 

Thus the internal evaporation rate per unit volume, Ev,may be written as follows: 

E v - Y AI (PV.<UI - Pv ) (B ,"?;, B c) (7) 

where Y = constant of proportionality with units (s/m') and {} c is assumed to be a critical volumetric water 
content corresponding to the condition where the vapor pressure at the surface of the soil particles begins 
to decrease below the saturation value. Futagami et. al [5] determined {} c experimentally using a thin soil 
layer and found that the relative humidity of the soil surface decreases suddenly when {} I becomes smaller 
than a clearly defined value, {} c' Based on their result {} c = 0.04 is used in this paper. 

Fig. 2 shows the relationship between AI and ( E - {} I) calculated by Slichter's theory [6], but AI and ( E­
(},) are normalized by the surface area of spherical soil particlesA/O and E, respectively. The curve can be 

approximated by a power law formula AIOC( E - {} I)m, and for the range of {} I appropriate to this paper, a 
value m = 1 is adequate. Finally, Ev can be expressed as follows: 

(8) 

where KG = coefficient of internal evaporation (s/m2). Note that Ev<O means internal condensation. From 
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our previous experiment using Toyoura standard soil [3], Kc; was found to be 1 X 10-5 s/m2_ The value used 
here is proposed tentatively and it would be desirable to undertake more detailed studies of KG and (J c 

using other kinds of soils_ 

Boundary conditions. The soil surface control volume is a layer of thickness 41 z, and the surface 
temperature can be calculated from the surface heat conservation equation, 

( ) aT., 
pc, --Liz, - R. -H -LE, +G, at 

(9) 

where, R. = net radiation (W/m2); H = sensible heat transferred by air flow (W/m2); LE, = latent heat 
transferred by evaporation from the soil surface, and G, = ground heat flux density conducted across the 
bottom of the surface layer (W/m2)_ The suffix s refers to the surface layer_ 

The evaporation flux density from the soil surface, m." can be calculated by the a- /3 method_ The 
wetness functions a and /3 are dependent on (J I _ Further information on these relationships is given in 
reference [5]. 

The coupled equations for liquid water, water vapor and heat transfer, Eqs. (2), (4) and (6) are 
simultaneously solved by the lntegrated Finite Difference Method. The model was used to simulate diurnal 
variations of 1/1 , p. and T using input data measured at our U .A.E. field site. 

MEASUREMENT TECHNIQUES 

The experiment was begun at a test site (area: 600 m2) of the Hamuraniyah Agriculture Experimental 
station in March, 1996. In the Hamuraniyah area there are two principal types of soils: sandy soil, and 
sandy loam. At the test site, a 1.2 m uniform sandy soil fill was placed over the native soil. The native soil 
consists of sandy loam, probably interspersed with sandy layers, and with the groundwater table located 
between 90 - 150 m below the surface. The measurements discussed in this paper only involve the sandy 
fill layer. 

The meteorological observation system is comprised of global radiation, long-wave radiation, and albedo 
meters, anemometers, thermo-hygrometers and heat-probe type soil moisture sensors. Both global radiation 
and long-wave radiation meters were placed at a height of 1.5 m above the ground surface, while one 
anemometer was set at a height of 0.3 m and the other at 1.5 m. Air temperature and relative humidity 
profiles were measured with thermo-hygrometers, placed at heights of 0.02,0.05,0.1,0.2,0.4,0.6,0.8 and 
1.0 m above the ground surface. Soil pore vapor densities were obtained using thermo-hygrometers 
embedded at depths of 0.02,0.05,0.1,0.2,0.4, 0.6, 0.8 and 1.0 m below the surface. Liquid soil moisture 
content profiles were measured using heat probe type soil moisture sensors, inserted at depths of 0.02, 0.05, 
0.1, 0.15, 0.2, 0.3, 0.4 and 0.6 m. The albedo meter was placed at a height of 0.5 m above the ground 
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Fig. 3 Time variations of soil temperature profile 
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Fig. 5 Time variations of volumetric water content profile 

surface. Because of unreliable line voltage conditions, battery operated data logging equipment was used. 
All data were sampled and stored at 30-minute intervals. The data were downloaded to a portable computer 
during regular, monthly site visits. For further details on the measurement techniques, the reader should see 
reference [7]. 

The irrigation water was sprinkled at a rate of 1.4 C/m2min. from 11:00 July 6. The water temperature was 
37'C and duration of irrigation was 4 minutes. 

COMPUTATIONAL RESULTS AND DISCUSSIONS 

Figs. 3(a) and (b) show the comparison of observed and calculated diurnal variations of soil temperature 
for the periods July 6 to July 7 and July 15 to July 16, respectively. Fig. 3(a) shows the thermal behavior 
for the first 24 hours starting immediately after watering. Fig. 3(b) shows the corresponding diurnal 
temperature variations 9 days later. Immediately after watering, a rapid decrease of soil temperature is 
observed near the soil surface as a result of sensible heat transfer to the cooler irrigation water and because 
of the latent heat loss associated with evaporation. The thermal behavior for the first one day after watering 
was well reproduced by the computations. As regards the diurnal variation 9 days later, the temperature 
profiles computed at several different times throughout the day agreed closely with the measured ones, as 
shown in Fig. 3(b). Since the soil surface was dry at this time (see Fig. 5(b»), the daytime soil surface 
temperature was higher than in Fig. 3(a). 

Figs. 4(a) and (b) show the vertical profile of vapor pressure at the same times as those in Fig. 3. The 
depth of maximum vapor pressure, P,max' moves downward from the soil surface as time elapses, and this 
suggests a shift from soil surface evaporation to internal evaporation. This vapor pressure behavior is also 
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reproduced by the present model. 

Figs. 5(a) and (b) represent the calculated and measured 
change with time of vertical profiles of volumetric water 
content, (j " for the same time periods as above Fig. 3. It 
can be seen that the liquid water propagates downward 
with the passage of time and that (j I at the soil surface 
gradually decreases as a consequence of the surface 
evaporation. The thickness of the surface dry layer 
became 4 cm 9 days later. The present model was able to 
correctly reproduce the growth of the surface dry layer 
and the computed result (solid lines) agrees well with 
the observations. This implies that reliable estimates of 
evaporation flux may be computed using such a model. 
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Finally, Fig. 6 shows the time variation of the cumulative evaporation, Q. , per unit area after watering. The 
ratio of Q. to the irrigation discharge, I" per unit area, i.e. Q.lI, is also plotted in the same figure. An initial 
constant-rate stage lasts for 8 hours and then, as the soil surface becomes drier, the evaporation flux density 
falls substantially below the potential evaporation flux density. The total loss of irrigation water resulting 
from evaporation may reach as much as 60% within 15 hours after watering. 

CONCLUSIONS 

In order to better understand post-irrigation drying phenomena, micro-meteorological observations and 
heat and moisture transfer measurements in soil under bare surface conditions were carried out in the 
United Arab Emirates. Time variations of soil temperature, relative humidity in soil pores and volumetric 
water content were measured at different depths in the ground. A mathematical model was proposed to 
analyze heat, liquid water and water vapor movement in soil associated with evaporation and was used to 
simulate diurnal variations of 1/1, p. and T after watering using data from the U.A.E. field site. 

The simulated diurnal variations of vertical profiles of soil temperature, vapor pressure in soil pores and 
volumetric water content agreed well with observations. It is concluded that the proposed simulation model 
is adequate to estimate the evaporation flux during the post-irrigation phase and, additionally, that the 
present experimental techniques are a valid contribution to improving the comprehension of drying 
processes of near surface soil layers in arid regions. 
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ABSTRACT. In alluvial fans, paddy field irrigation plays an important role in the hydrologic 

system both as a source of recharge to the shallow aquifer and as a cause of discharge by 

pumping. This fact has emphasized the need for reliable estimates of groundwater recharge and 

discharge in modeling regional groundwater flow in alluvial fans. In this study a modified tank 

model, which estimates groundwater recharge and withdrawal by pumping is combined with a 

transient, two-dimensional groundwater flow model in an unconfined aquifer. The modified tank 

model calculates percolation to the shallow aquifer from paddy fields and non-paddy fields 

separately. The modified tank model also calculates the amount of groundwater pumped for 

paddy fields irrigation. Distributed groundwater recharge and groundwater withdrawals are 

calculated at each node in the groundwater flow model grid based on paddy field area around the 

node. The model was applied to Nasunogahara alluvial fan, Tochigi Prefecture, Japan. Water 

table elevations are calculated for two years, 1991-1992, on a daily basis. Results of the model 

application indicate that the model is able to describe the actual behavior of the aquifer. The 

calculated water table elevations showed a fairly good agreement with the observed ones at four 

observation wells. These results confirm the usefulness of combining tank model calculation with 

the groundwater flow model. 

KEY WORDS. Groundwater flow model, Unconfined aquifer, Alluvial fan, Modified tank 

model, Paddy field irrigation. 

INTRODUCTION 

Groundwater recharge and discharge are the major components of the water budget in aquifers, 

therefore adequate estimates of recharge and discharge, based upon hydrological processes, are 

crucial in groundwater modeling and its applications. In previous studies concerning modeling 

regional groundwater flow, groundwater recharge and discharge were simulated as separate 
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processes without considering their hydrologic interaction. Groundwater recharge was usually 

estimated by empirical methods, supported by site-specific investigations. Empirical methods 

have limited applications where there is soil and land use heterogeneity as well as large spatial 

and temporal variability in irrigation deliveries [1]. Additionally, due to the absence of wells 

extraction records, it is difficult to estimate the amount of water pumped from the aquifer. 

The purpose of this study is to establish a regional, transient groundwater flow model in an 

unconfined aquifer in an alluvial fan and to improve the estimation of groundwater recharge and 

extraction for irrigation by combining a conceptual rainfall-runoff model, tank model, with the 

groundwater flow model. 

MODEL DEVELOPMENT 

Groundwater flow model. The current model is developed assuming that the aquifer is single­

layered, isotropic and heterogeneous and the flow is two-dimensional. The partial differential 

equation that governs the flow in the aquifer is Boussinesq equation for two-dimensional, 

transient flow in an unconfined aquifer [2]: 

~(kah2)+~(kah2)= 
ax ax ay ay 

S ~-R 
Y at .......... (1) 

where h is the pressure head, k is the hydraulic conductivity, x and yare the spatial coordinates, Sy 

is the specific yield of the aquifer, t is time and R is the source-sink term. Equation (1) is solved 

using an implicit finite difference scheme (Crank-Nicolson) and Gauss-Seidel iteration technique. 

Tank model application. Goto and Sawata developed a modified tank model [3], whose upper 

tanks consist of a paddy field tank and non-paddy field tanks, (Fig. 1), for assessing the water 

balance in an alluvial fan. The model was applied successfully to calculate run-off discharges to 

rivers in Nasunogahara alluvial fan, Japan. In this study, the modified tank model calculates the 

percolation rate from the upper tanks to the shallow groundwater tank for both paddy fields and 

non-paddy fields respectively, (Fig. 1). To calculate the recharge flux at each node in the finite 

difference grid, paddy field area around each node is estimated and used to overcome the lumped 

nature of the tank calculation. Then the recharge is calculated using the following equation, 

Rch = pp x percoP + (1 - pp ) x percoNP .......... (2) 

where Rch is the recharge per unit aquifer area, pp is the paddy field area around each node in the 

FDM grid, percoP is the percolation per unit paddy field area, and percoNP is the percolation per 

unit non paddy field area. The modified tank model is also used to calculate the amount of 

groundwater withdrawals. To calculate the amount of water pumped, a certain ponding depth is 

assumed to exist in the paddy fields during the irrigation period. Pumping starts when the water 
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level in the paddy field tank is less than the assumed level. The water pumped at specific node in 

the FDM grid is calculated using the paddy field area (Pp) around the node as in the following 

equation: 

w = Pxpp ... .. ..... (3) 

where W is the amount of water pumped per unit aquifer area and P is the amount of water 

pumped per unit area of paddy field area. 

Fig. 1. Combination of the modified tank model calculation with the groundwater flow model 

Calculation of the source-sink term (R) in the groundwater flow model. The source-sink 

term (R) in the groundwater flow equation, Eq. (1), is calculated per unit aquifer area using the 

following formula: 

R = Rch - W - Q S (4) 

The term Q, represents the groundwater discharge by natural springs, which is of great 

importance in the hydrologic scheme of alluvial fans and it can be calculated using the following 

equation: 

Qs = CD(H wr - HSR ) (5) 

where H wr is the groundwater table elevation, HSR is the lowest ground surface elevation around 

nodes and CD is a conductance factor which is determined during the calibration of the model. 

STUDY AREA 

The present study took Nasunogahara alluvial fan, Tochigi prefecture, Japan, as the study area 

(Fig. 2). The fan has a total area of about 40,000 ha, 37% of the total area are paddy field areas. 

The area is bounded by two river systems, Hoki River to the west and Naka River to the east. 
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Between these two rivers, Sabi River had developed the fan. In the upper area of its stream, Sabi 

River usually has no water on its riverbed. When runoff water from the mountains (in the 

northern-western part of the fan) flows to Sabi River, water disappears from the riverbed surface 

to subsurface because of the high permeability of its coarse gravel formation. River water can be 

seen in the upper part of the river only after floods. Part of Sabi River's water that flows under the 

ground appears again to the riverbed surface in the lower part and the rest recharges the 

groundwater along the river. In this model nodes of Sabi River through which water flows under 

the ground are treated as natural replenishment sources. The mean annual rainfall of the area is 

about 1500 mm. About 80% of the rain precipitates in summer and autumn, from June to October. 

Nasunogahara canals irrigation system, Fig 2, has an important role in the hydrologic scheme of 

the fan. It supplies stable amount of water for irrigating the paddy fields in the upper area of the 

fan. The water infiltrating from these paddy fields is an important source of groundwater recharge. 

In the lower area of the fan, water pumped from the unconfined aquifer is the major source for 

irrigation. 

•.• '" Paddy fields irrigated 
by groundwater 

~ Paddy fields irrigated 
by canal y tern 

lkln Skin 

t 

Fig. 2. Outline of Nasunogahara alluvial fan, Tochigi Prefecture, Japan, and its irrigation system 

MODEL APPLICATION 

A grid consisting of 396 cells is covering the area divided with a regular nodal spacing of I-km. 

Prescribed head boundaries were assigned along Hoki River and the lower part of Naka River. 

The boundaries between the mountainous area and the fan at the northern-western part and the 

upper part of Naka River were treated as a no flow boundaries because of the presence of a 

confining layer, Kuroiso volcanic brecca. The simulation was done for a period of two years, 
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1991-1992, using a one-day time step. The sources and values of the hydrological data used for 

the model application are summarized in Table 1. 

Table 1. Summary of hydrological data used for the model application 

Parameter Source of data Value 

Hydraulic conductivity (mid) 

Specific yield 

Fujinawa model [4] 100, 84.5, 58- upper, central and lower· 

Kanto Agricultural 0.05- 0.1 
Bureau investigation report 

Fixed head boundary Hydrogeological maps 1.5 m- 3 m 

Elevation of impervious layer Hydrogeological maps 400m (upper*)- 120 (lower") 

Tank model parameters & inputs Goto and Sawata model [3] 

Paddy field % Topographical maps 

Initial head configuration Steady-state flow model 

" Upper: upper part of the fan, Central: central part of the fan and Lower: lower part of the fan. 

RESULTS AND DISSCUSION 

The model calculates the variation of groundwater table elevation with time throughout the fan 

area. Comparisons of calculated groundwater table elevations with observed ones at four 

observation wells are shown in Fig. 3. Generally the results of the comparison shows a fairly 

good agreement between the calculated and the observed values, although the model is not fully 

calibrated, i.e. the model was only calibrated using different values of the conductance term CD. 

It appears that the model has the ability to describe the seasonal variation of the water table 

elevation of the aquifer satisfactorily. It is noticed that the water table level increases during the 

irrigation season, which lasts from April to August, and comes down during the non-irrigation 

period, Fig. 3. The ability of the model to describe the actual behavior of the aquifer is thought to 

be mainly due to the comprehensive assessment of the different sources of groundwater recharge 

such as irrigation water, river water and rainfall. Although the model results are able to describe 

the seasonal groundwater table changes, differences between the observed and calculated water 

table elevations are recognized. The causes of these differences are guessed to be: 

1. Simulation of the prescribed head boundaries as a temporally fixed head boundaries; and 

2. Errors in the estimation of some model parameters. 

CONCLUSION 

A regional, transient groundwater flow model in an unconfined aquifer in an alluvial fan was 

established. A modified tank calculation was combined with the groundwater flow model to 
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assess groundwater recharge and groundwater withdrawal for irrigation. The paddy field area 

around each node in the flow model grid is estimated and used to overcome the lumped nature of 

the tank calculation. The model was applied to Nasunogahara alluvial fan, Japan. Calculation of 

water table elevations for two years was obtained as model outputs. Comparisons between the 

model calculated groundwater elevations and the observed ones showed a fairly good agreement, 

which indicates that the model is able to describe the actual behavior of the aquifer sufficiently. 

Based on the results, the following conclusions can be reached: 

1. The usefulness of combining tank calculation with the groundwater flow model to assess the 

source-sink term was confirmed; and 

2. The basic structure of a groundwater flow model that considers surface water-groundwater 

interaction was established. 
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Fig. 3. Comparisons of calculated and observed water table elevations at 4 observation wells, 1991-1992 
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ABSTRACT. Two dimensional- Darcian flows in unconfined and incompressible homoge­
neous isotropic aquifers with infiltration-evaporation distributed above the water table are 
studied theoretically. In a steady state regime the method of isoperimetric estimation is ap­
plied to calculate the saturated volume (capacity) using the Dupuit-Forchheimer assumption. 
The cross-sectional area of the flow domain is fixed and the capacity reaches its extremum for 
a circular plan section. The method of shape variations and the Fourier series are applied to 
derive chain inequalities for the capacity. For cyclostationary variations of accretion formu­
lated as a linear source-sink above the water table between two reservoirs, a linear potential 
model is used to calculate the oscillating water table. A time and space averaged deviation 
of the water table is selected as a capacity. A certain water depth in the adjacent reservoirs 
provides the maximum of the capacity. 

KEY WORDS: phreatic surface, infiltration, saturated thickness, optimization 

INTRODUCTION 

The paucity of data in subsurface hydrology requires qualitative assessments of flow and 
transport characteristics. In this paper we study analytically a steady state phreatic surface 
flow with uniform infiltration (the Poisson equation) and a cyclostationary flow in a porous 
formation in which the water table is subject to periodic accretion (the Laplace equation). 
Our goal is to optimize the flow domain, i.e., to establish what domain provides an extremal 
value of a posed criterion under given restrictions. Optimal values are used for isoperimetric 
estimations. 

UNIFORM INFILTRATION 

It is to be steady 2-D flow in a homogeneous unconfined aquifer of conductivity k and porosity 
m. Infiltration of constant intensity t* is uniformly distributed over the water table. Fig. la 
shows a plan view, D, of the aquifer, section '1-1' indicates an arbitrary vertical cross-section. 
Fig. Ib shows a cross-section where the water table elevation above a horizontal impermeable 
bed is u(x, y). Flow is discharged into a drainage network, r. The water level Ur coincides 
with u in adjacent points and is constant (assume Ur = 0). We neglect seepage faces near 
points E and F. Furthermore, we assume that the area S of D is known. In terms of the 
Dupuit-Forchheimer model the mass conservation in the aquifer gives 

(1) 
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where f = f* /k. Along r, the constant level condition holds 

U=o (2) 

Recently eqns. (1)-(2) have been used [1,2] to determine U in watersherls of various shapes 
and stream network configurations. The boundary-value problem (1)-(2) has been studied in 
the theory of elasticity [3]. 

(a) 
y (b) 

r 

u 

E 

Fig.1 Drainage zone, plan view (a) and cross-section (b) 

Exact solution of (1)-(2) is not always necessary (information on f*, k, and D is very approxi­
mate) for hydrologists because they are often only interested in estimating of characteristics of 
the groundwater mound, which rises between drains as curve EF shows in Fig.1. The choice 
of these characteristics depends on their modeling goals. For example, the maximum water 
table elevation Urn = maxDu(x, y) (Fig.1 b) is important, if water logging is of concern. We 
calculated this maximum Urn for three domains: a rectangle a x b, a sector of radius a and 
angle a, and the Filon lens [3] with circular boundaries of radius ae and be. The dimensionless 
maximal height Um/(f..f§) for the rectangle is shown in Fig.2 (curve 1) as a function of alb 
and the maximum is reached at alb = 1. For the sector, this height is shown as a function 
of a/1r and the maximum is reached at a ~ 1.48. Curve 3 in Fig.2 shows Um/(f..f§) of the 
Filon lens as a function of be/ae, which varies from 0 to 2. The maximum is at be = 0 when 
the lens degenerates into a circle. 

Um/(E S1/", Z 

0.1 

0.5 1.5 2 

Fig.2 Maximal non dimensional 
water table elevation for a 
rectangular domain (I), 
a sector (2), and a filon lens (3) 

x 
c 

h 

a d 

Fig.3 Strip accretion, cross-section 
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Another characteristic, the total amount of ground water stored in the aquifer J, is used for 
water budget calculations. This volume for the mound in Fig.1: 

J(D) = m J fv u(x,y)dxdy (3) 

Instead of calculating the double integrals in (3) we use the isoperimetric estimations based on 
domain optimization. We determine the bounds for a physical characteristic, which is difficult 
to measure or evaluate directly (J in our case), using another physical quantity, which can 
be readily measured or calculated (S). 
Eq.(3) shows that J is a functional i.e. depends on the shape of D. Clearly, the solution of 
the boundary-value problem (1)-(2) depends on this shape, too. 
At given S the minimum of J(D) is zero (for example, for very thin domains U -+ 0 everywhere 
within D). Introduce J* = Jim and Ul = u2 /(2f.), designating for brevity any point (x,y) 
as x, and use the sign of simple integrals instead of double integrals. Thus we determine r, 
posing maximum of J* at a given S. 
In terms of variational calculus the problem is singular. For regularization we consider a set 
of problems 

J*(D, 0.0) = fv VUl(x)dx 

Llu, (x) = -1 (x ED), 

Ul(X) = 0.0> 0 (x E r). 

J(D) == fv dx = S. 

Theorem. A circle provides maximum (at least local) of J* for any 0.0> o. 

(4) 

(5) 
(6) 

(7) 

Proof of the theorem: By n we denote the circle with its center at origin and its radius R, 
where R = J!. We show how any disturbance of the circle reduces the criterion J*. For this 
purpose, we consider another domain nh with its boundary r h given by 

r=R+h(</», (8) 

where h is some small C2,,,/ function. Let Uh be the solution of the boundary-value problem 
(5), (6) on the domain nh . Using the Lagrangian function we can rewrite the difference of 
the criterion up to the second order of accuracy 

J*(nh' 0.0) - J*(n, 0.0) = f (u/t(x))! dx - f (u(x))! dx ink in 
R 1 2 4 R 1 ! 1 of 11 F2 1 2 = -, F dB - -R(( -4 + 0.0)' - 0.0) F" dB - -8 --y dx + (J(h) h dB, 

20.6 r r un n uf r 
(9) 

where Ul = HR2 - r2) + 0.0 is the solution of (5), (6) on the circle n, F is so-called variation 
of the solution which satisfies the following boundary-value problem 

LlF = o(x E .fl), 
1 

F = 2h; (x E r). 

(10) 

(11) 
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and f3(h) ---+ 0, if Ilhllc2.~ ---+ 0. 
Using the Fourier series we rewrite the boundary conditions (11) as 

1 00 

F(l, r/J) = "2 h (r/J) = ~)an cosnr/J + bn sin nr/J), 
o 

(12) 

Then, we can rewrite expression (9) 

J*(o.h' ao) - J*(o., ao) 

= L7r(an + bn ) -, --((-+ao)2- ao)-- 3 dr 00 2 2 (R 4n R ! ! 1 loR r2n+l ) 

1 2a6 R 4 8 0 (HR2 - r2) + ao)2 
00 00 00 

+f3(h) L 7r(a~ + b~) = L 7r(a~ + b~)G(n, ao) + f3(h) L 7r(a~ + b~) (13) 
1 1 1 

where we neglected ao in the sums above because of the constraint (7). 
By direct computations we obtain 

G(I, ao) = 0, G(n + 1, ao) < G(n, ao), n ~ 1 G(n, ao) < 0, n ~ 2 (14) 

We have recently shown [4] that n = 1 in the sums above corresponds to translations of the 
circle and, therefore, the coefficients aI, b1 can be eliminated after appropriating translation 
of the origin of coordinates. Hence 

00 00 

J*(o.h' ao) - J*(o., ao) = L 7r(a~ + b~)G(n, ao) + f3(h) L 7r(a~ + b~) < 0, (15) 
2 2 

for domains, which are geometrically, close enough to a circle. The theorem is thereby proved. 
Now we can write following inequalities 

(16) 

Since we assumed ao to be an arbitrary small parameter we can return to the original problem 
with parameters S, €, m. We obtain the following relationships 

(17) 

which can serve for practical estimations of the mound volume. 

PERIODIC INFILTRATION-EVAPORATION 

Let us consider an aquifer abed of horizontal dimension 2L based on an impermeable bottom 
ad. The aquifer contacts two draining channels ab and cd where the water level h is constant 
(Fig.3 shows a cross-section). Replenishment/evaporation is distributed along a strip of width 
2b (symmetric about the channels). The accretion rate is € = 8sinwt at Ixl < band € = ° 
at Ixl > b, where w is the frequency, 2T = 27r/w is the period, 8 is a small non-dimensional 
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parameter defined according to [7] as 0 = maxls(x, t)l/h. The water table h + s(x, t) moves 
due to periodic accretion. 
Various models have been developed for transient phreatic surface flows [5,6]. We use a linear 
potential model [5] in the study. The velocity distribution and s(x, t) for this flow were 
determined in [7]. As an integral criterion we adopt the capacity C of the mound: 

1 (TjL 
C = £2T io -L s(x, t)dxdt (18) 

The value of C is an analogue of J from the previous section. The question is: which 
geometrical (h) and climatological (T) parameters give an extreme value of C? This problem 
is similar to one in heat conduction [8]. 
According to [7] the water table elevation is: 

* 40p 00 (_l)n+l . (2n -1}7l'b* 
s (x, t) = - L sm * 

m7r n=l 2n - 1 2 

. (2n - l)7r(x* + 1) A2n- 1 sin(7rt* /p) + cos (7rt* /p) 
sm 2 

2 1 -I- A2n- 1 
(19) 

where 

A (2n - l)p h (2n - l)7rh* 
2n-l = tan 

2m 2 
Here the nondimensional values are overstarred. All geometrical sizes are related to L, the 
nondimensional half-period is p = Tk/ L, and time is t* = tk/ L. 
From (18)-(19) we can calculate: 

C = 320* f ( -1 )n+l A2n+1 sin (2n - 1 )7rb* 

7r3 n=d2n - 1)2J1 + A§n_l 2 

Fig.4 shows the free surfaces at fl* = O.l,p = 1,h* = O.l,m = 0.3 plotted at t* = 
0.0,0.25,0.5,0.75,1.0, curves 1-5, respectively (0 = 0.1). Fig.5 shows the functions C(h*) at 
p = 2, m = 0.3 for three values of b* = 0.1,0.5,0.9 (curves 1-3, respectively). For our data 
the pairs of maximal capacity (Cmax , h;"ax) are (0.016, 0.207), (0.075, 0.201), (0.112,0.193). 
The horizontal velocity distribution U / k along cd is shown in Fig.6 as a function of y* for 
the same parameters as in Fig.4. The graphs illustrate the deviation of U from a constant. 
Note, that in the Dupuit-Forchheimer model U is postulated to be constant along all vertical 
lines. When outflow into the draining channel occurs, the main concern is the maximum of 
U, which controls the seepage erosion stability. From Fig.6, this maximum "travels" along 
the slope during one cycle. 

CONCLUSION 

We studied a steady Dupuit-Forchheimer flow with a uniform accretion and formation of 
a groundwater mound, which is discharged into a drainage. The Poisson equation for the 
squared water table height can be treated by the method of shape variations. We studied 
different plan sections contoured by a drainage line and showed that a circular flow domain 
provides an extremum to the total amount of water stored in the mound. For a cyclostationary 
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Fig.4 Water table elevations at t=0.0, 
0.25,0.5,0.75,1.0 (curves 1-5) 

Fig.6 Horizontal velocity 
along the outlet section 
as a function of depth 
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-IL---===========- h* 
0.5 1 1.5 2 

Fig.5 Capacity as a function of 
undisturbed saturated thickness 
at b=O.I, 0.5, 0.9 (curves 1-3) 

accretion along the water table we applied a linear potential model and analyzed the amount 
of water in storage during one cycle of accretion. This volume as a function of the water level 
in the draining reservoirs has a non-trivial maximum. 
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Harri Seppanen 

Water Protection Association of the River Vantaa and Helsinki Region 

Ilmalankuja 2 E, 00240 Helsinki, Finland 

ABSTRACT. All ground water aquifers are multiform biological systems. Taking into account the 
environmental requirements of different microbes it is possible to utilise certain microbes to solve 
many ground water quality problems. The most common problems are excessive iron and manganese 
concentrations in the ground water. Nitrate is an increasing problem in many countries. Using mi­
crobes it is possible to reduce the nitrate concentration in ground water to acceptable levels. 

KEY WORDS: ground water, iron, manganese, nitrate, biological treatment 

INTRODUCTION 

Ground water is a living ecosystem. The quality of the ground water varies both in horizontal and 
vertical directions. Ground water aquifer is very often horizontally stratified because of density or 
temperature differences. Colder water is always found beneath warmer water and denser water 
containing high concentrations of iron, manganese or salts is found in deeper layer. In some cases 
the quality differences may be observed in wells which are situated very close each other. The 
distance between two wells may be even less than ten meters. 

Living organisms affect the quality of ground waters. The effect of microbes and even higher organ­
isms may be either direct or, in many cases indirect. Typical direct effects are related to circulation 
of nutrients and other inorganic and organic compounds in ground waters. The main processes are 
oxidation and reduction of organic and inorganic compounds. In indirect effect living organisms alter 
their environment suitable for pure chemical reactions. 

This paper is not any special research rapport. The purpose of this paper is to summarise some 
important microbiological observations made during many ground water researches in Finland. 

DIRECT EFFECTS OF MICRO-ORGANISMS 

If the effect of living organisms is direct concerning changes of the oxidation state of elements, it 
means that the metabolic end products of very specialised organisms are simple inorganic compounds 
[1]. 

Nitrogen cycle 

Ammonification: 

Organic Nitrogen ~ NH3 

Ammonification is one of the most important decomposition processes in nature. Ammonification 
is possible in aerobic or anaerobic environments. The biological spectrum of ammonification is wide. 
In practice this means that the process is possible in quite extreme environmental conditions. There 
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are bacteria capable of decomposing organic nitrogen to ammonia almost in every environmental 
conditions. 

Nitrification: 

Phase I Nitritation: 

Nitritation is the first step in oxidation of inorganic NRt + -nitrogen to N02--nitrogen. The process 
is strictly aerobic. There are a group of very special bacteria capable of maintaining this process. A 
typical species is Nitrosomonas. 

Phase 2 Nitratation: 

Nitratation is the second step in oxidation of inorganic nitrogen. In this step nitrite-nitrogen, N02-
is oxidised to nitrate-nitrogen, N03- . The process is also strictly aerobic. There are a group of very 
special bacteria capable of maintaining this process. A typical species is Nitrobacter. 

Denitrification is a anaerobic process. In anaerobic environments chemically bound oxygen e.g. N03-
is absolutely necessary. In denitrification, N03-oxygen serves as" the electron acceptor whilst organic 
material (C6H 120 6» acts as the electron donor. 

Sulphur cycle 

Decomposition of sulphur containing organic compounds: 

Organic sulphur 
(Proteins) 

Oxidation of H2S: 

Carbon cycle 

Decomposition of organic carbon: Organic carbon + 02 ~ CO2 + H20 

Decomposition of organic carbon to inorganic CO2-carbon is a very common process in the living 
world. For heterotrophic organisms this biochemical "burning" of organic material yields the energy 
needed for metabolism for heterotrophic organisms and the end product of oxidation is carbon 
dioxide. 

Formation of the methane: 

Complex organic 
Compounds 

~ 

Acid 
production 

Organic 
Acids 

~ CH4 + CO2 

Methane 
production 
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In anaerobic conditions decomposition of organic compounds yields both carbon dioxide and 
methane. The methane fermenting bacteria can utilise only very simple substrates in fermentation. 
A typical compound is acetate. 

Oxidation of methane: 

Oxidation of methane to carbon dioxide is an aerobic process. The process is relatively fast in nature. 

INDIRECT EFFECTS OF MICRO-ORGANISM 

Very often living organisms affect the chemical reaction indirectly. In practice this means that the 
metabolism of microbes make their environment suitable for some pure chemical oxidation and 
reduction processes of simple inorganic compounds [I]. Some precipitation and dissolution processes 
depend on the chemical character of the environment. 

The metabolism of microbes changes the redox-potential and pH of the environment. Some processes 
may increase the pH (ammonification) while others may decrease the pH (decomposition of organic 
compounds resulting in the formation of CO2). The precipitation and dissolution of some inorganic 
compounds depends on the pH. 

Oxidation of reduced iron and manganese 

Iron occurs in two states of oxidation in nature, divalent (ferrous) and trivalent (ferric). One state can 
be converted into the other by the exchange of an electron: Fe2+ ~ Fe 3+ + e' 

The oxidation of reduced iron and manganese may be described by chemical equations. It is possible 
to calculate the amount of chemical energy released in these processes. It seems that the bacteria can 
not utilise this energy for their metabolism. In the oxidation of reduced iron and manganese com­
pounds the role of micro-organisms is more or less indirect. 

Reduction of oxidised iron and manganese 

Iron and manganese in ground water originate mainly from mafic silicate minerals and sulphides in 
bedrock and superficial deposits [3] [4]. As a consequence of environmental and biological processes, 
most of the relatively rapidly formed iron and manganese minerals in ground water are poorly ordered 
and readily soluble in slightly reducing conditions [5] [6]. Enzymatic reduction of ferric iron in nature 
seems to be a prominent phenomenon, however, indirect mechanisms of ferric iron cannot be ignored 
[7]. 

Bacteria play only a secondary role in the reduction of ferric iron to ferrous iron. Heterotrophic 
bacteria consume dissolved oxygen from their environment, decreasing the redox-potential to the 
level where the ferric iron is reduced to ferrous iron. 

IRON CYCLE IN NATURAL CONDITIONS 

As rain water hits the surface of the earth it is saturated with oxygen. A part of the water percolates 
into the ground. Initially it has to penetrate through the upper layer of the earth. A characteristic of 
the humus containing surface soil layer is the abundance of different heterotrophic organisms, 
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bacteria, protozoa and even higher organisms, which consume the dissolved oxygen from the perco­
lating water. Carbon dioxide is produced as an end product of their metabolism. Because waters often 
have low buffer capacity, the pH of the water decreases. The water becomes aggressive. Since both 
iron and manganese are present practically everywhere in the crust, they become soluble in the water 
as bicarbonates. Living organisms play only a secondary role in this process. 

The solubility of iron correlates with the redox potential of the environment. The ground water 
contains soluble iron and manganese in significant amounts only when the redox level decreases 
below +230 mV [8] [9][10] [11]. If the redox potential is above + 230 mV, both iron and manganese 
are in an oxidized state and are precipitated on soil particles. 

There are many technical applications of these natural processes for removing iron and manganese 
from ground water. These can be divided into two categories: methods applied on the surface of the 
earth in specially constructed filter basins and methods applied directly in the aquifer. 

MICRO ENVIRONMENTS 

With chemical analyses it is possible to get only a coarse picture of the very complicated microbio­
logical system of an aquifer. Chemical analyses give results only for the macro environment. In fact, 
all microbiological processes take place in very small micro environments. In these micro environ­
ments strictly anaerobic processes are possible within aerobic macro environments. Even one dead 
algae cell may serve as a suitable anaerobic micro environment for an anaerobic bacteria. In practical 
applications of natural processes the idea of micro environments must always be taken into account. 

TREATMENT METHODS 

Filtration 

In conventional filtering processes sand, or active carbon are the most common filter bed materials. 
Often the filtration processes are divided into two categories, slow and rapid. Slow filtration is 
considered to be a biological and rapid filtration a more or less physical treatment unit. Actually 
filtration, either slow or rapid, is always a biological treatment unit. Both sand and active carbon 
filters are occupied by millions ofliving organisms. It is even impossible to prevent the bacteria to 
grow in filter beds. The main type of micro-organisms in filtration are heterotrophic bacteria which 
decompose organic material. The main purpose of filtering processes is to reduce the amount of 
organic carbon. The metabolic products of these bacteria are simple inorganic compounds such as 
carbon dioxide, ammonia and sulphates. 

Floating filters can be used to prevent clogging of the filter bed. Iron and manganese bacteria are 
sessile organisms that grow and attach themselves on the solid surfaces of filter media. In floating 
filters, the filter material is lighter than water [12]. 

Re-infiltration 

Re-infiltration is a modification of the conventional filter method. That has been applied for iron and 
manganese removal from ground water. In this method iron and/or manganese bearing water is 
pumped up from the aquifer and filtered back to the aquifer through sand-filtration. Iron and manga­
nese bacteria living on soil particles oxidise and precipitate reduced iron and manganese compounds 
around cells and sheaths. 
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Artificial recharge 

Artificially recharge is one modification of biological filtration. The method depends on the quality 
of infiltrated water. Water containing high amounts of humus material may cause problems because 
humus is a very stable organic material. Only few microbes are able to decompose humus com­
pounds. 

\ 

In general, water is infiltrated using infiltration basins. Clogging of basins during artificial recharge 
is one of the problems. Assimilating algae biomass increases the oxygen content of the infiltrated 
water and decreases the concentration of dissolved nutrients that are assimilated to the biomass. On 
the other hand, algae growth increases both amount and types of soluble organic compounds in the 
water. Later the microbial decomposition of these compounds consumes oxygen and, as a conse­
quence, iron and manganese become soluble and deteriorate the water quality. 

Water may be spread directly on the ground surface using special nozzles. In these cases the quality 
of the soil is very important. All organic soil of whatever kind must be taken away from the infiltra­
tion field. The most convenient soil type is gravel. 

Vyredox-method 

Vyredox-method was developed in 1970-1971 in Finland [11] [13]. Nowadays there are many 
different application of this method. The basic principle of all applications is, however, the same. 

The Vyredox-method is based on the idea of oxidising and precipitating iron and manganese in the 
ground. This is accomplished in practice by pumping into the ground water that is free from iron and 
manganese and is saturated with oxygen into the ground. With this artificial oxidation, a steady 
gradient between anaerobic and aerobic environments is formed in the ground. Iron and manganese 
are oxidized, precipitated and adsorbed on soil particles in the oxidized zone and are easily soluble 
on the reduced side. 

NITROGEN PROBLEMS 

The increase of nitrogen content in ground waters is, presently, a world wide problem. This problem 
will become more and more serious in the future. Causes of the increase of nitrogen are fertilisers and 
the over all pollution of the soil. The maximum acceptable nitrate concentration in potable water is 
50 mg/1. If the concentration exceeds this limit water is no longer suitable for drinking water purposes. 

The most practical method for removing reduced ammonium-nitrogen from water is by stripping 
with air. Removing oxidized nitrate nitrogen from water is possible only with biological methods. 
Denitrification, N03 7 N2 is a well known process in waste water technology. The same process 
can be applied in ground water technology as well. 

In Bisamberg, Austria, a raw water nitrate ( N03' ) concentration of 52 mg/I is reduced to 19 mg/l 
utilising the denitrification process [14]. It is possible the construct a biological filter for nitrogen 
removal, or nitrogen can be removed in situ, as was discussed earlier in contact of iron and manganese 
removal methods. 

The main reason for increasing the amount of nitrate nitrogen in the aquifer is the lack of a suitable 
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electron donor. It can be said that the ground water is too pure! To solve the nitrate problem, the 
ground water must be polluted to a certain degree. 

Introducing organic matter into the aquifer, denitrification process can be started and maintained in 
operation. It is important that the added organic compound not be harmful or toxic. Ethanol is one 
compound applied in practice. The ethanol dosage must be adjusted to such a level that all of it is 
consumed from the water before the water is pumped to consumers. 

CONCLUSIONS 

Microbes are the really busy workers in nature. Assuming that the chemical process and all environ­
mental requirements of the microbes including nutrients and other growth factors are known it is 
possible to isolate a special type of bacterium to solve different ground water quality problems. In 
the future it is even possible to specialize microbes with gene manipulation. 

Metabolism of microbes may affect the environment in such a manner that it may restrict their 
activity. The buffer capacity of ground water is in general low. Therefore it is often necessary to in­
crease the buffer capacity artificially. It is not question only of the buffer capacity of the water but 
more often problems may arise in the micro scale in the immediate vicinity of single bacterium cells. 
In this context the chemical composition and the physical structure of the filter material play an 
important role. 

Making the environment suitable for their metabolism and multiplication, it is possible get a lot of 
useful co-workers to solve many chemical problems existing in ground waters. In fact the solution of 
many problems can be achieved only by microbes. 
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ABSTRACT. In this paper a two-phase I three-component model concept for simulating interac­
tion processes of fresh water, salt water, and methane in coastal aquifers is presented. The numer­
ical algorithm which is part of the simulator MUFfE-UG is briefly explained. If methane occurs 
in very low concentrations and builds no gas phase, the model concept is simplified to one-phase 
I three component. For this case a reasonable agreement of computations and measurements was 
obtained in the range of available data. The simulations showed that certain concentration profiles 
can be caused by hydraulic conditions and not only by reaction processes as supposed before. If 
methane occurs as a gas phase, it has a significant influence on the results. 

KEY WORDS: water-gas flow, methane migration, multiphase I multicomponent model 

INTRODUCTION 

Field measurements at several locations in coastal zones of the Baltic and North Sea have detected 
submarine groundwater fluxes into surface water. These locations are called vents. The transport 
of methane, nutrients, and contaminants involved has a considerably larger influence on the water 
quality in coastal areas than it has been expected up to now. To get closer insight into these com­
plex phenomena (see fig. 1), to predict future trends, and to develop suitable remediation measures, 
numerical models as well as monitoring tools are developed and adapted to the special problems 
in coastal subsurface systems. This paper focuses on the numerical simulation of fresh water, salt 
water and methane interaction processes at vent and non-vent locations. The computations are 
based on a two-phase I three-component model approach and are partially compared with field 
measurements. 

For modelling salt water intrusion processes into fresh water, a one-phase I two-component model 
concept (phase: water; components: water, salt) should be applied in most cases (e.g. Oldenburg 
& Pruess (1995 [1 D, Hinkelmann et al. (1999 [2])). If methane is integrated in the simulations, 
two situations must be distinguished. At low concentrations, methane is soluble in water. Then 
it builds no further phase, but a third component. Such situations require a one-phase I three 
component model (phase: water, components: water, salt, methane). If the maximum solubility 
is exceeded, methane is changing into the gas phase and a two-phase I three-component model 
approach (phases: water, gas; components: water, salt, methane) is necessary (e.g. Pruess (1991 
[3]), Helmig (1997 [4])). 

The paper is organized as follows: In chapter 2 the governing equations and the numerical algo­
rithm are explainded, while the field measurements are briefly described in chapter 3. Chapter 
4 contains some applications analyzing different phase situations and varying flow regimes. In 
chapter 5 conclusions are drawn. 
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Figure I: Interaction of fresh water, salt water and methane in a coastal aquifer 

NUMERICAL ALGORITHM 

Governing equations for a two-phase I three-component model concept 

The balance equations for the flow of three components (f: (fresh) water, s: salt, m: methane) in 
two fluid phases (w : water, g: gas) in porous media is given by the conservation of mass (eq. I) 

for each component 1(: 

in Ox!; a = w,g (I) 

In this equation <II denotes porosity, p density, S unknown saturation, X unknown mass fraction, t 
time, v Darcy velocity vector, D hydrodynamic dispersion tensor, q source or sink term, n space 
dimension, and! time dimension. The velocity vector of each phase a is determined by the gener­
alized Darcy law (eq. 2): 

(2) 

In equation 2 kr stands for relative permeability, J.i dynamic viscosity, K absolute permeability 
tensor, P unknown pressure and g gravity. In addition, three algebraic relations close the system: 
The mass fractions add up to one in each phase (eq. 3), the void space in the porous medium 
is completely filled (eq. 4), and the difference of the pressure at every point is a function of the 
capillary pressure Pc (eq. 5): 

Xf+Xs +Xg - I' n (l (l - , 

P8 - pw = Pc 

a = w,g (3) 

(4) 

(5) 

According to Oldenburg & Pruess (1995 [I j), the density of the water phase Pw can be formulated 
as a function of the mass fractions and the density of fresh water and salt water (concentrated brine, 
see eq. 6): 



297 

1 X£ X~ 
-=-+­
Pw PI Ps 

(6) 

The hydrodynamic dispersion tensors of the components in two phases are functions of other vari­
ables (e.g. Oldenburg & Pruess (1995 [I])) for which information is lacking. Therefore, they 
are assumed to be constant. There exist different functions to describe the constitutive relations 
for the relative permeability / saturation krw(Sw) and krg(Sg) as well as for the capillary pressure 
/ saturation Pc(Sw). The solution processes of water in the gas phase and methane in the water 
phase are generally described by Raoult's law, which can be simplified to the Henry law by low 
concentrations. Finally, Dalton's law of partial pressures is required. 

For the solution of these coupled non-linear partial differential equations, initial and boundary 
conditions must be given. Depending on the processes, i.e. if no gas phase occurs, the model 
concept is reduced to one-phase / three-component. The choice of the primary variables is deter­
mined by appropriate boundary conditions. Further information is given in Helmig (1997 [4]) and 
Atkins (1996 [7])). 

Discretization and Solvers 

In this paper two-dimensional examples consisting of quadrilaterals are investigated. The partial 
differential equations are discretized in space by a finite volume-based method, a so-called box 
scheme. For the flux terms afully upwind technique is applied. The time is discretized with an 
implicit Euler scheme. 

The discretizations described above lead to nonlinear and sparse systems of algebraic equations 
for every time step, which may have a large number of unknowns. Therefore, an outer Newton 
iteration is combined with an inner conjugate gradient or multigrid solver. The techniques ex­
plained here as well as a number of variants are part of the modular program system MUFTE-UG 
for simulating multi phase flow, transport, and energy processes in heterogeneous porous media 
(Helmig, (1997 [4]), Helmig et a!., (1998 [5])). 

MEASUREMENTS 

The major task of the joined EU project Sub-GATE is to investigate submarine groundwater fluxes 
and transport from methane-rich coastal sedimentary environments (Sauter & SchlUter (1999 [6])). 
Within this work, a number of field measurements are carried out, and some monitoring tools are 
developed or adapted to the special situations at vent locations. 

One task of this project consists of continuously monitoring fluid flow at vent sites. The vent sam­
pler enables a quantification of the advective upward fluid flow and determines boundary condi­
tions for the numerical simulations. One interesting result is the fact that the vertical flow velocities 
from groundwater into surface water are comparatively high with up to Icmls, and thus are in the 
range of the horizontal flow velocities in the surface water. 

In the geochemical task group sediment and pore water sampling at vent and non-vent locations 
have been conducted in order to describe the geochemical fluxes through the sediment-water in-
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face. Some of the measurements are shown in figure 3 and are compared to the numerical com­
putations. Vents have been detected at many locations, and as they don't only occasionally occur, 
they have a greater influence on the methane cycle in coastal environments than assumed in the 
past. Some open questions remained, e.g. concerning the vertical methane distributions. Solely 
looking on the measurements it was supposed that methane formation and oxidization must occur. 
Further informations are given in Sauter & Schluter (1999 [6]). 

APPLICATIONS 

The system shown in figure 2 was chosen for simulating the first vertical meter of a submarine 
coastal aquifer in the EckemfOrder Bucht, Baltic Sea, Germany. The sediment is highly porous 
cp = 0.9, and the permeability was estimated at K = 1O-8m2 and constant. Quasi one-dimensional 
upward vertical flow situations were investigated. Therefore, the system width was chosen to be 
1m, and the left and right boundaries are closed. On the upper boundary, a twenty meter salt wa­
ter column with a salinity of 70 / 00 was given and the methane concentration was set to zero. It 
is assumed that the salinity is mainly determined by chloride. For a given mole mass of water 
0.018kg/mol, 70 / 00 are equivalent to 0.007/0.018 = 0.39mol/l = 390mmol/l (see fig. 3). On 
the lower boundary, fresh water (Pw = loookg/m\ J.lw = 1O-3Pa/s) discharge according to the 
vent sampler measurements of q{., = 1O.81/(m2h) for a vent location, q{., = 4.01/(m2h) for a par­
tial vent location, and q{., = 0.1l/(m2h) for a non-vent location, as well as the methane fluxes 
were determined as the boundary conditions. The density of the concentrated brine in equation 
6 was set to Ps = 1025kg/m3 (see Oldenburg & Pruess (1995 [1])). For the gas phase, the den­
sity was Pg = 0.68kg/m3 and the dynamic viscosity J.lg = 1O-5Pa/s (see Atkins (1996 [7])). In 
the dispersion tensors only molecular diffusion was taken into account, ~ = 6.6· 1O-6m2/s and 
D': = 9.0· 1O-10m2 / s (see Atkins (1996 [7])). As initial conditions, the system was filled with 
fresh water (without methane). The system was discretized with 100 quadaratic elements in the 
vertical as well as in the horizontal direction, i.e. 10000 elements. 

P w i=J::::::I::::r::::r:::ct salt water 

E 
fresh 
water 

I 

/tv q fresh water + methane 

Figure 2: System set up, initial and boundary conditions 

One-phase / three-component model 

Due to the higher density, salt water is flowing downwards into the system, while fresh water and 
methane is coming up. After some time, a steady state solution is obtained for all three cases. A 
methane flux of ~ = 0.015mol/(m2h) lead to a reasonable agreement between computations and 
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measurements for the three locations (see fig. 3). The maximum solubility of methane in water, 
which is a function of pressure and temperature (see Atkins (1996 [7])), is never exceeded during 
the simulations. In the vent location, methane shows little variation over the depth - the computed 
decrease to zero in the upper lOem is caused by the boundary condition -, while chloride drops 
down to about a third of the bottom water concentration due to the comparatively high advection. 
In the non-vent location, methane drastically decreases from nearly the maximal solubility to 
zero, and there is little variation in the chloride distribution, which is near to the bottom water 
concentration due to very small advection. For the partial vent, the results are found in between. 
The computed methane profiles are fully developed by hydraulic conditions. Methane formation 
and oxidization, which will be quantified in the close future, may have an influence on the methane 
distribution. However, as assumed before, it must not be mainly responsible for it. 
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Figure 3: Chloride and methane profiles; left: vent, middle: partial vent, right: non-vent; 
computations: full lines (chloride), dashed lines (methane); measurements: squares, dots 

Two-phase I three-component model 

As methane is expected to be found as a gas phase at other locations, which will be investigated in 
the near future, we started with some test cases. For simplification, we neglected the component 
methane in the water phase and the components water and salt in the gas phase. The methane flux 
given at the inflow boundary leads to concentrations which are much higher than the maximum 
solubility in water. Although the prinicipal system behaviour can be compared to the one of the 
last subsection, the higher methane flux has a significant influence on the chloride and methane 
distribution, as shown for a vent location in figure 4. When compared to the results for the vent 
in figure 3 (left), chloride (component in the water phase) is partially displaced by the increased 
methane flux. It has nearly disappeared at the bottom of the system and has the same prescibed 
value at the top. Methane (main component in the gas phase) shows a constant profile again. But 
it has a much higher concentration due to the higher prescribed flux. 

CONCLUSIONS 

The numerical simulator MUFTE-UG is capable to deal with interaction processes of fresh water, 
salt water, and methane in coastal aquifers. Depending on the methane concentration, a one-phase 
I three component or a two--phase / three--component model approach must be applied. For the first 
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approach, a reasonable agreement between comptutations and measurements was obtained. But it 
must be mentioned that certain model parameters and boundary conditions had to be estimated, as 
information was lacking. The simulations showed that certain concentration profiles can be fully 
caused by hydraulic conditions and not only by reaction processes as supposed before. If methane 
occurs as a gas phase, it has a significant influence on the results. Future numerical work wiIl deal 
with the integration of reaction processes. 
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Figure 4: Computed chloride (full line) and methane profile (dashed line) for vent location 
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ABSTRACT. The feasibility of groundwater recharge scheme had been proposed to study in 
Kamphaeng Phet Province, about 400 km. north of Bangkok. The general movement of 
groundwater in the province was analysed and simulated from the data of the watertable 
monitoring program. Field experiment on artificial basin recharge was conducted and proved to be 
effective though sediment clogging issue was left to be solved. Water balance study from 
simulation results during the year 1997-2002 revealed that agricultural water use is the main 
reason for the decrease in groundwater table with the rate of 1-2 meters annually. To mitigate the 
situation, pumping control and/or groundwater recharge schemes are simulated and proposed in 
order to maintain the groundwater table as in the year 1997. 

KEY WORDS. groundwater, simulation, water balance, recharge 

INTRODUCTION 

Water demand in domestic, industrial and agricultural uses gradually increases with the 
development of socio-ecomonics. This caused the decrease in groundwater table in many area in 
Thailand [1] and made people in rural area, who mainly rely on shallow well, suffer from water 
shortage especially during dry season [2]. 

Groundwater recharge scheme had been proposed to study in Kamphaeng Phet Province in order 
to mitigate the water shortage problem in the long term. Groundwater table monitoring program 
was executed during the year 1995 to 1997 and the data were collected and used to understand and 
simulate the general conditions of groundwater in the Province. Field experiment on gravity 
recharge was also conducted to investigate the recharge effectiveness and efficiency. 

This paper summarized the study results of groundwater movement in the Province and the water 
balance analysis during the year 1997 to 2002. The effects of pumping control and groundwater 
recharge schemes were studied by computer simulation, using the data from field experimental 
recharge basin, to find suitable means to maintain groundwater table as in the year 1997. 

GROUNDWATER MOVEMENT IN THE PROVINCE 

Kampheng Phet Province is located in the northern part of Central region of Thailand with the 
distance of about 374 km from Bangkok. The total area of the Province is 8,623 sq. km with the 
average annual rainfall of about 1,300 mm and the anuual evaporation rate of about 1,460 mm. 
Topographically, the western part is a mountainous area with small hills in the Northwest. The 
basin slope decreases towards the East with an alluvial floodplain near the Ping River starting from 
the central part of the Province. 
Geologically, rocks in Precambrain Era could be found in the mountainous and hilly areas in the 
West and Northwest, where Quaternary deposits (both terrace and alluvium) are found to be laid 
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on the rock layer in the plain area, covering most of the area in the Province. Groundwater aquifer 
is found in the Quaternary deposits starting from the area of Muang District and spreading towards 
in the East and both sides of the Ping River in the central area. There are three aquifer layers, i.e., 
an unconfined layer (from 4.0 to 12.0 m deep), two confined layers (from 8.0 to 40.0 m deep and 
from deeper from 40.0 m). 

To understand the movement of groundwater in the Province, past records of water table data were 
collected from thounsands of well log and 42 monitoring wells were selected and monitored 
monthly during August 1996 to March 1998. Fig. 2 shows the contour of groundwater table in the 
Province monitored in monthly basis. It is clear that the groundwater in the Province flows from 
the West to East direction and the trend of water table decreases by time, i.e., 0.2-3.8 meters 
annually. There is a seasonal cycle especially in the inner area from the river, i.e., with the range 
of 1 - 4 meters during rainy and dry seasons [3]. 

GROUNDWATER SIMULATION 

The simulation of groundwater movement in the province was conducted by using the models 
called GMSIMODFLOW [4] and data from pumping test and field survey on water use [5]. The 
simulation was conducted under the following conditions: specified head in the West, general head 
conditions in the East, no flow boundary on other sides, pumping rate from the survey data and 
mesh configuration (2 layers, 2500 grids with size of 1.5 x 2.5 sq.km.) as shown in Fig. 1. The 
model calibration was conducted to estimate the hydraulic conductivity, transmissivity and 
pumpage ratio in the steady state and estimate the storage coefficient in the transient state. The 
calibrated parameters: hydraulic conductivity (K)=70 m1day, tranmissivity (D=560 m2/day, 
Specific storage (S)=0.0034 (lst layer), 0.0015(2nd layer), percentage of pumping= 50%(rainy), 
lO%(dry), leakage between layer= 2xl0exp-6 per day, gave figures with the same order as to the 
field pumping test results. The simulation of groundwater was then conducted to 

(a) verify the calculation results during Jan 95 to Apr. 97, 
(b) simulate the groundwater situation next 5 years during May 1997 to Apr. 2002 under 

0, 2, 6, 10% pumping rate annual increase and to analyse water balance in the area, 
(c) simulate the groundwater situation next 5 years during May 1997 to Apr. 2002 under 10, 

30, 50% pumping rate annual decrease. 
The simulation verification, in general, gave a fairly good trend between the computed and 
observed water table with the range of 0.6 to 6.1 meters. However some certain points gave 
significant differences on water table which is attributed to the assumption of average pumpage 
rate over the area. From the next 5 years simulation, groundwater table under 0, 2, 6, 10% 
pumping rate annual increase will decrease annually in the range of 0.4 to 1.9 meters. Table 2 
gives the water balance analysis results from the calculations. It can be seen from the table that 
water storage in the aquifer always shows a decrease trend, i.e., the pumping volume is greater 
than the natural inflow. In case the pumping reduction scheme is imposed, water table in the year 
2002 is still lower than level in 1997 by 2 - 4 meters even with 10% pumping reduction and water 
table in the year 2002 becomes higher than level in 1997 by 0 - 6 meters and 6 - 18 meters with 
3% and 5% pumping reduction respectively. The study proposed that the water table will recover 
to be as in the year 1997 if 5% annual reduction in pumping rate can be imposed, though this high 
rate reduction scheme for pumping seems to be hardly implemented when considered from the 
practical aspect. 

RECHARGE STUDY AND SIMULATION 

To cope with the increase of water demand and groundwater table drawdown, various studies on 
recharge possibility in Thailand such as well injection [6], recharge rate determination [7], 
recharge scheme design [8] etc., had been conducted. In the study, a field experimental recharge 
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was executed to confirm the recharge rate and investigate relevant issues to be prepared before 
actual implementation and simulation of various recharge schemes were conducted to find the 
suitable measures in the area. 

A recharge basin sized lOx 50 x 3 meters was excavated and a 6" well was drilled after proper 
field survey and log drilling to locate the suitable site in order to test the gravity recharge 
feasibility. Water from a nearby irrigation canal was drawn and filtered by basin bed sand and 
slow sand filter tank before recharging into recharge basin and well respectively. The recharge rate 
for basin and well types were found to be 0.34 and 4.95 cm/min respectively. The experimental 
results i!} the pilot area satisfactorily proved the effectiveness of recharging by gravity recharge 
method for the area, however, the main obstacles for implementation are the availability and 
quality of raw water, groundwater table, rapid growing of grass and sediment clogging [9]. The 
laboratory experiment on recharge was also conducted to study the relationship of recharge rate 
and sand grainsize and it is found that the unit recharge rate is affected by the grainsize, 
distribution of sand and groundwater table [10]. 

Since in the study area, the drawdown issue takes place in two main locations, i.e., area near the 
Ping River (Muang District) and inner cultivated area (Zaigarm and Larnkrabu Districts) with 
different characteristics mainly due to hydrogeological conditions and agricultural practices in dry 
season, hence the recharge should be implemented by basin recharge in the area near the river and 
by well injection recharge in the inner area respectively. Simulation on recharge schemes under 
such conditions was conducted with various percentage of demand increase in order to estimate 
the recharge rate needed and its impacts. From the simulation results, the influential area from 
recharge operation is quite limited near the recharge location, i.e. , 2 to 3 kilometers from the 
recharge location. Fig 3 and Table 2 show the influential area and the increase of water table under 
the basin recharge scheme of 500,000 m3/day and under the well injected recharge scheme of 
10,000 m3/day with various increase percentage in pumping rate respectively. As a result, with the 
recharge rate proposed, groundwater table in the province can still be controlled as in the year 
1997 with the pumping increase not more than 10 % annually. The recharge schemes of gravity 
type with the rate of 500,000 m3/day such as river bed improvement, retention pond near river 
etc., and well injected type with the rate of 10,000 m3/day are then proposed for further more 
detailed study before actual implementation in order to balance groundwater storage with water 
demand increase in the province. 

CONCLUSIONS AND RECOMMENDATIONS 

From the study, the following conclusions and recommendations can be drawn. 
1) The movement of groundwater in the Province, from the monitoring data, showed the 

pattern of moving from the west towards the east and the water table at present in 
average is lowering with the rate of 1 - 2 meters per year. 

2) From the simulation, it is found that groundwater is not balancing, i.e., water pumping 
out is m"Jre that natural recharge which is attributed mainly from agricultural activities 
in dry season. Proper pumping control should be considered and implemented. To 
balance the water supply and demand in the province, the reduction in pumping control 
of 5% annually is recommended. 

3) From the recharge field study, gravity recharge scheme can be effectively implemented 
in the area near the Ping River as long as raw water quantity and quality can be 
provided. The cautions on site selection, easy routined maintenance and cleaning up 
basin shape, sediment clean up after excavation should be paid attention during the 
design and construction phases. 

4) Within 10% annual increase in pumping, groundwater table in the Province can be 
controlled as in the year 1997 if recharge schemes, i.e., 500,000 m3/day of gravity 
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recharge near river area and 10,000 m3/day of well injected recharge for inner area, are 
implemented. 

5) Computer models, GMS and MODFLOW, are shown to be good tools to handle huge 
amount of hydrogeological data and groundwater simulation, though the effect of mesh 
size and mesh configuration for recharge calculation is still needed improvement. 
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Table 1. Water Balance Analysis Results 
Normal State (0% increase) 5% Pumpage Reduction 

IN (5 years) Storage - 5.94850E+08 Storage - 5.27340E+08 
Constant Head = 8.43S20E+OS Constant Head = 8.1 5270E+08 
Wells = O.OOOOOE+OO Wells = O.OOOOOE+OO 
Recharge = 7.28040E+OS Recharge = 7.2S040E+08 
River Leakage = 2.28520E+08 River Leakage = 1.89937E+08 
Head Dep Bounds = 1.99860E+07 Head Dep Bounds = 1.24550E+07 
Total In = 2.41 520E+09 Total In = 2.27250E+09 

OUT (5 years) Storage - 5.45030E+08 Storage - 5.13210E+OS 
Constant Head = 7.S7070E+07 Constant Head = S.00140E+07 
Wells = S.4S970E+08 Wells = 7.2 I 630E+08 
Recharge = O.OOOOOE+OO Recharge = O.OOOOOE+OO 
River Leakage = 7.94530E+OS River Leakage = 8.06730E+08 
Head Dep Bounds = 1.47980E+OS Head Dep Bounds = 1.50900E+OS 
Total Out = 2.4 I 520"E+09 Total Out = 2.27250E+09 

IN-OUT/year Storage - 9.96400E+06 Storage - 2.S2600E+06 
Constant Head = 1.53023E+08 Constant Head = 1.47051E+OS 
Wells ,;,- I .69794E+OS Wells =-1.44326E+OS 
Recharge = 1.45608E+OS Recharge = 1.4560SE+OS 
River Leakage =-1.I3202E+08 River Leakage =- I .23359E+08 
Head Dep Bounds =-2.559SSE+07 Head Dep Bounds =-2.76890E+07 
In-Out = O.OOOOOE+OO In-Out = O.OOOOOE+OO 

Table 2. Water Table Change due to Recharge 
Annual Pumping year Water Table Increase (m) 
Increase Percent Reference Stations 

L72 L71 L54 L50 LX3 L85 KI 
0% 1998 0.02 0.33 1.75 0.354 O.IS O.SO 0.17 

2000 0.01 0.4S 2.26 1.05 0.5S 1.31 0.48 
2002 0.03 0.57 2.42 18.22 0.71 1.05 0.60 

2% 1998 0.01 0.32 1.75 0.45 0.21 0.67 0.16 
2000 0.03 0.57 2.27 1.04 0.66 1.29 0.40 
2002 0.01 0.57 2.42 1.20 0.70 1.45 0.60 

6% 1998 0.02 0.46 1.76 0.46 O.IS O.SO 0.16 
2000 0.01 0.52 2.27 1.04 0.58 1.31 0.50 
2002 0.01 0.57 2.42 1.21 0.66 1.46 0.60 

10% 1995 0.01 0.31 1.75 0.45 0.17 0.79 0.16 
2000 0.01 0.51 2.26 1.05 0.5S 1.30 O.4S 
2002 0.01 0.58 2.43 1.21 0.69 1.45 0.61 

Remarks: Basin recharge rate - 500,000 m.i/day and injection recharge rate - 10,000 m.i/day. 
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ABSTRACT. A numerical model is developed for the simulation of heat and moisture transfer 
above and below the ground surface. In the soil, the equations coupling the processes of heat and 
moisture transfer are solved to get the temperature and the moisture content at the ground surface, 
which are necessary for the computation of the heat and moisture fluxes. The sensible heat flux 
and evaporation rate at the ground surface are evaluated based on the bulk type formulas and by 
an improved k-c: model for the transport of momentum, heat and water vapor in the atmospheric 
surface layer. The accuracy of the numerical model was verified using field experimental data on 
the temperature and water content at the soil surface and different depths under the ground surface. 
Based on the numerical model, the accuracy of the flux-gradient method for the prediction of 
evaporation from the ground surface is investigated. 

KEY WORDS: atmospheric surface layer, evaporation resistance, flux variance approach, 
surface-layer similarity, k-c: model. 

INTRODUCTION 

The study of heat and moisture transfer at the ground surface, or in other way, the sensible heat 
transport and evaporation, is very important for an accurate weather, climate and water resources 
forecasting. The flux-variance approach for the prediction of sensible heat transport and 
evaporation rate is based on the assumption of a dynamical similarity between the momentum, 
heat and water vapor transport near the ground surface. This implies a similarity in the 
distributions of the source or sink at the ground surface for the momentum, heat and water vapor. 
This assumption is usually satisfied for a sufficiently wet porous ground surface under heating, 
where exists an abundant source for water vapor. However, when the ground surface becomes 
drier, the evaporation rate may decrease significantly and in many occasions, approach zero, 
accompanying an increase in the ground surface temperature. It means that there is a significant 
difference in the vertical distributions of air temperature and moisture content; and this may lead 
to a considerable error in the prediction of the evaporation rate using the similarity law 

In many field experiments, sensible heat and latent heat fluxes at the ground surface are evaluated 
based on wind velocity, humidity and air temperature, measured at a reference height, and 
humidity and temperature at the ground surface. In the flux-variance method, this is carried out 
using the Monin-Obukhov similarity law with the assumption of negligible horizontal advection. 
This assumption is usually not satisfied since the surface samples in the experiments are not wide 
enough. Thus, to reduce possible errors caused by the violation of this assumption, the reference 
height must be lower enough. 

Another difficulty for an accurate prediction of the evaporation rate at the ground surface is the 
method for evaluation of water vapor density at a dry ground surface. Many models for the 
coupling of under ground heat and moisture flow [1,7,8] can compute the matric potential at the 
ground surface. Then, with the assumption of a local equilibrium between liquid and vapor phases 
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within surface pores, the vapor density PvsCT,) at the ground surface temperature T, and relative 
humidity h in surface pores can be expressed as 

Pv,CF.) = PoCrJh, h = exp(lIfg/ RJks) (1) 

where piT) is the saturated vapor density at temperature T" '1/ the water potential at the ground 
surface, g the gravitational acceleration, R~ the gas constant for water vapor and Tks the absolute 
temperature of the ground surface. 

Kondo and Saigusa [4] pointed out that although equation (1) is adequate for calculating the 
relative humidity of the air immediately above the water surface within soil pores, its extension 
for the calculation at the ground surface is questionable. If the surface is dry, there will be an 
imbalance in the supply of vapor from the surface and its upward diffusion. Thus, the assumption 
on a local equilibrium between the liquid and vapor phases is violated, and equation (1) is not 
valid for the evaluation of relative humidity at the ground surface. According to Lee and Pielke 
[5], the value of h computed by Eq. (1) will be overestimated when the soil moisture availability 
drops to around the soil wilting point. This may cause another error in the computation of the 
evaporation rate for any flux-variance method. 

The purpose of this study is to investigate possible errors in the computation of the evaporation 
rate at the ground surface with the similarity approach under different conditions. The study is 
conducted based on a numerical model, coupling under ground heat and moisture transfer and the 
transfer of momentum, heat and moisture in the atmospheric surface layer. The numerical model 
can also provide the wind velocity, potential air temperature and humidity at a reference height, 
closed enough to the ground surface to minimize the influence of advection on the evaluation of 
sensible and latent heat using the flux-variance method. 

NUMERICAL MODEL 

The numerical model in this study comprises two models: a model for the coupling of vertical 
one-dimensional subsurface heat and moisture transfer [1] and a model for the transport of 
momentum, heat and moisture transfer in the atmospheric surface layer. 

Coupling the subsurface heat and moisture transfer 

The vertical one-dimensional subsurface heat and moisture transfer model, employed in this study 
is the same as that in Asaeda and Vu [1]. The governing equations of the model are as follows. 
Equation for subsurface water transfer 

[( l-PVJao +Oa apv ] a '1/ +[(l-~Jao +Oa apv] aT 
PI a'l/ PI a'l/ at PI aT PI cT ct 

=- K +D'I'" -+(Dr, +Dra)-::;- +-, a [( )a'l/ CT] aK 
az cz cz az 

and the accompanying equation for heat transfer 

[c + L 0 apv - (p w + p.L )ao] aT + [L 0 cp, - (p TV + p.L )j}£] c'l/ 
e a aT I 'e aT at ,a a'l/ ! " C'l/ Ct 

a [aT ( )C'l/] cT =- A.-+PI L,D",+gTDra - -Clqm-' 
aZ CZ CZ c: 

(2) 

(3) 

where PI is the density of liquid water; 0 and 8., are respectively the underground liquid water and 
air content; T is the ground temperature; D," and Dr,. are the water potential head diffusivity and 
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temperature diffusivity of vapor in the rp-T system, respectively; DTa is a transport coefficient for 
absorbed liquid water flow due to thermal gradient; K is the hydraulic conductivity; A. accounts 
for the combined effects of simple Fourier heat diffusion and latent heat transport by temperature­
induced vapor diffusion; L. is the latent heat of vaporization of water; C1 is the specific heat of 
liquid water; g is the gravitational acceleration; qm is the vertical flux of water vapor; t is time; and 
z is the vertical coordinate. 

Neglecting the sensible heat transport by the evaporated water vapor, the ground surface boundary 
conditions for equations (2) and (3) are as 

cT 
-A. cz =S(I-a)+RLn-H-Lee, (4) 

where e is the evaporation rate at the ground surface; Sand RLn are respectively the total solar 
radiation and net longwave radiation flux at the ground surface; a is the short wave reflectivity of 
the surface; and H is the sensible heat flux at the surface. 

All coefficients in Eqs. (2) and (3), and the total solar radiation and net longwave radiation at the 
ground surface are evaluated follows Asaeda and Vu [I]. 

The transfer and momentum, heat and moisture in the atmospheric surface layer 

The model for the momentum, heat and moisture transfer in the atmospheric surface layer used in 
this study is a k-e model. The Reynolds averaged equations, governing the turbulent transport of 
momentum, heat and moisture in the atmospheric surface layer over an assumed horizontally 
homogeneous ground surface, are as 

cU = !...-(v CU) (5); cTp = £( ", cTp J, 
ct Cz 'Cz' at czl cz 

(6); cPv = £(" cPv J 
cf cz 'cz 

(7); 

ck =!...-( ~ ck J+P+G-C, 
Ct Cz a, Cz 

(8); cs c (v' cs J s [ 1 -=- -- +- C1,P+(i-C3,)G-C2,s 
ct Cz a, Cz k 

(9); 

P = ~v,(cU Icz)', 
2 

(lOa); G = -g"t (;3cTp / Cz + O.6lCpv / cz), (lOb); 

v, = C,.,k2 Ie , (lla); ", = v, I Prl . (lib) 

In Eqs. (5) to (11), U and Tp are the ensemble averaged horizontal wind velocity and potential 
temperature, respectively; v, and ", are respectively the eddy viscosity and diffusivity; k and e are 
respectively the turbulent kinetic energy and its dissipation rate; 0;(=1), ai=1.33), C1i=1.44), 
C2i=1.92) and C3i= C/o for stable stratification, and =0 for unstable stratification) are closure 
coefficients; and P" is the turbulent Prandtle number. In this study, the traditional standard k-e 
model is improved based on the work of Launder [5] for the computation under stratification. 
With the assumption of near-equilibrium shear flow, where transport effects on vertical fluxes can 
be negligible, and isotropic dissipative motions, Eqs. (12) and (13) are obtained 

¢(1.59-5.22Rf YO.53-0.94Rf ) l.59-Rf (1.5¢T +2.82) 

C,., = [J.59+Rf(3¢+1.5¢ Prl -5.22)II-Rf )' P'1 =PrlO l.59+Rf (3¢-5.22) (12) 

where ¢r =1/3.2, ¢ =0.2, and Rjis the Flux Richardson number, defined as 

(13) 

The boundary conditions for Eqs (5)-(9) are as follows. The values of wind velocity, air 
temperature and vapor density at every time step are specified at the top of the computational 
domain while the turbulent kinetic energy and its dissipation rate at this point are interpolated 
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from their respective values in the computational domain. A no-slip boundary condition and a 
zero vertical gradient of turbulent kinetic energy are applied at the ground surface while the 
turbulent kinetic energy dissipation rate is evaluated based on the Kolmogorov hypothesis; the 
potential temperature is set equal to the ground surface temperature; and the vapor density is 
evaluated using Eq. (1). The momentum, sensible heat and latent heat fluxes at the ground surface 
are evaluated using the wind velocity Uh potential temperature TPI and vapor density P,-l at the 
first computational mesh above ground surface as 

3 
L- -Pall. 

- XX(H /CpTpa +O.6Ie) 
(14) 

Tp. = (TC / P"oXTp, - TpJt[ln{zl t ZoJ- <f>,{ZI t L)] (15) 

(16) 

where Z/h Z, and Zm are respectively the roughness length for momentum, heat and vapor; 
subscripts s and 1 respectively denote values at the surface and at a reference height ZI; and the 
stability functions for momentum, heat and vapor for unstable stratification are as [2] 

[ 
{I + XJ2 1 + x; ] 

<f>m =In ( )2 2 -2arctan(xm)+ 2arctan(xom ) 
1 + xOm 1 + xOm 

_ [(1 + X;)] <f>v -21n ~ , 
\1 + Xo,-} 

(17) 

and for stable stratification 

<f>, =-p,{;-;,), (18) 

Numerical scheme 

A finite element scheme is adopted for the spatial discretization of Eqs. (2) and (3) in the soil 
domain. A smallest mesh of lcm is used near the ground surface, where the variables change most 
rapidly. The mesh increases with the increase of depth. A finite volume scheme is employed for 
the spatial discretization of Eqs. (5)-(9) in the air domain. A smallest mesh size of 3 cm is used 
near the ground surface; and the mesh size increases linearly with the distance from the ground 
surface. A second order accurate Crank - Nicholson scheme is used for the time discretization. 
Since various parameters in Eqs. (2) - (3) and Eqs. (5)-(18) are functions of other unknown 
variables, an iterative computation is needed. 

COMPUTATIONAL RESULTS AND DISSCUSSIONS 

The numerical model has been verified with observed data on the soil temperature and water 
content at the ground surface and different depths, obtained from a field experiment in Tsukuba 
City, Japan. The model has also been verified with observed data on the temperature and moisture 
content at various porous pavement samples, obtained from field experiment in Kuki City, Japan. 
Due to the page limitation, results of the verification process are not presented in this report. 
However, results of the computation (not shown) reveals that the model is capable of simulating 
the heat and water vapor transfer at the ground surface with acceptable accuracy. Thus, the model 
is used to investigate the vertical distribution of potential air temperature and water vapor density 
near the ground surface, and the accuracy of the flux-variance method for the computation of the 
evaporation rate at a bare soil surface. 

The surface used in the computation was assumed as bare soil, which resembles the bare soil 
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surface in the field experiment in the Tsukuba 
City. The height of roughness element is 
assumed of 0.7cm, which corresponds to a 
momentum roughness length ZOm of 1 mm. The 
roughness length for heat and water vapor are 
evaluated based on ZOm and the roughness 
Reynolds number, following [2,3]. A wind 
velocity of l.Smls at the height of l.S m above 
ground surface is assumed unchanged with time 
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Fig. 1. Time variations of air temperature 

and wind velocity 

volumetric moisture contents of 0.143 and 0.01 were assumed for case 1 and case 2, 
respectively. The porosity of the soil is assumed as 0.33. 

Fig. 2 and Fig. 3 respectively show the vertical distributions of potential temperature and water 
vapor density for case 1 at different times. From Fig. 3, it can be seen that at 12 a.m., the water 
vapor density at the soil surface reaches more than 0.03S(kg/kg), and there is a very steep 
gradient of water vapor density just at the soil surface. The vertical distribution of potential air 
temperature in Fig. 2 shows that it is significantly different from that for the water vapor 
density. 
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Fig. 2. Vertical distribution of potential air 
temperature for case 1. 
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Fig. 3. Vertical distribution of water vapor 
density for case 1. 

Fig. 4 shows the computed energy budget at the ground surface for case 1. As in the figure, the 
latent heat flux evaluated by equation (16) using the water vapor density at the soil surface and 
at 1.Sm height reaches its maximum of 700W/m2• Thus, it is evident that the water vapor 
density at the ground surface, evaluated based on equation (I), and consequently the 
evaporation rate at the ground surface, are over estimated. The overestimation of the sensible 
heat flux leads to a very cool ground surface even at noon. It is noted that Eqs. (IS)-(16) for the 
computation of sensible heat and latent heat fluxes are based on an assumption of steady 
vertical distribution of wind velocity, air temperature and humidity, which is not satisfied since 
the temperature and vapor density at the ground surface and upper boundary change 
continuously. Theoretically, the error caused by this assumption is smaller with smaller 
reference height. To investigate this kind of errors in more details, two reference heights were 
used in the computations. Computed results show that ratio of the sensible heat flux, computed 
by Eq. (IS) using the potential air temperature and wind velocity at two reference heights of 
1.Sm and 1.Scm is 1.24. At the same time, ratio of the latent heat fluxes, computed by Eq. (16) 
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using the two reference heights, is l.29. As stated previously, there is an overestimation of the 
latent heat flux if the reference height of 1. 5m is used. Thus, it seems that the values of sensible 
heat and latent heat, evaluated using wind velocity, air temperature and humidity at the 
reference height of l.5cm is better. Also, as discussed previously, with the assumption of 
negligible horizontal advection, lower reference height can produce more accurate results. 
These findings should be investigated further more using detailed field experiment data. 

To improve the computation for the latent heat flux at the ground surface, a factor of the form 
( () ;'(Jsat)m (where e.at is the saturated volumetric moisture content at the ground surface), 
accounting for the resistance to evaporation at the ground surface is multiplied to the right hand 
side of Eq. (16). Results of the computation show that the value of m=2 provides the best fit 
with the experiment data. 
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Fig. 4. Energy budget at the ground surface 
without evaporation resistance (case 1). 

Fig. 5. Energy budget at the ground surface 
with evaporation resistance (case 1). 

The computed energy budget at the ground surface with accounting for the evaporation 
resistance shown in Fig. (5) reveals that reasonable results are obtained. 

Computational results for the dry surtace also confirms the above findings. 

CONCLUSION 

The accuracy of the flux-variance method for the computation of the sensible and latent heat 
fluxes at the ground surface is investigated by employing a numerical model. It was found that for 
a dry ground surface, the resistance to evaporation must be accounted for in the computation of 
the evaporation rate at the ground surface using this method. 
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Abstract. This paper presents an engineering approach for planning comprehensive mitigation 
measures to improve the hydrological water cycle deteriorated due to urbanization. The hydro­
logical water cycle is closely related to the aqua environment which supports sustainable city 
activities, creates a natural amenity, and derives the friendly relationship between residents and 
water. In order to study this in more detail, the Shingasi River basin was selected as a study area, 
which is located in the suburbs of Tokyo metropolitan region and has a catchment area of 390 kmz. 
The practical study was conducted based on the standard investigative procedure. The hydrological 
water cycle was evaluated for the past and present condition and its condition in the future was 
predicted by means of a numerical method. The goal of a project for implementing the mitigation 
measures should be set up carefully to be understood by both government and local residents. In 
order to satisfy the project goals, various measures including rainwater storage and infiltration 
facilities were taken into account. The co-operative system was proposed for getting consensus 
among the governments and the local residents. It is also pointed out that great effort should be 
paid for creating the positive activity of the organizers and interpreting the engineering assessment 
to be understandable for all the relevant members. 

Key words. hydrological water cycle, water environment, engineering assessment, consensus 
building, comprehensive master plan 

INTRODUCTION 

Urbanization generally boosts expansion of urban areas, improvement of lifestyles, high population 
density and high grade of land utilization. Those urbanization processes have resulted in an 
expansion of impermeable areas such as roofs and pavements, an increase in water demand, an 
increase in industrial and domestic waste water and a reduction of water surface areas and green 
lands. The phenomena tend to distort the appropriate hydrological water cycle and bring about the 
following six issues to be solved [1] : 1) Increase of ordinary water discharge, 2) Flood control, 3) 
Conservation and development of water resources, 4) Conservation and revival of ecological 
system, 5) Pollution control and 6) Improvement of heat environment. 

In order to implement a policy for solving these issues, the Ministry of Construction in Japan set up 
a committee to draw up a manual for planning the renewal of hydrological water cycle in urban 
areas. The paper [2] explains the design concept authorized by the committee which was finally 
involved into the manual [3]. According to the paper [2], the word of "hydrological water cycle" is 
useful for the discussion among the people with different backgrounds to plan the comprehensive 
measures to improve the aqua-environment. The paper [2] also proposes an investigation procedure 
as shown in Fig.l. 

Recently, an interim report "How should an appropriate water cycle be in river basins." [4], 
proposed in July,1998 by the sub-committee of water cycle, the River Council for river control, 
provoked the necessity of a sustainable water cycle. This report [4] also pointed out that 
comprehensive master plans for appropriate water cycle should be urgently drafted for urbanized 
areas which suffer from serious problems concerning the deterioration of water cycle. 
This paper presents only the preliminary consideration applied for the study area in order to draft a 
comprehensive master plan for an appropriate water cycle. This study is supposed to continue in 
order to finalize the comprehensive master plan. 
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Fig.1. Investigation procedure for planning the renewal of hydrological water cycle 

OUTLINE OF STUDY AREA 

The Shingasi River of the study area is a tributary of the Arakawa River and runs northeast of 
Tokyo. Most of the catchment area belongs to Saitama prefecture and has been rapidly urbanized 
since the 1950s when the Tokyo metropolitan area widened to involve this area. The Shingasi River 
has five major tributaries namely Shirako River, Kurome River, Yanase River, Sunagawabori River, 
and Furo River. The basic urbanization data are tabulated in Table 1. 

Table 1. Basic urbanization data for the Shingasi River Basin (as of 1990) 

Items Shirako Kurome Yanase Sunagawabori Furo Others Total 

Basin Area (krn2) 25.0 37.6 95.5 44.0 56.6 131.2 389.8 
River Length (km) 10.0 19.1 26.8 17.7 17.0 20.1 34.6 
Population (1000 persons) 294 277 527 170 163 471 1902 
Ratio of Urbanization (%) 59.6 44.4 40.9 25.7 28.6 39.5 38.5 
Ratio of Sewerage Propagation (%) 91.7 77.6 74.3 71.1 55.5 77.0 76.2 

The Shingasi River Basin comprises two different areas, lowland and terrace. The lowland is of an 
alluvium spread along the main stream. The terrace occupies a large area along the tributaries. The 
gradient of the basin is 1/1000 to 1/4000 in the main stream areas, and 1/100 to 1/400 in the 
tributary areas. 

The lowland areas are covered with silty soil. The terrace areas are covered with a layer of the 
Kanto loam which is 2 to 10 meters thick with a gravel layer approximately 30 meters thick 
underneath. Groundwater levels are generally low, about 5 to 10 meters below the surface. The 
direction of the groundwater aligns with the configuration of the land. Saturated hydraulic conduc­
tivities are approximately 1 x 10.3 to 5 X 10.2 cm/s in the Kanto loam, 1 x 104 cm/s in the silt and 1 
x 10.2 cm/s in the gravel. Fig.2 shows the distribution of the contour line of the unconfined ground­
water and the saturated hydraulic conductivities of the surface soil. 
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Fig.2. Contour lines of the unconfined groundwater and saturated hydraulic conductivities of the 
surface soil 

EXTRACTON OF PROBLEMS AND ISSUES 

Changes of water cycle in the Shingasi River Basin, from the past to the present as well as changes 
predicted in the future, have been estimated by focusing on the influential factors. The quantitative 
estimation was conducted by applying the simulation model which represents the physical 
characteristics of the natural flow mechanism of a river basin [5]. The past refers to around the year 
1945 when the basin was assumed to be in a natural state. The future is supposed to be the year 
2025 when urbanization will have further progressed. 

Increase of peak flood flow; Due to the expansion of impermeable areas and the improvement of 
urban storm drainage systems, the present peak flood flow is estimated to be 1.5 times that in 1945 
and it is predicted to increase in the future as shown in Fig.3(a). 

Increase of water demand ; Water transmitted from outside of the basin is significant due to the 
industrial and living uses. In the future, all the water supply is predicted to rely on the transmitted 
water from outside of the basin and it is equivalent to the water volume of the precipitation inside 
this area as shown in Fig.3.(b). 

Deterioration of water quality; Due to the discharge of waste water, the water quality of the river 
has been deteriorated as shown in Table.2. The river water used to be utilized for the agricultural 
and living use but not now. In proportion to the deterioration of water quality, the area for habitat of 
animals and plants is decreased and the river has already lost the function as the water amenity for 
the local residents. 

Decrease of base runoff; The decrease of rainwater infiltration and the bypass of the sewerage 
system have caused the decrease of base runoff as shown in Fig.3.(c). In addition to the absence of 
water amenity, the utilization of water for emergency has become difficult. 

Decline of groundwater level and dry-up of spring water; Excess pumping of groundwater lowers 
the groundwater level and causes ground subsidence. In addition to the excess pumping, the 
decrease of rainwater infiltration dries up spring water and reduces groundwater flow into the 
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rivers. Fig.3.(d) shows the change in groundwater level and Fig.3.(e) shows the change in spring 
water discharge. 

Change of climate; The decrease of green land and water surface (marsh, river etc.) and the 
increase of exhaust heat cause the change in heat environment. Fig.3.(f) shows the change in 
evaporation quantity. 
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Fig.3. Transition of hydrological quantity and quality from past to future 

Table 2. Water quality (Biochemical Oxygen Demand: BOD) of dominant rivers in Shingasi River 
Basin 
name observation observed name observation observed 

Eoint value(mg/l} Eoint value(mg/l) 
Furo River Furo Bridge 28.7 Shingasi Asahi Bridge 9.1 
Yanase River Sakae Bridge 11.2 River Sasame Bridge 8.0 
Kurome River Azuma Bridge 12.0 Shimo Bridge 6.4 
Shirako River Ochiai Bridge 6.4 

BASIC IDEA FOR SETTING UP PROJECT GOALS 

Before setting up the various measures for improving the water cycle, appropriate project goals 
should be set based on the extracted problems and issues. The viewpoints for the desirable image of 
the catchment area can be classified into two types. One is the effect directly derived by the 
improvement of water cycle and the other is the effect indirectly derived. In other words, one is the 
quantitative index for the amount of water or the water quality such as water discharge, ground­
water level, biochemical oxygen demand (BOD) etc., which is rather an engineering approach. The 
other is the environmental condition related with aqua-culture, ecological system, water amenity 
etc., which is more understandable for ordinary inhabitants in spite of the difficulty for the 
quantitative estimation. It is very important to explain the relationship between the improvement of 
water cycle and the life of inhabitants and to present project goals that we understandable for not 
only engineers but also ordinary inhabitants. 

It is necessary to consider various viewpoints such as the past condition, the intention of inhabit­
ants, the political goals and the ability of implementation, etc., to set up the appropriate target 
values. 
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Table 3. Relation between available measures and quantitative effects 

Quantitative Effects 

Available Measures 

improvement of river channel 0 

river 
improvements 

sewerage 
improvements 

rainwater 
storage and 
infiltration 

regulating reservoir 

natural river channel bond 

diluent flume 

clarification of river or pond 
directry 

effective utilization of river 
water 
improvement of rainwater 
drinage 
improvement of sewerage 
system 
propagation of advanced 
treatment 

effective utilization of 
treatment water 
renewal of sewer channel 

propagation of rainwater 
infiltration facility 
propagation of rainwater 
storage facility 

conservation of conservation of green zone 

green zone and conservation of agricultural 
agricultural land land 

o 

o 

00 

o 

o 
o 

o 
o 

o 

o 

o 

o 

o 
o 0 

o 

o 
o 

o 

rationalization of water 
effective utilization 0 0 o 0 

o 

o 

o 
o 

o 

o 

o 

o 

o 
o 

o 
o 

utilization of 
water resource ru~ti~'I~iz~a~t~io~n~07f~r~al~'n~w~a~t~e~r ______ t-~-i __ ~1-~~ __ ~~O~rO~---i--t---t---t---t------t-i 

utilization of waste water 0 0 0 0 

conservation of 
groundwater 

reduction of 
pollution load 

urban 
afforestation 

regulating for or monitoring 
ground water pollution 

providing a groundwater 
cultivating facility. 
maintenance of spring outlet 

monitoring groundwater level 

regulating for pumping up 
ground water 

promoting combined septic 
tank 
regulating for or monitoring 
water waste 
providing public gardens 

afforestation along with road 

afforestation on building 

o 

o 
o 
o 

o o 

o 

o o 
o 0 o 

o 

o 
o o o 
o o o 
o o o 
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SETTING UP MEASURES 

The available measures and their quantitative effects are listed in Table 3. The quantitative indexes 
are classified into either the effect directly specified or the effective factor related indirectly with 
the specified effect. For example, the influential factor of a quantity of infiltration is related with 
various effects such as flood discharge, ordinary river discharge and groundwater level. It means 
that the infiltration facility is effective for not only flood control but also aqua-environment. The 
various measures listed in Table 3 should be allotted among the government, inhabitants, and 
private enterprises depending on their characteristics. 

CO-OPERATIVE SYSTEM FOR DRAFTING MASTER PLAN 

In order to build the consensus of the master plan among the government, the inhabitants, and the 
enterprises, a co-operative system should be carefully constructed. Under this co-operative system, 
the master plan should be authorized by the river council which consists of the representatives from 
the Ministry of Construction, the local governments, and the tributary working groups. 

Before the river council fmalizes the master plan, the each tributary working group should build the 
consensus through the discussion among the academic advisories of professors, the. administrative 
officers of relevant local governments, and some local residents. During this process, it is also very 
important to encourage the relevant members through social gathering, explanation and discussion, 
symposium, festival and so on. 

CONCLUSIONS 

This paper indicates the investigative procedure and consideration to draw up the master plan for 
the appropriate hydrological water cycle. The problems and issues of the water cycle in the 
Shingasi River Basin were extracted and explained in this fIrst report. 

According to the future schedule, many steps of discussion should be done under the co-operative 
system presented in this paper in order to build the consensus among the governments, the inhabit­
ants and the enterprises. To make the results successful, the desirable image of water cycle should 
be discussed from the various view points not only with the governments but also with the local 
residents. 

It is also important to select the most suitable plan among the various alternatives. The effective­
ness of each alternative can be calculated, but in order to make the master plan comprehensible, 
reasonable and sympathetic, the great effort should be paid for producing the positive activity of 
the co-operative system and interpreting the engineering assessment to be easily understandable for 
all the relevant members. 
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Abstract. It is well known that urban development on hillsides affects the hydrological cycle. In 
this study, the influence of urban development on the water balance was assessed using a runoff 
analysis for an actual field case. Based on these analytical results, a hydrological cycle maintenance 
system was built in order to minimize the influence of development on the water balance of the 
area. The system, which consists of a combination of water storage and infiltration facilities, was 
designed to maintain the normal water discharge rates occurring in small channels, to enhance the 
degree of safety from flooding, to recharge the ground with rainwater and to ensure the availability 
of water sources for disaster prevention. 

Key words. Urban hydrological cycle, Infiltration and storage facilities, Urban development. 

INTRODUCTION 

During the rapid economic growth period which began in the 1950s, major cities in Japan 
experienced rapid shifts of population towards urban centers, and demand for housing in and 
around large cities increased accordingly. In the past 40 years, a government-affiliated company, 
the Urban Development Corporation (UDC), has implemented numerous urban development 
projects in nearly 270 locations (covering approximately 38,000 ha). The urbanization of river 
basins has, however, resulted in significant increases in storm water runoff. In the 1960s, the storm 
water storage method, which aims to reduce storm water discharge into rivers by temporarily 
storing the storm water within the built-up area, was proposed to cope with the problem of 
increased runoff. 

By the mid-1980s, the general public became highly conscious of environmental problems and 
began to demand environmentally sound development involving special environmental measures to 
ensure simultaneous conservation of landscapes, hydrological cycles and ecological systems. In 
1994, the Ministry of Construction formulated its "Basic Environmental Policy" which indicates 
the importance placed on conserving and restoring natural hydrological cycles by providing storm 
water storage and infiltration facilities in river basins. 

In accordance with, or in anticipation of national policy, UDC has initiated various projects that 
introduce comprehensive measures for flood, low water and water environment control. As part of 
its community development, UDC has designated model areas and has been working on projects 
for the integration of storm water retention facilities, the construction of infiltration facilities and 
the restoration of streams. In 1996 UDC formulated its "Guidelines for Environmentally Sound 
City Development" which take the hydrological cycle into consideration in anticipation of greater 
public demand. Since then, UDC has been working towards the goal of maintaining and restoring 
the hydrological cycle in urban developments. 

The term "environmentally sound" has two facets: "trying to live in harmony with nature" and 
"aiming to reduce environmental loading". The specific goals to be attained for "living with nature" 
are the conservation and restoration of the original land and water environments. This paper reports 
on the work that is underway to restore a water environment in the Hannou-okawara area of 
Saitama Prefecture starting from an analysis of the hydrological cycle of the zone under 
development. 

OVERVIEW OF HANNOU-OKAWARA AREA 

Profile of the development area 

The Hannou-okawara area, Fig. I, lies on a hillside about 45 km to the south of inner Tokyo in 
Okumusashi Prefectural Natural Park. The development zone, (total land area 137.7 ha), is a part of 
a planned community, "Hannou Big Hills", that will eventually have a population of about 8,000 
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people. The zone slated for development slopes down towards the southeast and the northeast. In 
this region, lies Mt. Ryugai, surrounded by valleys formed by the Osawa (A) and Tonoyashiki 
Streams (B). The bedrock geology of the area consists mainly of sandstone, slate, and a Mesozoic 
chert formation, the Chichibu belt. The hill slopes are formed by bedrock covered with loam and 
talus deposits, while the bedrock in the flat area is covered with streambed and terrace deposits. 

Fig I . Hannou-okawara area 

Outline of the scheme for an environmentally sound city 

The aim of the project is tot build a multifunction city that has not only a good living environment 
but also a high concentration of recreational, research and development, educational, and other 
functions . The most important goal of this community building scheme is "environmental 
friendliness". With a view to promoting systematic conservation and restoration of the natural 
environment, work is now underway to create a green and high-quality water environment. 

Conservation and restoration of greenery 

The community building scheme aims to conserve the existing rich natural environment and 
ultimately achieve a green coverage ratio of 43%. Since conservation of greenery also leads to 
conservation of the water environment, efforts to restore lost vegetation are doubly beneficial. 

Flood control reservoirs were constructed at the valley entrances of the Osawa Stream and the 
Tonoyashiki Stream to retain storm water in times of flood . To conserve the existing greenery on 
the hillsides, the two reservoirs were interconnected by a tunnel. This method has made it possible 
to conserve 4.5 ha of existing green slopes. In addition, to permit plant growth, the revetments of 
the flood control reservoirs were built with permeable material. Since site preparation inevitably 
creates large, bare slopes that are inhospitable to plants, prior to selecting the actual construction 
method, different greening techniques were evaluated at an adjacent test site. 

Conservation of the water environment 

It was foreseen that the planned development would reduce the normal discharge from the rivers 
originating in the area, as well as groundwater runoff. Measures now being taken to conserve the 
water environment include not only the maintenance of normal stream discharge but also 
restoration of the groundwater recharge function, creation of waterside spaces for recreation, 
pedestrian walkways and ecological protection zones, as well as the development of sources of 
water for disaster prevention. 

HYDROLOGICAL CYCLE RESTORATION SYSTEM 

At present, the Hannou-okawara area is mostly covered with trees, and changes caused by 
development are likely to have a major impact on the hydrological cycle and the ecosystem of the 
area. To permit relevant measures to be taken to guard against the negative effects of development, 
the present condition of the hydrological cycle was first analyzed, the consequences of 
development were estimated, and hydrological cycle maintenance measures were then proposed 
consistent with the basic concepts of community development. 
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Goals of hydrological cycle restoration 

Since loss of pervious areas and removal of vegetative cover associated with site preparation cause 
major changes in the water environment it was decided to make effective use of storm water. To 
this end, a hydrological cycle restoration system consisting of a combination of storm water storage 
and infiltration facilities was conceived, and the following goals were set: 
· Maintenance of low water flow in the stream (maintenance of pre-development normal discharge) 
· Groundwater recharge through storm water infiltration 
· Creation of waterside spaces with hydrophilic properties 
· Enhanced factor of safety from inundation for all sewers (1/10 for sewer mains) 
· Securing sources of water for disaster prevention (40 m' of stored water within a radius of 100 m) 

Hydrological cycle modeling 

Water balances both before and after the development were estimated using a model capable of quantifying 
direct runoff, groundwater runoff, and evapotranspiration. The water balance equation is as follows: 

P-( D + Qg + E) =LlMs+LlS~ (1) 

where P = rainfall, D =direct runoff, Qg = groundwater runoff, E = evapotranspiration, LlMs = 
change of soil moisture content in the unsaturated zone, Ll Sg = change of groundwater storage. 

The hydrological cycle model was constructed by dividing the catchment area into pervious areas 
and impervious areas. In modeling pervious areas, a two-stage tank analogue was assumed. It was 
also assumed that part of the infiltrating water returns to the atmosphere by evapotranspiration and 
the rest, when the water-holding capacity of the soil is exceeded,. runs off as either direct runoff or 
groundwater runoff. In modeling the impervious areas, it was assumed that direct runoff occurs 
when the loss associated with surface depressions has been exceeded, and that the amount of direct 
runoff is equal to the volume of rainwater. Both leakage from unconfined aquifers to deeper strata 
and groundwater inflow from outside the catchment area are assumed negligible. The model can be 
represented mathematically by equation (2): 

(Pervious areas) I liP - liE - G - DJ 
For the upper tank; ~ s = liP - liE - G 

liP -liE 

(Ms ~ Sma:<) 
(Mn < Ms < Sma:< ) 
(Ms ~ Mn) 

G = ( ~ (Ms - Mn) 
(Ms < Mn) 
(Ms ~ Mn) 

For the lower tank ; 

( Inpervious areas) 

dS g = G - Qg 
dt 

Qg= Au' S/ 

(Ms ~ Smax) 
(Ms > Smax) 

(Mn < Ms < Smax ) 

D2 = ( 0 
(l.0 -li)P - L 

(l.0 -li)P ~ L 

(l.0 -li)P > L 

(2) 

The model and its parameter values (see inset, Fig.2) were verified by comparison of calculated 
runoff predictions with measured values. For purposes of verification, the catchment area and the 
infiltration area ratio Ii were determined from the topography and land preparation plan while 
values for the loss associated with surface depressions were taken from past case study data. The 
unconfined recession constant Au was calculated from recession curves for dry weather 
measurement data because unconfined groundwater recesses fractionally. The groundwater 
recharge constant (3 was assumed to be equal to 1.0. The minimum water-holding capacity Mn, and 
the maximum storage volume Smax, were chosen by trial and error to match the hydrograph of 
actual wet-weather runoff. 

Figure 2 shows the general agreement of the model with the measured values of runoff for the 
Tonoyashiki catchment area. While the model can not, of course, accurately represent the peaks the 
overall agreement is satisfactory for the present purposes. 
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Model parameters (Tonoyashiki Stream) 

Catchment area 50.8ha 
Infiltration area ratio (I i) 68.5% 
Unconfined recession constant (Au) 0.1 
DepreSSIOn loss ( L ) 2.5mm 
Minimum water-holding capacity (M n) 20.0mm 
Groundwater recharge constant ( /3 ) 1.0 
Maximum storage volume (Smut) IOOmm 

Fig 2. Results of model verification 

Flow regime and water balance before and after development 

The above model was used to estimate the flow regime and water balance before and after 
development of the Osawa and Tonoyashiki projects. It was assumed that only the infiltration area 
ratio and the evapotranspiration area ratio were affected by development, as indicated in Table 1. 
All other parameters were assumed to remain the same as in the model calibration calculation. 

Table 1. Area parameters before and after development 

Osawa Stream catchment area Tonoyashiki Stream catchment area Flow regime Before developmemt After developmemt Before developmemt After developmemt 
C"a-'-tc-'h-m-e-nc-t -are-a------4 .. 9'".7 ... h-a'----~60".7COh.-'-a-----5~2".2,..-ha 60.5ha 
Infiltration area ratio ( I,) 96.8% 19.2% 94.6% 30.0% 

As shown in Table 2 and Figure 3, the results also indicate that runoff in the area would increase in 
times of flood but decrease under normal conditions. The differences in runoff before and after 
development are, however, not large. This is probably because the water-holding capacity of the 
ground in the infiltration areas is so small that infiltrating rainwater runs off as groundwater. 
Estimates of the annual water balance indicated that, while the runoff percentage would increase 
considerably because of the increased area of impervious surface, evapotranspiration and 
groundwater runoff would decrease. 

Table 2. Comparison of flow regimes before and after development (m3 /day) 

Flow regime 

Maximum flow 
Normal flow (I 85-day flow) 
Low water level flow (275-day flow) 
Drought flow (355-day flow) 
Minimum flow (365-day flow) 
Runoff percentage (%) 

Osawa Stream catchment area 
Before development After development 

(49.7ha) (60.0ha) 
47,810 57,643 

268 149 
95 55 
18 6 
12 4 
65 92 

Tonoyashiki Stream catchment area 
Before development 

(52.2ha) 
50,315 

299 
101 
19 
11 
65 

After development 
(60.5ha) 
52,537 

208 
73 
14 
10 
88 

-= tOO 
Osawa Stream catchment area FY 1989-1994 average -= 100 

Tonoyashiki Stream catchment area FY1989-1994 average 
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Types of facilities 

The hydrological cycle restoration system specifically designed for restoration of the water 
environment comprises the following facilities: 
· Triple tank system (used to provide storage capacity for flood control, to store water for disaster 

prevention, and to provide water for environmental purposes) 
· Underground crushed stone reservoir 
· Infiltration facilities 

This system is illustrated schematically in Fig. 4 while Table 3 shows the size requirements 
calculated for these facilities for the Osawa and Tanoyashiki developments described here. 
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I Eleme" •• 1")' ",hool l ho''''"~1 I rrun~ 
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Fig. 4 Hydrological cycle restoration system 
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Table 3. Sizes of storage / infiltration facilities 

Osawa Stream catchment area 
Tonoyashiki Stream catchment area 

System evaluation 

Storage facilities 
- s.150m' -

4.800m3 

Infiltration facilities 
- - -- - 196.26m 3/hr---

I 36.46m 3/hr 

Normal discharge of water channels can be ensured by constructing a hydrological cycle restoration 
system. As shown in Fig . 5, water balance can, potentially, be improved significantly. According to 
this figure, in the case of the Osawa Stream catchment area, groundwater runoff can be doubled by 
providing a hydrological cycle maintenance system, although the pre-development condition 
cannot be restored. Direct runoff after development will reach about nine times the pre­
development level if no corrective measures are taken, but this can be reduced by about 20% if a 
hydrological cycle maintenance system is provided. 

Fig 5. Results of water balance calculations 



324 

Present and planned construction activities 

To secure minimum channel discharge under normal conditions, an underground crushed stone 
reservoir, filled with locally excavated crushed stone, Fig 6, is now under construction directly 
upstream of the flood control reservoir B. The next step, to be taken in conjunction with sewerage 
improvement, is to construct a triple storage tank system, which will provide storage capacity for 
flood control as well as store water for environmental control and for disaster prevention. 
Infiltration basins will be constructed as well. 

,.....,..,"'*'-,.,- _ _ _ a 

"...- ' - ' - ' - '--'-
£<0"" 

Fig 6. Profile of underground crushed stone reservoir now under construction 

CONCLUSION 

The Urban Development Corporation (UDC) analyzed the runoff mechanism in a hillside area 
using a tank model. The tank model was used firstly to estimate the influence on the hydrological 
cycle of changes in topography and in ground surface cover resulting from development and, 
subsequently, to devise corrective measures. 
, Urban development on the hillside is likely to reduce pervious areas, thereby causing not only 

decreases in the normal discharge of the rivers (channels) but also decreases in 
evapotranspiration and groundwater runoff. 

· To reduce the influence on the water balance, a hydrological cycle restoration system consisting 
of a combination of distributed storage facilities and infiltration facilities was proposed. 

· Although the water balance cannot be restored to the original pre-development state , the 
discharge in the channels under normal conditions can be maintained by constructing a 
hydrological cycle restoration system. 

· This system will also be effective in restoring groundwater runoff. 

UDC is implementing various measures in many parts of the country, including the Hannou­
okawara area, to attain the goal of "building environmentally friendly communities". The project 
reported in this paper is just one example of such schemes. UDC will continue to work on the 
research and development of techniques suited to characteristics of individual districts in order to 
create a better living environment. 
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Abstract. In this paper we describe a new approach to generating 3D finite element models using 
GIS data and triangulated irregular networks (TINs). The GIS objects are vector-based feature 
objects and include points, arcs, and polygons. The model boundary, recharge zones, streams, 
lakes, and other boundary condition and source/sink data are described using the GIS objects. The 
stratigraphy is modeled using TINs constructed from borehole data. The GIS objects are then used 
in conjunction with the TINs to generate the 3D mesh. The mesh precisely matches the model and 
interior boundaries and it is refined around wells in the mesh interior. Once the mesh is constructed, 
the boundary conditions and source/sink terms are automatically transferred from the GIS objects to 
the nodes and faces of the mesh. The conversion method is designed to handle complex boundary 
conditions including exit face boundaries, flux boundaries, and multi-level head dependent 
boundaries. 

Key Words. GIS, finite element, FEMWATER, GMS, modeling 

INTRODUCTION 

While most ground water models use the finite difference approach, the finite element method has 
several advantages for 3D ground water modeling. The unstructured nature of the finite element 
mesh makes it possible to refine the grid locally around wells or other locations where steep 
gradients are expected. The unstructured mesh also allows for precise matching of model 
boundaries and interfaces between adjacent stratigraphic units. A drawback of the finite element 
approach is that constructing 3D meshes and assigning boundary conditions can be difficult when 
modeling sites with complex boundaries, large numbers of sources and sinks, and complicated 
stratigraphic relationships. 

In this paper we describe a new approach to generating 3D finite element models using GIS data 
and triangulated irregular networks (TINs). The GIS objects and the TIN define a mesh­
independent representation of the model that includes material zones, boundary conditions, and 
sources and sinks. These data can be used to automatically generate a mesh and assign model 
parameters to nodes and elements. 

Since the data are stored independently of the finite element mesh, the GIS and TIN data represent a 
conceptual model of the site being studied. The conceptual model approach has numerous 
advantages over the traditional method for building ground water models. With the traditional 
method, the first step is to construct the mesh. The material properties and boundary conditions are 
then assigned directly to selected nodes and elements. If it becomes necessary to recreate the mesh 
in order to change the location of a boundary or to refine around a new well, all of the data defined 
at nodes and elements must be re-entered. With the conceptual model approach, the critical features 
that define the model, i.e., the material boundaries, sources, sinks, and boundary conditions, etc. are 
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defined independently of the mesh. If it becomes necessary to recreate the mesh, the model 
parameters can be automatically reassigned to the appropriate nodes and elements . 

The conceptual model approach to ground water model pre-processing has been successfully 
applied to finite difference models [1][5]. To date, very little has been done in applying this 
approach to 3D finite element models. In this paper we describe an approach for building GIS 
based conceptual models that satisfy the unique requirements and challenges inherent in the 3D 
finite element approach. 

Our implementation of the conceptual model approach for 3D finite element models was designed 
to support construction of FEMW A TER models. FEMW A TER is a coupled flow and transport 
model that can be used for simulations involving both saturated and unsaturated domains. 
FEMWATER was originally developed by G.T. Yeh and is currently maintained by the US Army 
Engineer Waterways Experiment Station (WES) [2]. The conceptual modeling tools are 
incorporated into the Department of Defense Groundwater Modeling System (GMS). GMS is a 
comprehensive groundwater modeling pre- and post-processor developed by the Brigham Young 
University Environmental Modeling Research Laboratory in partnership with WES [4]. 

THE CONCEPTUAL MODEL 

When applying the conceptual model approach to finite element modeling, the first challenge is to 
define the data types to be used in the conceptual model. The conceptual model we use for this 
problem consists of two primary data types. We use GIS objects to define model boundaries, wells, 
recharge zones, and boundary conditions. Stratigraphic boundaries are modeled with TINs. 

GIS Objects. The GIS objects include points, arcs, and polygons . The GIS objects are organized 
into layers or "coverages." A sample FEMW ATER coverage is illustrated in Fig. la. Wells are 
represented using point objects. The arcs are used to delineate the outer model boundary and the 
interior boundaries of the recharge zones. The polygons are used to define the recharge zones. 

Fig. I. 

(a) (b) 

(a) GIS Objects Defining Wells, Boundaries, and Recharge Zones. (b) Stratigraphic Boundaries 
Modeled as TINs 

TINs. The stratigraphy of the site to be modeled is represented with TINs. A TIN is created at the 
top and bottom of each stratigraphic unit as illustrated in Fig. I b. The distribution of the points 
within the interior of each TIN is accomplished using an automated meshing algorithm originally 
developed for 2D finite element meshes [3]. The elevations of the TIN vertices are interpolated 
from a set of scatter points with elevations extracted from borehole logs. 
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MESH GENERATION 

Once the conceptual model is defined, the conceptual model can be used to automatically build a 3D 
mesh and assign boundary conditions and model parameters. The first step in this conversion 
process is to create a 3D mesh. The 3D mesh is created in a two step process. First, a 2D projection 
mesh is created (Fig. 2a). The projection mesh is a plan view representation of the dominant 
topology of the 3D mesh. The GIS objects in the conceptual model are used as input to a 2D 
meshing algorithm that constructs the projection mesh. The mesh conforms to both the interior and 
exterior boundaries defined by the arcs . The spacing of the elements is controlled by the vertex 
density along the arcs. 

(a) (b) 

Fig. 2. (a) Plan View of 2D Projection Mesh. (b) 3D Mesh After Extrusion Process. 

Once the projection mesh is created, it is used in combination with the TINs to create a 3D mesh. 
The mesh is created one zone at a time. The TINs defining the top and bottom of the zone are 
selected and the number of mesh layers to be created between the two TINs is specified. Each of 
the elements in the 2D mesh is then "projected" through the two TINs to create a vertical column of 
3D elements as shown in Fig. 2b. For example, if N layers are specified, N 3D wedge elements are 
created from each of the triangular elements in the 2D mesh, and N 3D hexahedral elements are 
created from each of the quadrilateral elements in the 2D mesh. The Z coordinates of the nodes 
created for the 3D elements are distributed uniformly between the top and the bottom TINs. 

The mesh shown in Fig. 2b has relatively simple stratigraphy. Sites with complex features such as 
pinchouts and embedded seams can be modeled by first creating a mesh using the projection method 
that models the predominant zones . Discontinuous features are then modeled by selecting elements 
within the mesh zones and changing the material id assigned to the elements. 

BOUNDARY CONDITIONS 

Once the mesh is constructed, the next step is to utilize the GIS objects to automatically assign 
boundary conditions to the mesh. The arcs on the outer boundary of the conceptual model are each 
marked as either a no-flow, a specified head, or a specified flux arc. For no-flow arcs, no attributes 
are required. For specified head arcs, a separate head value is assigned to each end of the arc. 
When the model conversion takes place, each node on the outer (vertical) boundary of the 3D mesh 
is checked to see if the xy coordinates of the node are coincident with one of the specified head arcs. 
If so, the node is marked as a specified head node and a head value is linearly interpolated from the 
head values assigned to the ends of the arc and the interpolated head value is assigned to the node. 
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For specified flux arcs, a single flux value is assigned to the arc. During the model conversion 
process, all vertical element faces on the outer boundary of the mesh are checked to see if they are 
coincident with one of the specified flux arcs. If so, the flux value assigned to the arc is assigned to 
the element face. In this fashion, all boundary conditions can be automatically assigned to the mesh 
nodes and elements, saving the modeler substantial time and effort. 

RECHARGE ZONES 

During the model conversion process, recharge zones on the top surface of the mesh are also 
automatically assigned. Recharge values are assigned to polygons in the conceptual model. Each 
face on the top of the 3D mesh is checked and the polygon containing the face is found. The 
recharge rate assigned to the polygon is then assigned to the element face. 

WELLS 

For each well, a pumping or injection/extraction rate is assigned to the point. In addition, a ground 
surface elevation and top and bottom elevation for the screened interval is entered. These values are 
used to generate a 3D display of the wells as shown in Fig. 3a. The screened interval is also used to 
partition the well flow rate to the nodes as shown in Fig. 3b. When the model conversion takes 
place, each of the nodes intercepted by the well screen is found and marked as a well node (point 
source/sink). A set of mesh nodes are coincident with the xy location of the well because the well 
points are preserved in the 2D projection mesh which is then used to generate the 3D mesh. 

Ground Surface --+ 0.5m 

Total = 0.65 m 

Top of Screen --+ 
1.95 m 

0.8 m 

Bottom of Screen --+ 

(a) (b) 

+----- Top of Screen 
OJ = (0.5/1.95)*0 
+----- Bisector 
OJ = (0.65/1.95)*0 

+----- Bisector 

OJ = (0.8/1.95)*0 

+----- Bottom of Screen 

Fig. 3. (a) Wells in Oblique View. (b) Method for Partitioning Flow to Individual Nodes Overlapped by 
the Well Screen. 

Once the well nodes are identified, the total flow rate (Q) assigned to the well must then be 
distributed among the well nodes. To do this, the length of the well screen adjacent to each node 
that is closer to the node than the other well nodes is determined. This adjacent length is divided by 
the total length of the well screen to determine the flow rate (Qi) to be assigned to the node. 

RUNNING THE MODEL 

Once the boundary conditions have been automatically applied to the nodes and elements of the 
mesh, the model is almost ready to run. Typically, material properties (K, porosity, etc.) must be 
entered and analysis and output options must be selected before the model simulation is launched. 
Nevertheless, the vast majority of the work required in setting up the model is completed 
automatically using the conceptual model. 
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MODEL CALIBRATION 

Model calibration is also enhanced using GIS objects. Point observations of head and concentration 
can be easily managed using a GIS layer of point objects. Furthermore, arcs and polygons in the 
original conceptual model are used to efficiently manage flux observations and automated flow 
budgeting. FEMW ATER outputs a flux file that includes the total flux at each node on the 
boundary of the mesh. The recharge polygons on the top of the mesh are used to automatically sum 
the total flux of all nodes in the polygon. Furthermore, the specified head arcs on the boundary of 
the problem domain are used to identify all nodes associated with the specified head boundary 
condition and sum the flux of those nodes. As a result, the modeler simply clicks on a polygon or 
arc and the total flux for that object is displayed. This type of instantaneous flow budgeting greatly 
aids the model calibration process. 

SAMPLE APPLICATION 

The Jacksonville District of the US Army Corps of Engineers is studying restoration and mitigation 
alternatives in an effort to return the Florida Everglades National Park (ENP) to pristine conditions. 
As part of this effort, the US Army Engineering Research and Development Center's Waterways 
Experiment Station has been tasked to build a numerical model that accurately simulates the 
complex interaction between overland and groundwater flow in and around the ENP. In order to 
accomplish this objective, a specialized version of FEMWATER that couples ID canal, 2D 
overland and 3D groundwater flow was developed. This code is known as FEMW ATER 123. 

The finite element mesh used for the ENP model is shown in Fig. 4. The maximum horizontal 
extent of the model is nearly 100 km east to west, covering a total area of over 4400 km2• It is 
comprised of 58140 nodes and 103796 elements. There are ten different material zones that vary in 
hydraulic properties ranging from peat (0.03 meters/day) to very porous limestone formations (6100 
meters/day). Detailed surface topology and subsurface stratigraphic information from boreholes 
was used to construct the 3D mesh elements. 

Fig. 4 Everglades National Park FEMWA TER Mesh with Conceptual Model Elements Highlighted. 
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A coupled surface and groundwater model of this magnitude requires the incorporation of many 
data types, including borehole and stratigraphic data, soil hydrogeologic properties, rainfall and 
evapotranspiration data, pumping well locations and rates, groundwater gage and canal stages, as 
well as detailed surface topology. These data types occur in various temporal and spatial domains 
that often do not coincide with one another. The GIS object-based conceptual modeling approach 
provides not only an efficient means of storing the disparate data but also provide the means of 
automatically transferring the data to the model as appropriate boundary condition assignments. 

Precipitation and evapotranspiration input values were taken from daily rain gage readings and 
distributed over the domain of the study area via a network of Thiessen polygons. Boundary 
conditions were input to the model via time-varying specified head and stage values assigned to 
arcs. These values were gathered from daily stage readings on canals, groundwater gages and 
coastal tides that comprise the boundaries of the model. Temporal as well as spatial gaps exist in 
both data sets but the conceptual model approach seamlessly integrates these data, linearly 
interpolating both in space and time as needed to ensure assigned flux and head boundary conditions 
are complete and consistent. 

CONCLUSIONS 

We have described a "conceptual modeling" approach for building 3D finite element ground water 
models using GIS objects and TINs. The conceptual model approach has numerous advantages 
over traditional approaches where model parameters are assigned directly to nodes and elements. 
The conceptual model approach greatly simplifies the level of effort required to build and maintain 
the model. Furthermore, the model is defined independently of the computational mesh. If it 
becomes necessary to refine the mesh or change the mesh topology in any way, the model input can 
be regenerated in seconds from the conceptual model. This efficiency enhances the model 
calibration process and gives the modeler more freedom to explore alternate conceptual models. 
This ultimately leads to more accurate models. This modeling approach has successfully been 
applied to several large-scale modeling projects. 
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ABSTRACT. This is a theoretical study on the feasibility of replacing a medium 
containing rnicroheterogeneities with an equivalent homogeneous medium. The infiltration 
of dense nonaqueous phase liquids (DNAPL) in a water saturated heterogeneous porous 
medium is investigated numerically. The numerical model STOMP (Subsurface Transport 
Over Multiple Phases) is used and its suitability is proven by comparison of results with 
the experimental work of Kueper et al [3). The proper boundary condition for this problem 
is identified and it is shown that the commonly used boundary condition is not physically 
correct. For a porous medium with a periodic heterogeneity, the existence of a 
representative elementary volume (REV), related to the spatial scale of heterogeneities is 
investigated. The upscaled permeabilities and constitutive relationships for the REV are 
numerically calculated and the effects of heterogeneities are discussed 

KEY WORDS: two-phase flow, heterogeneous porous media. homogenization, numerical 
simulation, STOMP. 

INTRODUCTION 

Contamination of groundwater by DNAPL is one of the major environmental concerns. 
Heterogeneity can exert an influence on transport processes of DNAPL over a wide range 
of scales. Many soils and geological formations contain small-scale heterogeneities which 
have distinctly different multiphase flow properties than the main medium. These micro 
heterogeneities considerably affect the spreading behaviour of non-aqueous liquids. They 
are often sources of localized pools of pollutants such as DNAPL. 

Commonly, one is not interested in the details of fluid distribution in such a medium. 
Moreover, it is often computationally not feasible to discretize a compositional multiphase 
model at such small scales. In this work, upscaling methods are developed for estimating 
the effective parameters at a larger scale. The proper scale at which effective parameters 
are defined, is determined based on the basic concept of REV. Here, we will try to define a 
REV for DNAPL movement in a hypothetical heterogeneous medium and examine the 
suitability of that REV. The defined REV will be used to determine constitutive 
relationships at the higher scale. 

MODEL COMPARISON 

The numerical model STOMP [5] is employed in this study. First, we demostrate the 
applicability of the model to heteorgeneous media and test its ability to simulate real 
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systems by modelling a two-dimensional sand pack experiment. The experiment is 
described fully by Kueper et al. [3]. The configuration of the assembled sand lenses is 
illustrated in Fig. 1. Table 1 gives sand properties including permeability and parameters 
of the tetrachloroethylene-water drainage capillary pressure curve. These are best-fit 
parameters that were obtained by matching the Brooks-Corey model [1]. 

Table 1. Sand properties 

Penneability k 
Porosity n 
Entry pressure Pd 

SandI Sand 2 

Pore size distribution index A. 
Residual saturation SM 

[m2j 
[-j 
[ml 
[-j 
[-j 

5.04IxI0·1O 

0.4 
0.0377 

3.86 
0.078 

2.05IxlO·1O 

0.39 
0.0377 

3.51 
0.069 
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Fig. 1. Configuration and boundary conditions for simulation of DNAPL infiltration in a 
flow tank (after Kueper et al. [3]). 

At the beginning of the experiment, tetrachloroethylene containing a non-volatile dye was 
released into the initially water-saturated sand. The source area at the center of the top of 
the flume was subjected to a constant head of 4 cm of tetrachloroethylene, equal to a 
pressure of 639.35 Pa. The tetrachloroethylene has a density of 1630 Kg/m3and a viscosity 
of 0.90xlO-3 Pa s. The DNAPL propagation in time was recorded only visually. Because 
actual fluid saturation was not measured during the course of the experiment, the 
saturation of tetrachloroethylene was evaluated by Kueper and Frind [4] by means of 
numerical simulation so as to obtain a visual match between numerical and experimental 
results. This match was obtained with a constant tetrachloroethylene saturation of 38% at 
the source boundary. Helmig [2] also simulated this experiment with a DNAPL saturation 
of 0.4 at the source points. 

In our simulations, the domain was discretized using a constant nodal spacing of 1.25 cm 
in both horizontal and vertical directions. A time step of lOs was used throughout the 
simulation. Two different sets of boundary conditions were employed. One of them is 
similar to what Kueper and Frind [4] and Helmig [2] applied, based on a constant source 
saturation. In this case, a constant head of PCE equal to 639.35 Pa (4 cm) for non-wetting 
phase and a constant pressure of 212.7 Pa for water are applied at the source points. This 
amounts to a capillary pressure, Pc, of 426.65 Pa which corresponds to a PCE saturation of 
39%. In the other case, the same boundary condition for NAPL is employed (a constant 
head of639.35 Pa) but a zero-flux boundary condition is employed for water. 
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Fig. 2 illustrates the distribution of fluids in the flume at different times based on 
experimental and numerical results. As is evident, the agreement between experimental 
and numerical sets is reasonably good. The second boundary condition set shows a better 
match with experimental results. The PCE saturation at one of the nodes below the source 
and the aqueous and DNAPL fluxes at source points are plotted in Fig. 3 for different sets 
of boundary condition. As seen, the assumption of constant PCE saturation at the source 
points leads to a flux of water through the DNAPL source boundary. Such a flux was not 
reported for the experimental results, and we assume this result is physically unreasonable. 
In conclusion, although the numerical results based on both types of boundary conditions 
show good agreement with experimental results, the second set of boundary conditions is 
physically more realistic and appears to give somewhat better results. 
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I 
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Fig. 2. a) Observed distributions of PCE after 34, 126, 184, 220, 313 s, b) Simulated 
distribution of TCE after 30, 130, 180, 220, 310 s with Dirichlet B.C. for DNAPL and for 
water at source nodes, c) Simulated distribution of TCE after 30, 130, 180, 220, 310 s with 
Dirichlet B.C. for DNAPL and zero-flux B.C. for water at source nodes. 
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Fig. 3. (a) Aqueous and DNAPL saturation in the node below the source points (b) the 
fluxes of aqueous and DNAPL at source points. 

HETEROGENEOUS MEDIA 

For the purpose of study of upscaling heterogeneities, a hypothetical porous medium with 
dimensions comparable to the sand tank in Kueper et at. Experiment is considered. As the 
simplest case, we assume that a periodic distribution of find sand blocks is persent within 
a sandy medium (Fig. 4). Properties of the two sands are chosen to be similar to sands I 
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and 3 of Kueper et al. [3] . Other physical and modeling parameters are also similar except 
for the boundary condition at the source points where a constant flux of 3. I 5xlO'" mls for 
DNAPL infiltration is specified. 

Co.,.. •• nd FI ..... nd 
[m2] 5.0E·10 5.0E-11 
[.] 0.4 0.4 

~ [m] 0.0377 0.13$0 

~ [-] 3.1& 2,'-
[-] 0.071 0.1»1 

Fig. 4. Configuration and boundary conditions for simulation of vertical DNAPL 
infiltration in heterogeneous porous media. 

Fig. 5. Contours of average DNAPL saturation at t=500s obtained with averaging domain 
sizes of lxI , 3x3, 5x5, 7x7, 9x9, IIxII, 13x13, ISxIS and 17xI7 elements, respectively. 

Fig. S-a shows simulation results and the distribution of DNAPL plume at SOO s. To 
replace the heterogeneous medium with an equivalent homogeneous medium, average 
properties have to be defined. Thus, we need to identify a representative elementary 
volume (REV) such that meaningful average properties can be obtained. For an ideal 
REV, average values are independent of the averaging volume size within an interval. 

Here, this concept is used to find the appropriate REV size. At different points, the 
DNAPL saturation is averaged over various sizes of representative elements. Contours of 
averaged DNAPL saturation obtained with seven different averaging domain sizes are 
plotted in Fig.s Sb-Si. Fig. 6 shows the variation of average saturation versus the area of 
averaging domain at three different points after SOO s. As seen, the fluctuation in DNAPL 
saturation would not be fully damped even for an averaging domain as large half of the 
whole solution domain. This is because the scale of heterogeneities is large. However, the 
amplitude of this fluctuation is reduced very fast at the beginning. Here a block of 10 cm x 
10 cm is considered a reasonable averaging domain size. This is in fact the periodicity size 
of heterogeneities. Although this can not be considered as a REV in the strict sense, but it 
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is a reasonably representative averaging domain as the average saturation fluctuations are 
quite small beyond this size. 
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Fig. 6. a) Variation ofDNAPL saturation at t=500s versus the area of averaging block, b) 
Assumed representative elementary block. 

Obviously when a homogenized one replaces a heterogeneous media, local details of 
considered property are lost. This is evident in Fig. 5 where local effects are less 
distinguished when the averaging domain size is increased. For example, for the averaging 
domain of 9x9 elements and larger, local pools are not quite recognizable, although they 
have not fully vanished. 

To calculate upscaled permeabilities and constitutive relationships for our representative 
block, a unidirectional flow of both water and DNAPL is established by applying constant 
pressure boundary conditions for the DNAPL, Pnw, and the aqueous phase, Pw, at both 
boundaries perpendicular to the flow direction. The difference Pnw-Pw is chosen to be the 
same at both ends which means that the .same capillary pressure (Pc) exits at the 
boundaries. The pressure differences across the block, ~Pw and Mnw, are kept at a value 
of 100 Pa for both fluids in all simulations. This corresponds to a pressure gradient 
comparable to that observed in the main medium (Fig. Sa). Meanwhile, a no-flow 
boundary condition is imposed on the block faces parallel to the flow. Simulations for a 
given Pc are performed until (apparent) equilibrium is reached. Average saturation and kr 
are calculated for the block. Then Pc is increased (up to 10,000 Pa) and the procedure is 
repeated. In this fashion, constitutive relationships are obtained for the block in two 
different directions. 

Fig. 7 gives Pc-S-kr curves for the two sands (fine and coarse) and the homogenized 
curves for the block. As seen, the constitutive relationships at higher scale are different 
from the fine and coarse sands and a simple volumetric averaging of properties of sands 
can not represent the real situation. The residual saturation is significantly larger at higher 
scale. The directional dependency of Pc-S curves is probably due to the interplay of the 
fine material with Dirichlet boundary conditions. When flow is in horizontal direction, the 
fine material can be fully saturated with NAPL as soon as the Pc exceeds its entry 
pressure. But when I-D flow is established in vertical direction, the course sand may reach 
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its residual water saturation (thus no penneability to water) and cause the entrapment of 
water inside the fine material. Also, relative penneability curves of REV block are 
significantly different from those of fine and coarse sands. They are directional dependent. 
This dependency is not because of boundary condition effects, as it is observed even 
before NAPL enters the fine media; this is probably characteristic of heterogeneous media. 
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Water Saturation 
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Fig. 7. Pc-Sw-kr relations for the elementary block. Triangular and square symbols 
indicate curves for horizontal and vertical directions. Circles and plus symbols indicate 
curves for fine and coarse medium, respectively. 

CONCLUSIONS 

Upscaling of multiphase properties of a heterogeneous medium is studied. The STOMP 
model used in this study is tested through simulating experiments of Kueper et al. [3]. A 
proper boundary condition at the DNAPL source in this experiment is suggested and it is 
shown that the commonly-used boundary condition is not physically correct. For a porous 
medium with periodic heterogeneity the concept of REV is studied and a REV block is 
identified. For that block, upscaled (or effective) relationships for saturation, capillary 
pressure and relative penneability are calculated. We have found that heterogeneities have 
a significant impact on effective relationships. It is shown that kr-S relation is directional 
dependent for heterogeneous porous media. 
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Abstract. The finite element program Rockflow-3 has been developed to simulate complex 
flow and transport processes of one and more fluid phases in subsurface hydrosystems, com­
bining coupled modules with the method of automatic grid adaptation [1] . 
On the one hand the 3d-start meshes can be constructed by conformly coupled 1d,2d,3d­
elements, where the porous rock matrix is discretized by 3d-volumes, fractures by 2d-planes 
and main pathways within the fractures by 1d-line-elements. On the other hand networks of 
fractures (2d-planes in the 3d-space) can be used in which the rock matrix can be ignored 
because of a very low permeability. 
The unstructured start mesh needs to contain only the basic structural information on the 
reservoir geology. During the simulation, the mesh is automatically adjusted only where 
necessary. The aim of the proposed automatic grid adaptation method for coupled processes 
is to achieve a more effective simulation of heterogeneous reservoirs. 

Key words: Fracture Network Model, Conformly Coupled Elements, Automatic Grid Adap­
tation 

INTRODUCTION 

A numerical model has been developed to compute coupled fluid flow and tracer transport 
processes [1]. If transport processes are dominated by advective mechanisms the velocity field 
is an important parameter of the transport equation. In a first step, fluid flow processes are 
computed using automatic grid adaptation. The surroundings of injection or extraction wells, 
the interaction area between fracture and rock matrix and the area between zones of different 
material parameters can be discretized for 3d-problems by an automatically adapted grid. 
After that the method of automatic grid adaptation can be used for the ensuing transport 
simulation by combinin'g the refined grids. 

Fig. 1. Conformly coupled elements and a system of intersecting fractures (2d-elements) 

33<) 
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The unstructured start mesh, that needs to contain only the basic structural information on 
the reservoir geology, can be constructed by conformly coupled 1d,2d,3d-elements, where the 
3d-elements represent the rock matrix (Fig. 1, left). In the case of a low permeable rock 
matrix the fractures are represented by a 2.5d-fracture network, i.e. intersecting planes in the 
3d-space (Fig. 1, right). Conformly coupled 1d,2d,3d-elements and 2.5d-fracture networks 
can be coupled with each other. The generation of the start mesh is non-trivial, especially 
for 3d-problems. 

MATHEMATICAL MODEL 

With the assumption of an incompressible flow the flow equation becomes linear. The partial 
differential equation of groundwater flow is then given by 

including Darcy's law 

S: + divvc - q = 0 

k 
Vc = -- grad (p + zpg) 

J-t 

with S: storage coefficient, t: time, q: flow rate, p: density, p: pressure, Vc: seepage velocity 
tensor, J-t: viscosity and k: permeability tensor. 

The parabolic flow equation is treated with the Bubnov-Galerkin method in space and the 
implicit Euler method in time. 

The flow equation and the conservative transport equation which reads as 

np :~ + pVc grade - div(npD grade) + pq (c - C;n) = 0 

(with n: porosity, c: concentration, C;n: concentration at inflow node and D: dispersion­
diffusion tensor) 

are connected by the velocity field and the flux term. A stationary velocity field will normally 
be required for the computation of long-time transport processes, so that a storage coefficient 
equal to zero can be selected. In the case of the mixed parabolic/hyperbolic transport equa­
tion a Streamline-Upwind/Petrov-Galerkin method is used in space and a Crank-Nicolson 
method in time. 

AUTOMATIC GRID ADAPTATION 

Automatic grid adaptation controled by heuristic (differences, gradients, curvatures) or an­
alytical (Babu.Ska, Johnson) indicators is suitable for problem-related discretization [2,3,4]. 
Refinement is limited to zones where the finite element solution, based on a coarse grid, 
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cannot approximate the exact solution satisfactorily. If the refined elements are not needed 
any longer they can be coarsened until the initial grid level is obtained. 

Refinement Indicators. Refinement indicators play an important role in order to mark 
areas, where a mesh refinement or coarsening is necessary. 
There exist a great number of mathematically proved error indicators and estimators for 
elliptic and parabolic problems. But these error indicators often are only proved for Id­
and 2d-elements and depend on the differential equation and the numerical method of the 
computed problem. 
Therefore, in the case of multidimensional (coupled Id/2d/3d-elements) coupled processes, 
analytical error indicators have a great disadvantage to heuristic refinement indicators. Since 
heuristic indicators are problem independent they can be used for different problems, e.g. 
parabolic (hydraulic simulation) and parabolic/hyperbolic (tracer transport simulation). 

For each element type, different indicators can be applied. The gradient of the numerical 
solution scaled by the element size is an often used refinement indicator. 
Such a gradient indicator can be given by 

T}E = h IV'U(SE)I on E E Q 

with U numerical solution, SE centre of the element E and h the diameter of the element 
(longest edge). 
In the following application the curvature (jump) indicator 

I [au] I T}E = h max --
TE8Enfl anT 

on E E Q 

is used either for the hydraulic or the ensuing tracer transport simulation. In the case of 
2d-elements, h can be given by Va (a area of the element E). This indicator calculates 
(because of the linear shape functions) the maximum of the jumps across the element sides 
T in the normal component of the gradient of U. In addition, different refinement indicators 
can be combined with each other. 

Refinement Strategy. After the refinement indicators have determined refinement values 
for each element it must be decided which elements will be refined and/or coarsened. For 
this, the refinement values devided by the averaged value can be used. The elements are 
refined or coarsened if the computed values of the elements are higher or lower than given 
tolerances. 

The implemented h-adaptive algorithm [5] for mixed element types requires irregular nodes 
in order to establish new elements with a shape identical to that of the original elements 
(Fig. 2). These irregular nodes are eliminated on the element level. The advantage of this 
procedure lies in its strongly hierarchical character. In this way, it is possible to reverse the 
refinement of any element if necessary [2]. 

If coupled processes (e.g. hydraulic simulation / tracer transport simulation) are considered 
the method of automatic grid adaptation can be used for each process by combining the 
refined grids. The elements can only be coarsened if the coarsement is allowed by all processes 
that have caused the refinement of these elements. Since the coarsement strategy causes a 
more or less error in the solution of the problem a correction algorithm is implemented. 
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irregular nodes 

Fig. 2. Refinement strategy 

Timestep Control. After the grid adaptation the timestep must be controled in order to 
adapt the timestep to the varying mesh size. In the case of transport processes the Courant 
criterion 

and/or the Neumann criterion 

Cr = Ivl6.tcr <= 1 
6.s 

Ne = D6.tNe <= ~ 
6.s2 2 

is used [2]. The new timestep is computed by 

APPLICATION: FRACTURE NETWORK MODEL 

The geometry of the reservoir model is based on observations at the geothermal research site 
in Soultz-sous-Forets (France) [6]. After successive intersection of single fractures, the re­
sulting triangular mesh was refined, smoothed and converted into a quadrilateral start mesh 
(Fig. 3, top) [4,7]. 
The fractures are penetrated by two boreholes (sink and source) with constant discharge and 
recharge rates and were assumed to be of constant thickness. The position of the boreholes 
can be seen in Fig. 3 (middle) where the automatic grid adaptation (hydraulic simulation) 
has caused a mesh refinement. 

First of all, fluid flow processes were considered. Especially in the area of the sink and the 
source the start mesh was refined because of large changes of the pressure gradients (Fig. 3. 
middle). The jump indicator was used either for the hydraulic simulation or for the coupled 
hydraulic/tracer transport simulation (Fig. 3). 
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Fig.- 3. Initial grid and automatically refined grids after hydraulic simulation 
and after coupled hydraulic/tracer transport simulation 
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The adaptively refined grids of the hydraulic simulation and the ensuing tracer transport 
simulation were automatically combined with each other (Fig. 3, bottom). In the case of 
the fluid flow process two refinement levels were allowed, whereas in the case of the tracer 
transport process each element could be refined up to three times. 
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ABSTRACT: In this paper an efficient computational algorithm of the finite element and dynamic 
linear programming method (the FE&DLP method) for transient groundwater management in 
confined aquifers is studied in order to save computer time and memory due to its special structures. 
The FE&DLP method has been developed by the combined use of the finite element method with 
dynamic linear programming to optimize transient distributed parameter systems with both equality 
or inequality constraints and an objective function. Such systems are frequently encountered in 
various engineering and scientific problems of control and optimization and, especially are of 
interest in groundwater management. The finite element method is powerful numerical method for 
the solution of differential equation systems because of its generality with respect to geometry and 
material properties. Dynamic linear programming is the extension of linear programming to the 
time domain. The proposed efficient computational algorithm (the simplified simplex algorithm) 
makes it possible to obtain an initial basic feasible solution of the simplex method for linear 
programming without the introduction of artificial variables and to omit the troublesome Phase I of 
the simplex method. Therefore, the proposed algorithm allows us to solve large-scale optimal 
control problems in transient groundwater management. 

KEY WORDS: groundwater management, optimization, distributed parameter systems, finite 
element method, dynamic linear programming 

INTRODUCTION 

In recent years a great deal of research work of distributed parameter systems governed by partial 
differential equation systems has been carried out by scientists and engineers [1]. By combining 
the fmite element method with linear programming, the fmite element and linear programming 
method (the FE&LP method) has been developed in order to optimize distributed parameter 
systems [2,3,4,5]. By extending the FE&LP method to the time domain, the finite element and 
dynamic linear programming method (the FE&DLP method) has been developed in order to solve 
transient distributed parameter control systems [6]. Dynamic problems of linear programming arise 
when a program or plan of optimal development of dynamics systems is required [7,8]. Aguado 
and Remson have suggested a combined use of the finite element method with linear programming 
in the study of groundwater management, in which the fmite difference method has been used 
instead of the finite element method [9]. In order to save computer time and memory, in this paper 
an efficient computational algorithm of the FE&DLP method in transient groundwater management 
is studied due to its special structures. 

THE FE&DLP METHOD IN GROUNDWATER MANAGEMENT 

Basic Differential Equation Systems. The basic differential equation systems describing 
transient confmed aquifer management with constraints and an objective function are as follows: 
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1) Objective Function 

Z = Opt. J J f(h, 8)dndT 
Tn 

subject to: 
2) Governing Differential Equations 
(1) Groundwater Flow Equation 

'" Max.J J 0 dndT 
Tn 

S oh = T ?h +T o2h _ O-Q (in 0) 
Ot x ox' y oy2 

(2) Initial Condition 
(at t = 0) 

(3) Boundary Conditions 

(on r,) 

3) Constraints 
h ?H (in OS) 

(at point fitted for controllable sink) 

4) Nonnegative Conditions 
h ? 0 (8), O? 0 (9) 

(1) 

(2) 

(3) 

(4) 

(5) 

(6) 

(7) 

in which h = the state variable (groundwater head); 0 = the decision variable (controllable sink); 

Q = known sink; S = the storage coefficient; Tx ' Ty = the transmissivity; q. = groundwater flux; 

H = the lower limit of state variable and e = the upper limit of decision variables. 

Although the objective function may be composed with the state variables {h} and the decision 

variables {o } in general, maximization of the total of the decision variables is sought in this 

research. 

Fonnation of the FE&DLP method. In the discretization of the basic differential equation 
systems (Eq. 1-9), the Galerkin finite element method based on weighted residual process is used 
because of its independency of variational principle [10]. Although several time stepping schemes in 
the finite element method have been presented, the backward differencing is used in this research. 
Then, the formulation of the FE&DLP method is obtained as follows: 

1) Objective Function 
T NIT I 

Z = Opt. L (Lc~h; + Lei' On '" Max·L L MOt 
r=1 n=1 i=1 .=1 ;=1 

subject to: 
2) State Transformation Equation 

-[A~;-'}+ ~;}+ [D~i'}= {r.'} (. = I-T) 

3) Constraints 

4) Nonnegative Conditions 

[G~; }? {!it} (. = I-T) 

~i'}::; ~; } (. = I-T) 

~~}? 0 (. = I-T) (14), ~t}? 0 (. = I-T) (15) 

(10) 

(11) 

(12) 

(13) 
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in which c:, < = cost coefficients; /)J = time step; ,= time step number; n = node number; and i 

= controllable sink (well) number. 

EFFICIENT COMPUTATIONAL ALGORITHM 

Conversion of Inequality Systems to Equality Systems. The obtained equation systems (Eqs. 
10-15) include inequality constraints (Eqs. 12 and 13). In developing of the solution procedures of 
the FE&DLP method, we shall fmd much easier to work with equality constraints. By converting 
the inequalities to the equalities through the use of slack variables {i-:} and ~jT}, we obtain the 

following equality systems (standard systems). 

1) Objective Function 
T N I 

z Opt."L ("L<h; + "L<On '" 
r=l n=l j=) r=1 ;=1 

subject to: 
2) State Transformation Equation 

- [AWz;-I}+ k}+ [D~jT }= {tnT} (, = 1-T) 

3) Constraints 

[G]~:}- k:}= {H:} 

~t}+k}=~; } 

(, =l-T) 

(, = 1-T) 

(16) 

(17) 

(18) 

(19) 

4) Nonnegative Conditions 

~:}~O (20), ~t}~O (21), k:}~o (22), k}~o (23) 

Finding of Initial Basic Feasible Solution with Introduction of Artificial Variables -- Usual 
Two Phases Simplex Algorithm. Usually, the obtained standard systems (Eqs. 16-23) of linear 
programming are solved by using the simplex method. Before the use of the simplex method, 
however, it is necessary to find a solution which satisfies Eqs. 17-23. Such a solution which 
satisfies the given conditions (Eqs. 17-23) is called a basic feasible solution. The simplex method is 
always initiated with a program whose equations are in canonical systems which apparently show a 
basic feasible solution. In the case where a canonical form, or an initial basic feasible solution, can 
not be found, we have to use the two phases (Phase I and Phase II) of the simplex method. Phase I 
is to find to an initial basic feasible solution and Phase II is to find an optimal feasible solution, if 
one exists. And Phase I of the sim~lex method augments the systems to include a basic set of 
artificial variables ~:}, ~:} and {;t J as follows: 

1) Objective Function 

subject to: 
2) State Transformation Equation 

3) Constraints 

4) Nonnegative Conditions 

TN TL TI 

Z =Opt-(ITA: + IT;: + ITs;') 
.=) n=1 1"=1/=1 <=1 i=1 

- [A Wz:-l }+ ~: }+ [D ~t }+ ~:}= {fnT
} 

[G]~:}- k:}+~:}= {H:} 
~jT }+ k } + k }= f§l 

(,=l-T) 

(,=l-T) 

(,=l-T) 

(24) 

(25) 

(26) 

(27) 
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Finding of Initial Basic Feasible Solution without Introduction of Artificial Variables -­
Simplified Simplex Algorithm. In this research, by use of the special structures of the FE&DLP 
method in transient groundwater management, the following efficient computational algorithm (the 
simplified simplex algorithm) to find an initial basic feasible solution is developed without 
introduction of artificial variables. Therefore, the troublesome Phase I of the simplex method 
becomes unnecessary. The algorithm is based on the following repeated procedure to the state 
transformation equation (Eq. 17). 

(35) 

in which 

[D:] = [D](k=, )(36),[ D:] = [D;+I](k=, -1-1)(37), {Fo'}= {fo'}+ [A]{Fo'-1 }(38), {F.o}= [A]{H~ }(39) 

Eq 35 means a solution of the state variables ~:} expressed in the decision variables ~,r}. 
Substituting Eq. 35 into the constraint (Eq. 18) yields the following equation. 

in which 
(41), {lor }= {!ir }- [G ]{F.r } (42) 

(40) 

Rewriting Eqs. 17 and 18 in the standard systems (Eqs. 16-23) by Eqs. 3S and 40 yields the 
following canonical systems. 

1) Objective Function 
T NIT I 

z Opt·L (Lc;h; + Leren '" Max·LL,ve; 
r:=1 n=l i=l r=1 i=l 

subject to: 

2) State Transformation Equation ~:}+ i:[D; ~ik }= {Fo'} (, = I-T) 

3) Constraints 
k=1 

k=1 

±[E;~ik }-{rr}= ~r} 

~r}+k}=~: } 

(,=I-T) 

(,=I-T) 

(43) 

(44) 

(45) 

(46) 

4) Nonnegative Conditions 
~:}~ 0 (47), ~r}~ 0 (48), {rd~ 0 (49), k} ~ 0 (50) 

By choosing ~ir} to be equal to to} in the above canonical systems, we can easily find an initial 

basic feasible solution which satisfies the given conditions (Eqs. 44-50) as follows 

{h;}={F.r } (51), {e;}={0} (52), {xr} = {ir} (53), {y;}={e;} (54) 

In the initial basic feasible solution the basic variables are ~:}, {rr} and ~;}, and the non-basic 

variables are ~r }. 
Since maximization of total of the decision variables is considered in this research, the FE&DLP 
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method has the following specialities. 
1) AU of the cost coefficients associated with the state variables and the slack variables are equal to O. 
2) Since all of the state variables ~:} always have positive values, they always become basic 

variables. Then we can exclude the state variables in the pivot operation. 
Then the initial simplex tableau of the simplified simplex algorithm is obtained as shown in Table 1. 
The optimal solution for the state variables ~:} is given by substitution of the obtained optimal 

values of decision variables {e; } into Eq. 44. 

Table1. Initial Simplex Tableau in Efficient Computational Algorithm of the FE&DLP Method 

Cost Coefficients 

Basic 
<D ® at at at 0 0 0 0 0 0 

Cost 
Variables 

Coefficients 
Constants Decision Variables Slack Variables 

{o:} ~n {o~ J {x:} ~n ~:J {y:} ~n w~J 

tH 
0 {pi J EI -I I 

0 {P,2 } E2 E2 -I 0 

kn {P:} 
I 2 

0 E3 E; E3 -I 3 

\y:r 0 ~: I I 

{y~ } 0 ~: 0 I I 

{y; } 0 ~: I I 

Objective Function (<D.®) -at -at -a t 0 0 0 0 0 0 

Optimal Criteria 

~:~;~~;:IIIIIBfI~f 
confined aqUIfer as show~ m Flg .. !-- 150cm ~_ 
1. The model aquIfer is 
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pattens ofthe groundwater head in Fig. 2 arise 
from the resultant sinks composed of the 
obtained controllable sinks { e; }, { e;} and 

the given uncontrollable sink {Q; }. 

CONCLUSIONS 

The paper presents an computational aspect 
of aquifer management. By use of the special 
structures of the FE&DLP method in 
confined aquifer management, an efficient 
computational algorithm (simplified simplex 
algorithm) is developed in order to save 
computer time and memory. The proposed 
algorithm makes it possible to obtain the 
initial basic feasible solution without the 
introduction of the artificial variables and to 
omit the troublesome Phase I of the general 
simplex method. Therefore, the proposed 
algorithm allows us to solve large-scale 
optimization problems of distributed 
parameter systems in confmed aquifer 
management. The tractability in the initial 
conditions, , boundary conditions and the 
equality or inequality constraints makes sure 
that the FE&DLP method becomes an useful 
technique in aquifer management. 
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Abstract. Due to its simplicity and efficiency, the conventional quasi three-dimensional concept 

has been widely applied in analyzing groundwater flow in multiaquifer system, especially for 

regional problem. But the conventional quasi three-dimensional concept is not able to deal with the 

discontinuous and interconnected strata and fully three-dimensional flow. Therefore, in order not 

only to overcome these shortcomings but also to maintain efficiency, we propose a new layer based 

three-dimensional concept to develop a groundwater simulation model. This new concept assumes 

that the pore pressure of every aquifer and aquitard in the vertical direction can be depicted by the 

quadratic polynomial interpolation function, then the vertical integration is performed on each layer 

to ensure the continuity of pore pressure and flux at the interfaces between any two layers. The 

finite analytical numerical method is adopted to develop the present groundwater simulation model. 

The results show that the present model is capable of simulating fully three-dimensional flow 

pattern. 

Key words. Layer based three-dimensional concept, Quadratic polynomial interpolation function, 

Vertical integration, Continuity of pore pressure and flux 

INTRODUCTION 

Due to natural sedimentary reaction, the groundwater basins are usually composed of a series of 

aquifers separated by aquitards of relatively low permeability. This is called a multiaquifer system. 

Generally speaking, the movement of groundwater in multiaquifer is three-dimensional. Although 

in the past 20 years or so, a number of three dimensional groundwater flow models were developed, 

they are found to be expensive even for modem-day computers. Furthermore, the groundwater 

basin has much greater horizontal than vertical extent and the permeability contrasts between the 

adjacent layers are large, hence it's not wise to deal with the groundwater problem from a complete 

three-dimensional viewpoint. So a popular conventional quasi three-dimensional concept is widely 

applied, espeCially for regional problem. 

351 



352 

described as quadratic polynomial function 

<1>' (x, y, z, t) = a(x, y, t) + b(x, y, t)z + c(x, y, t)Z2 , (2) 

and apply vertical integration to every layer, we then obtain the flow governing equations of every 

aquifer or aquitard shown as below: 

02<1>' +02<1>' =Sso<1>' +~(-6<1>'1 -6<1>'1 +12<1>')+Q'(x ). (3) ax 2 ay2 K Ot B bi+! hi L w,Yw 

Note that the flux of top and bottom boundaries at the interface of every layer can be expressed as 

~(4<1>'1. +2<1>'1. -6<1>') = q/l, I' B bH\ hi 1+ 
(4) 

~(-2<1>'I. -4<1>'1 +6<1>') = q/l,·, B bl+i h, I 
(5) 

where <1>' = J::+1<1>'dz, <1>'1" = hydraulic head increment of bottom boundary in every layer and 

<1>'1. = hydraulic head increment of top boundary in every layer. 
bl+J 

Note that the initial condition of increment value, <1>e , which can be written as 

<1>'(x,y,t = 0) = 0 ' X,YEO' (6) 

where 0 = computation domain. The boundary condition at the natural boundary is 

<1>'1 =<1>' , 
boundary 

(7) 

if it is applied to Dirichlet type boundary, while it is 

~'I =-q" (8) 
n boundary 

if it is applied to Neuman type boundary. <1>' and q" are known values. In addition, the pore 

pressure and flux at the interface of any two layers must be continuous, and they can be expressed 

as 

0<1>,(1) 0<1>,(2) 
K(I)-- = K(2) __ 

on on ' (9) 

and 
<1>e(l) = <l>e(2) , (10) 
where the superscript (I), and (2) represent media of the neighboring two layers 

NUMERICAL METHOD 

The finite analytical numerical method (FA method) has been applied not only to computation of 

fluid dynamics but also to solution transport in groundwater flow for many years and obtained 

correspondent recognition (see Chen and Chen [5], Hwnag et al. [6]). The finite analytical method 

includes both implicit and explicit schemes. Because the implicit scheme is unconditional stable 

and it has the important trait of local analytical solution, we use the implicit finite analytical 
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The conventional quasi three-dimensional concept assumes that the flow is predominantly 

horizontal in the aquifers and vertical in the intervening aquitard, so the three dimensional 

governing equation is simplified to be horizontal two-dimensional for aquifer and vertical one­

dimensional for aquitard. Then the aquifers and aquitards are coupled by leakage flux between 

them. In comparison with fully three-dimensional concept, the reduction of the computational cost 

and the significant increment of the efficiency make the conventional quasi three-dimensional 

concept very attractive for analysis of groundwater flow in multiaquifer system. For example, 

Berdehoft and Pinder [1], Choreley and Frind [2], Neuman et al. [3] and the popular commercial 

software, MODFLOW, all use this simple and efficient concept to simulate the multiaquifer 

system. 

The error introduced in the conventional quasi three-dimensional concept has been investigated by 

Neuman and Witherspoon [4] for the particular case of flow within a single well in a two-aquifer 

system. They conclude that the error is less than 5% when the permeability contrast between 

neighboring aquifers and aquitards surpasses two orders of magnitude. However, the conventional 

quasi three-dimensional formulation was designed for layers of continuous and regularly 

alternating aquifer and aquitard units, and its generality will be restricted and misleading results 

can be produced since most real flow systems rarely contain such geologic simplicity. In addition, 

due to the over simplification of horizontal flow in aquifers, the conventional quasi three­

dimensional concept can not simulate the three-dimensional flow pattern. Furthermore, because the 

vertical flow component is disregarded, the pollutant to be traced cannot travel through the 

aquitards to the underlying or overlying layers in this approach. 

In order not only to overcome these shortcomings and difficulties but also to maintain efficiency in 

the study, we propose a new layer based three-dimensional concept to develop a groundwater 

simulation model. In this new layer based three-dimensional concept we assume that the 

interpolation function of pore pressure (hydraulic head) of every aquifer and aquitard in the vertical 

direction can be described by the quadratic polynomial, then the vertical integration technique is 

performed on each aquifer and aquitard to ensure the continuity of pore pressure and flux at the 

interfaces between any two layers. The finite analytical numerical method is adopted to develop the 

present groundwater simulation model. 

GOVERNING EQUATIONS 

The governing equation for general three-dimensional groundwater flow can be derived by 

applying the principle of conservation of mass and Darcy's law and written as 

a acJ>' acJ>' . 
-(k-)=Ss-+Q(xw,yw'zw), } =1,2,3, 
Ox} Ox j at (1) 

where k = hydraulic conductivity; <1>' = increment hydraulic head; Q = point source rate. If we 

assume that the pore pressure of every aquifer and aquitard in the vertical direction can be 

method to develop groundwater model in this study. 
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MODEL VERIFICATION 

a confined aquifer with partially penetrated well 

The main purpose of this case is to demonstrate that the present model has the ability to simulate 

the fully three-dimensional groundwater flow pattern. A partially penetrated pumping well with a 

constant discharge rate Q=3.01593*1O-2 m3/sec is located at the middle of a square simulation 

region of 180 m x 180 m. The aquifer has depth of24 m. The partially penetrated well is shown in 

Fig. 1. The analytical solution of the problem is derived by Hantush [7]. According to Hantush [7], 

when the total time of simulation is larger than B2Sj2k, the exact solution can be expressed as the 

sum of well function and the zero-order modified Bessel function of the second kind. The B, Ss and 

k are aquifer depth, specific storage coefficient and hydraulic conductivity, respectively. 

When we simulate this problem, the aquifer shown in Fig. 1 is considered as a whole layer or two 

or four virtual sub layers, respectively. The horizontal grid size is 6 m x 6 m. The top and bottom 

boundaries are all impervious. The initial state is steady and the analytical solutions are applied to 

horizontal boundary conditions of computation. In addition, the exact solutions are also applied to 

the grid points around the well. The simulation results of five times of B2S/2k are shown from Fig. 

2 to Fig. 5. Fig. 2 to Fig. 4 show the distribution of the average drawdowns of every sublayers at 

different horizontal position from the well when the aquifer is considered as a whole layer or two 

or four virtual sub layers respectively. The distribution of drawdowns in vertical direction at the 

position 12 m and 24 m from the well are shown in Fig. 5. From the Fig. 4, we can find that at 12 

m from the well the results are coincident with the analytical solution in the case of four sublayers 

but there are some deviations from exact solution for the case of two sublayers. Also notice that 

because the drawdown is nearly uniform in the vertical direction at 24 m from the well, the results 

are all coincident with exact solution in both cases of two and four sublayers . 

From above discussions, we can clearly find that the present layer based three dimensional concept 

is capable of simulating the fully three dimensional flow pattern. We also find an interesting result 

that in the case of two sublayers at 12 m form the well, the vertical drawdown has some deviations 

from exact solution but the vertical average drawdown of every sub layer is nearly the same as the 

analytical solution. 

CONCLUSIONS 

In this study we apply the new layer based three-dimensional concept and adopt finite analytical 

numerical method to develop a groundwater simulation model. The results show that it can 

simulate the fully three-dimensional flow pattern near pumping well. The present model surmounts 
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the limitations of the conventional quasi three-dimensional formulation and maintains its 

efficiency. 
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ABSTRACT. In order to predict contamination of the soil and groudwater by several chemical 
contaminant, the authors developed the multi-phase type numerical simulation technique considering 
the dissolution and volatilization of contaminant to air, in which they are modeled as the transient 
diffusion between different phases. Laboratory experiment was carried out to check the behaviour of 
volatile material in unsaturated zone. According to the result of comparison between laboratory 
experiment and numerical simulation, we could reproduce the measured transient concentration, and 
the transient volatilization model was verified. 

Key words: Groundwater contamination, Volatilization, Dissolution, Numerical simulation 

INTRODUCTION 

In recent years, there are many problems of soil and groundwater contamination by VOCs (volatile 
organic chrolides). Advection-diffusion type numerical simulators become useful tools in investigating 
the contaminated area and designing remediation. However, because of the low solubility of VOCs to 
groundwater and high capacity of volatilization, conventional numerical simulation technique based 
upon solute transport equation can not realize the complicated movement of chemical component 
directly. 
In order to predict the movement of VOCs in saturated and unsaturated zone, the author developed 
multi-phase type fluid flow simulator which can treat transient dissolution and volatilization of the 
chemical component to water/air in the phase transfer term [Tosaka et al. 1996]. 
In this paper, the authors introduce the simulation technique, and several result of laboratory and 
numerical experiments . 

NUMERICAL MODELING OF VOCs FLOW IN POROUS MEDIA 

Basic flow equations. In order to treat the flow of air, slightly soluble and highly volatile liquid 
and groundwater simulteneously, the authors have applied multi-phase multi-component numerical 
simulation technique. The basic equations are mass conservation eqations based upon genaralized 
Darcy's law and continuity equation. The basic equations of fluid flow and mass transport are written 
as, 

\" ( kkrcw (\'w )) + \" ( kkree ('w )) _ ew _ ec 
llew B ew cw lleeB ee ee qws qws 

= ~ (a¢Scw + ¢See) 
at Bcw Bee 

(1) 

(2) 

357 



358 

\7 (k~::~~~ (\7\I1ca )) + \7 (Dca (::) ) + f~:-ee + f~-cw - f~:-r - q~~ 
= ~ (8¢ScaRea) 

&t Bea 

(3) 

(4) 

(5) 

where, k:permeability [m2], krp:relative permeability of each phase [-], /lp:viscosity of each phase 
[ML-1T-1], Bp:formation volume factor of each phase [-], \Ilp:hydraulic potential of each phase 
[M LT-2] Sp:saturation of each phase [-] ¢:porosity [-] Rp , Ctp:volumetric concentration [-]. Dp:diffusion 
coefficient [LT2] 
Phase indicator p denotes either cw : contaminated water, cc : contaminant chemical, or ca: contam­
inated air. The equations show the mass balance of water (1), air(2), pure chemical contaminant(3), 
dissolved chemical contaminant (4), evaporated chemical contaminant(5). The volumetric concentra­
tion R and Ct is defined as shown in Figure 1 
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Fig.l The definition of volumetric concentration 

In these equations, the number of unknown parameters are 9 (\Il ew ee.ea, Sew,ee,ea, Rew,ee.ea). In order 
to reduce unknowns, supplementary eqauations are introduced as follows, 

Sew + Sec + Sea = 1.0 (6) 

(7) 

(8) 

\Ilea = Pee + Pe,ea - PeaRgZ (9) 

where, Pe,p: capillary pressure between each phase and contaminant phase. PpR: mass per unit yolume 
of each phase in underground condition. g: gra\·ity accelation. Z: depth. 
Capillary pressure is defined as the function of saturation of each phase. 
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Modeling of phase transfer phemomena. For the dissolution and volatilization modeling, the 
authors introduced the phase transfer chemical component term f in the basic equations. rt},p2 de­
notes the phase transfer volume of chemical component in standard condition from phase-l to phase-2. 
So, fg- ew and ff':-cc denote the dissolution term from chemical contaminant phase to contaminated 
water phase. For the volatilazation, fg- ea , ff~-ee denote the volume of chemical component that is 
evaporated. When the chemical component is evaporated, dissolution of chemical component from air 
phase to water cannot be negligible. So, ff~-ew and f~-es was introduced as the second dissolution 
term. The terms ifs-r denote the sorption term neglected in this paper. 
For the dissolution from chemical phase to water phase, the authors adopted the diffusion equation 
modeling. Considering the evaporation process in one-dimensional diffusion within water phase, dif­
fusion equation can be introduced. 

(10) 

where, C:volumetric concentration. 
From this equation, volume of chemical contaminant that transfer between chemical and water phase 
within time fit accross the area Aee-ew is, 

f ee-cw - A J Dew (Rsat Rcw) 
es - ee-ew 7rfit 1 + Rsat - 1 + Rew (11) 

where, Rsat:concentration in saturated condition. 
The contact area A is assumed to be a function of saturation as is shown below. 

A = (V (1 - S _ S ))2/3 Sew 
ew ea Sew + Sea 

(12) 

For the volatilization, the authors introduced the same assumption. However, the volume of the same 
mass chemical component in liquid and gas phase is formulated respectively as follows [Itoh, 1997]. 

r-ee = A J Dca ( Psat 
es ca-ee 7r fit Pee + Pe,ca 

Rca ) 
1 + Rca 

(13) 

fee-ea - 4 xPsat J Dca ( Psat 
ee - • ca-ee PeeRT 7r fit P cc + Pe,ca 

Rca ) 
1 + Rca 

(14) 

where, Psat : saturation pressure of chemical, R : gas constant, T:temperature Pee mass per unit 
volume of chemical in liquid, x : molecular weight of chemical component. 
Equation (13) denotes the volume of chemical component that transfers in gas chemical phase, and 
equation (14) shows the volume in liquid phase from conditional equation of gas. And, contact area 
between liquid chemical phase and air phase (Aea-ee in equation (13) ,(14)) is assumed as, 

Aea-ee = (V (1 - Sew - Sea))2/3 S SeaS 
cw + ea 

(15) 

Secondary dissolution from air phase to water is modeled with similar method, in which Henry's law 
was introduced as boundary condition. The dissolution rate of chemical in gas phase is formulated as, 

r-ew=A JDcw (HRea (Pee +Pe,ea) _~) 
es ew-ea 7rfit Pee (1 + Rca) I+Rew 

(16) 

where,H:Henry's Constant. 
The dissolution rate can be transformed to the volume in liquid phase as, 

few-ea-A PeeRT (1 + Rca) JDew (HRea (Pee + Pe,ea) 
es - ew-ea X Rca (Pee + Pe,ea) 7rfit Pee (1 + Rca) 

Rew ) 
1 + Rew 

(17) 

In the case, the contact area Aew-ea can be calculated as follows, 

Aew-ea = (V Sea)2/3 SewS 
1 - ea 

(18) 
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LABORATORY EXPERIMENT ON VOLATILIZATION 

6000 

In order to verify the modeling of phase transfer as diffusion, vertical two-dimensional experiment of 
volatlization has been carried out. A schematic view of experiment apparatus is shown in Figure 2. 
In this experiment, grass beads with Imm in diameter are packed in the two dimensional box, and 
ethyl-alcohol was injected at the right side. And, air was vacuumed at 2 points. The concentration of 
alcohol in the sampled air was measured with gas indicator tube. The upper side of was open to an 
atmosphere. 

Examples of result of measured transient change in alcohol concentration at 2 sampling points are 
shown in Figure 3 and Figure 4. 

The measurement error in alcohol concentration with gas indicator tube is supposed about 10% of 
measured value. 
From those results, alcohl concentration at point 1, in the vicinity of the injection point shows high 
value from an early period, while alcohol concentrations at point 2 increase with considerable delay. 
The authors supose that, at the point 2, alcohol concentration in gas phase increased after volatilization 
of liquid alcohol at the basement of the apparatus that dropped from the injection point by gravity. 
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REPRODUCIBILITY OF NUMERICAL SIMULATION 

"umerical simulation has been made under the condition of the laboratory experiment. Porosity, 

saturarion pressure. viscosity temperature were measured in advance, and permeability, diffusion co­

efficient for volatilization. diffusion coefficient of alcohol in gas phase were changed to reproduce 

measured concentration. As the result, calculated change of the alcohol concentration is shown in 

Figure 5, compared with the measured. 
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Fig.5 Concentration at sample point by numerical simulation and laboratory experiment 

At sample points, measured and calculated concentrations show good accordance with each other. 

It shows that our numerical simulation method might be advantageous for tracing the flow of volatile 

chemical contaminant in unsaturated zone. 

CONCLUSION 

In this study, the authors applied multi-phase flow simulation to groundwater contamination problems, 

and modeled dissolution and volatilization phenomena as the diffusion between the phases. Laboratory 

experiment shows that evaporation of the volatile chemical component along the flow as the liquid 

phase causes the wide spread contamination of soil in unsaturates zone. The application of the 

developed numerical simulator to the laboratory experiment shows that multi-phase and diffusive 

phase transfer model can reproduce the laboratory result in acceptable accuracy. 

The authors want to provide the general purpose code to the simulation of contamination of wide 

catchment area for the monitoring of quality in both river and groundwater. 



362 

REFERENCES 
Tosaka, H., Itoh, K., Ebihara, M., Inaba, K., Itoh, A., and Kojima, K., (1996) 'Comprehensive 
treatment of groundwater pollution by multi-component, multi-phase convection/diffusion modeling' 
Groundwater Hydrology vo1.38, No,3, pp.167-180 (in Japanese with English abstract) 
Itoh, K. (1997) 'Numerical modeling of groundwater contamination -Modeling as a multi-component 
flow-' Monthly Chikyu vol.19. No.6 pp.387-391 (in Japanese) 



Boundary Conditions Effect on the Accuracy 
of Groundwater Head Evaluation 
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ABSTRACT. To solve prediction problems involving the quantitative evaluation of groundwater 
backing and its effect on ecosystems it is primarily necessary to substantiate their computation 
schemes. Therefore, the seepage schematisation of the hydrogeological structure of the object under 
study is the immediate stage in the realization of problems of such a type. It is based on the analysis 
of special geological and hydrogeological work and hydrodynamic subdivision of areas and is 
renected on the map of hydrodynamic regions of a river basin. A computational scheme for l'.an 
and section is selected to be the main taxonomic regioning unit. The ground surface is accepted to 
be its upper boundary and sediments having low seepage properties (a boundary conditions of the 2-
nd type) are the lower boundary. The now medium is represented by one-layer or two-layer schemes 
with different boundary conditions (l-st, 2-nd and 3-d type) on the upper and lower boundaries. The 
boundaries between areas are traced with allowance for facial horizontal changeability of sediments 
(boundary conditions of 4-th type) and on the assumption of the groundwater flow direction normal 
to the river. Thus, the selection of a computation scheme that is as close as possible to real natural 
conditions allows the minimization of the error in evaluating groundwater backing. For this 
purpose, a complex of direct and reverse problems is solved for the substantiation of boundary 
conditions (both external and internal), as well as hydrodynamic parameters for computation. 
A right choice of groundwater flow boundary conditions allows the interaction between surface- and 
ground water in the zone affected by a water reservoir to be assessed more exactly. 

KEY WORDS. Mathematical model, backing of groundwater 

A change of natural stream-flow regime fundamentally changes a course and a trend of some natural 
processes, causing their artificial speeding and slowing down. It primarily relates to the process of 
rising the groundwater level (water logging, underflooding), that is the main reason for changing 
conditions of biocenosis growing. 
Development of groundwater head (backing) in time is described by different analytical and 
numerical mathematical models. Analytical models [3] are used for relatively simple 
hydrogeological conditions. 
Numerical models make it possible to assess a head in complex hydrogeological conditions, for 
which correct (exact) analytical solutions have not been found yet [8,9]. 
As suggested by the authors, numerical variant of a planned model for nonstationary filtration has 
some advantages in comparison to other models of this category [1,4,5,7]. It relates primarily to 
setting boundary conditions and form of filtration area outer boundaries that in the model are 
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determined only in separate nodal points with a further linear interpolation of initial data along the 
whole boundary. Thus a suggested model makes it possible to describe processes of head (backing) 
development in both areas with limited volume of initial information and studied in detail [6]. 
Let a modeling of groundwater head be considered with an example of the Prisykhonsk lowland [2] 
(Volodga district, Russian Federation). 
Prisykhonsk lowland is flat, mainly bogged up lake-accumulative plain where swamping processes 
are intensively developing now. Side tributary valleys (system bound:'uies in plan) are slightly cut in 
and have only a high floodplain. Lacustrine-alluvial deposits are constituted a thickness of 
interbedding fine - and medium-grain sands (filtration coefficient K=I-3 mid, coefficient of water 

yield m=O, I) with rare pebble inclusions. A depth of groundwater level (GWL) varies from 1,5 to 5 
m. A maximum raise of groundwater is observed in May-June, minimum - in March and also 
during summer low water. 

A moraine is mainly constituted by loams with small-raised gravel (K=O,3 mid, m=O,05). The depth 
of groundwater occurrence depends on the relief and changes from 4-6 m in watershed and to I m in 
the bank slopes. Minimal GWL is observed in March, maximal- in May - June. 
A non-linear two-dimensional Boussinesq's equation is assumed to be the initial equation in the 
model 

mOl! =~(KHOl!I+~(KHOl!I+E 
or oX oX) 01' 01') 

Where H - head, counted from a confined bedroof; E - total intensity of infiltration recharge, 

inflowing the bed through a flow free surface; X, Y - Cartesian coordinates; T - time. Initial 

conditions are H(X, Y,0) =Ho(X, 1). 

BOUNDARY CONDITIONS. At the first stage of modeling the studied area is approximated by 
an orthogon (Fig. I): 
a) on the boundary - river 
H(X,Ly,T)=I&X+Bb+Db(t) 
where h - river gradient, I&X+Bbb -level in point X during low water, Bb - minimal water level 

in the river in the place considered, Db(T) - excess of water level in the river over low-water one; 
b) boundaries with conjugated side tributaries -
"left" tributary 

r t I,Y+B" ltY+B/>H(O,Ly) 
H(O,Y,T)= 

H(O, Ly), ltY+Bt<H(O,Ly) 

"right" tributary 

{ I,Y+B" Ip Y+Bp>H(Lx, Ly) 
H(Lx,Y,T)= 

H(Lx, Ly), IpY+Bp<H(Lx,Ly) 

Here It, Ip - stream gradients, I/Y+B/, IpY+Bp - water levels in tributaries with coordinates 

X=O, X= Lx; B/, Bp - water level in the river where side tributalies issue it. 

c) on the stream upper boundary Y=O condition of the I-st or II-nd order is given 
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H(X,O,T)=F(X,TJ or KHOH/m = Q(X,T) 

where F - water level, Q - groundwater discharge (yield). 
A numerical solution of Boussinesq's equation is made by a splitting method by spatial variables 
using uniterative scheme of "predictor-corrector" type. 

In the first stage of investigations the following problems were solved: assessing the character of 
giving conditions in the flow upper boundary; relieving conditions of acceptable approximation of 
flow boundary in plan and refining of filtration coefficient experimental values, obtained during test 
filtration work. 
Initial conditions were set by the results of numerical solution of a stationary problem with a future 
correction of obtained values according to the field data. 
There is a swamp that can be related to the upper type, in upper boundary of a considered filtration 
area. In this case it is possible to set flow boundaries of both the I-st and the II-nd order. 
Time dependence of water level in the river was given as a condition in the boundary aquifer­
surface stream. Tributaries (accounting for natural gradients) were approximated by straight lines in 
the initial stage of investigations. The intensity of recharge was assumed to be mean perennial and 
uniformly distributed over a studied area in calculations. 
A map of hydroisohypses was compiled according to the regime observations in natural conditions. 
Schemes ofhydroisohypses (Fig. 1) with boundary conditions of the I-st and II-nd order for the time 
moment which an earlier compiled map of isohypses corresponds to were made by realization of the 
model. When comparing model and natural maps, it appeared that the I-st order conditions should 
be given at a swamp outline, as a close to natural head distribution, obtained on the model, is 
characteristic just for this variant. 
Modeling made it possible to assess GWL position under different variants of approximation for 
side boundaries of the filtration area: 1) rectangular; 2) simple stepped area; 3) analogous to the 2-
nd variant, but a more complex one with an increased number of fragments, approximating a 
studied area. 
As a result it appeared that calculated GWL rise under a chosen approximation differs that between 
the 2-nd and 3-rd variants by 5-10 % from a difference of water level position in the river for years 
of high and low water content. Thus it appeared that a suggested approximation of natural 
boundaries by a stepped area (Fig. 2) on the whole preserves a real form of the boundary in plan and 
makes simple a setting of initial data for calculating groundwater backing on the model. 
In the initial stage, values K = 0.5-10 mid, obtained due to test filtration works were put into the 
model. Filtration area was divided into two parts with different rock permeability. Conditions of the 
IV -th order were given at the boundary. Running of the model for wide range of filtration 
coefficient values was continued until a distribution of heads obtained in the model actually 
coincide with a map of hydroisohypses according to observation data. The accepted schematization 
of the area considered does not on the whole affect a common picture of head distribution within the 
area though some hydroisohypses in the near-contact zone are deformed. Corrected values of 
filtration coefficients were assumed to be initial ones and were used for solving problems. 
In the second stage numerical experiments were made for assessing groundwater head (backing). 
There is a scheme of superposed hydroisohypses for natural and disturbed conditions in Fig. 3. 
Position of isolines in the studied area, calculated for 5 months, before and after water level rise in 
the river, coincides qualitatively and their values are given in the Table 1. 

Table 1. Absolute values ofhydroisohypses 1-10 in natural and disturbed conditions (after 150 days 
from the beginning of process in the Prisukhonsk lowland 
Number of line 1 2 3 4 5 6 7 8 9 10 
Natural 105.5 106.3 107.5 108.8 110.0 11.2 112.5 113.7 115.0 116.2 
Disturbed 107.5 108.5 109.4 110.0 11.4 112.3 113.3 114.3 115.2 116.2 
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Fig. 1. Distribution of heads in the studied area of filtration with the boundary condition of 
I-st (a) and II-nd order (b) on the upper boundary; numbers near curves - absolute marks of 
hydroisohypse, m; 1,2 here and in Fig. 2,3 - flow directions in the river and tributaries. 
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Fig.2. A scheme of studied filtration area. A number at a point - thickness of 
groundwater flow, m; a number in brackets - number of a point, with information 
for setting boundary condition; a curve - boundary of filtration heterogeneity. 
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Fig. 3. Position ofhydroisohypses before and after backing. 1,2 - hydroisohypses 
before· and after backing; 3- zone of backing distribution H = 0.5 m 
(absolute values ofhydroisohypses are given in Table I). 
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It is possible to outline a zone in Fig. 3 where a difference between GWL in natural and disturbed 
conditions DH=O.5 m. This zone is limited by isohypse 4, that is at a distance of 1500 m from the 
river in the center of the studied area. Thus, for instance, isohypse 2 with absolute mark 108.5 
corresponds to isohypse 3 (107.5) after backing, i.e. in this case GWL rises by 1 m. As removing 
from river water line, a value of backing decreases and actually becomes zero (according to the 
scheme) in isohypse 4 position. GWL rise is insignificant in the zone behind isohypse 4 as it is 
affected by upper boundary (I-st order condition), that restrain groundwater backing (head) 
development. 
Thus use of the model suggested makes it possible to assess the effect of filtration heterogeneity and 
groundwater flow boundary conditions on the GWL formation, that allows a dynamic of water 
logging process in the studied area to be described reliably enough. 
When comparing schemes both considering their boundary conditions of the IV-th order, and 
ignoring them, it appeared that this boundary condition affects the accuracy of calculations only in 
the near-contact zone (100-150 m). Thus it is necessary to consider this boundary condition when 
solving concrete problems with insignificant area of filtration or under a combined solution of 
masstransfer and filtration problems. In our case it is possible to omit using the IV -th order 
boundary condition. 
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Hysteretic Unsaturated Flow in Porous Media Caused by 
Periodic Movement of the Phreatic Surface: 
Model and Experiment 
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'Institute of Hydromechanics and Water Resources Management, ETH Zurich, CH-8093 Zurich / 
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ABSTRACT. A cyclic rise and decline of the groundwater table results in a subsequent cyclic 
movement of the water content and pressure profiles. The sequence of periodic wetting and 
drying processes can be affected by hysteresis effects in the capillary zone. A one-dimensional 
saturated/unsaturated flow model based on Richards' equation and the Mualem [3] model is 
formulated which can take into account multi-cycle hysteresis effects in the relation between 
capillary pressure and water content. The numerical integration of the unsaturated flow equation 
is based on a Galerkin-type finite element method. The flow domain is discretised by one­
dimensional finite elements with linear shape functions. Simulations start with water content and 
pressure profiles which correspond to either a boundary drying or wetting curve. To facilitate the 
treatment of the hysteretic case a non-iterative procedure was chosen for the solution of the non­
linear differential equation. Laboratory experiments were performed with a vertical sand column 
by imposing a high frequency periodic pressure head at the lower end of the column. The total 
water volume in the column, and the steady state cyclic water content profile averaged over time 
were measured. The boundary drying and wetting curves of the relation between water content 
and capillary pressure were determined by independent experiments. The simulations show a 
clear effect of the hysteresis on the water content profile above a fluctuating water table. The 
simulations with hysteresis agree well with the measurements. 

KEY WORDS: Groundwater, unsaturated, phreatic surface, cyclic boundary condition, 
hysteresis 

INTRODUCTION 

A cyclic rise and decline of the groundwater table imposes a periodic boundary condition for the 
capillary zone above the phreatic surface. Such periodic conditions result in a subsequent cyclic 
movement of the water content and pressure profile in the capillary zone. These processes are 
influenced by the relation between capillary pressure and water content, which generally is not 
unique but influenced by hysteresis effects. Therefore, the sequence of periodic wetting and 
drying processes can be subject to considerable hysteresis effects. The water content profiles 
depend on the preceding wetting and/or drying processes in the capillary zone. A cyclic 
movement of the groundwater table represents an idealization of the more irregular temporal 
behavior in natural systems. 

In the present study a one-dimensional model for saturated/unsaturated flow based on Richards' 
equation and the Mualem model [3] is formulated. It can take into account multi-cycle hysteresis 
effects in the capillary pressure - water content relation. The model is tested by laboratory 
experiments using a vertical sand column with a high frequency periodic pressure head boundary 
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condition. The impact of hysteresis on the water content profile above a fluctuating lower 
boundary condition is demonstrated by simulations with and without hysteresis. 

FLOW EQUATION IN A VERTICAL SOIL COLUMN 

The equation for unidirectional saturated/unsaturated flow in porous media is given by the 
Richards equation: 

n dS dh =~(K (S) K . (1 + dh)) 
dhdtdZ' 5 dZ 

(1) 

where n is the porosity, S is the water saturation, h is the pressure head, t is the time, Z is the 
vertical coordinate, Kr is the relative hydraulic conductivity, and Ks is the hydraulic conductivity 
at S=1. 

The parameters S(h) and Kr(S) are represented by using the relationships of Brooks and Corey 
[2]: 

~=(~)l. 
I-S, he (2) 

S = 1 

where Sr is the residual saturation, hb is the air entry pressure head, and A is a constant exponent. 
The symbol he is the capillary pressure head. Assuming that the relative air pressure is zero 
everywhere in the capillary zone, he=-h. The relative hydraulic conductivity is described as: 

K,(S)=( S-S, )E 
Smax -S, 

(3) 

where Smax is the maximum occurring saturation, and E is a constant exponent, which is given by 
E=3+2/A according to Brooks and Corey [2]. 

Boundary conditions are either a prescribed water flux, or a prescribed pressure head at the 
boundary. Both conditions can be time-dependent or cyclic. 

HYSTERETIC CONCEPTS 

By using Mualem's concept [3], the boundary drying and wetting curves alone are sufficient to 
express the hysteretic drying and wetting scanning curves S(he). The primary wetting curves are 

modeled by: 

(4) 
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where hd is the maximum capillary pressure head of the preceding drainage process (reversal 

pressure). Sd represents the boundary drying and Sw the boundary wetting curve. Primary drying 

curves are modeled by: 

(5) 

where hw is the minimum capillary pressure head of the preceding wetting Ilrocess (reversal 

point). 
The function Pd(S) is given by: 

(6) 

where he' is given by the condition Sd(hc·)=S(hc). Secondary wetting curves are obtained as: 

(7) 

and secondary drying curves are expressed by: 

(8) 

where Sl,w and Sl,d represent primary wetting and drying curves. Higher order wetting and drying 
curves of the order J are obtained by replacing I by J -1. 

NUMERICAL PROCEDURE 

The numerical integration of equation 1 is based on a Galerkin-type finite element method as 
described by Neuman [4], The flow domain is discretised by one-dimensional finite elements 
with linear shape functions. For the integration over time a fully implicit backward difference 
scheme is applied which leads to a tri-diagonal symmetric system of equations for the unknown 
nodal values of the pressure head h,. The functions h,(S), K,(S) and the capacity coefficient 
dSldh(h) depend on the variable h. Moreover S(h) and dSldh(h) are hysteretic, i.e. depend on the 
history in h at a particular location z, The capacity coefficient approximation according to 
Abriola and Rathfelder [1] was used in order to reduce mass balance errors. 

It was assumed that any simulation starts with water content and pressure profiles h(z) and S(z) 
corresponding to either a boundary drying or a boundary wetting curve. Multiple hysteretic 
cycles are allowed with higher order scanning curves using equations 7 and 8. This leads to an 
additional memory requirement compared to the non-hysteretic case since for every nodal point 
the reversal pressure head and the water contents have to be stored for all relevant hysteretic 
cycles, At every step the relevant order of the scanning curve has to be evaluated for every nodal 
point. Therefore every nodal point has its own history. To facilitate the treatment of the 
hysteretic case a non-iterative procedure was chosen for the solution of the non-linear differential 
equation. Numerical accuracy of the integration has to be achieved by an appropriate time 
increment. For the non-hysteretic case iteration of the variable h is optional. Upper boundary 
conditions can be either prescribed pressure head, or prescribed flux, The lower boundary 
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conditions are prescribed pressure head or prescribed flux. All conditions may be time­
dependent. A periodic pressure head boundary condition is optional. 

SAND COLUMN EXPERIMENTS 

Laboratory experiments using a vertical sand column were performed with a periodic lower 
pressure head boundary condition of high frequency. The sand column had a length of 87.5 cm 
and a diameter of 5.35 cm. The column was placed on a balance which allowed the recording of 
the total water volume in the column. The water content in the sand column was measured by 
two probes using the gamma ray absorption method [5]. The two probes (Z\ and Z2) were moved 
vertically to prescribed locations using a step motor. With this device the water content could be 
measured at a given location within 100 s with an accuracy of about 3%. The cyclic lower 
pressure boundary condition was established by a head vessel which was moved vertically by a 
second step motor according to a preselected program. Four pressure ports were located along the 
column. All measurement devices were controlled by a PC. 

The boundary drying and wetting curves of relation S(he) were determined by independent 
experiments (Fig. 1) for (quasi-) static conditions in the sand column. 
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Fig. 1 Measured and fitted boundary drying and wetting curves of the relation between capillary 
pressure head he and saturation S for the sand column. 

The total porosity of the sand packing was 0.4l. Since the sand packing was slowly flushed with 
tap water from the bottom, the maximum water content which corresponds to an effective 
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porosity of 0.37 which corresponded to Smax=1 in Fig. 1. The hydraulic conductivity Ks at this 
water content was 0.0336 cm/s. 

The initial condition of pressure and saturation in the column was (quasi-) hydrostatic and was 
controlled by the initial level of the head vessel at z=20 cm. Measurements of the total water 
volume in the column and of the steady state cyclic saturation profile were taken. The saturation 
was measured over the time period T of the cyclic boundary condition. The cyclic boundary 
condition had an amplitude of 30 cm and a period T of 153 s. 

RESULTS 

Simulations were performed with and without consideration of hysteresis in S(hc). The 
simulations without hysteresis comprise the use of the boundary drying curve and of the 
boundary wetting curve. After 30 cycles the cyclic saturation conditions were quasi-steady. The 
saturation profile were averaged over the time period T. The results of the simulations are shown 
in Fig. 2 and 3 together with the experimental data. The simulation results without hysteresis 
using the boundary wetting retention curve is situated outside Fig. 3 (starting value for time t=O 
of 14.6). 
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Fig. 2 Mean simulated saturation profiles (with and without hysteresis) averaged over period of 
the cyclic boundary condition, after 30 cycles, compared with measured profiles. 
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--Simulation with hysteresis 

....... Simulation without hysteresis using the boundary drying retention curve 
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Fig. 3 Simulated integrated water volume per unit cross section of the soil column over time 
compared with measured data 

CONCLUSION 

The simulations agree well with the measurements in the sand column when hysteresis in the 
relation S(hc) is taken into account Without hysteresis they differ considerably. The simulations 
and the experimental data show that the hysteresis can exert a significant influence on the water 
content profile above a fluctuating water table in sandy porous media. 
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Abstract. An assessment method to quantify and qualify unsteady state collected data was 
developed through the use of a pressure change rate matching technique. This method allowed us 
to improve the reliability of the estimation of heterogeneous hydraulic property derived from 
various crosshole tests, such as hydropulse. Adjoint state method efficiently calculated gradients 
of a modified objective function, introduced in this paper as the conventional objective function 
type plus an additional pressure change rate term to reflect information of unsteady state data. A 
modified bootstrap method, a type of Monte Carlo method, was used to objectively evaluate the 
difference in reliability of estimation derived from the inversion method. Various types of 
pumping rate patterns were changed systematically and compared with their reliability indexes, 
such as confidence intervals of estimation, calculated for a I-D simple model. The objective 
function, proposed in this paper for matching rate of pressure change with respect to time, has 
proved to be effective for estimation of adequately heterogeneous permeability distributions under 
certain conditions, assuming two cycle pulse tests. Different flow rate patterns cause clearly 
different reliability of estimations. The optimum pulse test (pumping rate pattern) to characterize 
hydraulic properties under certain conditions is also estimated for the I-D hypothetical model. 

Key word. Groundwater models, Confidence intervals, Reliability of estimated hydraulic property, 
Pressure change rate matching, Numerical inversion, Unsteady state pressure. 

INTRODUCTION 

The inverse solution method is used in groundwater modeling to estimate heterogeneous 
distribution of hydraulic properties, such as permeability. Nevertheless, it is difficult to make an 
adequate estimation with limited observation wells, and the reliability of estimates becomes a 
problem. Unsteady state pressure data allow estimation of heterogeneous properties when only 
limited numbers of wells exist. Hydropulse Tomography was proposed by Tosaka et al.[12] to 
obtain sufficient data for inversion of heterogeneous permeability. In practice, the optimum 
design for the measuring method should be determined; hence, an index to objectively evaluate the 
measuring design should be defined. Some papers have presented methods to evaluate the 
reliability of estimation ([4], [9], [10]). However, it seems that an adequate method for evaluation 
of the value of unsteady state data has not yet been proposed. In oil fields, type-curve matching 
with derivatives is commonly used for single well testing. However, this can not be applied to 
multiple well testing data because of the excessive computing effort required. 

Masumoto et al. [6] modified the adjoint state method to simultaneously evaluate matching of 
pressure and its change rate. The results showed clearly that a new objective function which 
includes pressure change rate is useful for a one dimensional heterogeneous model estimation under 
certain pulse test. With this method, the new objective function can be used without an increment of 
computing effort with respect to the original objective function. 

The following problems need to be solved to maintain total balance of the system when we evaluate 
the reliability of estimation: 
l.Optimum measuring method is unknown (pumping rate pattern, location of measuring points) 
2.Optimum type of objective function is unknown 
3.Optimum set of parameters is unknown 
4. The previous conditions are dependent on the unknown true model 

The Bootstrap Method (BSM) was used as a resampling method to derive an index for objectively 
evaluating the confidence interval and the reliability of estimation obtained by the pressure change 
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rate matching method [5]. BSM has some merits: for instance, there is no need to assume a 
probability distribution function (pdf) for the data. This means that we do not need to assume a 
region of white noise which is required for other common Monte Carlo methods. BSM can also 
be applied to nonlinear problems. There are methods such as the perturbation method [7] that do 
not require many inversions. However, the usual Monte Carlo method needs several thousands of 
simulation runs; whereas, the BSM needs only about 25 to 200 inversions [I]. The BSM requires 
some assumptions, for instance that data are independent from each other, and that all data depend 
on the same pdf. Using the methods described above, numerical case studies using a I-D 
heterogeneous model have been carried out to objectively compare the effect of different flow rate 
pattern under 2 cycle pulse test conditions. 

INVERSION METHOD WITH PRESSURE CHANGE RATE MATCHING 

A quasi-Newton method with adjoint state method for the modified objective function J shown in 
Eq.(I) ([6]) was used in this study to solve the nonlinear inverse problem numerically. 
J=J1 +J2 ....... (1) 
where: 

N, N. ( ) m,n m,n m,1I 
J 1 = LLW; Peal - Pobs ...... {2) 

m,n m,n-I J2 
Pobs - Pobs 

/),tn 
....... (3) 

where: Peal :calculated pressure, Pobs :observed pressure, m :index of observation point, 
n :index of time step, LIt :time step interval, W:weighting. 

Eq.(3) consists of new terms for pressure change rate matching. 
When the implicit method is used for forward solution, we can express Eq.(3) as shown in Eq.(4). 

J = f ! w m ,n f n (p n u) _ P obs - P obs 
N N ( m,n m,n-l J2 

2 n=l m=l 2 ,(m) , fltn 
....... (4) 

where 

...... ·(5) 

where ,u:viscosity, K :permeability, L1x :grid length, CB :compressibility, Q :pumping rate 
t/J :porosity, u :unknown parameters of inverse solution. 

Eq.(5) is the discretized governing equation for I-D model and slightly compressible fluid flow in a 
confined aquifer. For simplicity, in this study, only one dimensional model is considered, and 
penalty functions which are often added to an objective function are not included. This way, we 
can eliminate p n- I , pressure at the previous time step, in each term of the modified objective 
function J= J1+J2, and the adjoint state method can be applied. Calculation efforts for gradients of 
J=J1+J2 are almost the same as those required to calculate the gradient for only J1• This inversion 
method can also be easily applied to a 3-D problem, and to the case when penalty functions are 
added to objective functions. 

MODIFIED BOOTSTRAP RESAMPLING METHOD 

The resampling method used in this paper is a modified BSM [5] which is a Monte Carlo simulation 
method. The BSM was applied to groundwater inverse modeling to calculate reliability indexes 
such as confidence intervals of estimation obtained by inversion. 
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A similar procedure to original BSM was carried out for a finite number of data which were 
obtained at mUltiple observation points through discretization over a time region for unsteady state 
pressure data. With this procedure, we can obtain many estimations which have some deviation 
from each other. Subsequently, errors or other indexes can be calculated with the estimations 
computed. 

The procedure for our problem is as follows; n· is defined as the number of terms which consist of 
the square of difference between observed and calculated state variables. The objective function is 
the weighted sum of these terms. When J=J" n· equals the number of djscretized transient pressure 
data at multiple observation points; and when J=J,+J2, n· equals 2 times the number of data for J=J,. 

(stepl) Repeat for n· times randomly picking up the data, which is a function of time and well 
points. Replacement is allowed 
(step2) For each term, the chosen number is multiplied by original weighting. A new set of 
weightings will be made. Fig.l shows an example of the weighting pattern when original weighting 
is W=1. 
(step3) Calculate the inverse solution for the weighting pattern made by step2. 
(step4) Repeat step 1 ~step3 for N times, and we can obtain N estimations. For the case study 
discussed below, N=100. 
(step5) Calculate indexes such as 90% confidence interval (CI90) or average of estimations for each 
unknown parameter with the N estimation sets, where CI90 can be calculated as the difference 
between the 6th largest estimation and the 6th smallest estimation for N=lOO. 

In fact, the method described above differs from the original bootstrap method because the 
discretized transient pressure data can be thought not to be independent from each other, and also 
not to depend on same distribution. Nevertheless, with this method, we can obtain many 
estimations with some deviation; and we can solve it without using information from the true model. 
The variance is considered to reflect sensitivity or accuracy, or reliability of the inversion result. 
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Fig.! An example of the weighting pattern 
made by bootstrap resampling 
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METHODOLOGY OF THE CASE STUDY 

I-D model case studies were executed to estimate optimum flow rate pattern for Hydropulse test 
which is one type of unsteady state flow test. The validity of the method was also examined. 
Fig.2 shows the one dimensional artificial numerical model with 2 observation points (A,B); these 
two points are also used as pumping points. A low permeability zone (18.2[md]) exists between 
the two observation points, as shown in Fig. 2. This model is similar to that used by Masumoto 
et al. [6]. Numerical inversion was performed to estimate 19 unknown inter-grid permeabilities 
(as shown in Fig. 2) of the model by using data obtained at A and B. 

Twenty cases were calculated by changing pumping rate (Y) and pumping time(X) as shown in Fig. 
3 for two objective functions, J,+ J2 and J,. Y was varied as follows: 6, 10, 15, and 30 cc/sec; while 
X was 25,50,75, 100, and 125 sec.. Each pumping pattern consists of2-cycle pulses as shown in 
Fig. 3. Other conditions are fixed as shown in Table 1. An example of pressure performance at 
point A, calculated with the true model. is shown in Fig. 4. We calculated 90% confidence interval 
(CI90) and average for each parameter, and reliability index (1/LCI902) for a total of 40 cases. 
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Fig.3 Pumping pattern of two cycle pulse 
used for case study 

Yvaries as follows: 6, 10, 15,30 (cc/sec); 
X varies as follows: 25. SO. 75. 100. 125 

e e con I Ions Tabl 1 fix d d"t. 
Cycle of pulse tests 2 cycles 
Timestep interval 5 [secl 
Number of timesteps for one pulse 30 steps 

o 50 100 150 200 250 300 350 
time [sec] 

Fig.4 An example of pressure 
performance for 2 cycle pulse test 

or numenca case s u IV fi . I t d 

Initial~ess for inversion 101md] for all unknown inter-Erid permeabilities 
Porosity 0.15 for alll1;rids except terIninal two dummy I1;rids 
Boundary condition Constant pressure (porosity of both terIninal dummy grids 

are set as l.OeB to approximate constant pressure) 
Initial condition 101325 [Pal for all Erids 
Original weighting in Jl and J2 W D=I, W."=l.Oe-6 (n=I, .. ,30) 
Number of inversion iterations 200 for all 
Number of res amp ling N=100 

CASE STUDY RESULTS AND DISCUSSION 

The best result of estimations occurs when objective function is J=JI+J2 (Fig. 5). The upper and 
lower boundary are also shown in Fig.5, as represented by the 90% confidence interval (the 
difference between the sixth largest estimation and the sixth lowest estimation of 100 estimations 
for each parameter). Fig. 5 also shows that all 19 parameters could be estimated, not only within 
the measuring points but also outside them, with the data obtained at 2 points by using a 2 cycle 
pulse test. Fig. 6 shows the worst result that occurs when J=JI+J2 is used. It is clear that the 
results from Fig. 5 are more reliable than those from Fig.6; the previous results proved that different 
pumping patterns of flow rate produce remarkably different results. Fig. 7 shows the best result 
that occurs when J=JI is used; this is not as good as those shown in Fig.5 and 6. This means that 
the use of pressure change rate matching method with adequate flow rate pattern of Hydropulse test 
will result in higher quality data. 

To judge which result is the best, a new index (R *) was used. R * is defined as the inverse of sum 
of CI9Q2 (Eq.(6», and can be thought to represent some measure of the quality of the data and to 
reflect reliability of the estimation. 

s 
R* = 11 L CI90~ .. 0 0 0(6) 

,-I 
S: Number of parameters (for this case S=19) 

Fig.8 shows R* for various flow patterns when J=JI+J2 is used; and Fig. 9 shows R* when J=J I• 

The best case is when J=JI+J2, because R* is the largest. Among all the cases studied, X=50 [sec] 
and Y=10 [cm3/sec] with J=J I+J2 was chosen as the best. These figures show that the new 
objective function using JI+J2 produces more reliable estimation than the original objective function 
that considers J I only. In fact, other objective functions should be coupled with other variable 
factors, such as flow pattern or number of parameters, to calculate the best flow pattern. In this 
paper, we tried to change flow patterns for only the two objective functions shown previously. 
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The best flow pattern was selected by using effective inversion method for the new type of 
objective function. This method proved to be useful for a 2 cycle pulse test, which is one type of 
unsteady state testing. Fig.lO shows R * vs. difference between estimated parameters and true 
(model) parameters. LCI90', calculated by the bootstrap resampling method, and the index of 
deviation between estimated and true parameters show some proportional relationship (Fig. lO) . 
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We conclude that R* represents some error of inversion, and that this method has proved to be 
useful to estimate reliability of estimations. With this method, we can evaluate errors of estimation 
without using Ktrue (set of true values of parameters), which is unknown in practice. 
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CONCLUSION 

The bootstrap method was applied to groundwater inverse modeling with the use of a modified 
objective function that includes a term for pressure change rate matching. Case studies to check 
the validity of the method were also carried out. We conclude: 
1. Optimum pumping pattern of a 2 cycle pulse test for a 1-D model under certain conditions was 

estimated systematically, and the best match represents a sufficiently good estimation. 
2. An objective function for pressure change rate matching (Jt+J2) has proved to be useful for the 

pulse test used for the case studies, without increasing computing effort with respect to the 
original objective function (Jt). 

3. The new index R· introduced here is useful for calculation of the reliability of estimation, and 
can quantify the unsteady state pressure data in Hydropulse test without using the true model, 
which is unknown in practice. 

Future work should consider other types of objective functions, which should be coupled with other 
variable factors that were fixed in the case study shown in Table 1. This coupling will help to 
define the optimum pumping pattern for hydraulic characterization. Further studies on this subject 
should also evaluate 2-D and 3-D models. 
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ABSTRACT. The flow aspect in the fractured rocks is examined by using the general theory by 
Barker. It is found from the examination that the correlation between the flow dimension and 
hydraulic conductivity is positive. This observed correlation is related to the geometry of the flow 
network and hydraulic properties of flow paths. To examine the characteristics of hydraulic 
properties of fractures, the discontinuous fracture network model is used for the parametric study of 
the statistical properties. The variety in the relation between flow dimension and hydraulic 
conductivity is examined. The observed relation of flow dimension to hydraulic conductivity 
cannot be realized when the fracture length is independent of the fracture aperture. It is expected 
from the examination that the fracture aperture increases exponentially with the fracture length. 

KEY WORDS. Hydraulic conductivity, Fractured rocks, Discontinuous model, Statistical 
properties, In-situ test 

INTRODUCTION 

Seepage flow in fractured rock mass is influenced by the hydraulic properties of existing fractures. 
However, it is not so easy to identify the hydraulic characteristics of fracture network from in-situ 
tests. Many of recent numerical models formulating the flow in the fractured rock mass try to 
realize directly such a fracture structure, e.g., Dershowitz et al. (1991) [1] or to model an equivalent 
anisotropic continuum to the fractured rock mass, e.g., Oda(1986)[2]. In such models, the results of 
joint survey have been used to develop the fracture network for a numerical modeling. Each 
property is treated independently in many cases. This is probably because the relation between 
properties is difficult to be cleared from the survey results. The hydraulic conductivity is, however, 
related to the entire system of fracture structure, i.e., the combination of the hydraulic aperture of 
each fracture and the geometry of fracture network. If we can understand the relation between the 
hydraulic conductivity and the flow regime in the ground, the relation is the result of the behavior 
of the entire system. The model should be made to regenerate the relation. 
Although it is impossible to grasp the detail flow pattern in the ground, we can evaluate the flow 
pattern at the field by using the general flow model proposed by Barker (1988)[3]. This model 
considers the flow aspect by the dimension of a real number. The flow dimension obtained from 
this method is the same as the fractal dimension. In the process, the real number dimension is found 
by fitting the type curves of the real number dimensions with the observed result and then the 
hydraulic conductivity and specific storage are calculated at the meeting point in the conventional 
way of the well problem. If high flow dimension close to three is obtained, water may flow 
homogeneously in the ground. On the other hand, the small dimension close to one shows the 
biased flow situation. By using this method, the relation between the hydraulic conductivity and the 
dimension can be obtained. If the model can represent such a relation, it may be concluded that the 
model is realistic. 
In this paper, firstly we try to examine the flow aspect in the real fractured rocks by using the 
general theory by Barker. The relation between the flow dimension and hydraulic conductivity is 
obtained. This observed correlation is related to the geometry of the flow network and hydraulic 
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properties of flow paths. Secondly the characteristics of hydraulic properties of fractures are 
examined with the discontinuous fracture network model. This model uses the statistical properties 
of fracture geometry. Through the parametric study for the aperture distribution, the variety in the 
relation between flow dimension and hydraulic conductivity is tested. The characteristics of the 
fracture properties to represent the real behavior is examined 

DIMENSION EXAMINATION 

Theory. The Barker's general flow theory is briefly introduced in this section. 
The continuity equation of ground water flow in the rock mass from the injection hole is given as 
following by Barker: 

(1) 

where a} is KISs/' in which Kf is the hydraulic conductivity and Sst is the specific storage of the 
fractured rock mass. n is the real number dimension between 1 and 3, h is the total head in the rock 
mass and r is the distance from the central point of the injection hole. 
The conservation equation in the injection hole is given as 

S aH = Q K b3-n n-I ahl w + f anrw at ar r=r. 

(2) 

where Sw is the storage capacity of the source which is given as 1fT w2, Q is the injection rate, H is the 
total head in the injection hole and rw is the radius of the injection hole. a" is given as 

2trn/2 
a =---

n r(n/2) 
(3) 

where r is the gamma function. bJ .. d'r"'} implies the area through which the injected water goes in 
n dimensional way. Fig. 1 shows the schematic view of the area given by this equation with some 
specific values of n. Eq. (1) is fundamentally the same as the one obtained from the fractal 
consideration by O'Shaughnessy and Procaccia (1985)[4]. Thus, the meaning of the real number 
dimension in this equation is similar to the fractal dimension. 
Unfortunately, only the type curve for the limited condition of the constant rate test is introduced in 
the Barker's paper. The constant pressure test like Lugeon test is more popular in Japan than the 
constant rate test. The type curve has to be derived to analyze a constant head test. Kobayashi, et 
al(1998)[5] introduced the type curve for the constant pressure test by using Laplace transform. Fig. 
2 shows the type curve of the constant pressure test. 

(a) 1 dimension (b) 2 dimension (c) 3 dimension 
Fig. 1. Flow patterns of the different dimension 
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Fig. 2. Type curves for constant pressure test Fig. 3. Fracture map on the floor and boreholes 

In-situ test. Japan Nuclear Cycle Development Agency (JNC) has conducted the activities of 
geoscientific R&D program at Kamaishi mine in order to understand the deep geological 
condition. The bedrock in the area consists of Paleozoic sedimentary rock, Cretaceous sedimentary 
rock, and igneous complexes. The test site is located at the drift 550 m above the sea level in the 
Cretaceous-age Kurihashi granodiorite. The overburden thickness at the test site is about 260 m. 
Fig. 3 shows the location of seven boreholes at the test site. This figure also shows the fracture map 
on the floor. The length of each borehole is 8 m. By using the boreholes, the constant pressure test 
is carried out at the several depths of each borehole. The constant rate test is also carried out for 
some boreholes. 

Examination results. Fig. 4 shows the examination result of the relation between hydraulic 
conductivity and dimension. It is found from the figure that the flow dimension has the positive 
correlation to the hydraulic conductivity. The dimension and permeability obtained from the 
constant rate test are mostly similar to the ones by the constant pressure test [5] . 

. ~ 
c 

.§ 
Cl 

Penneability (m1s) 

Fig. 4. Relation beIween measured dimension and hydraulic conducitivity 
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NUMERICAL EXAMINATION 

Method. The discontinuous flow model is used to examine the characteristics of the fracture 
system. This model is fundamentally the same as the one like FracMan[6]. The statistical 
information of fracture geometry is used to realize the fracture network. The shape of the fracture 
plane is assumed to be a circle. The intersecting planes are obtained by geometric calculation, and 
the points connecting to the other fracture plane are gotten on each fracture plane. The finite 
element discretization of each fracture plane is carried out by Delaunay triangulation method[7). 
While the statistical information on the fracture length and direction can be obtained from the in­
situ investigation, the aperture information is inferred from the hydraulic test in many cases. This is 
because of the difficulty to measure the aperture directly at the in-situ investigation. Thus, the 
parametric study on the aperture distribution is carried out to find the model realizing the real 
relation between the dimension and permeability as shown in Fig. 4. In the process, four cases are 
examined; the constant aperture case (Casel), the lognormal distribution case (Case2), the week 
exponential relation between aperture and length (Case3) and the strong exponential relation 
between aperture and length (Case4). 
The mean and standard deviation of the aperture are obtained from the permeability distribution by 
the single hole hydraulic test results. The permeability distribution is according to the lognormal 
one. The aperture is calculated by the cubic law from the measured permeability. Table I shows the 
statistical information obtained from the in-situ geological survey and hydraulic tests. The center of 
the fracture plane is located by Poisson's distribution, the fracture length is generated by the 
lognormal distribution, the direction is according to the normal distribution, and the aperture is 
according to the lognormal distribution in Case2. 
By using the statistical information shown in Table I, the discontinuous model is produced with 
different random seeds. For the examination, about 30 realizations are generated. Fig. 5 shows an 
example of the discontinuous model. The region is lOx lOx 10m. Water is injected at the constant 
rate of 1O-Im3/s from the node that is located at the center of the region. All boundaries have a fixed 
total head of 10m, which is mostly the same as the measured in-situ hydraulic pressure. The 
transient response at the injection node is calculated, and is used to determine the dimension and 
the permeability. Thus, 30 values of the dimension and permeability are obtained for each case. By 
ergodicity, the fluctuations of 30 realizations mean the heterogeneous distribution of the region. 
Therefore, the relation between the dimension and permeability from 30 realizations is 
corresponding to the measured relation. 

Results. Figs. 6 and 7 show the results of Cases I and 2. Case I has the constant aperture for each 
set. The aperture is the same as the mean values shown in Table 1. On the other hand, Case2 has 
the lognormal distribution of the aperture. It is found that the dimension of Casel is smaller than 
that of Case2, and that the large negative correlation is shown in Case2. The tendencies of both 
cases are different from the real one because both have negative correlation. 
In Case3, the correlation between aperture and length(diameter) is assumed as 

Table 1. Statistical data offracture 

No. of set 1 2 3 4 5 
Fracture Densi!}: (No/m3~ 0.5847 0.2811 0.1455 0.3033 0.2637 

Average Fracture Length (m) 1.50 1.65 1.86 2.18 1.81 
Standard deviation 0.859 0.868 0.988 0.572 1.010 

Average Fracture aperture (m) 0.358E-4 0.358E-4 0.358E-4 0.358E-4 0.358E-4 
Standard deviation 0.116E-3 0.1 16E-3 0.1 16E-3 0.116E-3 0.1 16E-3 

Dip Direction C ) 335.5 345.3 348.6 346.1 0.6 
Standard deviation 57.4 91.9 168.9 129.2 48.3 

Dip Angle C ) 68.5 72.6 77.6 29.5 76.7 
Standard deviation 11.7 13.6 7.1 18.1 13.4 



385 

(apeture) = (mean apercure) x exp[2 {(diameter) - (mean diameter)}! (mean diameter)] (4) 

For Case 4, the factor 2 in the exponent is replaced by factor 4. The maximwn aperture is 
temporaly set at Imm. Fig. 8 shows the probability of log of the aperture(mm) in Case 4. While the 
maximwn value is truncated at Imm, the aperture under Imm is accoding to the lognormal 
distribution. Figs.9 and 10 show the relation between the aperture and length. The aperture of Case 
4 increases dastically with the fracture length. 

Fig. S. Example of discontinuous model 
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Figs. 11 and 12 show the result of Cases 3 and 4, respectively. Both results have a positive 
correlation between the dimension and permeability. This is the same tendency as the measured one. 
It is found that the result of Case4 has a larger positive correlation than that of Case3, and the 
tendency of Case4 is similar to the measured one . 
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The dimension obtained from the general theory by Barker indicates the aspect of fracture network. 
If the dimension is close to unit, the large high permeable fracture may exist. In the case of the 
dimension close to three, the fracture network system is connected well. The larger the dimension is, 
the smaller the flow section is. Thus, the permeability becomes small with the increase in the 
dimension in general. In the case that the properties of fracture geometry have no correlation each 
other (Cases 1 and 2), the result has a negative correlation between dimension and permeability. 
This is the generally expected result. However, the measured relation shows the positive correlation. 
This indicates the possibility that the properties of fracture geometry have correlation each other. In 
the examination, the case that the aperture has a correlation with the fracture length is tested. This is 
because the other properties than the aperture can be measured at the in-situ survey, but the aperture 
is difficult to measure directly. The result shows that the correlation between dimension and 
permeability becomes realistic in the case that the aperture becomes large drastically with the 
increase in the length. Although the other factors to produce the positive relation between dimension 
and permeability may exist, it can be concluded that the properties of fracture geometry have a 
correlation each other in some way. 
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ABSTRACT. In general, a natural aquifer has a heterogeneous hydrogeological structure. The 

movement of pollutants in groundwater flow is influenced by this heterogeneity when transported 

through local advection and microscopic dispersion. Macroscopic dispersivity, which is correlated 

with the characteristics of the random hydraulic conductivity field has been theoretically studied 

for the sufficiently converged stage by many researchers up to now. On the other hand, the 

transient development of dispersion before reaching the converged stage becomes important when 

the remediation of groundwater pollution is planned immediately downstream of the pollution 

source. However, this transient stage has not yet been sufficiently analyzed. In the present paper, a 

random field of logarithms of hydraulic conductivity is synthetically generated using a two­

dimensional stochastic regression model in order to directly identify the transient pollutant growth. 

The autoregressive parameters used in the generation model are calibrated by comparing the 

observed and calculated average pollutant concentrations in a tracer observation bore hole. 

Subsequently, the two-dimensional groundwater flow and mass transport equations are adapted. 

An application of the present scheme is made for the field test which was carried out by Ptak and 

Teutsch in Horkheimer Insel, Germany [1]. The proposed scheme can identify the autoregressive 

parameters and predict the hydrogeological structure. The numerical solution of the two­

dimensional flow and transport equations can also evaluate the converged macroscopic 

dispersivity with almost as good agreement as Ptak and Teutsch obtained by the field test. 

KEY WORDS: Heterogeneous field, Tracer test, Numerical simulation, Chi-square test 

INTRODUCTION 

In general, a natural aquifer has a hydrogeologically heterogeneous structure. In order to evaluate 

the convective and dispersive characteristics of the groundwater, it is important to estimate the 

structure of the aquifer. Aiming at identifying the distribution of the hydraulic conductivity, many 

approaches have been made (e.g., [2]). In the present method, the borehole data are used for the 

boundary condition, which is required to obtain the distribution of log-hydraulic conductivity. A 

chi-square test is used to evaluate the fitting between the observed and calculated breakthrough 

curves. 

387 
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THE METHOD TO EVALUATE THE DISTRIBUTION OF HYDRAULIC 
CONDUCTIVITY 

Autoregressive model. 
For the generation of the heterogeneous field, an autoregressive model is employed as follows. 

(1) 

where Yk is the log-transformed hydraulic conductivity, E (x, y) is the noise term, and an' ayy, ao 
are the autoregressive parameters. Random numbers of normal distribution (/..L =0.0, a 2=1.0) are 

used for the noise term E (x, y) and the boundary conditions, where no available data are found. 
The hydraulic conductivity k is obtained from Yk• 

Numerical model. 
For the numerical tracer test, the equations of groundwater flow and non-reactive tracer transport 

are applied. 

Ss:=~[k:]+;[k(:+1)] (2) 

ac + a(u'c) + a(v'c) = !...-(D ac + D ac) + !...-(D ac + D ac) (3) 
at ax ay ax XJCax :<Yay ay nay yxax 

where S, is the specific storage coefficient (L·1), k is the hydraulic conductivity (LTI), h is the 

pressure head (L), u' and v' are pore velocities (LTI), C is the tracer concentration (%), and Dis 

the dispersion coefficient tensor (L 7 1). For more information about the autoregressive model and 

numerical models, see [3]. 

The procedure to evaluate the heterogeneous field. 
The procedure to evaluate the heterogeneous field is shown in Fig. 1. For the conversion from k to 

longitudinal microscopic dispersivity a 1.> equation (4) is employed. This equation is obtained 
from Hagen, Seelheim equation [4] with the relationship between the longitudinal microscopic 

dispersivity and the material diameter. 

a - 03688 [k 
L -. VA (4) 

where, A is the dimensionless coefficient which depends on various parameters of the porous 

medium such as grain shape, structure, etc. Practically, the value of A should be determined from 

borehole core samples. In this study, A=55.0 is used, which is obtained for the glass bead. And the 
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transverse microscopic dispersivity a T is set to a JlO. 

Borehole data are used for boundary 
condition. 

Parameters of eq.(l) are assumed 
to make rough estimation. 

Gaussian white noise is used for noise term 
and boundary conditions to solve eq.(l). 

Yk is converted into hydraulic 
conductivity, k. 

Numerical simulation of 
tracer transport 

Error evaluation H (eq.(5» 

No 

Field generate number, K=l 

Solve eq.(l), Yk -) k 

Fig. 1. The procedure to evaluate autoregressive parameters. 

reexamine 
ahouta 
range of 

parameters 

At first, the E (x, y) is fixed and the best fit paranteters are determined using equation (5), which 
evaluates the error between measurement and numerical result. 

(5) 

where Ccalti : aD> aYY' ao) is the calculated vertically averaged concentration at time ti, Cob,(t;) is the 

measured vertically averaged concentration at time ti, subscript i is the observation step number, 

and N is the total number of observation steps. Then, autoregressive paranteters are fixed and for 

agreement between the ensemble averaged calculated breakthrough curves and observed curves is 

evaluated by chi-square test. 
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APPLICATION FOR THE TRACER TEST IN HORKHEIMER 

The tracer test data by Ptak and Teutsch [1] are used for examining the validity of the present 

procedure. The tracer test was done at Horkheimer Insel field, Germany. Ptak and Teutsh evaluated 

0.0364 cmls for the velocity and 138 cm for the dispersivity. Fluorescent was used as the tracer [1]. 

In this study, the vertical distribution of hydraulic conductivity and the breakthrough curve of the 

tracer at the observation well are assumed to be given. The numerical simulation area is set to 4.0 

m depth X 11.12 m length. The grid intervals are b.x=8.28 cm and b.y=5.33 cm. Fig.2 shows the 

boundary conditions; AB and CD are the hydrostatic pressure boundaries, BC and AD are the 

impermeable boundaries. 
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Fig. 2. The numerical simulation area with boundary conditions. 
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By the procedure to evaluate the heterogeneous field explained above, autoregressive parameters 

for the Horkheimer Insel were found to be a",,=200 cm2, ayy=100 cm2, ao=0.03 at a significance 

level of 5 %. In the chi-square test, the time and concentration axes were divided into 30 intervals, 

and the breakthrough curves are shown in Fig.3. 

--cal.(ensemble average) 

--obs. 

o 50000 100000 150000 200000 
Time ( sec) 

Fig. 3. Calculated and observed time series of the vertically averaged 

concentration curves. 
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The calculated curve agrees well with the depth averaged measurements, which reveals that the 

applied procedure is valid for the evaluation of heterogeneous aquifer properties. Fig.4 shows an 

example of a calculated field. The integral scales of this field are Lx=74.S2 cm and Ly=S8.63 cm. 

Fig.5 shows the plume for the field of the best parameters which are obtained by the numerical 

simulation of an instantaneous line injection of tracer. The central part of the plume (Y=lOO"'300 

cm ) flows faster than the upper and lower regions where the plumes remain longer. This property 

agrees with the field observation. It also shows that the present procedure is applicable method for 

evaluation of the heterogeneous aquifer. 
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Fig. 4. Example of a calculated field (a",=200 cm2, ayy=lOO cm2, ao=0.03). 

The fluctuation of k is tolerant and integral scale of log k distribution is 

relatively large. 

The macroscopic dispersion coefficient in the longitudinal direction can be calculated from the 

time series of the tracer concentration at the observation well. At first, in order to calculate the 

variance a / as a function of time, the following equation is applied. 

(6) 

where C(t) is the concentration at time t, t is the central time of the concentration distribution. 

Then, a / can be converted to a/by, 

(7) 

where x is the distance from the injection well to the observation well. Finally, DL can be 

calculated by. 

(8) 
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For the ensemble averaged calculated breakthrough curves, DL =5.36 cm2 S·l was obtained, whereas, 

DL =5.12 cm2 S·l is obtained for the measurements by Ptak and Teutsch [1]. 
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Fig. S. Tracer movement in the calculated field shown in Fig. 4. The central part 

of the plume flows faster than the upper and lower regions when the plume 

remain longer. 

CONCLUSIONS 

In order to evaluate the convection and dispersive characteristics of the groundwater, it is 

important to know the distribution hydraulic conductivity. The procedure to evaluate 

autoregressive parameters developed here gives reasonable results. The following conclusions can 

be deduced from the present study. (1) The center part of the plume flows faster than upper and 

lower boundary plume, as can be seen in the tracer movement in the calculated field. (2) The 

integral scales of the calculated field are Lx=74.52 cm and Ly=58.63 cm. (3) The computed DL 

shows good agreement with the analytically derived DL from observation. 
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Evaluation of In-situ Air Permeability Test for Designing of Soil 

Vapor Extraction. 

Keisaku Yasumoto and lunichi Kawabata 

Kajima Technical Rcsearch Institute 

ABSfRACf. Soil vapor extraction is a conunonly used method tor removing volatile organic 
compounds(VOq from the vadoze 7..one. Rational designing method is, however, not established due to the 
difficulty in evaluating in-situ characteristics of air permeability and of volatility quantitatively. The authors 
conducted in-situ air permeability tests in a unsaturated ground to develop a practical method of in-situ air 
permeability test for designing and to obtain knowledge on air permeability in unsaturated ground The 
negative pressure distnbution was investigated in the ground surrounding of an extraction well. Non-Darcy's 
high pressure range is clearly observed in the vicinity of the extraction well even under commonly used 
conditions, which shows that the ellicient area by soil vapor extraction strongly depends on the size and 
negative pressure values in this area. Radius of intluence(the area which negative pressure is observed) and air 
permeability are rationally evaluated through theoretical analyses based on Darcy's law. The drop of Carbon 
dioxide(C02) in the ground with time is clearly observed, which is considered to be a valid index for 
evaluating vapor extraction eOCcI. Those new evaluation methods for in-situ air permeability test should be 
eftCctive and useful tor rational designing of soil vapor extraction method 

key wonts: In-situ test, Soil vapor extraction, Air permeability, Radius of Influence, Unsaturated ground 

INTRODUCfION 

Volatile organic compounds such as trichloroethylene(TCE) and tetrachloroethylene (PCE) is one of the main 
contaminants in the ground. Those contaminants have been tound at tactory areas of chemical and electrical 
industries, laundry tacilities etc. It now comes to be a serious social problem. Soil vapor extraction method is 

one of the eftCctive remediation methods tor the volatile organic compounds in vadoze zone(Fig.l). Rational 
designing method is, however, not established due to the difficulty in evaluating in-situ characteristics of air 
permeability and volatility quantitatively. It was attempted to evaluate air permeability of unsaturated soil (1 J. 
But the number of studies based on in-situ air permeability test is very limited. The authors, theretore, 
attempted to evaluate air permeability of unsaturated ground through in-situ air permeability tests in an 
unsaturated ground which consists mainly of loam. Negative pressure and CO2 concentration distribution in 
the ground were measured with time during extraction air by vacuue pump from a extraction well. 

Clean-u 

Volatile Organic 
Compounds 

Ground Water Level 

------~-
Fig.l Soil Vapor Extraction Method 
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IN-SITU AIR PERMEABILITY TEST (pART 1) 

Fig.2 shows outline of in-situ air permeability test 

and soil profile of the ground. In generaL CO2 

concentration in the ground tends to be higher than 

that in the air (about 400 ppm) due to activities of 

microbes in the ground [2] . In this ground, CO2 

concentration measured in the monitoring wells were 

between 9,000 and 21,000 ppm, which were higher 

than that in the air by about two digits. In the test, 

negative pressure occurred in the unsaturated zone by 

an air extraction through vacuum pump installed in 

the extraction well G-l (at an initial vacuum pressure 

Po of approximately 75 kPa and vacuum air volume 
Q of approximately 1.4 m'/min.). Then, negative 

pressures and CO2 concentration were measured with 

time in monitoring wells G-2 through 6 (F=50 mm) 
located at distances r of 1.25, 2.5, 5.0, 7.5, and 10.0 m 

from the extraction well. 
Fig.2 shows change of the vacuum air volume Q 

and vacuum pressure Po with time, as measured in 
the extraction well. It is shown that the vacuum air 

volume Q increases with time, while Podccreases. 
Fig.4 shows change of the induced negative pressure 

Pi with time measured at each monitoring well. 
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Fig,2 Outline of In-situ Air Permeahility Test 

and Soil Profile 

Similar to the values of vacuum air volume Q shown in Fig.3, the induced negative pressure Pi also increases 
with time. Furthermore, measurement data tClr time t of 0.5 hours, 4 hours, and 17 hours were rearranged 
based on Fig.4 to derive the relationship between the distance r from the extraction well and the induced 

negative pressure P~ as shown in Fig.5. It can be seen that the radius of influence R of induced negative 
pressure P in the ground expand as the vacuum air volume Q increases. Furthermore, the radius of influence R 

deviates from the theoretical straight line drawn based on Darcy's law lor larger values of the vamum air volume 
Q in a vicinity of the extraction welL and the values falling non-Darcy range increases with time. On the other 

hand, the radius of influence R obtained by extraJX)lating the theoretical straight line drawn based on Darcy's 
law was approximately 15 m. 

.. 06 
100 Of 0-

.>< - e - G-2( , -1 2500) n 0.5 c .. G-3(,=2 S.) 
80 ~ 

a. 
. - G-. ( ' =5 0.) 

'" ~ 0,4 - e - G-5( , -7 5_) 
60 

.., :> - + - G-6( ,-10.) ~ II> 

'" II> 0,3 
'" ., - e c ... 

40 ., 
0-

~ 0 ,:/ ., 
20~ > .;:; 

0. 1 ,... .. 

50 ;-------------------------~ 

c 

'iii 40 , ..... /' P o 
~ : .... 
a 3.0 i / .. ::.. ... ~--'L---Q--
~ v: :> 2.0 : 
'0 : 
> ' 
... 10 

.......... 

'" 0> 

0 !. 
., 
z 

5 10 15 
TIme (hr ) 

Fig.3 Q and Po with Time Fig.4 P; with Time 



395 

~ 0.5 r---------;==========::::J..--" 
.>< • 0=1. 1 '/.in( t =O.Shr ) a: 0.4 f--- -..----j . 0 =2 .•• '/.,n( t =lhr ) 

• 0 =2.a.'/.in( t =17hr) ~ o.~ Non-Darcy ranee 
:> • .. Table 1 Inlrinsic PermcabiJi.y (em' ) .. 
~ 0.2 f-----"'-"" 

a. 

Darcy ran,e 

• Hodel A Hodel B 

~ 0.11---=_ ;;::-- ' ~-=:::::,~~;;;;.;.;,;~~ __ ... Q=l.4I11)/lllin 2.13xlO- 7 1.35x 10- 7 ... 
~ b~~;;;;~~~~~~~~:!~~~ Z' 0.0 

::0: 151 10 
Q=2.lml /llin 2.20x 10- 7 1.57x 10- 7 

Distance from the Extraction ell r (m) Q=2.8111/llin 1.21xlO- 7 9.08x 10- 8 

Fig.S Relationship r and Pi 

Table 1 shows results of calculation for lhe degree of air permeability k of the test ground based on Darcy's 
law shown in Fig. 4 based on the tollowing equalion (1) and (2) [3,4], 

(1) 

(2) 

where Q is vacuum air volume (m31 min.), k is intrinsic permeability (m1, 11 is viscosity coefficient, H is 
thickness of lhe unsaturated layer (m), Po is vacuum pressure al the extraclion well (kpa), P.." is atmospheric 
pressure (kpa), R is radius of intluence (m), ro is radius of the extraction well, L: length of a stcreen in the 
extraction well (m). Equation(l) is based on the three-dimensional radial-flow theory applied to a point in the 
ground, which takes into consideration viscosity and compressibility of the air(see Model A of Fig.6). 
Equation(2) is based on the theory of a partial-penetration well which takes into consideration viscosity and 
compressibility of the air. (See Model B of Fig.6). 
All calculated air intrinsic permeability k of the unsaturated test ground consisting mainly of loam were 
around 10-7 cm2, regardless of the increase in Q. Theretore. it can be sunnised that the increase in vapor 
extraction elfect(Q, R) was due to enlargement of the non-Darcy range. The enlargement of the non-Darcy 
range, on the other hand, is believed to be caused by pass ways tormed in the porous medium which produces 
high-negative-pressure zone in a vicinity of the extraction well. 
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Fig.7 shows change of ground CO2 concentration with 

time, measured at each monitoring well. It can be seen 

that ground CO2 concentration in the monitoring wells 

in a vicinity of the extraction well drops rapidly after 

vapor extral.'tion starts. Ground CO2 concentration in 

the monitoring wells away from the extraction well 

drops gradually after the extraction starts. Theretore, it 

was confirmed from ground CO2 concentration change 

with time that values of vacuum air volume Q and 

radius of intluence R increases with time. The results 

indicate that ground CO2 concentration can be used fur 

evaluation of the extraction ell'cet of the soil vapor 

extraction method 
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IN-SITU AIR PERMEABILIlY TEST (pART 2: Con6nnation ofthe Radius ofInOuence) 

For confirmation of the radius of influence R, which obtained by extrapolating the theoretical straight line 

drawn based on Darcy's law, additional monitoring wells G-7 and 8 were located at distances r of 12.5 and 15 

m from the extraction well G-l. 

Fig.8 shows change of the vacuum air volume Q and vacuum pressure Po with time as measured at the 

extraction well. Vacuum air volume Q increases immediately after the extraction starts, thereafter, keeps the 

nearly same value at the end of the first test (PARTl). The vacuum pressure Po also decreases rapidly, 

thereafter, keeps the nearly same value at the end of the first test (PARTl). 

Fig.9 shows change of the induced negative pressure Pi with time, as measured in each monitoring well. The 

induced negative pressure Pi increases immediately, similar to the vacuum air volume Q and vacuum pressure 

Po in Fig.8, after the extraction stars, and keeps the nearly same value at the end of the first test (PARTl) 

thereafter. This cause is surmised that pass ways formed in the porous medium produced in the first test 

(PARTl) are not easily recovered 
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Based on Fig.9, measured data tex time t of Ihour, 4houres, and 37 hours were rearranged to derive the 

relationship between the distance r from extraction well and the induced negative pressure P~ as shown in 

Fig. 10. The data measured in the monitoring well G-7 and 8 located at a distance of 12.5 and 15m from thc 

extraction well G-l was on the theoretical straight line drawn based on Darcy's law. Therc1()re, it was 

confirmed the validity about the radius of intluence R obtained based on Darcy'S law. 

Fig. 11 shows change of ground CO2 concentration with time, measured in each monitoring well. Similar to 

the first test (PARTl), ground CO2 concentration in the monitoring wells in a vicinity of the extraction well 

drops rapidly alter the extraction starts. Ground CO2 concentration in the monitoring weUs away Irom the 
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extraction well drops gradually after the extraction starts, specially, the drop speed of Ground CO2 

concentration in the monitoring well G-7 and 8, which, located at a distance of 12.S and ISm from the 
extraction well G-1 was very slow. Thererore, it was also confirmed the validity about the radius of intluence 
R obtained based on Darcy's law, through Ground CO2 concentration in the monitoring wells with time 
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The tollowing conclusions are obtained through a series of in-situ air permeability tests perlOrmed in an 
unsaturated ground, which mainly consists of loam. 
When negative pressure is induced in an unsaturated ground by a vacuum extraction under well used 
conditions in actual remediation, two ranges are observed within the radius of influence R. The pressure 
distnbution in the range that's relatively far from an extraction well, indicates that the air flow in that range 
seems to be the Darcy's flow. On the other hand, the air flow in the vicinity of an extraction well seems to be 

the Non-Darcy's flow. The area of Non-Darcy's range is relatively large if we compare it to that of 
groundwater flow. 
The extraction effect (pressure lowering area) corresponds to area sizes of the non-Darcy range and to its 
enlargement with time. This enlargement with time is to be caused by pass ways automatically formed in the 
porous medium, which produces high permeability zone and then high-negative-pressure zone in this range. 
It is possible to apply the theory of Darcy's Law to evaluating the radius of intluence R if negative pressure 
distnbution in the ground of Darcy's range is actually measured 
Ground CO2 concentration decreases in the area that the air is removed and replaced by flesh air outside of 
ground The lowering area of COzconcentration is useful as an index to evaluate the effect of the soil vapor 
extraction method 
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ABSTRACT: A tool for determining the hydraulic conductivity, flow direction and flow rate in 
discontinuous rock mass is presented using heat for tracing these processes. A borehole was heated 
by warm water injection and the cooling process was afterwards monitored using a 3D fibre-optic 
temperature monitoring device. The applied temperature measurement device shows an accuracy of 
0.05K. Using an heat-exchanger-model the monitored temperature effects are linked to hydraulical 
parameters of the discontinuous rock mass. The results obtained are further compared to results of 
RQD and pressure head measurements. 

key words: Fluid logging, Hydraulic conductivity, Flow rate, Discontinuous rock mass 

INTRODUCTION 

During the past years geotechnical engineering engaged more and more in projects related to energy 
production. The Hot-Dry-Rock method (HDR), Compressed Air Energy Storage projects (CAES) or 
nuclear waste deposit projects necessary the joint work with geotechnical engineers for solving these 
tasks. Within these projects the following tasks may occur [1J: 

• temperature monitoring of structures; 
• determination of heating processes; 
• monitoring of the temporal development of temperature fields; 
• determination of qualitative and quantitative parameters in discontinuous rock mass; and 
• monitoring of mechanical and thermal stress. 

Information of the spatial distribution and temporal development of heat migration in the subsurface 
enables determination of performance parameters and possible hazard caused by such structures. 

The subsurface in Japan consists mainly of either continuous or discontinuous rock mass. Therefore 
the determination of subsurface parameters is sometimes very complicated. Information of direction 
and connectivity of water conducting zones in discontinuous rock mass is expensive and sometimes 
unsatisfying. Within this presentation we will show an enhancement of the classical fluid logging 
method introduced by Chang [2J. 

The presented method uses heat for tracing flow-processes inside and around a borehole. A numerical 
tool is used for computing geohydraulical parameters from the temperature measurement. The data 
is compared to data obtained by standard measurement. 

DESCRIPTION OF THE CLASSICAL FLUID LOGGING METHOD 

Chang introduced the fluid logging method for quantification of fluid flow in discontinuous rock mass 
in 1990 [2J. Here the temporal development of electric conductivity of a borehole fluid is used for 
determining flow into the borehole. According to the natural/initial conditions the electric conduc­
tivity profile of a borehole is changed. This is facilitated by installing an injection tube inside the 
borehole. Then a fluid with a higher, respectively lower, electric conductivity than the natural electric 
conductivity of the borehole is injected. Afterwards the reclamation process of the natural electric 
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conductivity profile is monitored. A quantification of inflow by separate depth levels is possible, if 
the total inflow into the borehole is known. The spatial amount of measurement data versus depth as 
well as versus the horizontal profile section is limited by the size of the applied sensors. Therefore it 
is not possible to determine the inflow direction. The obtained information profile is sampled with a 
vertical resolution of 1 - 2m. 

FIG . !. Experimental Setup. 

DESCRIPTION OF THERMAL FLUID-LOGGING 

Thermal Fluid Logging is carried out using basically the same experimental steps, but heat instead of 
electric conductivity is monitored for tracing flow processes inside and around a borehole. The temper­
ature is measured by distributed intrinsic fibre-optic temperature measurement technique. Therefore 
a fibre cable is attached to the outside surface of the injection tube. The fibre-cable is installed in two 
loops, whereas each half loop side is attached strictly vertical along the injection tubing. Each full 
loop lies in one plane which are intersecting each other at an angle of 90° (see also Figure 1). Thus 
the vertical temperature profile inside the borehole is measured four times, one time on each side of 
the injection tube. This enables a 3D-measurement of temperature processes inside a borehole. This 
setup could be applied to boreholes with a maximum depth of lkm and a spatial distribution of up 
to 0.25m. The accuracy of.temperature measurement is () = ±0.05K. 

NUMERICAL TOOL 

The numerical tool for computing flow direction, flow rate and hydraulic fracture conductivity is 
described in detail in [1] . 

Determination of flow direction. For a water filled borehole in a rock formation the temperature 
(T) is given by: 

T= f(x,y,z) (1) 

Here heat transfer is governed by three separate mechanisms: (1) heat conduction (QFoTmation) in the 
formation matrix, (2) heat migration by the fluid phase QFluidPhase), and (3) heat exchange between 
the two phases, which is depending on the temperature difference. For very short heating periods (1) 
and (3) become very small. Thus we can write: 
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(2) 

According to Bernoulli's law and Q = >'alJT the balance of heat migration due to fluid flow at the X,Y,z 
section of the borehole for short periods of time can be written as: 

. oh . oh . oh {)T {)T {)T 
Q- + Q- + Q- = >.- + >.- + >.- = 0 ox oy oz ox oy oz (3) 

With lack of vertical flow (r;; = 0) and for ox = oy = oda we can write Eq. 2 as: 

(4) 

Determination of influx. The temperature variation along a borehole profile during fluid logging arises 
because of: 

(1) heat transfer due to inflow into the borehole, 
(2) time dependent convection within the borehole, 
(3) heat transfer between the formation and the annulus of the borehole, and 
(4) heat transfer between the injection tubing and the annulus of the borehole. 

(5) 

The heat transport inside the borehole takes place in either direction between formation and borehole 
fluid as well as between the fluid in the injection line and the fluid in the annulus. This results in a heat 
exchanger [3], [4J. The heat losses are given by the heat exchange between annulus and formation and 
are equal to the heat efficiency. As the heat efficiency is expected to be constant, the considered case 
corresponds to a quasi-stationary case [5J . The function BI(t) is defining the heat transfer coefficient 
from formation to annulus [5J: 

(6) 
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EXPERIMENTAL SETUP 

The experimental setup is shown in Figure 1. A 201.3m deep borehole with an inner diameter of 
7.6cm was drilled in crystalline rock. The subsurface consisted mainly of Gneiss. The borehole was 
drilled with a vertical inclination of Ideg. 

A PVC-injection tube with an outside diameter of 4.3cm was installed inside the borehole for the 
experiment. The injected water flows down this tubing to the bottom of the borehole. Using this 
system, a constant flow of hot or cold water from the bottom of the borehole can be created as shown 
in Figure 1. The injected water flows downwards in the injection tubing, out the tubing bottom and 
subsequently moves upwards through the annulus between the tube and the well. 

The experiment was carried out in the following steps (see Figure 1): 

(1) The injection tubing is installed and the initial thermal equilibrium is monitored. 
(2) Warm water is injected into the borehole until a new thermal equilibrium is reached. 
(3) The change in temperature after cessation of injection (here-ford the recovery phase) is moni­

tored. Here the "influx-fractures" show as crater like decreases in the graph of the temperature 
distribution versus time and depth. 

The experiment is finished when the initial thermal equilibrium is re-established. 

Temperature data. The measurement data is sown in Figure 3. The temperature measurement was 
carried out with a spatial resolution of 0.5m. The temperature resolution of the fibre optic measure­
ment system is 9 = 0.05K. The temperature was continuously monitored with a time interval of 
2608ec. 

RESULTS 

Influx. The mathematical routine and computation algorithm of the influx rate is described in [1]. 
The computed data is shown in Figure 2. The plot of the computed influx rate can be divided into 
two sections. The duration of section one is 200min minutes. It starts immediately after the warm 
water injection is turned off. During this time the well was pumped to enable the hydraulic gradient 
for the influx into the borehole. Within the first 200min during the recovery phase the influx into the 
borehole decreases from 65~ to 9~. Section 2 represents the final state in which the influx decreases 
to 8~ which is shown in Figure 2. 

Hydraulic conductivity. An average (over the whole profile) hydraulic conductivity estimate of 
1. 7 x 10-5 c~ was obtained from the thermal fluid logging experiment. 

The conductivity was also determined applying constant-head injection tests [7] (see also Figure 4). 
The average hydraulic conductivity was determined to be 1.8 x 10-5 c~ with this method. The finest 
vertical resolution for this measurement method was 3m. 

Due to the very high spatial distribution of the temperature measurements, the spatial resolution of 
the computed hydraulic conductivity was also very high. Influx zones can be located within 1m. When 
these results are compared to the results of standard measurement systems, the data correspond to 
~he RQD measurement, as well as to the conductivity. The same zones of higher conductivity have 
been determined within both standard and thermal approaches. 

From the temperature data, the influx direction was determined as shown in Figure 5. 

In Table 1, a summary of the results shown in Figure 4 and Figure 5 is shown. In total, 17 levels 
with an influx of Q ~ 0.031/8 have been found. These levels supply 17.5% of the total influx of 
8~. The remaining 82:'5% result from influx zones with an Q smaller than Q = 0.03~ and therefore 
not considered for localisation of influx zones and determination of influx direction. Four different 
direction zones can be differentiated (A,B,C,D). Zone A, (8 times, 0.67!); Zone B (4 times, 0.36~); 
Zone C (1 time, 0.13~); Zone D (3 times; 0.24~). A more generalised interpretation over main influx 
depth zones using Figure 5 delivers a main influx direction corresponding to Zone A from SSE-NNW. 
In the lower levels, mainly from a depth of 150m, the influx direction changes to East-West direction. 
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TABLE 1. Influx Direction of the Influx Zones with 17.5% Share of the Total Influx Rate. 

No. Z [m] QITl Direct. Direct. Zone 
1 76 0.06 SSE-NNW A 
2 93 0.05 S-N B 
3 101 0.13 W-E C 
4 103 0.04 SSE-NNW A 
5 107 0.09 SSE-NNW A 
6 109 0.13 E-W D 
7 110 0.15 SSE-NNW A 
8 116 0.21 S-N B 
9 117 0.10 SSE-NNW A 
10 123 0.10 SSE-NNW A 
II 130 0.04 E-W D 
12 131 0.07 E-W D 
13 142 0.05 SSE-NNW A 
14 143 0.05 SSE-NNW A 
15 145 0.03 SSE-NNW A 
16 163 0.07 S-N B 
17 172 0.03 S-N B 

Total: 1.40 (17.5%) 

CONCLUSION 

The presented experimental setup has the advantage, that a thermal condition inside a borehole is 
measured at once over the whole borehole profile without any thermal or hydraulical disturbance of 
the condition inside the borehole by the measurement technique. This enables a new procedure for 
investigation of geohydraulic parameters of discontinuous rock mass aquifers. 

The application of one fibre cable in twos loops attached to an injection tube enables a temperature 
measurement which shows good data accuracy and good time discretisation in order to determine 
the longitudinal and radial temperature processes inside a borehole during Thermal Fluid Logging 
experiment. 

Temperature effects can be linked to hydraulic parameters if this experimental setup is applied in con­
junction with a numerical tool. Flow direction, flow rate and hydraulic conductivity can be determined 
with respect to depth. The obtained data delivers a better information than standard measurement. 

By use of a heat tracer the quality of ground water is not effected. The heat impact on the subsurface 
is subsided within 48hours in maximum. This makes this type of setup specially suitable for the 
investigation of wells used for drinking water production. 
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ABSTRACT: Efficient management of groundwater systems depends primarily on adequate 
knowledge of its hydrogeologic parameters. Estimation of these spatially distributed hydrogeologic 
parameters in large aquifer systems often involves considerable amount of time and financial 
resources. These parameters are required for the groundwater system simulation to predict head 
behavior in the flow domain. Inverse modeling of the system helps us in the adequate assessment of 
these parameters for getting a meaningful system simulation. A new approach for parameter 
estimation of groundwater systems based upon genetic algorithm (GA) global optimization 
technique coupled with Galerkin's finite element (FEM) flow simulation model is presented. The 
developed inverse GA model is applied for Mahi Right Bank Canal (MRBC) command area aquifer 
to estimate optimal aquifer parameters hydraulic conductivity and net recharge in the flow domain. 
The results show that the computed head distribution using the estimated parameters from inverse 
modeling is closer to the observed head contours. The estimated parameters are in acceptable 
agreement with the results obtained from another inverse model developed from conventional 
optimization technique of Gauss-Newton-Marquardt method. The study concludes that the 
developed algorithm is useful for successful estimation of aquifer parameters in the case of large 
aquifer systems. 

KEY WORDS: Inverse modeling, parameter estimation, genetic algorithm, Gauss-Newton­
Marquardt method, hydraulic conductivity 

INTRODUCTION 

The problem of estimating aquifer parameters with the aid of a numerical model using limited 
geologic and hydrogeologic data is often referred to as inverse modeling. The fundamental benefit 
of inverse modeling is its ability to automatically calculate parameter distribution that produce the 
best fit between observed and simulated hydraulic heads and flows. Inverse modeling involves 
system simulation and optimization. Optimization algorithms of gradient, conjugate gradient, quasi 
Newton, Gauss-Newton, or modified Gauss-Newton methods are widely used for computing 
optimum parameters. Yeh (1986) and Sun (1994) have discussed relevant aspects of these inverse 
modeling techniques in greater detail. The solutions of these methods however, give local optimum 
due to ~e inherent non-convexity in many field problems. Consequently, there may be more than 
one optimal points in the solution domain and the obtained parameters may not be considered as the 
best solution. More importantly, the solution convergence of these methods depends on the initial 
guess values for the parameters. 

In this paper, we present application of genetic algorithm (GA) global optimization tool for 
estimating aquifer parameters. A particular advantage of the GA approach is its insensitivity for the 
initial guess of the parameters. It also doesn't require the calculation of derivative with respect to the 
estimated parameters, which is the primary source of numerical instability. The estimated 
parameters are used to simulate a flow domain by Galerkin's finite element formulation. The aquifer 
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domain is parameterized by zonation technique and weighted least squares function is used as 
objective function. In brief, genetic algorithm (GA) is a stochastic global search procedure based 
upon the concepts of natural selection and reproduction. It relies on the principles of "survival of the 
fittest" and "inheritance of the characteristics of the parent populations" and is able to search 
complex multimodal decision spaces. It can efficiently solve for non-convex functions which are 
difficult to tackle by many optimization methods (Goldberg, 1989). The optimal parameter estimates 
for the problem presented can be derived, by the following steps involved in GA evolutionary 
computation process. (1) Producing an initial population, (2) describing a coding scheme for all the 
variables, (3) running the flow simulation finite element model for all'the sets of variables, (4) 
computing the fitness function based upon the objective function, and (5) performing the 
computation with genetic operators. 

In the present study an initial population of parameters of specified values proportional to total 
string length is generated using random generator. Binary coding method is adopted to transform the 
parameters to a binary string of specific length. Each variable has its own length corresponding to 
the allowed minimum and maximum value of that parameter. The length of sub-string is determined 
according to the desired solution accuracy. By decoding the individuals in the population, the 
solution for each instance is determined. From this population the next generation is evolved by 
performing three distinct operations, namely reproduction (selection), crossover and mutation. 
Based upon the statistics of this population the next generation is reproduced following the 
stochastic roulette wheel method (Deb, 1998), which follows a bias law that assigns probabilities to 
the members of the population analogous to the statistics of the generation. This means that the 
weak solutions will be assigned small probabilities and the strong solutions (fittest) will be assigned 
high probabilities of existence in the next generation. In this way the next generation evolves where 
stronger solutions have survived and increased their presence. In the process of reproduction of new 
generation, the operations of crossover and mutation are performed. Single point crossover scheme 
is followed in our study, which states that with a specified probability of crossover, two members of 
population are randomly selected and are modified by exchanging the right part of their string at a 
randomly selected position. The probability of crossover determines whether or not crossover to be 
applied to a selected pair of parents. Finally, depending upon the probability of mutation zero and 
one of binary string are altered. After crossover and mutation the population takes its final form in 
the current generation. The values of objective function are determined by decoding the strings. 
These values express the fitness of the solutions of the current generation. The new population is 
used to generate another one and so on, yielding solutions that are more and more concentrated in 
the vicinity of global optimal. 

THE STUDY AREA 

The present study of MRBC command area situated in Kheda and Anand districts in Gujarat State, 
India (Fig. 1) covers an area of 2997 sq. Ian and is bounded by Shedi river in the north, Mahi river 
in the east and south and Alang drain in west direction. The MRBC command area lies between 
north latitudes 22° 26'- 22°55' and east longitudes 72° 49'- 73° 23' and climate of the area is arid to 
semi arid with an average rainfall of 823 mm. About 96% of rainfall occur in the monsoon season 
(June-Sept) and there is substantial variation in the monthly and annual rainfall. Detailed field 
investigations of the region were carried out by Gujarat Water Resources Development Corporation 
(GWRDC). Lithological cross sections of selected regions of the area have indicated the presence of 
a main water table aquifer consisting mostly of a mixture of gravel and sand which exhibits a large 
variation in the conductance properties. The applicable value of specific yield within the aquifer 
region is 0.15. Analysis of water table maps of the past few years suggested that the recharge to the 
aquifer from rainfall, canal seepage, and irrigation return flows exceeds the groundwater 
withdrawals from the region resulting in a steady rise of water table. For simulation purposes net 
annual recharge values over the area were considered. It is also assumed that in the present model 
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the average annual inflow is almost negligible compared to average annual outflow across the 
boundaries, which is computed by subtracting pumping withdrawals and aquifer storage from the 
net annual recharge. The no inflow assumption is justified for a continuously rising trend in the 
water level suggesting aquifer storage and outflows. 

INDIA 

MRBC COMMAND AREA 

Fig. l. Location map of the study area 

INVERSE MODELING 

The governing equation for the groundwater flow in the MRBC command area can be given as 

a { ah} a { ah} ah - k (h-ll)- + - k (h-ll)- +R = S -
Ox x Ox ay Y ay Yat 

(1) 

where h (x, y, t) is the hydraulic head (m), Sy is the specific yield, T\(x,y) is the elevation of aquifer 
bottom (m), kx and ky are the hydraulic conductivity values (mid) in the principal axes direction and 
R (x,y,t) is the net nodal recharge (mid). 

The initial and boundary conditions for the problem are given as, 
h (x,y,O) = H (x,y) for all x,y E 0 
h (x,y,t) = HR (x,y,t) for all x,y E 0 1 

(2) 
(3) 

where, H is the initial groundwater head (m) in the aquifer domain 0 and HR is the known head (m) 
along the Alang drain and the river boundaries 0 1• 

The solution of the above governing equation (Eq. I) is obtained by Galerkin's finite element 
approach. The study area is discretized into 171 nodes and 294 triangular elements (Fig. 2). Aquifer 
properties and applicable net recharge are assigned to each element of the domain. The resulting 
system of linear equations can be finally written in the matrix form as, 

(4) 
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where [G] is the conductance matrix contaimng hydraulic conductivity terms, [P] is the storage 
matrix with specific yield terms, ~t is the size of timestep, vector {Fd is the net flux at node L, 
{h'+A'} is the unknown head vector and {hI} is the known head vector at time t. The solution is then 
carried out iteratively and during each timestep the right hand side known vector and the 
conductance matrix is updated with the latest head values to take care of the transient nature of the 
problem. The objective function is weighted least squares function where the functional to be 
minimized is 

(5) 

subject to the lower and upper bounds of the parameters 

(6) 

where, hL,1 and hL,1 are computed and observed heads at observation well L and at time t, Ti is 
transmissivity at homogeneous zone I, M are number of transmissivity zones, L are number of 
observation wells, to and tf are beginning and ending times of observations, 1 and u are superscripts 

used to denote lower and upper bounds of parameters and WL,t is weighting factor. Presently all 

head observations are given equal weight (WL,t = 1). 

Estimation of Hydraulic Conductivity 

The field data of 1984 and 1985 is used for inverse modeling. The observation heads at 57 
observation wells in the aquifer domain are used in the present study. The net annual recharge 
(Table 1) during 1984-85 (June 1 sl to May 31 Sl) is estimated considering the rainfall, seepage from 
the main canals and distributaries, return flow from the canal irrigated areas and area irrigated by 
wells, groundwater draft and groundwater outflow. The net annual recharge is estimated using the 
norms provided by Groundwater Resources Estimation Committee, Ministry of Irrigation (1984, 
1997). 

TABLE 1. Net annual groundwater rechar~e p984- 85~ in MCM 

Year Rainfall Seepage Seepage Return Return Ground Ground Aquifer storage or 
from from flow flow Water water Net recharge 
main distribut- from from extraction outflow (1)+(2)+(3)+(4)+(5) 

canal and aries canal well -(6)-(7) 
branches irrisation irrisation 

~ll ~2l Pl ~4l ~5l ~6l Fl ~8l 
1984- 299.89 48.69 127.67 722.24 32.22 214.79 401.60 614.32 

85 

The MRBC aquifer domain is parameterized into 10 zones (Fig. 3) based upon the geological 
mapping, topography and prior information on parameters. The hydraulic conductivity of various 
zones is estimated using developed inverse model. The range for the parameters is chosen as 20 to 
200 mid. String length for each parameter is taken as 8 bits resulting in a total string length 80 bits. 
The initial population and maximum number of generations are considered as 75 and 600 
respectively after a number of trial runs. The crossover and mutation probabilities are varied from 
0.65 to 0.75 and 0.01 to 0.015, respectively. Largely, the parameters estimated for various zones 
agree with the weighted average hydraulic conductivity (W AHC) values from practical 
considerations (Table 2). Disagreement in hydraulic conductivity values estimated for zone 4 and 8 
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can be attributed to the following reasons: (1) Lack of adequate and reliable quantity of observation 
head data in the region zone 8. (2) Head at the observation well in these zones may be more 
sensitive to the aquifer recharge as compared to zonal hydraulic conductivity. It is observed that 
heads computed by using the parameters (Fig. 4) estimated by inverse modeling are closer to 
observed heads except in the eastern region of Zone 8. 

TABLE 2. Estimated hydraulic conductivity (mId) 

Zone No. 1 2 3 4 5 
WARC 77.130 33.289 27.381 61.222 98.195 

GA 84.941 29.882 23.529 87.765 81.412 
GNM 98.186 46.476 23.888 77.883 71.117 

Zone No. 6 7 8 9 10 
WARC 38.713 55.122 69.304 137.692 62.844 

GA 37.647 57.412 20.706 148.471 55.294 
GNM 31.455 40.631 21.946 131.151 47.452 

WAHe = I: {(Hydraulic conductivity of element) (element area)}/ (Zone area) 

Fig. 2. Zonation pattern 

Estimation of Zonal Recharge 

• ObservatioD weDs 
No. of aodes: 171 
No. of elemeatl: 294 

Fig. 3. Finite element discretization of 
the study area 

The zonal recharges (Table 3) are also estimated by inverse modeling. It is observed that the 
estimated net annual recharge by inverse modeling is closer to the estimated annual recharge from 
the field data considering the inflows and outflows of the aquifer region. From the estimated zonal 
recharges, the net annual recharge in the aquifer domain is computed as 

No.ofzones 

L {(Zonalrecharge) (Zonal area} x 365} 
i=l 

Thus, the estimated net annual recharge by inverse modeling is 685.93 MCM (GA approach) and 
688.45 MCM (GNM method). These values are in close agreement with the estimated net annual 
recharge (614.32 MCM) based upon the mass balance approach considering the various inflow and 
outflow data collected from the field. Further, the computed head distributions using the zonal 
recharges estimated by inverse modeling are in acceptable agreement with the observed head 
contours (Fig.5). 
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TABLE 3. Estimated zonal recharge (10.5 mId) 

o 
o 
o 
N 

Zone No. 

GA 
GNM 

Zone No. 
GA 

GNM 

1 2 
25.490 62.373 
29.486 64.901 

6 7 
77.275 68.706 
81.752 65.895 

- Computed head 
--- Observed head 

0 0 12000 24000 36000 48000 60000 72000 °0 

Fig. 4. Comparison of computed head using 
estimated hydraulic conductivity and observed head 

CONCLUSION 

3 4 5 
69.824 97.765 35.922 
71.619 96.073 33.773 

8 9 10 
96.275 15.804 5.373 
89.727 17.835 5.000 

Fig. S. Comparison of computed head using 
estimated zonal recharge and observed head 

The study concludes the utility of genetic algorithm global optimization model for aquifer parameter 
estimation. The developed algorithm is useful for inverse modeling of regional aquifers, which is an 
important step towards real system simulation and effective management of groundwater resources. 
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Mathematical Modeling of Groundwater Flow and 
RadionucIide Transport in Heterogeneous Aquifer 
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ABSTRACT. Atomic Energy of Canada Limited carried out a series of tracer tests in the Twin 
Lake site, to study geologic heterogeneity on the aquifer dispersion properties. Moltyaner et al. [6] 
analyzed the heterogeneity in statistical terms as variability in the hydraulic conductivity. Their 
statistical results were used here to develop a geostatistical approach based on the correlation 
between observed hydraulic conductivity values. The geostatistical model assumes that the 
correlation strength of the values of hydraulic conductivities between any two locations depends 
on the distances between these locations, and is expressed as an exponential function. Numerically, 
a matrix decomposition method is used. The groundwater flow field is calculated by 
three-dimensional finite element method using the realized spatial distribution of hydraulic 
conductivity that is calculated by the geostatistical model. The flow simulation results are used as 
input into the transport computer code, which in turn is used to simulate the tracer breakthrough 
curves at different observation wells. A random walk method is used for the radionuclide transport 
simulation. The simulated tracer plumes of tracer tests explain favorably the experimental tracer 
plumes. The simulations showed that the correlation length of the geostatistical model is a key 
parameter that characterizes the heterogeneous flow field, and the value of 5m in the flow 
direction and O.5m in the direction perpendicular to the flow is obtained through the geostatistical 
analysis. The heterogeneous flow field in this aquifer is adequately characterized by the statistical 
spatial distribution of hydraulic conductivity based on the geostatistical model. 

KEY WORDS: geostatistical model, spatial variability, correlation length, radionuclide transport 

INTRODUCTION 

Safety assessment of a radioactive waste disposal use models to predict a long-term performance 
of the disposal system. It is important that assessing models are applied with a satisfactory level of 
confidence. Therefore, an energetic effort is directed towards the validation of safety assessment 
models. As a part of this effort, Atomic Energy of Canada Limited carried out a series of tracer 
tests in the Twin Lake site, to investigate experimentally the geologic heterogeneity and field-scale 
dispersion, and to collect data for developing and evaluating groundwater flow and transport 
models. The tests showed that the complicated movements of tracer plume were due to the 
heterogeneity of the aquifer. The movements were attributed to the spatial variability of 
groundwater flow velocity caused by the spatial variability of the hydraulic conductivity. The main 
objective of the reported study is to describe the spatial variability of the hydraulic conductivity 
and, subsequently, the tracer plume motion by means of geostatistical modeling. The procedure 
used here and the geostatistical modeling is discussed in this paper. 

TWIN LAKE TRACER TEST 

The detailed description of the natural gradient tracer tests in the Twin Lake aquifer can be found 
in Killey et al. [1]. Let us use here some of the reported experimental results including the position 
coordinates of boreholes, the hydraulic heads, tracer concentrations and hydraulic conductivities, 
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estimated from gravimetric analyses of continuous cores, extracted at 86 borehole locations. The 
tracer tests have revealed that the 1\vin Lake aquifer has a heterogeneous structure in itself. The 
statistical analysis of the heterogeneous structure gives the mean of log hydraulic conductivity of 
-1.68 and the variance of 0.014. The 1\vin Lake aquifer is illustrated in Fig. I along a vertical cross 
section drawn through the tracer injection well. The longitudinal extent of the modeled domain is 
130m starting from the edge of the 1\vin Lake. The horizontal width is 14m with this vertical 
section as symmetrical plane. The 1\vin Lake aquifer are consists of the lower fluvial sand deposits 
and the upper less silty sand deposits. This gives main reason for dividing the 1\vin Lake aquifer 
into two zones; the upper zone of a low permeability near the water table and the lower zone of a 
high permeability through which active transport took place. The replenishment in the aquifer is 
recharged through precipitation and seepage from the 1\vin Lake. The groundwater flow in the 
lower zone of the aquifer is almost horizontal. 

160 
Well No. 

20W3S 
30W5S 10 

~dw.ler table 
155 

Direction of Dow 
+--

140 ..-o!l 

LO :xxxxxx><XX 
135 

-80 -60 

..r~, 

Bedrock 

-40 -20 

~ 

nd surface 

Twin Lake 
1.5S u 

-'"~ 
TL-25 Upper zone 

Tracer injection well • Lower zone 

... ~ ~ ~ l 

x 
:X>:X> L 

o 20 40 60 80 
Distance from injection well (m) 

Fig.1 Vertical cross-section of Twin Lake aquifer. Thick lines show model boundaries. lOWS1.5S, 20W3S 
and 30W5S indicate the name of observation wells. 

MATHEMATICAL MODEL 

It seems that the complicated movement of tracer plume in the experimental results depends on a 
spatial variability of the hydraulic conductivity. Therefore, in order to characterize the spatial 
variability of the hydraulic conductivity, we assume that the correlation strength of the values of 
hydraulic conductivities between any two locations depends on the distances between these 
locations, and is expressed as an exponential function. And we also assume that the spatial 
distribution of the hydraulic conductivity can be approximated by using a lognormal distribution 
and a correlation length scale, which obtained from a geostatistical analysis of measured data of 
hydraulic conductivities. The field of correlated conductivities is generated numerically with 
conditioning upon the measured data of the hydraulic conductivities at 86 points. For the generated 
field of the hydraulic conductivities, the groundwater flow equation is solved numerically by the 
finite element method. The same discretized elements are also used in the random walk method to 
estimate the tracer concentration. The matrix decomposition method [2] is used for generating the 
lognormally distributed values of hydraulic conductivity k. The k can be transformed to the normal 
distribution Y, i.e. Y = 10glO k. The values of Yare estimated from 

Y=L'E+V (1) 

in which v is the averaged values of Y,E is a vector N [0,1] (Le., normally distributed around 
zero with a standard deviation of I), and L is defined in terms of the covariant matrix A. 

(2) 

Equation (1) represents the generated process because the mean is given by 

E[Y] = LE[E] + V= V (3) 
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and the covariance is given by following equation using the expected value E. 

E[(Y - v)(Y - V)T] = LE[eeT]LT = aT = A (4) 

The exponential fonn of the covariance matrix A 

(5) 

is assumed in which q2 is the variance of Y. A. • A. and A. indicate the components of the 
directional correlation length. flxij' fly ij and k jj • lhe comPonents of the distance between 
element i and j. x. y and z direction denote the flow direction and the horizontal and vertical 
direction perpendicular to the flow. respectively. Thus. the spatial variations of hydraulic 
conductivity can be obtained from Eq. (1) by decomposing the matrix A. If the value Yj of element 
i is known. we can obtain Ej by following equation; 

i-I 

Ej = (1'; - v - L LjjE j ) / Ljj 

j=l 

(6) 

And then. by replacement between originalE. and newEj obtained by Eq. (6). the value Yj of 
element i is restricted to the measured value. I 

To simulate the groundwater flow. the basic equations are derived from the Darcy's low and the 
mass conservation of fluid. The groundwater flow in the Twin Lake aquifer will be analyzed by 
using numerical code. 3D-SEEP [3]. which is a three-dimensional finite element code simulating 
the saturated-unsaturated groundwater flow. The tracer transport will be analyzed by the 
advection-dispersion equation with the random walk method. Uffink [4] give the principles of the 
random walk model. 

SIMULATING PROCEDURE 

The about 108000 elements are used in the simulation. The smallest element in the center part of 
the area has dimensions of 0.2m in the flow direction (x) and horizontal direction perpendicular to 
the flow (y) and O.lm in vertical direction (z). The process of simulation consists of four steps. In 
the first step. we generate the spatial distribution of hydraulic conductivity by using the random 
field generator. In the second step. the groundwater flow velocity field is calculated for the 
generated hydraulic conductivity field and the simulated hydraulic head is compared with the 
observed one. At this stage. we verify that the error of hydraulic head in comparison with the 
observed one is well within 5%. In the third step. the tracer transport simulation is perfonned for 
the calculated velocities. We simulate 30 cases for different realizations of the random field and 
summed up each result of transport calculation in order to avoid the singularity of random number. 
In the last step. the simulated tracer breakthrough curves are compared with the experimental ones 
and the error between observed and simulated values is estimated at 86 monitoring wells. 
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Fig. 2 Variogram of the flow direction (a) and horizontal and vertical direction perpendicular to the 
flow (b) based on Killey et al. [1) by dashed lines and calculated by the model by solid lines ( A. x =5.0m, 
Az =0.5m, q; =0.014, q; =0.01). 
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To generate the spatial distribution of hydraulic conductivity, the geostatistical model requires the 
correlation length, mean value and variance. These parameters (except for the correlation length) 
were obtained by statistical analysis based on the data from Killey et al. [1]. The correlation length 
is found by fitting the theoretical variogram of the hydraulic conductivity to the experimental 
variogram. The directional variograms of log value of hydraulic conductivity are shown in Fig. 2 
by dashed lines. The solid lines in this figure show the calculated values obtained from the model, 
which uses Eq. (5) and a relation between the covariance C(h) and variogram r(h) , i.e. 
r(h) = C(O) - C(h) where h is a vector of distance and C(O) means the variance. The correlation 
length for each direction can be estimated from curve fitting. The estimated values, A. =5.Om, 
A. =0.5m,(1~=0.014,(12=0.01, suggests the correlation in the horizontal direction is stronger than 
that in the vertical one~ Based on the estimated correlation length, calibration was performed by 
changing the correlation length. For the upper zone, there were few data to use for a statistical 
analysis of hydraulic conductivity from the investigations. Therefore, the values of the statistical 
parameter were determined by fitting to a simulated head distribution in the upper zone. 

For the groundwater flow calculation, upstream and downstream boundaries were restricted to the 
measured pressure head, and for the top and the bottom of boundaries the flow was set to zero. For 
the transport calculation, the accuracy of the random walk model is influenced by the maximum 
fraction of the element dimension in which particles are allowed to move within a time step and 
also by the number of particles. Appropriate values for the fraction of the grid dimension are 1/5 to 
1/10 [5]. Thus, a time step of 0.01 day was used. The transport simulation with the random walk 
model by using 68,000 particles was applied to one case of generation of the spatial distribution of 
hydraulic conductivity. The dispersivities of longitudinal and transverse direction were determined 
to be 0.02m, O.OOlm, respectively, from Moltyaner et al. [6,7]. 

RESULTS 

The best-fitted parameters of log hydraulic conductivity are summarized in Table 1. The vertical 
correlation length is in general agreement with the one obtained by Moltyaner et al. [8] and Dagan 
et al. [9]. Also, other parameters are almost same as the ones obtained by Killey et al. [1]. The 
difference among the three directional correlation lengths indicates the anisotropy of this aquifer. 
The statistical property of the parameters in the horizontal and vertical direction perpendicular to 
the flow is assumed same in this simulation. 

Figure 3 shows one example of three-dimensional realization of the spatial distribution of hydraulic 
conductivity (x component) calculated by the geostatistical model in the Twin Lake aquifer. Main transport 
area (lower zone) is only displayed in this figure. Also, Fig. 4 shows the results of the numerical 
analysis on (a) the observed concentration distribution, (b) the concentration distribution simulated 
at 4.44, 13.39 and 25.16 days after tracer injection. The illustrations of tracer movements are given 
for the relative tracer concentration. The different shading represent the variation of the tracer 
concentration, i.e. the darker the shading, the larger the value of concentration. A good agreement 
of the observations and calculation is obtained, although some differences appear with elapsed 
time. The differences seem to arise from the non-uniform injection of the tracer. The initial 

Table 1 Input parameters for generation of the spatial distribution of log hydraulic conductivity k in 
cm/sec. The x, y and z direction denotes the flow direction, horizontal and vertical direction perpendicular 
to the flow, respectively. 

Parameter 
Mean of logk in x direction mx 

Variance of logk in x direction a; 
Mean of logk in y, z direction my, mz 

Variance of logk in y, z direction a:, a; 
Correlation length in x direction It x (m) 

Correlation length in y, z direction It" It, (m) 

Upper zone 

-2.000 

0.014 

-3.400 

0.010 

5.0 

0.5 

Lower zone 
-1.680 

0.014 

-1.990 

0.010 

5.0 

0.5 
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Fig. 3 One example of 3D realization of the spatia) distribution of hydraulic conductivity k",,(x 
component). The correlation lengthAy= 5.0m is assumed. Main transport area (lower zone) is only 
displayed. 
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dimension of injected tracer plume was estimated from the breakthrough curves measured at a well 
located 2 m downstream from the injection point. Figure 4(c) is the vertical cross section of 
three-dimensional realization of the hydraulic conductivity field shown in Fig. 3 along center plane. 
Highly permeable parts in the aquifer are described by the white color. Anisotropy of the 
correlation length is clear from the spatial distribution of hydraulic conductivity illustrated, i.e. 
there is a strong correlation between flow parameter values in the horizontal direction and a weak 
correlation in the vertical direction. 

The simulated results reproduce not only the microscopic heterogeneity of flow parameter caused 
by that of sandy materials, but also the macroscopic one caused by layered heterogeneity. Thus, the 
geostatistical model conditioned by observed data is a useful tool for describing the layered 
structure. From the realized hydraulic conductivity field, one can expect that the tracer move in the 
permeable layers selectively, showing a fingering, due to the complicated spatial variation of 
hydraulic conductivity. These results indicate that the geostatistical model used here adequately 
characterizes the aquifer heterogeneity. 

CONCLUSION 

For realizing numerical simulation of the radionuclide transport in a heterogeneous aquifer, the 
spatial distribution of the hydraulic conductivity has important task for groundwater engineer. In 
this work, a model based on the geostatistical analysis· was developed and applied to the 1\vin 
Lake aquifer, and then the usefulness of the model is evaluated. It is concluded that the simulated 
tracer plumes of the 1\vin Lake tracer test explain favorably with the experimental tracer plumes. 
The simulated results may put to endorse the experimental results at the 1\vin Lake tracer test, and 
the geostatistical model adequately describes the heterogeneity of aquifer. The correlation length 
between the values of hydraulic conductivities is suggested an important parameter for 
characterizing heterogeneity. The correlation length of 5m in flow direction follows a tendency of 
observed results in the spatial concentration of the tracer plume. The anisotropy of the correlation 
length is manifested in validity of the variogram analysis; the correlation in the horizontal 
direction is found to be stronger than that in the vertical one. The anisotropy was realized in the 
simulated distribution of the hydraulic conductivity. 
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Investigation of the Accuracy of Numerical Modelling of 
Seepage through Variably Saturated Soils 
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Abstract. A numerical model is presented for the solution of flow in variably saturated porous 
media (single-phase, isothermal fluid flow), assuming continuity of flow between unsaturated 
and saturated soil zones. It allows for continuous variation of the hydraulic properties as a 
function of the pressure head using real soil data taken from relevant literature [12] and takes 
into account hydraulic property hysteresis. Numerical results compared with experimental 
results found in the literature [12], show the significant impact of ignoring hysteresis in 
numerical analyses of seepage. Moreover, a linear type model for hysteresis is shown to produce 
satisfactory results, despite its simplicity. 

Key words: Variably saturated soil, Numerical modelling, Hysteresis of the hydraulic 
properties, Transient analyses 

INTRODUCTION 

Unsaturated soil zone in isothermal state affects significantly the movement of water in the 
hydrologic cycle. Mathematically, flow in an unsaturated-saturated soil system is described by 
non-linear differential equations. Thus, for many interesting problems, including cyclic wetting 
and drying of a soil due to seasonal variations, numerical methods may offer the only possible 
solution. The assessment of the performance of these numerical models is, therefore, of primary 
importance for reliable numerical predictions. 

The non-linearity of the equations is due to the strong non-linearity of the coefficients 
representing the hydraulic properties of the soil. These can vary within several orders of 
magnitude for the same soil, often non-monotonically (storage capacity coefficient). Moreover, 
their variation with suction in the unsaturated zone is hysteretic, depending on the drying and 
wetting history to which the soil was subjected. There is therefore, one curve for a drying process 
and another one for a wetting process for both the soil water characteristic curve and the 
unsaturated hydraulic conductivity curve. The forms of the functions for wetting and drying are 
similar and can therefore be fitted by the same form of mathematical equation. For several cycles 
of wetting and drying, scanning curves between the two main wetting and drying curves also need 
to be calculated. 

The amount of experimental work needed for the knowledge of the re-wetting re-drying scanning 
curves when two or more wetting-drying circles are involved, is rather prohibitive. For this reason, 
several empirical/mathematical models for the scanning curve description have been proposed in 
the literature. They are often classified into two categories, namely the independent domain 
models and dependent domain models, based on the assumptions that they involve. Thus, the 
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independent domain method (e.g. [1] and [2]) is based on the assumptions that the draining or 
filling of each pore of the domain is produced independently of the surrounding pores state and 
that the water volume difference between the empty and the filled state of each pore is 
independent of the pressure head. Only the pore geometry determines the drying and wetting 
characteristics of each pore. Conversely, the dependent domain models (e.g. [3] and [4]) include a 
domain dependence factor, such that the draining and wetting of each pore be dependent on the 
state of the neighbouring pores. 

Extensive research has been carried out by soil scientists, agricultural engineers and hydrologists, 
in order to provide hysteresis models. Conversely, geotechnical engineers tend to neglect such 
phenomena. They normally use single-valued functions in numerical simulations, on the ground 
that this is supposed to be sufficient for engineering purposes. Nevertheless, recent research has 
shown that hydraulic property hysteresis may also be of relevance for geotechnical applications 
(e.g. hysteresis was observed for compacted clay-liner soils [5]; the impact of hydraulic property 
hysteresis on the mechanical behaviour of unsaturated soils was also reported [6] etc.). 

The writers have developed finite element seepage software in which several proposed models 
for soil water characteristic curve hysteresis were implemented. The present paper attempts to 
point at the importance of considering hydraulic property hysteresis in seepage analyses. This is 
shown through comparisons between experimental results found in the literature and those 
obtained by the writers' program when a simple linear hysteresis model was used. 

DESCRIPTION OF THE NUMERICAL MODEL 

Governing equation. The basic equation governing flow of water through the soil is: 

(1) 

where h is the total head, \jI is the pressure head and K,.(\jI), 1(,.(\jI) and K,.(\jI) the hydraulic 
conductivities in the x, y and z directions respectively. Ss is the elastic storage coefficient; ~ is 
equal to 1 for fully saturated conditions and 0 for unsaturated conditions and C{\jI) is the 
moisture capacity coefficient. For the derivation of Eqn (1) flow was assumed to obey Darcy's 
law in both saturated and unsaturated zones. 

To describe the form of the moisture retention (i.e. soil water characteristic) and hydraulic 
conductivity curves versus pressure head, the following expressions have been adopted: 

Al 
0(",) = (0. - 0,.) + 0,. 

AI+lrp'i"' 
(2) 

(3) 

In Eqn (2) 9 is the volumetric water content and 9s and 9, stand for the saturated and residual 
volumetric content respectively; Al and nl are fitting parameters. In Eqn (3) K. is the saturated 
hydraulic conductivity coefficient, /) is an empirical constant estimated as 3 by Averjanov [7] and 

3.5 by Irmay [8] and e the normalised volumetric water content, defined as e=( 0- 0,.)/(1- 0,.). 
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The specific moisture capacity tenn C( "')= afJ( "') is obtained by differentiation of (2). a", 
The method used herein to model soil water characteristic curve hysteresis (Le. hysteresis of the 
volumetric water content versus suction curve) is the so called linear method. According to this 
method, the scanning curves are modelled as straight lines spanning between the main drying 
and wetting curves (see e.g. [9]). For this method the knowledge of the, main wetting and the 
main drying curves is necessary. Where no experimental scanning curves are provided at all, the 
scanning curve slope may be chosen arbitrarily, with the only constraint that it is less than the 
slope of the main curves at intersection [10). Note that hysteresis of the hydraulic conductivity 
curve is not considered here, since the hysteresis of the K(9) curve (Eqn. (3)) is usually 
supposed to be negligible [II]. 

NUMERICAL ANALYSES 

Geometry, material properties and boundary conditions. To check the importance of 
hysteresis, we used experimental results found in [12] for one-dimensional flow in a soil 
column with variable boundary conditions (causing alternating drying and wetting of the porous 
medium). The material used in [12] was a medium sand of density equal to 1.64 gr/cml, 9. = 
0.359,9,=0.02 and K.= 0.106 cm/s. In Eqn. (2), A.=12xI06 and n.=5.82 for the drying curve 
and A.=780 and n.=3 for the wetting curve. The height of the column was 34cm. The initial and 
boundary conditions were the following: 

ah 
t=O, Oc~34cm, h=17.6cm; ~O, z=34cm, -= 0 az 
t= I min, z=Ocm, h=I1.8cm; t=2min, z=Ocm, h=5cm; t=2.5minS~14min, z=Ocm, h=Ocm; 
t=15min, z=Ocm, h=12cm; t=15.5minSt~4min, z=Ocm, h=17.6cm; 
t=25min, z=Ocm, h=8.5cm; ~26min, z=Ocm, h=Ocm (4) 

To find the slope of the scanning lines spanning between the main curves, scanning curves 
obtained experimentally by Abrishm:ni [12] were used. 

Results and discussion. Due to space limitations and for the sake of clarity, only some 
indicative numerical results will be presented here. The numerical results for the first drainage 
(using the drying curve of the medium) show satisfactory agreement with the experimental 
results (Fig. I (a)). This is not the case when the main drying curve is used to simulate the 
subsequent re-wetting of the soil and then the first re-drying that follows it (i.e. when no 
hysteresis is accounted for and a single-valued 9(",) function is assumed), where the results tend 
to show faster rates of evolution than those found from the experimental results. Conversely, 
when hysteresis is considered the results are in better agreement with the experimental results 
(Fig. 1 (b)-(c)). It should be noted that the available experimental results were relevant to 
shallow water tables. The relative effect of hysteresis when modelling deep water table 
movement is yet to be assessed. One could also point out that this hysteresis model ignores 
defonnation of the soil. Moreover, it could be argued that the representation of the scanning 
curves by straight lines is not the most faithful one. Concerning the latter point it was, 
nevertheless, shown [10] that more sophisticated hysteresis models (e.g. [13]) did not necessary 
provide a good representation of the scanning lines either, and that, additionally, some of them 
(e.g. [14]), presented a 'pumping effect' (i.e. a decrease in the predicted soil-water contents 
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during the initial pressure fluctuations until some stable water content configuration is reached) 
which is an aberration of the numerical algorithm, rather than a real property of the soils. 
Conversely, the linear model was found to be free of pumping effects [10]. 

CONCLUSION 

The results have shown the inability of a model based on single-valued functions (e.g. use of 
one of the main curves throughout the cyclic soil re-wetting and re-drying process) to simulate 
reversible boundary condition problems. This finding points at the importance of including 
hysteretic behaviour of the medium in models of flow through variably saturated soils. The 
linear hysteresis model used in this paper to simulate soil water characteristic curve hysteresis, 
was shown to reproduce satisfactorily experimental results of seepage, despite the fact that it is 
very crude (such that it might not represent the shape of the curves very faithfully). Its use in 
numerical models of seepage could therefore be advantageous, due to its simplicity, the reduced 
computer memory requirements and especially, due to the fact that it requires minimal 
experimental data to be formulated. 
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ABSTRACf. Based on the damage effect of waves induced seepage flow, the stability of 
protective blocks on sloping breakwater is investigated through calculation and analysis by finite 
element method (FEM). Combining types of breakwaters and high tide level with waves in the 
southeast coastal area of China, the calculating flow field data were obtained and analyzed to give a 
formula depicting the size of blocks for local stability on sloping breakwater. The formula was 
verified by experimental data in wind-wave flume and compared with the usual formula of Hudson. 

KEY WORDS: sea dike; structural type; seepage flow; stability analysis; wave attack 

INTRODUCTION 

The sea dikes and breakwaters were destroyed mainly by waves attack. So the earlier and most 
studies were carried out experimentally with wave flumes to obtain empirical formulas for the local 
stability of rubble or concrete blocks of revetment is only considering the wave forces outside the 
dike [1,2]. In this paper the instantaneous varying external wave attack and the induced seepage 
flow field inside the dike are considered. 

STABILITY ANALYSIS OF RUBBLE MOUND OR BLOCKS UNDER SEEPAGE ACTION 

If the induced seepage field by wave action is known, the stability of individual block can be 
analyzed as shown in Fig.1. The direction of seepage flow acting on a certain rubble makes an angle 
IX. with the horizontal line and the seepage gradient J. For a unit volume of block on the slope, its 
buoyant unit weight is 1 '\1 and the seepage force acting on the unit volume is 1J. Thereby two 
cases of damage, i.e. rubble sliding downward along slope and tipping out normal to slope can be 
analyzed by writing the equilibrium equation of forces as shown in Fig.1. The derived equations for 
critical seepage gradient of damage referred to [(3) p.465] can be cited here as follows. 

ForslidingdownJ _ y;(tantp-tanp)cosp (1) 
y[cos(P -a)+sin(p -a)tantp] 

F t" t J y;(l+tantptanp)cosP (2) or Ippmg ou - --'--''-'-----'--'-"'----'---
y.[sin(p -a) - cos(P -a)tantp] 

From the instantaneous seepage flow induced by 
wave, it can be seen that the direction of seepage 
flow in a mild slope is approximately along the 
slope, IX =13 ,then Eq.(I) can be simplified to F1g.1 Sketch for the stability ofrubb1e mound breakwater 
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J - !.L(tan cp - tan (3)cos (3 
y (3) 

The steeper the slope, the flatter the instantaneous seepage flow direction nearby the slope. that is, 
approximatelya=O. Thus, Eq. (1) is simplified to 

J _h. tancp-tan(3 
y 1+ tancptan(3 (4) 

Because the permissible gradient calculated by this equation is slightly smaller than that from Eq. 
(3), it can be taken as the basis for discussion and calculation of the size of stable rubble. 

For a steep or vertical sea dike, the possibility of the rubble tipping out by seepage flow should be 
checked. Supposing that the direction of seepage is horizontal, i.e.,a =0, Eq.(2) can be simplified to 

J _ y; .1+tancptan(3 

y tan (3 - tancp 
(5) 

The above mentioned equations are suitable for all kinds of individual rubble, concrete block, 
gabion, and soil mass. But there are differences in unit weight and friction coefficient of materials. 

Now by use of seepage flow field the calculation for the stability of individual rubble can be 
performed. Assuming the water head loss of the seepage flow passing through a distance of rubble 
thickness or its size d is h, then J=h/d. Expressing it by the specific weight of rubble s=y,!r, since 
the submerged unit weight y']=(y',-'Y)=(s-l)y, then stable size of individual rubble against sliding 
and tipping out from Eq. (1) and Eq. (5), can be obtained respectively. 

For sliding down 

For tipping out 

d ~ h(1 + tancp tan (3) 
(s -1)(tan cp - tan (3) 

d ~ h(tan (3 - tancp) 
(s -1)(1 + tancp tan (3) 

(6) 

(7) 

CALCUIATION OF SEEPAGE FIELD AND DETERMINING WATER HEAD h 

Now, the key problem is how to determine the acting water head h induced by wave action in each 
of the equations mentioned above. According to the wave parameters of southeast of China and 
using computer program UNSST2 of FEM [4], the seepage field distributions induced by wave 
action these types of sea dike were computed and the results at wave run up to crest and down to 
trough were analyzed. Shown in Fig.3 is one set of computing result for sloping sea dike. The wave 
pressure distribution on the slope is the experimental data from model test in wave flume under 
wave parameters of wave height H=2.3m, wave period T=6s, wave run up from high tidal stage 
6.9m to crest elevation 1O.Om and down to wave trough elevation 5.8m after 3s. The total drop is 
4.2m, and the total head over downstream level is 10.0-4.0=6.0m. In Fig. 3(b), it may be seen that 
there is a local stroke zone with the maximum intensity nearly and below the static water level in a 
range of 1/3 wave height, wherein the maximum difference between these two sets of equi-potential 
lines (up to wave crest and down to wave trough) is 75%-48%=27% of the total head, i.e. head 
difference 1.62m. This seepage head variation acts with impact and suction alternately just in slope. 
Supposing this seepage head dissipates gradually in the same linear manner as the wave drop down 
from crest to trough along the slope. Then taking the wave stroke center at elevation of 6.5m as the 
check point for damage, which accounts a proportion to the total drop 4.2m by a fraction (10.0-
6.5)/4.2=0.83, its residual seepage head should be 0.17 x 1.62=0.275m. Which equals to 0.12 times 
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of the wave height H=2.3m. By comparison of several sets of computing seepage field for sloping, 
vertical and composite types of dikes, the results are listed in Table 1. Thereby we may take 
h=O.I2H and substitute into above equations. For instance, Eq. (6) for sliding down becomes 

d 2: 0.12H (1 + tan II' tan tJ) (8) 
(s -1)(tanlp - tan tJ) 

Tabl 1 °d e Resl ual seepage head induced by wave for different dikes 
Wave height Run up Total head Difference of Residual Structural type H(m) R H-H total head % seeoa2e head h 

Sloping type 2.3 3.10 6.0 27 
1.04 2.17 7.54 10 

The berm type 2.04 2.30 5.2 28 
Vertical wall type 2.37 3.11 6.0 30 

Fig. 3(8) Wave pressure distribution over slope sea dike 
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Fig. 3(b) Seepage field distribution and slid circle of slope sea dike under wave action 

FORMULA COMPARISON AND VERIFICATION BY MODEL TEST DATA 

The Hudson formula is used and expressed in rubble weight Wor diameter d as follows 

h/H 

0.120 
0.123 
0.117 
0.122 

W ~ Y. H 3 d 2: K"H 
K (s _1)3 c tan fJ or (s -1)(c tan tJY/3 (9) 

Here K is a stability factor, for round and smooth rubble K=2.1-2.6, for angular and rough rubble 
K=2.8-3.5, for rubble set in row K = 4.8-5.5 and for special artificial blocks K=7-13. K' is a 
coefficient, and for round and smooth rubble K'= 1, for angular rubble K'=0.9, for rubble set in row 
K'= 0.75, and for concrete block K'=0.5. Since the variation of volume from sphere to cube is 7C /6 
-1, the relation of the rubble weight and its size may be taken as W=(0.75d3)y .. 

A practical breakwater design may be discussed here, i.e. the breakwater of the Sines Harbor in 
Japan. Its slope is 1:2, and the Dolos artificial special block with a weight of 42 t is adopted, whose 
specific weight s = 2.5, and stability factor K = 8.73, the wave height H1f3 =9.5m. According to the 
calculation by the Hudson formula the breakwater should be stable, but it collapsed under the wind 
wave action on Feb. 26. 1978 [5]. Using Eq. (8), we have d = 3.18m, weight W= 0.75d3Ys=0.75 x 
(3.18)3 x 2.5=60 t for IP=40", showing that the original block weight of 42 t adopted for the Sines 
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Harbor is unsafe. If !p=42°, then, d = 2.76m, W=39 t, the adopted weight 42 t is safe. Thereby the 
value of !P selected is important which depends on shape, size and arrangement of blocks on slope. 

Now some wave test data of special block revetments are used to seek reversely the friction 
coefficient tancp or the angle of repose !P of the special blocks under critical stable state so that Eq. 
(8) can be used to check the block size d or weight W in design. The test data are from model tests 
of the breakwater of the Zhenhai harbor in Zhejiang Province. The breakwater has a wide platform, 
both its upper and lower slopes being 1:2. Comparative test for stability was carried out with three 
kinds of blocks. Tests were conducted in a wind wave flume with a model on a scale of 1: 20, the 
specific weight of block s=yJy=2.35. These test data are analyzed. First the block weights (tons) 
affIrmed as the critical stable state in tests are listed in Table 2. Through inverse calculation the 
angle cp in the present formula and the stability factor K in the Hudson formula are obtained. 

Table 2 An21e of repose !p and stability factor K of the special block under critical stable state 
Wave height 4-le2 square hollow block I-block Nut-sha ed block 

H.(mf 2.2{t) 3.O(t) 1.84(t) 2.3(t) 1.85-2.2{t) 2.5-3.O(t) 

3.48 !p=42.6 !P=43.5 3.48 !P=43.5 -42.6 
K=9.15 K=10.94 K=10.88-9.15 

3.86 !P=42.6 !p=44" q>=43.6" -42.6" 
K=9.16 K=11.94 K=10.99-9.16 

From the analysis of the experimental data for stability of different revetment blocks the values of 
friction angle !P a lot of are given in Table 3 for reference in design. 

A comparison of Eq.(8) in this paper with the Hudson formula Eq.(9) shows that the angle of repose 
of revetment material corresponds to the stability factor K, however, the meaning of angle <P is very 
clear but that of K is rather ambiguous. The K value determined by experiments varies greatly, e.g., 
the Technical Specifications for Harbor Engineering established by the Ministry of 
Communications of P. R. China gives K=24 for I-block and K=14 for 4-leg square hollow block; Yu 
(1987) suggested that K=22-25 for I-block; Iwagaki (1987) proposed K=13.6 for the 4-leg square 
hollow block; indicating that some questions exist in the application of the Hudson formula and 
further comparative study is needed. 

Table 3 An21e of repose ell -values in formula (8) for blocks on breakwater 
Internal friction angleell of 

Wave pattern Stone block 4-leg squarehollow I-blocks Nut-shaped blocks 
(size>IOcm) blocks 

ell ell K ell K ell K 
Irregular waves 38° -40° 41° -43° 7-10 42° -44° 8-12 42° -44° 8-12 
Regular waves 39° -42° 42° -44° 8-12 43° -45° 10-15 44° -45° 12-15 
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ABSTRACT. In-situ measurement of subsurface temperature (temperature prospecting) has been 
developed as a method of groundwater-vein surveying. However, the usual method is labour intensive 
and the temporal resolution is poor, so we could never obtain sequential data of the temperature 
distribution. Continuous observation of the temperature distribution (i.e. distribution of the preferential 
flow-path) using fiber-optic temperature sensor is reported in this paper. High temperature regions 
indicate the groundwater pathway. And the intensity of its signature was found to show slight 
fluctuations. These signatures may be associated with the fluctuations of the preferential flow-path of 
groundwater, indicate the dynamic state of groundwater flow, and provide new parameters for the 
temperature prospecting method. 

KEY WORDS: preferential flow-paths, groundwater flow, fiber-optic temperature sensor, subsurface 
temperature 

EXPERIMENTAL FACILITIES 

At frrst, we looked for a test site which satisfied following conditions; easy installation and maintenance, 
existing boreholes for peripheral groundwater monitoring, and presence of at least one preferential flow­
path. Basing on the classification oflandform and results of pilot field investigations, the region between 
the 18.2 km post (length = 200 m) of the left bank of Abukuma River, Fukushima Prefecture was selected 
for the test site. 
A fiber-Optic Temperature Sensor (hereafter, it will be referred as FTR) was used in order to obtain 
temporal variation of subsurface temperature distribution. 
A fiber-optic temperature sensor was placed underground (GL. minus 1.0 m and 0.5 m) near the foot of 
riverbank slope. Additional temperature observations were made with a thermistor sensor. A borehole 
for groundwater monitoring was also available in the test site. The configuration of experimental 
facilities is illustrated in Fig.l. 

C L 6Oc:m 
CL -lm 

grou ndwa ter ob •• rvahon 

Fibel~Optic (Tempuature Sen,or) 

Fig. 1. Configuration of experimental facilities. 
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OBSERVATIONAL RESULTS 

As the first tenn of test observation, the temperature distribution at the test site was monitored between 13 
February to 17 March 1999. Measurements were taken every 10 minutes on a l.0 m grid. The data are 
shown in Fig.2 as Position-Time display in order to grasp both temporal variation and spatial distribution 
easily. Based on the theory for the temperature prospecting, relatively high temperature in winter 
indicates a preferential flow-path for groundwater (groundwater-vein). 

~' l-. ---,._---------
°10 

Fig. 2. Position-Time display of corrected FTR temperature data observed at GL. -l.Om. The spatial 
distribution of temperature (color corded) is shown on the vertical axis, and temporal variation is shown on 
the horizontal axis. 

To emphasize high temperature region at GL.- 1.0 m, and the fine structure of the temperature distribution 
in it, this region has been replotted in Fig.3. The average temperature was calculated for every sampling 
time, and temperature difference between the average temperature and FTR data (=l::.T) are shown in 
Fig.3 by color code. So the colored regions in Fig.3 indicate relatively high temperature (at GL.- l.0 m) 
in comparison with the spatial average temperature. Two high temperature regions are seen at the test site. 
They probably represent the preferential flow-path along the abandoned channel of Surigami River. 
Although the positions of these high temperature regions are almost steady in this period, intensity of the 
signatures, namely temperature difference: l::.T, were found to be fluctuated in temporally. l::.T slightly 
increased around 28 February, decreased around at 7 March, and increased again around 13 March. 

I!.--_ ... _~"-"._--"~ •• ,,, •• ':. ...... ~ . 

,.. . ... 

- Date 1/Wr 

Fig. 3. Same as Fig.2, but for emphasized FTR data. 

CONCLUSION 

Data from fiber-optic temperature sensor (FTR) indicate preferential flow-paths for groundwater as regions 
of relatively high temperature. The intensity of this signature showed slight fluctuations. These 
fluctuations may reflect fluctuations of the preferential flow-path for groundwater, and further research 
may link these with the dynamic state of groundwater flow. 
After this, comparative study of temporal variation of temperature obtained at different depth (G.L. - 0.5m, 
- l.Om) will be carried out. Results of the study will arrow us to know vertical distribution of temperature, 
and characteristics of temperature disturbance propagation in shallow subsurface region. They are 
expected to be new parameters for groundwater-vein surveying. 
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ABSTRACT. This paper discusses a history of ground subsidence in the Noubi plains, which is one of 
the largest zero-meter areas in Japan, based on the past data on groundwater level and ground subsidence. 
Noubi plains span across the three Prefectures in the central Japan, namely Aichi, Gifu and Mie; they are 
alluvial plains located in downstream of the Kiso, Nagara, Ibi, and Syounai Rivers, with an area totalling 
about 1,485 km2 Results of analyses on correlation between the groundwater level and ground compaction 
revealed that after the groundwater levels turned for the rise, a decrease of 0.6 mm was observed in the 
monthly ground compaction for every 1.0 m of rise in the monthly average groundwater level. Thus, it is 
important to keep seasonal changes in groundwater level at a minimum in order to prevent ground subsidence, 
at the same time promoting the recovery of groundwater level. 

KEY WORDS: Noubi plains, observation well, ground subsidence, ground compaction, groundwater 
levels, the results ofleveling survey 

CORRELATIONBETWEENTHEGROUNDWATERLEVELSANDGROUND 

COMPACTION 

Figs. I and 2 show the correlation between the monthly averages of groundwater level and monthly ground 
compaction measured at the 50-m and 150-m wells, respectively. The positive values of monthly ground 
compaction shown along the Y-axis indicate contraction, and vice versa the negative values indicate 
expansion. 

The monthly average groundwater level ofthe 50-m well was above Tokyo Peil (standard mean sea level of 
Tokyo Bay; T. P) -20 rn, and monthly ground compactions were less than 5 mm. When the monthly average 
groundwater level rose above T. P -15 rn, monthly ground compaction began to diminish. 

In the 150-m welL monthly ground compaction was 17 mm when the monthly average groundwater level 
was the lowest (at T. P -33 m). In the range of monthly groundwater levels between T. P -33 m and T. P -15 
rn, ground compaction decreased along with the rise in groundwater level. Ground compaction diminished 
when the monthly average groundwater level rose above T. P -15 rn, as in the case of the 50-m well. 

For clarification of correlations for the 150-m well, scatter diagrams were prepared separately based on 
measurement data taken in 1979 or earlier and in 1980 or later, since the correlations differ for the monthly 
groundwater levels below and above about T. P -15 m. Relationship between the monthly average 
groundwater level and monthly ground compaction was approximated for each case by linear regression. 
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The linear regression line for the years before 1979 has a slant of -0.6 mmlm, which indicates that for every 
rise of 1.0 m in the monthly average groundwater leveL the monthly ground compaction could be reduced for 
0.6 mm. Correlation fitctor (R~ decreased after 1980, when the relationship between the groundwater level 
and ground compaction became dispersive. In other words, monthly ground compaction was below 2 mm 
but dispersive for monthly groundwater levels above T. P. -15 m, which indicates that the groundwater level is 
no longer a decisive factor that induces ground compaction. 
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Fig. 1. Com:Iation between the Moothly Average Groundwater Level and Moothly Ground Compaction Measured at 
the 5O-m Well ofMatsunaka Observation well 
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Fig. 2. ConeIation between the Moothly Average Groundwater Level and Moothly Ground Compaction Measured at 
the 15O-m Well ofMatsunaka Observation well 
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Abstract. Prior to 1970, groundwater was pumped from shallow aquifers, and in 1958, the 
pumping rate was only 1 X 104m3/d in Jining City. At present, water quantity and quality of 
shallow aquifers can not meet the water demands, so groundwater is being pumped from a deep 
aquifer and the rate is about 21.06 X 104m3/d in 1996. The groundwater level is dropping, the 
shallow groundwater is seriously polluted and land subsidence is developing. So it is very 
important to analyze the influence factors pertinent to sustainable groundwater development in 
Jining City. There are many relevant factors, but they can be divided into two kinds: natural 
factors and artificial factors. This paper elucidates the main factors relevant to Jining City and 
suggests some fundamental actions to remedy the situation that has arisen. 

Key words. influence factors, sustainable groundwater pumping, Jining City, the natural 
factors, the artificial factors 

INTRODUCTION 

Jining City is located in the southwest of Shandong Province, China. The long-term average 
precipitation is 700mm. There are two aquifers, one shallow and unconfined, the other deep 
and confmed, and there is a relatively steady aquitard between these two aquifers. At present, 
groundwater is pumped from deep confined aquifer and supplied for industrial users and 
domestic users. In Jining City, groundwater overdraft has influenced present day sustainable 
social and economic development. There are many factors affecting sustainable groundwater 
development in Jining City. But, in general term, these can be classed as either natural, or 
artificial. The natural factors mainly include groundwater quantity and quality and load-bearing 
capacity of the environment. The artificial factors mainly include development of science and 
technology, over-population and groundwater pumping rate, and the water management system. 

ANALYSIS OF MAIN INFLUENCE FACTORS 

Groundwater quantity and quality. For sustainable groundwater development, the 
principle that "actual rate of pumping of groundwater should be less than allowable withdrawal 
of groundwater" should be followed. In any given certain place, the allowable groundwater 
withdrawal rate is relatively steady. If the allowable withdrawal is greater than demand, 
sustainable groundwater development will be easily implemented. 

Load-bearing capacity of environment. The load-bearing capacity of the environment 
directly affects groundwater sustainable development and utilization. For some water source 
fields, where the environment is fragile, groundwater withdrawal must be strictly controlled, or 
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measures such as artificial recharge must be adopted. At the beginning of the groundwater 
exploitation in this area roughly the 1950s and 1960s, the level of the groundwater in the deep 
confined aquifer was higher than that in the shallow unconfined aquifer, and the confmed water 
quality was very good. With the development of industry and agriculture in Jining city, 
however, the withdrawal of groundwater was increased, especially of deep confined water, 
which caused the groundwater level of the deep confined aquifer to became much lower than 
that of the shallow unconfined aquifer. Furthermore, wastewater was directly discharged to 
surface water, and this polluted the shallow unconfined aquifer. There is leakage between the 
shallow unconfined aquifer and the deep confined aquifer. So the environment of deep 
confined water is fragile and its quality is becoming worse. The hardness and content of total 
dissolved solids (TDS) are increasing. So pumping of the confined aquifer must be strictly 
controlled. Otherwise the groundwater will be further polluted. 

Population and groundwater pumping. The population of Jining City is increasing rapidly. 
It was less then 4x 104 in 1949, but it was 29.59x I 04 in 1992. The rate of increase is about 7755 
per year, which means, if the trend continuous, that it will be 65x 104 in 2000. So the domestic 
use of groundwater will also increase. In Jining City, domestic use of groundwater accounts for 
15% of total groundwater pumping. The quantity of groundwater used for domestic was about 
3 .44x 104m3/d in 1995. The influences of population on groundwater resources and 
environment concern both population quantity and population "quality". 

SUGGESTIONS AND CONCLUSIONS 

According to the analysis of main influence factors of sustainable groundwater development in 
Jining City, all influence factors are important. While the natural factors are not easily 
controlled, the artificial factors, especially population, groundwater pumping rates can be easier 
controlled. In order to implement sustainable groundwater development in Jining City, 
Shandong Province, we should bring every positive factor into play and control every negative 
factor in the process of groundwater development. The concrete measurements, possible 
include engineering measures and management measures. The engineering measures, such as 
artificial recharge of groundwater in north of Jining City, establishment of a wastewater 
treatment plant and joint use of surface water and groundwater, should be adopted as soon as 
possible. At the same time, management measures, such as optimal allocation of groundwater 
resources, analysis of influence factors of sustainable groundwater development, management 
of water utilization and water demand, should be emphasized in the process of groundwater 
development. 
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Construction of an Integral Monitoring System for Contaminated Groundwater 
Resources in the Municipal Area of Glauchau Using a Ground Water Model 
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ABSTRACT: The city of Glauchau was a traditional centre of textile and chemical industry. Most 
of the enterprises are closed down. Nowadays ground water investigations indicate a chlorinated 
organic hydrocarbon aquifer contamination. The contamination treatment is very complicated due to 
the difficult interaction between soft rock and hard rock aquifers. For an integral assessment of 
contamination sites and for investigation of the geohydraulic interactions between the soft rock and 
hard rock aquifer, a 3D ground water model was generated. Using this model the contaminant 
migration between the soft rock aquifer was identified. A performance analysation for different de­
contamination treatments was compiled and the migration paths of the contaminats were identified. 

KEYWORDS: ground water contamination, modelling, municipal area 

INTRODUCTION 

The city Glauchau is located in the western Saxony and was a traditional centre of textile and 
chemical industry. The most industrial enterprises have been closed down during the past years. For 
the further development of these territories the investors urgently need safety for planning. So it is 
necessary to predict the migration of industrial contaminants (especially clorinated organic 
hydrocarbons) into aquifers and to treat contaminated water and/or soiL The protection of 
groundwater against degradation is also of great importance for Glauchau because the local drinking 
water supply bases on these resources. For this reason the following tasks need to be solved: 

• Treatment of contaminated sites by optimal use of the financial ressources; 
• Establishment of an economically balanced relationship between local water supply and supplying 

water resources from outside. 

The previous investigations showed: the identification of point source contaminations, the derivation 
of an effective aquifer restoration and the definition of priorities are quit difficult and did therefore 
not lead to success. Interactions between soft and hard rock aquifer as far as very different pumping 
rates during the last fourty years entail a complicated groundwater flow and quality dynamics. 
Therefore an integral assessment of contaminated sites according to the Saxon method catalogue 
was tackled including the application of a ground water modeL 

AREA OF INVESTIGATIONS 

From the regional geological point of view the research area is located in the north and north-west 
edge of the surrounding Qfthe Ore Mountains not far from the transition zone to the Saxon Granulit 
Mountains. The most important factor of the hydrogeolical situation is the interaction of the deep 
hard rock aquifer of the Permian Mulsen layers with the Quaternary soft rock auqifers in the valleys 
of the rivers Mulde and Lungwitzbach. Quite impermeable Leukersdorf layers are located below the 
permeable Mulsen layers. The MUisen layers are represented by brittle and fractured conglomerates, 
sandstones and claystones. The upper zones of the Mulsen layers are weathered to clays. This 
horizon is an aquitard to the soft rock aquifer of the river valleys. The aquifer of the river valleys, 
represented by sands and gravels, has a thickness between 1 and 7m and is covered by alluvial loam. 
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The geological history is coined by numerous tectonic and volcanic events. The permeability of the 
Miilsen layers depends on location of this tectonical fractures. 

MODELLING 

The model was built using PCGEOFIM® [1]. For the construction of the model the following steps 
were executed: 

• Systematical recording of all informations about ground water quality and the hydrogeological 
situation, given by previous investigations to the treatment of contaminated sites in Glauchau and 
its surroundings; 

• Recording and evaluation of geological and hydrological data in public and privat archives 
(Geological Survey of Saxony, WISMUT uranium mining company etc.); 

• Development of an advanced geolocical model based on the increased knowledge especially 
about tectonical situation. 

The construction of a ground water model allows a three-dimensional simulation of ground water 
flow and a first assessment of mass transfer in the saturated zone. For this a commonly used 
numerical model for porous medium was adapted to the conditions of the hard rock aquifer. Using 
special pre-processing routines, the tectonical influenced zones were integrated into the model as 
channels of high water conductivity. Special pre-processing routines were designed in order to 
transfer the primary data into the data used for the ground water model. 

The following model scenarios were calculated: 

1. Simulation of the present ground water flow with the present pumping rate of the water works 
Niederlungwitz and permanent impact of chlorinated hydrocarbons from contaminated sites, 

2. Simulation of the ground water flow for the same boundary conditions and the case, that the 
water production wells and aquifer de-contamination wells are switched-off. 

RESULTS 

The following results were obtained: 

• Due to the hydraulic gradient pollutants from the deep aquifer are shifted to the soft rock aquifer, 
• The drinking water production wells can be effectively protected by aquifer de-contamination 

wells, 
• In case drinking water production wells and aquifer decontamination wells are switched-off, high 

pollution migrates toward the rivers. 

The model proved himself as an effective instrument for the decision making and designing of water 
management elements. 
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ABSTRACT. A simple method for estimating the convection direction of volatile chlorinated 
hydrocarbons in groundwater was applied to an actual polluted site. This method consisted of : (1) 
identification of a polluted aquifer by a principal component analysis and a cluster analysis of water 
quality and (2) estimation of the convection direction by the polluted-well location and 
concentration distributions. This method is based on the water quality data without the water level 
data and can be applied to the geologically homogeneous area of several hundred meters. The 
estimated migration directions were compared with the results of simulations using computer 
models, MODFLOW and MODPATH. The results showed that the estimated flow line passed 
through the area of the pollution source factory and this method was promising. 

KEY WORDS: Volatile chlorinated hydrocarbon, Convection direction, Cluster analysis 

INTRODUCTION 

In Japan, there are many sites of the groundwater pollution by volatile chlorinated hydrocarbons. 
These sites have been left unremedied because it is difficult and expensive to specify the location of 
their pollution sources. In this paper, a simple method [I] for estimating the convection direction 
was applied to one of the polluted sites in Japan. 

METHODS 

Study Area, Sampling and Chemical Analysis. Our study area is located on the southern foot of 
the Mt. Yatsugatake, Central Japan . Fig.1 shows the topography of our study area, the sampling 
points and the potential sources of pollutants. The factory shown in Fig. I reported its soil 
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Fig. 1. Study area and sampling locations Fig. 2. 1,1, I-trichloroethane cone. (Jlg/I) and well groups 
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pollution by volatile chlorinated hydrocarbons to the prefecture government. Waters were sampled 
at 2 I (Nos. I -2 I) wells and I pond (No.22) on Dec. 22 in 1998. All sampled waters were analyzed 
for the major anions (CI', NOJ' and SO/') and cations (K+, Na+, Ca2+ and Mg2+). The concentrations 
of I, I, I -trichloroethane, trichloroethylene and tetrachloroethylene were also analyzed for 12 wells 
(Nos.6-17) near the factory. 

Grouping of Wells based on Principal Component Scores for Water Quality. The observation 
wells are grouped by a cluster analysis. Clustering is based on the scores of the principal 
components of groundwater qualities. The scores are computed on the basis of the major anion and 
cation concentrations. The clustering procedure is the Ward's method using Euclidean distance. 
The group involving the most polluted well is considered as the polluted group. 

Estimation of Convection Direction. We assume that the convection direction roughly coincides 
with the direction of the long axis of the oval area enclosing the wells of the polluted group and that 
the variances of location coordinates (X and Y) and concentration coordinates (Z) of the wells are 
maximum along the axis. Therefore, the projection of the first principal component axis for x, y and 
z to X-Y plane is estimated as the convection direction. The results of the estimation were compared 
with the results of simulations using computer models of MODFLOW and MODPATH. 

RESULTS AND DISCUSSION 

Fig.2 shows the I, I, I -trichloroethane concentrations and the polluted and unpolluted well groups 
( A, B, and C). Fig.3 shows the water levels and the flow directions estimated by MODFLOW. 
Fig.4 shows the convection direction estimated by our method along with the results of MODPATH. 
Fig.4 shows that the estimated flow line passed through the area of the pollution source factory. 

CONCLUSIONS 

Our method was effective for the estimation of the convection direction of volatile chlorinated 
hydrocarbons without the water level data. 
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ABSTRACT: The effects of solute injection mode on the spatial moments of instantaneously 
injected, non-reactive solute plume are examined in the stochastic-advective framework. Two 
different modes for the introduction of a solute in a heterogeneous aquifer are considered, namely 
injection of solute in the resident fluid and in fluid flux. The first and second spatial moments for 
the two injection modes are quantified using closed-form expressions. 

Key words. Solute transport, Groundwater quality, Stochastic processes 

INTRODUCTION 

Two different "modes" for the introduction and subsequent detection (observation) of a solute in a 
physical transport system are common in the literature, namely injection and detection of solute in 
the resident fluid and in fluid flux. The two modes of injection and detection have been 
recognized and discussed in the context of deterministic advective systems [1], and for systems 
where solute transport is described by means of the advective-dispersive equation [2]. In a recent 
study [3], we used the stochastic-advective framework to investigate the injection mode effects on 
the temporal moments associated with field-scale breakthrough curves. The present work 
comprises a similar analysis of the plume spatial moments [4,5], focusing on the first and second, 
longitudinal moments obtained for the two injection modes. 

THEORY 

We consider a three-dimensional aquifer with spatially variable hydraulic conductivity, K, where 
the groundwater flow is steady with the uniform mean velocity in the XI direction of a Cartesian 
coordinate system x(x"x2 ,x,), and the plane XI = 0 is referred to as the injection plane (IP). In 
the stochastic-advective approach, the flow field is viewed as a collection of streamtubes along 
which solute parcels are transported. We define the streamtubes such that they all have a cross 
sectional area in the IP equal to M and that the total water discharge in a streamtube is 
aQ = ev.,M , where v., is the XI component of the advective velocity at XI = O. 

As discussed in [3], placing a constant mass IlM = OC'oM.:h1 at XI = 0 into each streamtube, 

where e is the porosity, Co is the concentration and .:hI is the length of the solute parcel (assumed 
small), corresponds to the uniform [1] or resident [2] injection mode, whereas injection in flux is 
obtained by using a velocity-proportional mass IlM = OC'ov.,MM , where M is a brief injection 
interval. Neglecting pore-scale dispersion, the concentration resulting from instantaneous 
injection of the mass IlM at XI = 0 can be written as C(-r,t) = (1lM / aQ)S(t--r), where Sis the 
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Dirac delta function and 1'is the solute travel time (e.g., [5]). The travel time is the time required 
for a solute parcel to be advected from the IP to the plane x,. In order to evaluate spatial moments 
associated with all streamtubes, we consider uniform (resident) or flux injection of the mass M 
within a source area of size A in the IP. The mass elements can be written as llM = MM / A and 
llM = Mv.,M / (UA) for uniform and flux injection, respectively, where U is the mean velocity. 

We consider normalized, longitudinal spatial moments which, by invoking the ergodic hypothesis 
[4] and following the steps in [5], can be expressed as: 

where (-) denotes ensemble mean, and X, is the longitudinal trajectory component. By using the 
solution for C with the mass elements for the two injection modes, and writing the random 
injection velocity and trajectory as Vo = U + V' and X, = Ut + X' (primes denote fluctuations), we 

obtain the following results for m, and the second, centered moment, m; = m2 - m: : 

m, (t) = Ut ; m; (t) = XII (t) for uniform (resident) injection 

m,(t) = Ut + U-'(1 J'X(t); m;(t) = XII (t) + U-'(V'[X'(t)]2)_[U-'(1J'X (tW for injection in flux 

where XII = (X' X') is the longitudinal trajectory covariance and C1 J'X = (V' X') = (1/ 2)dXlI / dt . 

RESULTS 

For illustrative purposes, we assume (V'(X')2) = 0 and use Dagan's closed-form expression for 
XII in an aquifer of three-dimensional, isotropic heterogeneity [4]. It is found that the first 
moment for flux injection is nonlinear and larger than that for uniform injection. The difference 
increases with increasing degree of heterogeneity in K. For example, at tU / I = 2, where I is the 
integral scale of In K, and a variance of In K of 0.5, the first moment for flux injection is 16% 
larger than the one for uniform injection (difference normalized by the result for uniform 
injection), whereas the injection mode effect increases to 31 % for a variance of 1.0. Furthermore, 
the effect decreases with time; e.g., it is 10% at tU / I = 10 for the variance 1.0. It may also be 
noted that the opposite results were obtained for the first temporal moments [3], i.e., a larger and 
nonlinear moment for uniform injection. 

The analysis of the second moments shows that the moment for uniform injection is larger than 
that for flux injection, and that both moments are nonlinear functions of t. These results are in 
qualitative agreement with the results for the temporal moments [3]. The injection mode effects 
are found to be of the same order as for the first moments, with the exception that the effect on the 
second moment decreases more rapidly. The extent to which the present results are affected by the 
approximations in the analytical expressions should be investigated by numerical simulations. 
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ABSTRACT 

Possible role of floodplains in nitrogen dynamics in the middle reach of the Tama River, Tokyo is 
discussed based on analyses of groundwater flow and water chemistry. 
On flow path from G-5 toward G-ll, residence time of groundwater was over fivefold longer than 
that in the rest area. Finer grain sediment and small gradient of groundwater level of 1/1500 in 
part of r G-lO to G-11 j was suggested to cause longer residence time of groundwater. 
Exceeding denitrification and N03- exhaustions were notable characteristics of the longer 
residence time groundwater, whereas groundwater in the rest area had shorter residence time, 
relative coarse size sediment and aerobic water chemistry. 
Groundwater research was not carried out at this site before 1980, however the cause of longer 
residence time of groundwater and anaerobic groundwater formation seemed to be finer grain in 
sediment near the G-lO and G-ll by flood in the early 1980's. Area of sediment before the 
1980's is considered to be in contrast to area of sediment during the early 1980's. Groundwater 
level gradient in sediment before the 1980's was large at 1/150, and groundwater residence time 
was shorter. It is suggested that difference of sedimentation affected groundwater chemistry. 
Thus, river-bed water plays an important role in floodplain nitrogen dynamics. 

KEY WORDS: the Tama River, floodplain, channel transition, ~ 15N, denitrification 

INTRODUCfION 

River water comprises not only 'stream water' as water in the channel but also 'river-bed water' 
as groundwater in unconfined aquifers around rivers. River-bed water contains much organic 
carbon which is available for microorganisms and has much longer residence time in comparison 
with the stream water. Therefore, there is large biogeochemical change, leading to differences in 
water chemistry between stream water and river-bed water [1,2,3]. Moreover, river-bed water 
may contnbute to river material cycles due to its flowing under floodplains. 
This study aimed to identify groundwater flow in floodplains and sedimentologic situations, and 
to investigate dynamics of N03- in floodplain groundwater. 

SITE AND METHODS 

The study site is locate in the right bank, middle reach of the Tama River. Sample waters were 
collected from wells (G-1 to 12), river (TR), spring points (SP-1 to 7) and streamlet points (SW, 
F-3,5,9, and EF) on a monthly basis from April 1997 to July 1998_ In the field, measurements 
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included water temperature, pH, electric conductivity, and water level for groundwater. In the 
laboratory, analyses included concentrations of dissolved organic carbon, dissolved inorganic 
carbon, dissolved oxygen (DO), N20, major ions, and nitrogen stable isotope ratio (~15N) of 
N03-. Topographic maps (1882 and 1940) and aerial photographs (1947, 1972, 1974, 1984 and 
1998) were used to determine channel transition. 

RESULTS AND DISCUSSION 

Groundwater level tended to decrease downstream along the present river course in spite of 
temporal fluctuation. Gradient of groundwater level was 11150 for the most part, however, it 
was 111500 in the area from G-lO to G-12. 
The topographic maps and aerial photographs from 1882 to 1998 suggested that the channel 
changed its course with relative ease until a 1974 flood in the Nagata district. As a result, most 
of the area was covered with coarse size sediment. 
Before floods in 1981-1983, vegetation grew into the floodplain of the study site, causing part of 
rG-lO to G-11J to be sedimented mainly by fine grain, due to vegetation-induced slowing of 
flood water flow. It differed from the sediment until 1970's, which was composed mainly of 
coarse grain. This fine grain sediment seemed to cause low groundwater permeability. It is 
inferred from cr concentration fluctuation that the residence time of groundwater of r G-5-+ 
G-lOJ (OAkm/50-100 days) was about five-tenfold longer than that of rG-2-+G-8J (OAkm/ 

-10 days). The longer residence time of groundwater of rG-5-+G-lOJ was probably caused by 
fine grain in rG-lO to G-11J located downstream of groundwater flow of rG-5-+G-lOJ. This 
result is consistent with difference in groundwater level gradient (111500 and 11150). 
In longer residence time groundwater (G-5, 7,10,11), DO reduced to 1-2mgll (saturation of 
10-30%) for most of the year during our research. However, relatively high concentrations of 
DO were observed from March to April. While N03- was exhausted in the middle of summer, 
DO was detected. Denitrification is usually inhibited by the presence of oxygen. It seemed that 
denitrification occured after oxygen began disappearing in pore parts, in spite of the presence of 
dissolved oxygen in groundwater. 
N03- is the predominant inorganic nitrogen species in aerobic groundwater. In some sites, N03-
concentration decreased overperiods of 5 to 11 months when groundwater temperature was 
relatively high. The ~ 15N of N03- increased when the concentration decreased, which was 
attributed to nitrogen isotopic fractionation during denitrification [2]. In this study, N20 
decreased to below the atmospheric equilibrium concentration (- lOnM) paralleling N03-
decreases. These facts strongly suggest that denitrification occurs in floodplain sediments where 
residence times of groundwater are long. 
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Kerala state occupies the south-west part of India, between 8° 11' 30" and 12° 41' 40" 
north latitude and 74° 51' to 7J024' 41" east longitude. The majestic western ghats and the 
Arabian sea on the west have given KeraIa distinctive physical and cultural features. KeraIa 
enjoys a tropical monsoon climate and receives good monsoon rains i.e., south-west monsoon 
[June -September] and north-east monsoon [October-December). The average rainfall is about 
3000 Mm. The state, with a total area of 38,863 sq.km, has a groundwater potential 
of 5000 Mm3. Even though it receives fairly good average rainfall, bulk of our rural population 
depend on groundwater for multipurpose activities. 

Cannoly canal is a manmade water course running across the heart of Calicut city in Kerala 
state. This canal receives pollutants from smaIl scale industries like log setting, coir retting, food 
processing units, domestic sewage, hospital wastes, hotel wastes and city garbage. Downward 
movement of these pollutants through subsurface seepage, finally reaches the groundwater 
sources. Dug wells are the main drinking water sources for the public living in the suburbs of 
Cannoly canal. But due to the input of pollutants from the canal, the wells have lost their 
potability. 

To study the pollution load carried by the canal and the nearlJy groundwater sources, a survey 
was conducted and sampling points were fixed along the course of the canal. Dug wells for 
studies were selected which were located about 0.5 km and 1 km away from the canal. Water 
chemistry and biological aspects were studied at seasonal interval from 1991 to 1993 as per 
Standard Methods for the Examination of Water and Wastewater [APHA., 1986).Very low 
oxygen concentration of 0.53 mJYI was encountered in Cannoly canal during premonsoon period. 
The same trend was observed in the canal and wells situated within 0.5 km during the other two 
seasons also. Neither acidic nor alkaline condition prevailed in the canal and wells. High 
conductivity values were observed in the canal round the year showing 33,500J1s1m 
Correspondingly, conductivity values of the wells in the vicinity of the canal were above the 
permissible drinking water standards. Pronounced seasonal variation in hardness was observed 
in the canal and wells, maximum being 5630 mJYI, during postmonsoon period. 

INDUSfRIAL POLLUTION 

SmaIl scale industries like coir retting and log setting are practised in the canal, which creates a 
lot of pollution problems. Pollutants like.polyphenols, mercaptans, lignin, tannin etc. are leached 
out into the canal, which in turn pollutes the nearlJy groundwater sources. Slightly low 
pH observed can be attributed to the leaching of acidic pollutants into the nearlJy wells. 
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SALINITY INTRUSION 

Cannoly canal bas free influx of saline water through Korapuzba in the north and Kallaipuzba in 
the south, which in tum merges with the Arabian sea. Salinity fluctuated from 0.81 ppt to 20.8 
}lilt during the different seasons. This variation may be attributed to the diurnal tidal effect. Sub 
surface seepage of the saline water was manifested in the wells located within 0.5 kin from the 
canal [S.R Nair, et al,'94]. Studies show that salinity did not extend to a distance of Ikm. Wells 
having high salinity values showed high conductivity values also. 

MICROBIOLOGICAL QUALITY 

Sanitary quality of the canal and the potability of the wells were assessed. The canals and wells 
within 0.5 Ian were fecally contaminated. E.coli was absent in the wells located 1 kin away from 
the canal during monsoons and postmonsoon seasons. Total bacterial count was maximum 
during premonsoon. MPN index was maximum throughout the year in the canal and wells within 
0.5km. 

STATISTICAL ANALYSIS 

Using ANCOVA (Analysis of co-variance software package) the results showed that the canal 
bas significant effect on wells with respect to the parameters pH and calcium. Seasonal variation 
was highly significant at 5% level of significance with respect to the variables pH and 
temperature. But distances (0.5 kin and 1 kin) were not significantly different with respect to pH. 

CONCLUSION 

The study of the quality of the canal water and the neaJby wells bas revealed the polluted 
condition of the canal which bas indirectly led to groundwater pollution. The canal is used as a 
sink for disposal of sewage from residential areas, hospitals, hotels and slaughter houses. 
Pollutants released from small scale industries like retting of coconut husk and log setting, 
aggravates the condition. Low pH, low Dissolved Oxygen, greyish black colour and foul smell 
of hydrogen sulphide, prevailed in the areas where log setting and coir retting were practised. 
Correspondingly low Dissolved Oxygen and pH content was observed in the wells situated within 
0.5 kin of the canal. Offensive odour and decolourisation was noticed in the canal and nearby 
wells where hospital wastes were discharged. Preliminary bacteriological studies revealed the 
poor sanitary quality of these wells. Wells situated within 0.5 kin of the canal were saline 
prone. The silt and debris from the adjacent elevated areas get collected in the canal during the 
South -West and North - East monsoons. This reduces the depth of the canal and also obstructs 
the flow of water, making the water body stagnant in some areas . This stagnant polluted water 
has created the site for breeding of mosquitoes, which spreads Filariasis, a water related disease. 
Statistical analysis showed that the canal has significant effect on wells with respect to the 
parameters pH and calcium. Seasonal variation was highly significant at 5% level of 
significance with respect to the variables pH and temperature. But distances (0.5 kin and I 
kin) were not significantly different with respect to pH. People living in Calicut city suffer much 
from lack of safe drinking water. Hence, they are forced to depend upon public water supply for 
their domestic uses. The above study has revealed the pollution load carried by the wells, as a 
result of subsurface seepage of the pollutants from the canal. 
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ABSTRACT. The soil vapor extraction (SVE) is one of in situ remediation techniques, and the 
behavior of gaseous volatile organic compounds (VOCs) plays an important role of the purification 
of underground pollution and groundwater contamination. Numerical simulations, including the 
delay of a gas transport, will allow evaluating the gas behavior in unsaturated zone. The factors 
related with the delay depend on mainly the dissolution from a gas to moisture, the adsorption from 
moisture to a soil, and the adsorption from a gas to a soil directly. The retardation coefficient is 
formulated by including these three factors, and some laboratory experiments are performed about 
the adsorption from a gas to a soil and the retardation coefficient. The result of these experiments is 
that kind, diameter and specific surface area of soils relate with the adsorption coefficient, within the 
limit of this investigation. Two-dimensional numerical simulations under some boundary conditions 
make clear the velocity profile, the concentration distribution of gaseous VOCs in unsaturated zone 
at the extraction, and the relation between the condition of the ground surface and the mass of 
removed contaminants. 

KEY WORDS: Soil Vapor Extraction, Numerical simulations, Retardation coefficient, Adsorption 
coefficient, VOCs 

INTRODUCTION 

SVE is one of effective purification techniques. The effectiveness of this method is clarified in 
Takatsuki City and Kumamoto City and, etc. The efficient method of extracting the gas and the 
judgement of the purification are still not clear, because the behavior of the contaminant and the 
pollution gas in the soil is complex, and it is difficult to estimate the amount of the contaminant 
existing in an underground space. So, the numerical simulation including the delay of gaseous VOCs 
in unsaturated zone estimates the gas profile and the distribution of the contamination. 

GAS BEHAVIOR AND RETARDATION COEFFICIENT 

Gaseous VOCs such as trichloroethylene and tetrachloroethylene are heavier than air. Sleep and 
Sykes [I], Mendoza and Frind et al.[2] research the effect of the advection in the behavior of high­
density gas. The behavior of contaminant in unsaturated zone is assumed to be able to handle by the 
fluid continuity equation for the density dependent flow of the gas and the material transport 
equation for the vapor. And the retardation coefficient is defined as Eq.1 including the dissolution 
from a gas to moisture, the adsorption from moisture to a soil, and the adsorption from a gas to a soil 
directly, and details are written in Lee et al.[3]. 

R -I (OT -O/J)K (OT -O/J)K K (1-0T -Ow)K ' (1) - + Pw w + w d + Ps d 
0/J 0/J 0/J 
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Several kinds of the gas behavior are calculated by using these equations under the some kinds of the 
boundary condition at the extraction. The results of calculation are displaying in the poster 
presentation. The velocity profile, the concentration distribution of gaseous VOCs in unsaturated 
zone is made clear. 

ADSORPTION TO SOIL AND RETARDATION COEFFICIENT 

The state of oven-dried soil is assumed, in order to 
examine only the effect of directly adsorption from the 
gas to the soil. The adsorption coefficient Kd' is 
obtained by using the batch experiments and the Henry 
type's isothermal, and the retardation coefficient R is 
calculated by Eq.I. The gaseous trichloroethylene and 
six kinds of soils as which the specific gravity is 
almost the same; the glass bead ( C/J = 0.6 and Imm), 
silica sand (C/J = Imm), the ground soil (at the campus 
of Osaka Univ. : C/J = Imm), the field soils (in Mino 
City: C/J = Imm), akadama soil (C/J = 0.7, I, and 3mm), 
and kanuma soil (C/J = 0.7, I, and 3mm) ,are used for 
the experiment. All soils are dried for 24 hours with a 
dry furnace, and soil moisture is 0%. 

Fig.l shows the comparison by the kind of soil. Six 
kinds of soils as same diameter( C/J =lmm) are analyzed. 
Kd' is about 100 and about R=80 in akadama soil, and 
Kd' of kanuma soil is about 200 and about R=70. The 
glass bead (Kd'=3.S9 x lO·2 and R=1.l3), silica sand 
(Kd'=S. xlO·1 and R=2.7) and the ground soil (Kd'=2 
and R=S) is not display in the Fig.I. The adsorption 
coefficient is greatly different depending on the kind of 
the soil. Fig.2 shows the comparison by the diameter 
of akadama soil. Akadama soil (C/J = 0.7, I, and 3 mm) 
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is selected for this experiment. The case of the 0.7 mm -

~ is the largest Kd', and is about ten times as the case of 
the 3 mm. The adsorption coefficient shows the 
tendency to grow when the .diameter increases. Fig.3 
shows the relation to specific surface area. The 
specific surface area of five kinds of the soil is 
analyzed for only lmm diameter. The value of the 
specific surface is sequentially indicated from the 
small one; glass bead (0.0061 m2/g), silica sand (0.229), 
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Fig.3 specific surface area and Kd' 

the ground soil (2.39), akadama soil (lOS), and kanuma soil (14S). Kd' increases as the specific 
surface becomes bigger. It is clarified that the kind, the diameter and the specific surface area of the 
soil have an effect on the delay of the gas diffusion in the oven-dry soil. It is necessary to consider the 
adsorption of the gas to the soil particle in order to understand the gas movement. 
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Abstract: The effect of heating on remedial efficiency has been investigated by carrying out a 
column test under fixed heat and suction conditions. The results show that the volume of 
ventilation needed to remove kerosene decreased by approximately one-tenth as the temperature 
rose from 20t: to SOt:. Based on the relationship between temperature and vapor pressure, we 
propose a remedial model equation for volatile organic compounds under heat and suction 
conditions. We verified the equation using experimental results for kerosene. 

Key Words: Laboratory test, Numerical analysis, Temperature effect, Contaminated soil 

INTRODUCTION 

Soil vapor extraction may be the in situ technology that comes closest to being a universal solution 
for remediation of soils contaminated with volatile organic compounds. However, it takes a lot of 
time to complete remediation with this technology. To shorten the time, soil vapor extraction 
combined with heating has been designed. However, this technology has not put to practical use 
because there have been insufficient studies on an effective heating method and evaluation of the 
heating effect [1]. To investigate the effect of heating on remedial efficiency, a small-size column 
test was carried out under fixed heat and suction conditions. We propose a remedial model 
equation for a volatile organic compound under heat and suction conditions, based on the relation 
of temperature and vapor pressure. 

EXPERIMENTS 

The experimental conditions are shown in Table 1. Fig.1 shows the experimental apparatus. The 
soil sample was dry sand with a uniform grain diameter. Oil of 3% of the weights of the dry soil 
was added to the sand, and the sample of contaminated soil was placed in a column. The column 
was lOcm in diameter and lOcm high, and the density of the soil was 1.30glcm3• In the thermostatic 
chamber, the soil was exposed to 3 temperatures: 20, 35, and SOt:. The contaminated soil in the 
column was sucked, and the ventilation speed in the column was adjusted to a constant 1.0NUmin. 
After extracting the soil, the oil content was measured by extracting kerosene from the soil. The 
relationship between the unit volume of ventilation and the kerosene removal rate is shown in Fig.2. 
As the soil temperature increased, it became obvious that the oil was removed faster and with a 
smaller ventilation volume. 

NUMERICAL ANALYSES 

Based on the following assumption, the evaporation speed for volatile organic compounds can be 
expressed by Eq.(l). 1) Evaporation speed is proportional to the pressure difference between the 
saturation steam pressure and the actual steam pressure. 2) As the remaining quantity decreases, the 
evaporation speed decreases. 3) The evaporation speed is proportional to the air speed. 
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Fig.l. Appararu of a mall- ize columm Te t 

Unit volume of ventilation ( m3/m3) 

Fig.2 The change of kerosene removal rate 

dW(t) 
--= -KF{Po - P(t)}W(t) 

dt 

Table I. Experimental condition 

No. 

0-20 

0-35 35-37 4, 12,24.42 

0-50 50-52 1,4, 12,24 
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Fig.3 The Relation between In(l-RIIOO) and FPot 

(I) 

Where Wet): remaining quantity of volatile organic compounds, Po: a saturation steam pressure of 
volatile organic compounds, pet): actual steam pressure, t: time, F: air speed, and K: experimental 
coefficient. Now, suppose that is P(t)<Po, removal rate R for kerosene, can be written as Eq.(2). 

( l-R) In -- = -KFP,t 
100 

(2) 

The experimental relationship between In(l-R/100) and FPot is shown in Fig.3, where Po is 
calculated from the expression Clausius-Clapeyron [2]. The relationship of In(l-R/100) and FPot 
fitted a proportional plot at all temperatures. Therefore, it is judged that Eq.(2) and the 
aforementioned assumption are correct. From Fig.3, the experimental coefficient is calculated as 
0.0019, so the kerosene removal rate can be calculated using Eq.(2). Numerical results are shown 
Fig.2, and the experimental results were good agreements. From the proposed Eq.(2), the removal 
rate of all volatile organic compounds except kerosene can be estimated too. 

CONCLUDING REMARKS 

As the soil temperature increased, it became obvious that the oil was removed faster and with a 
smaller ventilation volume. And an estimation equation for removal rate of all volatile organic 
compounds can be proposed. 
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Abstract. The safe solid waste disposal in China started much later. Before 1990, most solid 
wastes disposed as compost and simple landfilling and the pollution on environment shows 
seriously. Now some large comprehensive disposal projects are under construction or under 
running. No matter in the present or in the future, from (In viewing the economic condition 
(investment and running cost), the composition of solid wastes and the land sources for landfill, 
the sanitary landfill or comprehensive disposal will be the main methods for solid waste 
disposal. However, to realize the sanitary operation of the landfill still have a long way to go in 
the aspects of the technology, equipment and management that dealing with solid waste 
collection and transportation system, separating and pre-disposal system, the optimal designing 
and operation of the landfill, the leachate treatment etc. 

Key words: Solid waste disposal, Safety 
landfill , Groundwater pollution 

INTRODUCTION 

The urbanization and growth of city scale 
cause solid waste increase necessarily with a 
high living standard of people. As one of the 
largest developing countries China has 300 
million urban population living in 600 cities 

-= 1-::: I 
~ g e _ 

Time(year) 

and the annually increasing amount of waste Fig I The yield ofsolid waste in China 
leads to the environment risk boosting. So, the safe disposal of solid waste is regarded urgently 
for China.The yield and composition of solid waste strongly depends on such factors as 
population, living level, habit and custom, fuel composition, industrial level, food composition, 
stage of social development as well as climate. In developed countries, the yield of solid waste 
is 3.5kg/day per person in average [I]. While in China, the increasing rate was 13 .31 % during 
1983 to 1990 and the amount of solid waste has increased greatly with the urbanization (Fig. 1 ) . 
Comparing with developed countries, the urban solid waste in China contends much more 
inorganic component (Tab. 1 ) [1 ,2] 

THE DISPOSAL OF SOLID WASTE IN CHINA 

The disposal of solid waste in China started much later than the developed countries. Before 
1985, some large cities like Beijing, Shanghai and Guangzhou were seriously surrounded by 
landfills surveyed by remote sensing. In that period, compost was prevalent for the demand of 
fertilizer from farmer. The landfills usually dump simply in the valley, natural depressions or 
rock-mining pit. The overall solid waste disposal level is much lower (Tab.2)[3]. 

The leachate prevention measures include lateral prevention and bottom prevention 
technologies. The lateral prevention is done by high pressure-cement injection in the 
downstream of valley or aquifer to block the leaking of leachate, for example, Tianziling 
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sanitary landfill in Hongzhou [3]. Bottom prevention usually realized though artificial anti­
leakage material like PVC being spreaded on the bottom of the sanitary landfill. 

Tb a Ie 1 The comparing of urban solid waste composition between China and developed countries 
Organic inorganic 

Country or cities Animal & paper Plastic Fiber Total Coal Glass metal other Total 
plant from cloth cinder & 
kitchen & sand China 

Developed America 22 47 4.5 -- 73.5 5 9 8 4 26 
UK 28 33 1.5 3.55 66.0 19 5 10 -- 34 

Countries 
Japan 18.6 46 18.3 -- 82.9 6.1 -- -- 10.7 16.8 

Germany 16 31 4 2 53.0 22 13 5.2 7 47.2 
Holland 50 22 6.2 2.2 80.0 4.3 11.9 3.2 -- 19.4 

Chinese Fuzhou 21.8 0.53 0.48 -- 22.8 62.22 1.1 0.5 3.4 67.2 
Cities Shanghai 42.7 1.63 0.40 0.47 45.2 53.79 0.43 0.53 54.7 --

Beijing 50.29 4.17 0.61 1.16 56.2 42.27 0.92 0.80 -- 43.9 
Wuhan 26.53 2.36 0.31 0.74 29.9 68.00 0.85 0.17 1.04 70.1 
Haerbin 16.62 3.6 1.46 0.5 22.2 74.71 2.22 0.88 -- 77.8 
Leshan 16.45 1.04 0.23 0.54 18.3 80.27 0.36 0.53 0.58 81.7 

Qingdao 59.2 3.12 4.54 1.52 68.4 30.48 0.82 0.32 -- 31.6 

Table 2 The evaluation and spreading of technologies to domestic solid waste disposal project in 1990 

Technology 

Landfill 
Compose 
Incineration 
Comprehensive utilization 
Total 

Total projects 

J3 
20 
13 
16 
62 

Spreading 
technologies 

4 
4 
3 
I 

12 

SOLID WASTE DISPOSAL SCHEME OF CHINA 

Tentative 
spreading 

1 
7 
1 
1 

10 

Disused 
projects 

8 
9 
9 
14 
40 

The relatively low flammable material in the waste of China and the high running cost 
constrains the development of incineration. Compost is also restricted for the reason of the 
waste being inorganic-rich and the fertilizer marketing problem with the low benefit policy to 
agriculture of China. The method of using safe landfill shows great advantages for its low cost 
and easily running. During 1996-2000, 69 sanitary landfills or comprehensive disposal sites 
will be constructed (Tab.3). These sites cover only parts of cities among more than 600 cities 
in China. In the first 10 years of the 21 st century, China needs more investment and work for 
the solid waste sites choosing towards the middle and small cities. 

Table.3 The construction project of solid waste disposal during 1996-2000 in China 
Type Sanitary landfill incineration compost Comprehensive Excrement others 
Sites 20 7 6 32 8 5 
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ABSTRACT. When surveying and diagnosing the contamination of soil and groundwater caused by waste 
disposal, a number of typical waste-related problems will tend to occur in the initial period. These result from 
I) lack of feasibility study (topography, geological conditions, contaminants), 2) diversity of contaminants 
(chemical and physical properties, subsurface water, and behavior in the environment), and 3) lack of a sense 
of responsibility in remediation. To solve those problems, it is important to implement a policy, making a 
purification plan in an early stage of the remediation project, examine the surveying goals in line with an 
efficient purification plan, and establish the items and index regarding the quantity and quality of required 
data. 
With a view to standardizing the survey of soil and groundwater contamination, the authors have proposed a 
"Contaminant Diagnosis Remediation System['1 [21." By creating a survey chart and a management and 
operation system of the survey data, based on GIS (Geographic Information System), they suggested efficient 
survey plan to deal with soil and groundwater contamination by waste, which involves various complex 
problems. 

KEY WORDS: contamination, soil, groundwater, diagnosis, remediation, waste 

INTRODUCTION 

"Contaminant Diagnosis" is like that a doctor makes comprehensive judgement about the disease by inquiring, 
diagnosing and examining his patient, and then prescribes medicine. It also means that the doctor accurately 
understands the conditions of various complex contaminated sites, selects the optimal remediation method, and 
helps with the actual remediation measures [II. The contaminant diagnosis remediation system consists of the 
contamination chart, the contamination analysis/countermeasure evaluation, the "design of the remediation 
method," and depending on GIS which one-dimensionaiIy processes the data. The system makes it possible 
to display on the computer monitor not only a set of measured data and simulated data, but also on-site 
photographs, descriptive data on the contaminated conditions, and map information. Fig. I shows the elements 
and processes of the system. 

/ Contaminant diagnosis remediation system '\ 

Data request 
Diagnosis chart 
.Illegal waste disposal site Data request 
.Inappropriate waste storage site .Final waste treatment plant 
.Control 

survey ... i~urvey results 
Results 

cases 

~I GIS data management system I ~ I 
(Database) I users 

Data J Informati°i ~~eening results 
AnalysislEvaluation & Examoles & Alternatives 

(Simulation) 
Results Designing remediation methods .Hydrogeological structure 

eGroundwater flow ~ .Screening the element technology 
.Contaminant transport ~mediation methods .Creating & evaluating alternatives 
.Contaminant efrect 

Fig. I Elements of the Contaminant Diagnosis Remediation System 
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OUTLINE OF THE CONTAMINANT DIAGNOSIS REMEDIATION SYSTEM 

1. Diagnosis Chart 
The diagnosis-chart is a standardized fonn to filling in the survey purpose, survey items, evaluation items, and 
survey plans to be carried out in the next phases. The chart serves as a check sheet for the survey, and it 
makes easier to extract the un-surveyed areas during the drafting stage of the survey plan. Furthennore, by 
filling in the conditions and characteristics of individual sites, it becomes easier to share infonnation between 
the people concerned, in the case of a selective surveyor a special survey method. 

2. GIS Data Management System 
The contaminant diagnostic system must handle the multiple infonnation varied with a spatial and time­
oriented range. Therefore, the GIS (Geographic Information System) is very effective in managing this kind 
of infonnation. At the actual contaminated site that is applying the GIS, the preparation process of the 
pollution data is shown in Fig. 2. 

3. Evaluation System 
The roles of the evaluation system 

are to report the current state of 
contamination, to make predictions 
from the data accumulated by the 
GIS data management system, and 
to analyze and evaluate the effect, 
cost, and period of remediation in 
the case of adopting alternative 
ideas. At the actual contamination 
site, the following will be carried 
out: (1) an analysis of the 
hydrogeological structure, (2) an 
analysis of the groundwater flow, 
(3) a prediction of the contaminant 
transport, and (4) a prediction of the 
remediation effect. 

4. Designing the Remediation 

Purpose of the work 

(l)Confirming the slte 

Work procedure Necessary data 

i numencal rugital map .1125,000 

~---,--~ 

,---"--~ 
aerial photograph(1I10,OOO) 

numerical digltal map "112,500 

,-__ 1-__ , Urban planning maps of municipalities 

On-site survey 

(3) DraftIng the survey plan ,---=c-~*-c----, 
Photographs ! Photographing of the SIte 

~_o_f_th~e_sl_te_--.Ji by digital camera 

(4) Creating an on-site survey 
Database ,-__ 1-__ , 

(5) Creating the contaminant 
concentration contour map,----'----, 

drillIng survey Method 
To design the remediation method, (6~~'::!~~~i~~e hYdrOgeOIOgic:a=1 ===========: 
various technology infonnation and ' Groundwater level survey 

a countenneasure case are extracted (7) Groundwater simulation 
with the contamination diagnosis ,-~---c--'--,-,---, 
system from the data that is Expert analysis of the contamination 

accumulated by the GIS data (8)r~=:;:~~~;~;~:: contaminant 

management system, and suggest a 
number of combinations 
(alternatives) of remediation 
method. Those alternatives are 
individually evaluated by the 

Fig. 2 Procedure of Creating the GIS Data 

simulation of the remediation effect, and provide beneficial infonnation in selecting remediation techniques. 

CONCLUDING REMARKS 
In this study, the authors reported the outline of the "soil and groundwater contamination diagnosis - a 
remediation support system." In the future, we plan to aim at the standardization of the system through 
further improvement. 
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Abstract: Based on observations of long-time series of groundwater and surface water levels in the 
Lake Stechlin region (Germany) the movement of water divides can be recognized. The watershed 
of Lake Stechlin changes in response to water table fluctuations in neighboring lakes, revealing the 
interaction between adjacent watersheds with different sensitivity to climatic variations. 

Key Words: Fluid mass balance, Watershed, Groundwater, Water divide, Long timeseries 

Lake Stechlin is one of the main research areas of the Institute of Freshwater Ecology and Inland 
Fisheries, Germany. It is located in north-east Germany, 130 km north of the city of Berlin. Lake 
Stechlin has no inflow from streams or rivers; it is a groundwater lake, typical for the north-east 
German landscape. Lake Stechlin and it's watershed is included in UNESCO's IVP-V program in 
the framework of ecohydrology [1]. More information about the lake can be found at internet 
address http://www-3.igb-berlin.de!abt3. 

Lake Stechlin covers an area of 4.25 km2, has a mean depth of 22 m, a maximum depth of 68.5 m 
and a volume of 96.88'106 m3 [2]. Lake Stechlin and its surrounding are part of the Northern 
(Baltic) Land Ridge which was formed in the latest glacial period - the Weichselian. The lakes are 
fed by groundwater from the unconfined aquifer with a depth of 20 to 40 m [3]. The extent of the 
groundwater catchment of Lake Stechlin is relatively well known from measurements of the 
ground- and surface water levels at 50 groundwater observation wells and 16 surface-water 
observation points. The catchment of Lake Stechlin encompasses a land surface of 12.57 km2. 

Meteorological data have been sampled regularly since 1901. Long-term time series are available 
from lakes and from various observation wells in the region since 1908. A detailed study on 
meteorological conditions and its relationship to the water budget for Lake Stechlin and the 
neigboring Lake Nehmitz was published recently by Richter [4]. 

Mean annual precipitation in the period from 1958 to 1995 on land and water surfaces in the 
StechlinlNehmitz watershed is 654.3 mm/a. Evaporation and evapotranspiration amount to 549.2 
mm/a. The difference of 104.1 mm/a almost equals losses through surface water and to the 
subsurface; leaving a marginal amount for storage only. The ratio of subsurface drainage to surface 
drainage is approximately 1 to 4 (calculated from data in [4]). 

Mean groundwater discharge into surface water is 594.1 mm/a. Based on the assumption that 
groundwater storage is negligible a steady-state groundwater model for Lake Stechlin was set up 
[5,6]. 

Fig. 1 depicts time series of measured water tables in Lake Stechlin, Lake Glietzen and in 
groundwater observation wells between the two lakes. Both wells 9 are located not far from the 
sea-shore of Lake Stechlin, well 8 lies near to Lake Glietzen. Most time of the studied period the 
highest water level can be observed in Lake Stechlin, lowest in Lake Glietzen with groundwater 
tables in between. There are few instances in which water in Lake Glietzen rises above the level in 
the neighbour lake. In some periods the highest level is found in the aquifer. 
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Fig. 1: Time series of water levels in Lakes Stechlin and Glietzen and in wells between both lakes 

The time-period from 1959 to 1994 is characterized by two rela:tively wet periods which alternate 
with relatively dry periods, The first period is in the late 60s, the second in the early 80s, At the 
northern shore of Lake Stechlin temporary groundwater discharge can be observed, During the dry 
periods, which dominate in the observated time range, there is flow from Lake Stechlin into the 
aquifer and of groundwater into Lake Glietzen, That means that in the fluid balance of Lake 
Stechlin subsurface losses become more important. During the two wet periods, in the late 60s and 
early 80s, a water divide built up, Then Lake Stechlin becomes influent along it's entire shore line, 
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The Effect of Soil Excavation on the Water Balance of a 
Small Lake in Northern Finland 
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Abstract. Sand excavation underneath the groundwater table has been planned near the shore of 
Lake Hameenjarvi, a small lake located in Northern Finland. In this paper, a well-known 
groundwater model is applied to assess the effects of the excavation on the water balance and 
water level of the lake. The model is based on a common mathematical two-dimensional finite 
element method. 

Key words. groundwater, modelling, soil excavation, water balance 

INTRODUCTION 

Description of the study area. Lake Hameenjarvi is a small lake about 1 km2 in area, situated in 
Northern Finland. Water comes to the lake by direct precipitation and by groundwater seepage 
from a 1 km2 large catchment area located on the eastern and south-eastern side of the lake. 
Outflow from the lake occurs through sandbanks on the northern and western shores. 
The sand excavation area is located about 800 m from the eastern shore of the lake. The soil 
profile at the modelled eastern shore consists of a layer of medium-coarse sand stratified on top of 
a tight till layer. A sharp till ridge formation runs along the eastern shore of the lake. The sand 
layer on the peak of the till ridge is about 0.5-1.0 m thick and it grows thicker towards the east 
where the till layer declines. There is a short depression on the till ridge formation where the water 
level of the lake lies about 0.8 m higher than the peak of the ridge formation and only the sand 
layer reaches above the lake's water level. 
According to the groundwater observations done in the area, the water divide is located along the 
peak of the till ridge, which runs about 10 to 30 m from the shoreline. From this narrow strip, 
groundwater seeps to the lake so that, at present, there is no groundwater flow from the lake 
eastward towards the excavation area. 

Effects of soil excavation. Underwater soil excavation increases the groundwater drainage from 
the lake towards the excavation area through the depression on the till ridge where only the sand 
layer reaches above the lake's water level. At the same time, the soil excavation decreases the 
groundwater flow from the narrow catchment area towards the lake. Both of these factors affect 
the water balance of the lake by causing the water level to drop. 
The water balance of the lake, which is based on flow calculations done by the groundwater 
model, was used to estimate the largest possible lowering of the lake's water level. To begin with, 
the groundwater flow conditions on other shore areas were considered to be unaffected by a small 
drop in the water level. After that, the drawdown of the lake's water level was specified by also 
taking into consideration the decrease of the outflow through the western bank of the lake. 
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GROUNDWATER MODEL 

Modelling was done using a groundwater model based on a two-dimensional finite element 
method (ABCFEM, Adrian Brown Consultant Finite Element Method Ground Water Flow and 
Transport Model, 1994). For the flow calculations the model uses a modified iterative Gauss­
Seidel solution technique. 
The model was constructed at the eastern shore of the lake on the basis of the soil and groundwater 
investigations carried out in the area during the period 1970-90. The w~stern border of the model 
was limited to the shoreline of the lake and to the till ridge formation, which can be considered to 
be a water divide. The eastern border of the model was extended to a ditch and to another till 
formation rising above the groundwater table. Southern and western borders were extended 
sufficiently far from the excavation area so that the effects of the excavation could be assumed to 
be negligible. 
Parameters describing the soil and aquifer were the conductivity of the sand, infiltration caused by 
rain, storage coefficient and the thickness of the aquifer (sand layer). Either the known water level 
or non-flow boundary conditions were specified on the borders of the model. 
The model was calibrated for both steady state and transient flow. The steady state flow was 
calibrated by using average groundwater table observations from the years 1986 to 1996 and the 
transient flow conditions were calibrated by using groundwater table observations from the period 
of March 30, 1986 to January 20, 1987. The necessary sensitivity analyses were performed on the 
calibrated model to prove the accuracy. 
The final stage of the soil excavation was modelled by defining the conductivity of the soil at the 
excavation site as being extremely large so that it would not cause any resistance to the 
groundwater flow. The effects of soil excavation on the lake's water level, as well as the 
development of these effects, were estimated for steady state and transient flow. 

RESUL TS AND CONCLUSIONS 

When applying the model to the eastern shore of the lake, the largest estimated drawdown of the 
lake's water level was 13 cm. The greatest effects would occur during the first hundred years after 
the excavation, although it would take four hundred years until the drop of the water level would 
come to a standstill. When the decrease of the groundwater flow westwards from the lake was also 
taken into account, the total lowering of the water level was predicted to be 5 to 6 cm and it would 
be reached within 30 to 40 years. 

The mathematical model applied in this paper was successful in assessing the hydrological effects 
of soil excavation in a real life situation. As has been proven, reliable boundary conditions were 
found to solve this difficult practical problem. 
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THE MODEL 

The vertical recharge was estimated by modified simple monthly water balance model 
developed by Van Der Beken and Byloos. I The model assumes that groundwater 
quantity balance for a cell of horizontal area bounded by impervious recharge from 
underflow another basin because that flow is atTected by geological formation of the 
basin. Therefore, this variable is neglected (Fig.1). The rest of the catchment is 
considered to be non-contributory with respect to base flow. This area can be checked by 
comparing base flow of a given basin with the estimated recharge. 

QT 

impervIOUS boundary (a) (b) 
Fig. 1. Structure oftbe model 

P is natural rainfall, E. is actual evapotranspiration, Qr is total run-otT, Qo is surface run­
otT, OJ, is base flow, Lc is seepage from natural canals, Lp is deep percolation, Qbi and 
Qbo is underflow input and output from another basin, respectively, and S is storage. 

The governing model equation can be expressed as: 

.-\S=N - VQ-R ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... .... (1) 

L\ S is the change in storage S, N is etTective rainfall, V Q is streamflow, R is the net loss 
as vertical recharge resulting from deep percolation (loss) and seepage (gain), and the 
time period is I month. The etTective rainfall is the rainfall minus evapotranspiration. 

I Singh, V. P., 1989. Hydrologic System, Volume I & II. Prentice Hall. Englewood Cliffs, New Jersey 07632, 
India, pp. 193-195. 
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RESULTS 
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Fig. 2: Time series diagram of observed discharge (Qo) and predicted discharge (Qr) 
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Table L Optimal parameter achieved in 
calibration process 

Parameter Value 
Evapotranspiration, al 0.01 
Storage, a2 0.0008 
Immediate run-off, a3 0.55 
DeeI' percolation, ~ 0.10 
Natural canals, as 2.0 

Statistical indicators were found from 
coefficient determination (CD) and 
standard error (SE), that is 0.906 and 
15.971, 
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Fig. 4: Vertical recharge estimated by the model in the period of 1972 - 1992 
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ABSTRACT. When planning dewatering for underground works, it is necessary to adopt the 
method with a little of economy and impact on the environment. From this point of view, a new 
dewatering method, which reduces the pumping rate during excavation using special wells, was 
developed. This multi-layer dewatering method is made up of three technologies, which are as 
follows: 
(I) A multi-layer pumping test to determine the three-dimensional permeability ofthe ground. 
(2) A multi-layer dewatering method, which uses wells of special structure having multiple well 

screens, reduces the pumping rate required. 
(3) A vertical recharge method for injecting groundwater pumped up back into aquifers deePer 

underground. 
These technologies were applied on a construction site where the depth of excavation at the deepest 
point was 28m. At first, multi-layer pumping tests were performed to evaluate the permeability of 
the ground. Next, cutoff wall length and a dewatering system were designed applying seepage flow 
analysis by the finite element method. During the execution of the work, an automatic measuring 
system was adopted to observe the groundwater head, and control was provided so that drawdown 
of head would be held to the necessary minimum. Consequently, pumping rate and external 
discharge rate were greatly reduced, and effective results were obtained from the point of view of 
economics and reduction of impacts on the environment. 

KEY WORDS: underground work, dewatering, pumping test, recharging, deep well 

Large-scale underground work 
shown in Fig.1 with depth of 28m 
was planned. A thick sand layer 
having a head of GL -11 m was 
deposited below the excavation .20 

bottom. In order to be able to safely 
proceed with the underground work, 
the groundwater level of this aquifer 
should be lowered by 19m. 

To determine the three-dimensional 
permeability of the ground, a multi- I Recharged 'oyerl 
layer pumping test was planed. An 
outline of the testing facilities is 
shown in Fig. 2. The pumping well Fig. I Outline of the Ground and Underground Works 
had four well screens, and it was 
possible to pump up from each of the 
screens independently. The observation holes had several piezometers installed at aquifers 
corresponding respectively to the well screens ofthe pumping well. 

The structure of the well employed for dewatering of this project is shown in Fig. 3. This well 
possesses the functions of both a deep well of multi-layer pumping type and a recharging deep well. 
There are two well screens for pumping, and it is possible to pump water from these screens in the 
quantity and for the period needed. Further, there is one well screen for recharging water, and 
groundwater pumped up can be recharged into the ground from this screen. 
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Fig. 4 (a) shows the results 
of measuring head 
variation at observation 
holes in the excavation 
area during the period of 
underground works. At the 
upper pumping layer, the 
groundwater level was 
lowered below the 
excavation bottom and a 
dry condition was 
maintained inside the 
excavation area. At the 
lower pumping layer, the 
artesian head was lowered 
below the limit value of 
head set against heaving 
due to artesian pressure. 

The operating performance 
of the recharging deep 
well is shown in Fig. 4 (b). 
The head in the upper 
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pumping layer has fallen gradually with the stage of excavation. Since collected groundwater at the 
upper pumping layer was returned to the recharged layer, the head in the recharged layer has risen 
higher than the .natural head. The head in the recharged layer gradually increased as operation 
continues. This is because clogging of the recharging well screen due to collection of minute 
particles. Backwashing was performed whenever clogging had progressed to some extent. The 
length of time for one backwashing was about 30 minutes. The head in the recharged layer was 
lowered by backwashing and recharging capacity was recovered. 

Consequently, it was succeeded in realizing a dewatering operation, which was ideal from the point 
of view of economics and, further, impacts on the environment. 
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Parameter estimation methods to determine hydraulic 
properties of aquifers using genetic algorithms 
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ABSTRACT. Numerical seepage flow analysis often requires characterization of hydraulic pa­
rameters of aquifers. The exact determination of the hydraulic properties of aquifer systems is very 
important for the correct groundwater flow prediction. A new approach to determination of these 
properties from pumping test data with the aid of Genetic algorithms (GA) incorporating finite ele­
ment seepage flow analysis is presented. GA are search algorithms based on the mechanics of natural 
selection and natural genetics, which combine an artificial survival of the fittest with genetic opera­
tors abstracted from nature. The advantages of our method are identifying of the optimal hydraulic 
properties and geological formations of aquifers. Pumping test data measured actually under the 
multi-layered conditions are used to verify our proposed method. 

KEY WORDS: hydraulic properties, inverse analysis, genetic algorithms, pumping tests 

INTRODUCTION 

Pumping tests are widely performed to evaluate the hydraulic properties of aquifers. They are usu­
ally carried out under the multi-layered aquifer systems. It is, however, difficult to analyze the data 
obtained from pumping tests under these conditions "analytically". In this study, a numerical code of 
Genetic algorithms (GA)[l]-based parameter estimation procedure for determining hydraulic param­
eters of multi-layered aquifer systems is developed. The possible hydraulic conductivity, specific 
storage and the thickness of each aquifer layer can be found out from immensity parameters by GA. 
Pumping test data observed in the two layered confined diluvial aquifer system are used to evaluate 
the efficiency of the proposed method. 

STUDY SITE 

The study was conducted in the confined diluvial aquifer at Okayama city in Japan. Fig. 1 illustrates 
the diagram of well construction and geological conditions of the test site. The diluvial sand-gravel 
(Dg) layers are revealed as a confined aquifer existing in this region. With the vertical profiles of 
hydraulic conductivity in Dg layer, this aquifer is divided into two layers, Dg1 and Dg2 at the depth 
of about 17 m from the ground surface. This considered system consists of two aquifers. Each of these 
layer has its own hydraulic properties, and they are separated by an interface that allows unrestricted 
crossflow. 

PARAMETER ESTIMATION USING GENETIC ALGORITHMS 

Five unknown parameters, hydraulic conductivity k], k2' specific storage Ss], SS2 and the thickness of 
Dg2 layer are estimated using GA. Drawdown data obtained from our pumping test are simulated by 
the axisymmetric transient flow through the rigid porous medium. The sums of weighted differences 
between observed and computed drawdown data are evaluated as the objective function in our method. 

By using GA, five unknown parameters are encoded as binary strings. The range of k] and k2 is from 
5.0 X 10.4 to 3.4 X 10.1 cmls respectively. It is divided into 128 possibilities, which can be repre­
sented by a 7-bit binary code. The range of Ss] and SS2 is from 9.0 X 10.8 to 4.5 X 10-4 cm·1 respec-
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tively. It is divided into 64 possibilities, 
which can be represented by a 6-bit bi­
nary code. The range of thickness of Dg2 
layer is from 18.8 to 20.3 m. It is di­
vided into 8 possibilities, which can be 
represented by a 3-bit binary code. There 
are about 229 ( =27 X 26 X 27 X 26 X 
23) different combinations of unknown 
parameters. The possible solutions can 
be searched from the immensity param­
eters by using GA. 

RESULTS AND DISCUSSION 

Transient draw down data measured in 
Dgl and Dg2layer are used to perform 
the GA-based parameter estimation pro­
cedure. In our GA operations the num­
ber of population of 60, crossover prob-
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ability of 0.6 and mutation probability of 0.1 are 
defined as the empirical parameters. These param­
eters may need frequent adjustment to ensure suc­
cessful and efficient application of the GA. Esti­
mated hydraulic conductivity, specific storage in 
each aquifer and thickness of Dg.2 are listed in 
Table 1. Fig. 2 shows the estimated and measured 
drawdown of our pumping test. As can be seen in 
this figure, the behavior of computed drawdown 
was in good agreement with the measured data. 

The results presented in this study confirm the 
ability of the proposed GA-based parameter esti­
mation method. Hydraulic conductivity, specific 
storage and thickness of aquifer were estimated 
simultaneously. Estimated parameters are accu­
rate enough for practical use. The Genetic algo­
rithms is more stable compared to traditional gra-

Fig. 1. Schematic diagram of well construction 
and geological conditions of pumping test. 
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dient-based methods. This advantage will become more obvious when dealing with a lot of unknown 
parameters or a highly nonlinear problem such as inverse problems of estimating unsaturated soil 
hydraulic properties. 

Table 1. Estimated aquifer parameters by GA 

GARun RMSE (cm) k , (cm/s) k , (cm/s) 

trial 1 1.39 6.6X 10" 7.6X 10" 

trial 2 1.38 6.6X 10" 7.6XI0' 

trial 3 1.37 8.2X 10" 8.2X 10" 

REFERENCES 

Ss , (cm-') Ss , (cm') Thickness of Dg.2 
(m) 

2.5 X 10' 9.5XIO' 20.3 

8.5X 10' 1.0 X 10' 20 .3 

7.0X 10" I.OX 10" 20.3 

y : observed drawdown data, 
Y(b) : estimated drawdown data, 
N:number of measurements 

1. Goldberg, D. E. (1989) Genetic Algorithms in Search, Optimization, and Machine Learning, 
Addison-Wesley Pub. Co., 412p. 
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ABSTRACT. Formulae of well hydraulics considering conditions of pumping tests and/or 
hydraulic boundaries are integrated. The numerical inversion of Laplace transformation is used 
in order to avoid introducing highly complicated mathematical techniques. Moreover, the 
classified factors of pumping tests and aquifer conditions can be combined when the formulae are 
used. The factors are Pumping Style and Well, Influence Radius and Leakage from an adjacent 
layer. In the first category, Pumping Style and Well, its factors are of constant discharge rate in 
a pumping well with infinitesimal and finite radius, and constant drawdown in a pumping well 
with finite radius. In the second category, Influence Radius, its factors are of finite and infinite 
radius, and constant head and impermeable boundaries on the radius. In the third category, 
Leakage from an adjacent layer, its factors are of non leakage, non-storage and storage leakage. 
The calculated variables with the formulae can be selected among drawdown, hydraulic gradient, 
and also time-derivative of them at an arbitrary observation point. Consequently, there are two 
main advantages over the integration. One is that the variables for which any model has not 
been developed can be estimated. The other is that its effortless calculation is handy and useful 
for automatic analysis of test data. 

KEY WORDS: well hydraulics, numeric Laplace inversion, type curves 

INTRODUCTION 

Data of a pumping test are commonly analyzed with schemes based on classical well hydraulics 
theories. Although several formulae have been developed for different models, these formulae 
must be understood by each model and need much effort to calculate their type curves or to read a 
lot of values on their own tables. Moreover, as for undeveloped mathematical models, the other 
calculation, that is, an FEM analysis must be performed even for a case under relatively simple 
conditions. These disadvantages should be improved for analyses of pumping test data because 
one of the most important objects of the analyses is to identify the investigating aquifer to the 
mathematical model by means of a trial and error procedure. 

In order to resolve these problems, the integration of several formulae of well hydraulics is 
proposed. The authors focused on the fact that formulae of well hydraulics were developed on 
the basis of a few governing equations and boundary conditions. The equations and boundary 
conditions are easily combined on the Laplace transformed field and their solutions on the field 
are well-known. Conventionally it is extremely difficult to inversely transform the solutions to 
ones on real time field. The theory of numeric Laplace inversion, however, made the work easy. 
The scheme based on the theory expects several advantages of calculating formulae. The first 
advantage is to improve speed of the calculation. The second is to systematically combine 
conditions of pumping well, aquifer and aquitard. 

MATHEMATICAL MODELS of WELL HYDRAULICS 

A schematic illustration of a mathematical model is given on Fig. 1. Pumping well is fully 
penetrated into a confined aquifer. The thickness of the aquifer is the same at arbitrary location. 
An aquitard is overlaid the aquifer. The governing equations are referred to Hantush's work [1]. 
The set of the equations expresses the hydraulics of a fully penetrated well in non-leaky and/or 
leaky aquifer. 
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impervious 

Fig. 1 Schematic model of Well and Formations 

In order to solve the set of equations, boundary conditions are introduced. The conditions is 
classified into the following categories. 

Category 1: Pumping Style and Well 
(1) Constant discharge rate in pumping well with fmitesimal radius. 
(2) Constant discharge rate in pumping well with finite radius. 
(3) Constant drawdown in pumping well with finite radius. 

Category 2: Influence Radius 
(1) Constant head at infinite radius. 
(2) No-flow at infinite radius. 
(3) Constant head at finite radius, R. 
(4) No-flow at finite radius, R. 

Category 3: Leakage from an adjacent aquitard 
(1) non leakage 
(2) leakage without storage with constant head at the upper of the aquitard 
(3) leakage with storage with constant head at the upper of the aquitard 
(4) leakage with storage with no-flow at the upper of the aquitard 

The term of time is reduced from the governing equations and boundary conditions with Laplace 
transformation[2]. The general solution of the governing equations is specified by introducing 
boundary conditions. After that, the specified solutions are changed to a real time field with a 
numerical inversion scheme of Laplace transformation[3,4]. 
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INTRODUCTION: The groundwater in Bangladesh is contaminated with high Arsenic 

concentrations. SWMC has undertaken a pilot research study to (1) understand the occurrences of Arsenic in 
groundwater through data collection and analysis (2) develop mathematical model for groundwater flow 
movement, solute transport, and geo chemical model with specific reference to Arsenic and (3) establish a 
strategy for proper watershed management as long-term mitigation measures. An area of 570 sq km in the 
districts of Narayanganj-Narsingdi has been selected' as a pilot study area (Figure 1) 

METHODOLOGY: For the present study a physically based mathematical model has been developed 
to simulate flow movement processes, interaction between surface and groundwater, pollutant transport and 
geochemical processes. 

Data collection and processing: A huge amount of data and information are collected from several 
organizations in Bangladesh and processed. This data with due quality control procedure fulfil the data 
requirement of MIKE SHE [1] model. The Arsenic data were collected in three phases: reconnaissance; 
detailed survey of one administrative union; and systematic sampling constructing a gridded network. 

Detailed Survey in Aminpur Union: Efforts were made to cover all the Hand Tube Wells (HTW) in 
Aminpur union, the most affected area. A total of 227 water samples were collected and analysed using field 
kit. The result confirms that the occurrence of Arsenic is isolated in nature. Two tubewells having similar 
depth and located within a distance of 20 meters shows one affected and the other unaffected. No correlation 
exists between the Arsenic concentrations and the depth. However, depth of the affected tubewells varies 
from 20 to 60 meters from the ground surface. 

Survey under Gridded Network: A 4 krnX4 km gridded network was established. In total 29 water 
samples were collected in November 1997 from each grid-comer and analysed for Arsenic from the BUET 
laboratory. The coordinate was recorded by GPS for each ofthe tubewells. 

Continued Field Monitoring: Two HTWs have been selected for creating a time series database. One is 
very near to Meghna river and other is in the Aminpur Union. Table I shows the results. 

Table 1. Time Series Data of Arsenic Concentration for Two Locations 
Oct' 97 Nov' 97 Jan' 98 Mar' 98 Jun' 98 Oct' 98 June'99 
P43 67 P43 67 P43 67 P43 67 P43 67 P43 67 P43 67 

Parameter 
No .0215 

Arsenic. 0.171 0.092 0.225 0.098 0.167 0.041 0.043 0.10 0.019 0.04 0.041 0.084 Trace 
mgll 
PH 6.70 6.50 6.76 7.02 6.0 6.1 6.7 6.8 
Iron, mg!1 7.19 3.96 20.0 8.0 18.0 4.0 30.0 8.0 
CO2,1ll'1l 50.0 95.0 68.0 61.0 94.0 56.0 115 59 

SO •. mWI 36.8 16.9 18.0 28.0 0.6 24.3 1.5 22.0 
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MODEL DEVELOPMENT 
Groundwater Management Modelling : A MIKE SHE 
based groundwater model has been developed to describe all the 
important flow processes in the hydrological system. 

Calibration of the Model: The model was calibrated against 
the potential head data for the six locations. The calibration plot 
of two locations is shown in Figure 2. 

Solute Transport Modelling : As the release and migration 
mechanisms of Arsenic are unknown sorption-degradation 
module has not been applied in the current set-up. A simple 
conservative solute transport modelling was set-up for the 
current study . Three locations where the measured 
concentrations of Arsenic found high were assumed as point 
sources. The sources were placed in the upper calculation layer 

A 20-year simulation result indicated faster migration of 
Arsenic in the downward direction compared to horizontal 
direction. This might be due to uniform distribution of the 
abstraction wells within each thana in the dry season, 
while the infiltration imposes during monsoon. Figure 3 
shows long-term Arsenic migration across the depth of the 
aquifer. 

CONCLUSIONS: It is too early to make any 
conclusions on the overall objectives of the study . 
However, based on the findings so far received the 
following comments can be made[2]: (1) surface water is 

Fig. 1. Base Map Showing Borelog Location 

Fig. 2. Model calibration with 

free from high Arsenic concentrations, (2) occurrence of high Arsenic concentrations in groundwater is a 
local phenomenon, (3) high 
concentrations are found in 
clay and fine sand, (4) no 
definite correlation exists 
between the water sample 
depth and Arsenic 
concentration, (5) high Arsenic 
may have some relation with 
high iron and low pH value 
and (6) migration process 
seems very slow, 
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R. Helmig: 
Comprehensive Methods and Modeling Techniques for Subsurface Systems 

During the last years, the development of numerical methods and modeling techniques for the 
simulation of flow and transport processes in subsurface hydrosystems has emerged to a powerfull 
tool in the prediction of human impacts on nature regarding the changes in flow conditions, water 
budget, as well as water quality. But it is important to note that the state of the art as well as the 
spatial and temporal application ranges significantly vary for different processes. Single-phase 
flow and transport processes are comparatively well-understood, and a number of different suit­
able numerical simulators are available. As a consequence, such applications are carried out up 
to the regional scale and have belonged to the engineering practice for years. With a number of 
restrictions, this is also the case for density-driven flows which are caused by e.g. salt-water. 

Multiphase flow processes as well as isothermal or non-isothermal mUltiphase I multicomponent 
flow and transport processes are only partially well-understood. One major problem is the effect 
that the fluid properties, e.g. density or viscosity, vary in interaction with porous media properties. 
Another difficulty results from the limited validity of certain model assumptions for determining 
constitutive relationships, e.g. for the relative permeability and the capillary pressure as a function 
of the saturation. As better information is lacking, such models are used for problem fields where 
their validity is not ensured. Moreover, special effects, like hystereses, which require additional 
model concepts, may occur. The problems described above lead to possibly highly non-linear par­
tial differential equations which require special problem-dependent methods and modeling tech­
niques for their solution. As the computational effort can be huge, highly-developed solvers based 
on parallel adaptive multigrid methods should be applied. Due to the very complex processes in 
multiphase flow, only a few numerical simulators exist. Generally, the application field ranges 
from the small to the technical scale. There are only very few large I regional scale simulations. 

As an example, methods and modeling techniques which were developed to optimize remediation 
measures, especially thermal enhanced NAPL recovery, are discussed. The processes are described 
by a non-isothermal three-phase I three-component model concept. Special attention is given to 
an algorithm for substituting variables in order to adapt to the disappearance and appearance of 
phases. 
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Scaling effects, multiphase inverse modeling, and recent application fields of gas-water flow point 
out some challenging research topics and show evolving areas in modeling flow and transport pro­
cesses in the subsurface. Consequently, they are addressed in this technical workshop. 

R.E. Ewing: Scaling Effects in the Subsurface 

The processes of both single and multiphase flow involve convection, or physical transport, of 
the fluids through a heterogeneous porous medium. The equations used to simulate this flow at 
a macroscopic level are variations of Darcy's law. Darcy's law has been derived for both single 
and multi phase regimes via a volume averaging of the Navier-Stokes equations, which govern 
flow through the porous medium at a microscopic or pore-volume level. The length scale for 
Navier-Stokes flow (10-4 - 10-3 meters) is quite different from the scale required by field-scale 
simulations (10 - 103 meters). Reservoirs themselves have scales of heterogeneity ranging from 
pore-level to field scale. In the standard averaging process for Darcy's law, many important phys­
ical phenomena which may eventually govern the macroscopic flow may be lost. The continued 
averaging of reservoir and fluid properties necessary to use grid blocks of the size of 10-102 me­
ters in field-scale simulators further complicates the modeling process. We consider techniques to 
address these scaling problems. 

The understanding and prediction of the behavior of the flow of multi phase or multicomponent flu­
ids through porous media are often strongly influenced by the heterogeneities in the media, either 
large-scale lithological discontinuities or quite localized phenomena. Considerable information 
can be gained about the physics of multi phase flow of fluids through porous media via laboratory 
experiments and pore-scale models; however, the length scales of these data are quite different 
from those required from field-scale simulations. The coupled fluid-fluid interactions are highly 
nonlinear and quite complex. The presence of heterogeneities in the medium greatly complicates 
this flow. We must use the simulators as "experimental tools" in the laboratory of high performance 
computing to simulate the process on increasingly larger length scales to develop intuition on how 
to model the effects of heterogeneities at various levels. 

Diffusion and dispersion are often critical to the flow processes and must be understood and mod­
eled. Molecular diffusion is typically fairly small. However, dispersion, or the mechanical mixing 
caused by velocity variations and flow through heterogeneous rock, can be extremely important 
and should be incorporated in some way in our models. Macrodisperson concepts try to incorpo­
rate the effects of heterogeneities at various length scales. 

Numerical results have illustrated the success of dispersion models for many of these problems. 
However, in reservoirs where there is a higher degree of correlation in the permeability fields, there 
is a type of channeling of flow that is non-Fickian and may have important history effects in the 
flow. Several authors have developed a theory of anomalous diffusion and macrodispersion that 
has enormous potential in understanding the scale-up problem. They found a non-Fickian behav­
ior. In order to try to use existing simulators - that model diffusion as Fickian, we have tried to 
address the channeling effects of correlated heterogeneities via an effective permeability developed 
by a multi-level scaling process where at each step the information that is correlated at that scale 
is homogenized to obtain an effective permeability and the uncorrelated information is modeled 
with a diffusion/dispersion term. By upscaling in many steps of increasingly larger length scales, 
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we hope to incorpoarate the channeling effects via the penneability tensor. Alternately, we are 
developing models that incorporate a temporal history of the flow via integral tenns. 

The simulation of processes such as bioremediation and chemically reacting flows involves the use 
of nonlinear reaction tenns. The fonn of the reaction kinetics must be detennined from laboratory 
tests at laboratory length scales. Scaling these nonlinear reaction tenns is very different and may 
require a new fonn of reaction kinetics to model the process at the field scale. 

s: Finsterle: Multiphase Inverse Modeling - Possibilities and Limitations 

Multiphase flow and transport simulators are continually being improved in tenns of their physical 
process description, computational speed, accuracy, and robustness of the numerical solution. De­
spite these advances, model calculations frequently fail to predict the actual system behavior. One 
source of prediction error is the use of inappropriate input parameters, which include hydrologic 
and geochemical properties as well as initial and boundary conditions. While some of these input 
parameters can be detennined in the laboratory or inferred from the analysis of field tests, most 
of the many parameter values required for a simulation of multiphase flow processes are difficult 
to measure or estimate. Moreover, these measured parameters may represent a local property in a 
heterogeneous system and are thus conceptually different from the values required by a numerical 
model, which often requires effective large-scale parameters. 

We developed inverse modeling capabilities for a general-purpose multi phase flow simulator to be 
able to detennine input parameters by automatically calibrating the model against laboratory and 
field data. The parameters estimated by inverse modeling are related to the scale, physical process, 
and parameterization of the numerical model. This is an important advantage of inverse modeling 
over other parameter estimation techniques. On the other hand, this strong connection to a specific 
model is sometimes regarded as a disadvantage because parameters cannot be simply transferred 
to other models. 

Automatic model calibration has been applied to a variety of unsaturated and multiphase flow 
problems. We present illustrative examples, in which we highlight the power and usefulness of a 
fonnalized inverse modeling approach. We demonstrate that prediction reliability increases when 
using parameters that are detennined from process-related data rather than apparently independent 
infonnation. We also examine the benefits from perfonning detailed residual and error analyses, 
which enable detection of flaws in either the model or the data, thus pointing toward aspects of the 
conceptual model or the experimental setup that need to be refined. At the same time, we discuss 
potential caveats and limitations, specifically the fact that errors in the model structure lead to a 
bias in the estimated parameters. 

Inverse modeling relates the numerical model to the real hydrogeologic system and, as such, is 
an undertaking of great theoretical importance and practical relevance. For more infonnation on 
multi phase inverse modeling, visit http://www-esd.lbl.gov/iTOUGH2. 

This work was supported, in part, by the U.S. Department of Energy under Contract No. DE­
AC03-76SFOOO98. 
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R. Hinkelmann: 
Recent Application Fields of Gas-Water Flow in the Subsurface 

In recent years, several new application fields for the numerical simulation of gas-water flow 
processes in the subsurface systems have emerged. Three of them are addressed in this lecture. 
First, the problem fields are explained, and thus the research work is motivated. 

• In coal mining areas, methane is degasing out of coal and migrating through the saturated 
and the unsaturated zone of the subsurface to the surface of the earth. At several locations, 
the methane fluxes are so high that they cause danger for human life as well as restrictions 
for the use of buildings. 

• In coastal areas, most of the dikes which serve as flood defense structures are made of lay­
ered material, especially soils. As a consequence of increasing height and frequency of 
storm surge levels, the probability of overtopping dikes increases, too. Overtopping evokes 
complex gas-water flow processes inside the flood defense structure, enhances the stress, and 
thus has a significant influence on the stability of such systems. 

• At several locations in coastal zones of the Baltic and North Sea, field measurements have de­
tected submarine groundwater and methane fluxes into the surface water. This phenomenon 
together with the transport of contaminants involved has a considerably larger influence on 
the surface water quality than it has been expected up to now. 

The flow and transport processes described above require different model concepts for the nu­
merical simulation in heterogeneous porous media. If dissolution processes can be neglected, a 
two-phase flow model concept, consisting of a water phase and gas phase (e.g. methane, air) is 
applied. If additional component transport processes must be considered, a two-phase / multicom­
ponent model concept (phases: water, gas; components: water, methane, air, salt, contaminants 
... ) is used. Both model concepts are part of the modular program system MDFfE_UG which 
allows for the simulation of multiphase / multicomponent flow and transport (including energy) 
processes in heterogeneous porous media. Different numerical schemes, e.g. finite-element and 
finite-volume based methods, are available for the discretization of the governing equations. The 
arising linear and non-linear algebraic equations are solved with multigrid methods including par­
allel and adaptive techniques. 

Finally, the applications are presented together with an outlook on future work: 

• A ~wo-phase (water, methane) flow model was chosen for the degasing methane problem. As 
the geological structures have considerable influence, sensitivity analyses have been carried 
out using simple systems to identify dominant parameters and processes depending on the 
geological structures. For this, the influence of heterogeneities and fault zones on vertical 
methane flows has been investigated. A model calibration for a real field case is envisaged. 

• For the overtopping dikes, a two-phase (water, air) flow model was used. The complex 
forms of the gas-water interface caused by infiltrating water, entrapped air, and the water 
table have been analysed and will be compared with experiments in the near future. 

• For the submarine groundwater and methane fluxes, a two-phase / three-component (phases: 
water, gas; components: water, salt, methane) was applied. Density-driven flow caused by 
salinity was taken into account. The phase switch of methane from dissolution into the gas 
phase is of special interest in the simulations which are partially compared with small scale 
measurements. Future work will deal with larger scales or reaction processes of methane. 
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I. KOHNO: 
Interaction between Groundwater and Geomechanics 

Water is one of important sources of life for mankind and other living creatures on earth. The 
life on earth depends upon both quantity and quality of groundwater. According to figures 
recently issued by the World Health Organization, one people die about every two seconds 
from diseases associated with bad water. In every minute, three people will die because they 
do not have ready access to a safe and reliable supply of drinking water. The figures are a 
grim reminder of how much we need water and how important the quality of water for human 
life. 

The present of groundwater can also introduce a geomechanical problem on earth structures. 
The groundwater can affect the strength and stability of the ground. In the country like the 
Netherlands, most of areas are under water level and the earth structures like embankments 
have been built to protect the areas against flooding. However, the problem with the 
instability of embankment has been very often encountered due to the rising water level. The 
country with high rainfall intensity and steep slopes also often faces a problem with failure of 
natural slopes during rainy season. The occurrence of slope failures has claimed untold 
number of human lives and million dollars of property losses. 

The extent to which the groundwater causes instability is dependent on the pore-water 
pressure. In soil mechanics, pore-water pressure affects effective stress on soil framework. If 
pore-water pressures are increased in response to the rise in water level, then effective stress 
will be reduced. This means soil particles will lose grain-to-grain contact. If pore-water 
pressures were increased to a point beyond which there would no longer be any grain-to-grain 
contact, the soil would be cause to liquefy. Even if the effective stress is not reduced to zero, 
the reduction of soil shear strength caused by the increase in pore-water pressure can also 
results in the occurrence of slope failures. 
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The rapid growth of population in many countries around the world has been accompanied by 
increase in water usage. In order to meet the demand for water, pumping is a very common 
method for extracting water from the aquifer. However, excessive pumping from a confined 
aquifer at the rate much greater than natural replenishment can lead to contraction of the 
aquifer and corresponding subsidence of the land surface. In soil mechanics point of view, 
lowering water level will reduce pore-water pressures, or increase effective stresses of soil 
particles, which can cause the aquifer to be compacted, leading to land subsidence. The 
occurrence of land subsidence can cause a considerable damage to building. Notable 
examples of such subsidence have occurred in around Mexico City and Bangkok 
Metropolitan areas. 

The above discussion has shown briefly the interaction between groundwater and 
geomechanics, and the geomechanical problems due to the action of groundwater require 
remedial measures. This technical workshop will present some challenging research topics 
related to interaction between groundwater and geomechanics. A probabilistic approach to 
assess groundwater effect on defense structures on coast and low land, integrated management 
approach for water supply in metropolitan areas and environmental preservation towards 
subsurface construction will be addressed and discussed thoroughly. 

F. B. J. BARENDS: 
Geohydrodynamic Engineering in Sustainable Protection of Coast and Low 
Land; Dutch Experience 

The last millennium the Netherlands was created by cultivation of the land, by protection 
against floods from sea and rivers and permanent water drainage from low land and polder 
areas. Large cities developed, including an intricate infrastructure of roads, waterways and 
pipelines for sewerage, gas, water and underground transport. The main ports for shipping in 
Rotterdam and air transport in Amsterdam are a cradle for industry and commerce. The 
protections of commercial and social values in the low land demand a continuous engineering 
effort. 

Kilometers of sea dikes, river dikes and canal embankments, numerous sluices, bridges, 
harbors, tunnels, dams and closures and sophisticated monitoring and control systems from 
the backbone of the low land protection. Engineering skill developed during centuries within 
a special legislative, social and political frame. The expertise has settled in a vast range of 
laws, guidelines, handbooks and codes. 

At present, new developments are required meeting the demands of the society of today. 
Demands related to multiple functioning and integral values. Moreover, the expectation of 
climate changes in terms of sea level rise and profound river discharges rings the bell for risk 
engineering in design and maintenance of water defense structures. 

The lecture will focus on this development with the emphasis on white spot in our knowledge 
and related research topics, particularly the probabilistic approach and the way to involve time 
through groundwater effects, which happens to playa dominant role. 
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A. Das GUPTA: 
Ground Settlement due to Pumping 

Settlement of the land surface, also known as land subsidence, is an important environmental 
consequence of groundwater overdraft. It is caused by the consolidation of the soil deposits 
due to the lowering of the groundwater level or the potentiometric pressure. For confined 
aquifers, the increase in effective stress is due to the reductions in upward hydraulic pressure 
against the bottom of the upper conflning layer caused by the drop in the potentiometric head. 
In a multi-layer system, this drop in potentiometric head induces release of water from the 
conflning layers whereby conflning layers get compressed. For unconflned aquifers, the 
increase in inter-granular pressure is due to the loss of buoyancy of solid particles in the zone 
de-watered by the falling water table. In addition, initiation or acceleration of lateral flow of 
groundwater can cause lateral compression of the aquifer and hence, lateral movement of the 
land surface, due to an increase in the seepage force or frictional drag exerted by the flowing 
water on the solid particles. Most of the major subsidence areas around the world have 
developed in the past 50 years or so and many of them are still experiencing continual 
settlement due to increasing use of groundwater. As an example of recent time, large-scale 
groundwater utilization in the city of Bangkok, Thailand resulted in adverse economic-cum­
environmental problems such as continual decline of potentiometric levels, land subsidence 
and groundwater quality deterioration by salt-water encroachment. Many associated and 
potential problems like flooding, loss of property and human lives, severe deterioration of 
infrastructure facilities, groundwater pollution, and health hazards have been attributed to the 
effect of excessive groundwater withdrawal and land subsidence. 

An assessment of the geologic and the hydrogeologic settings; yield, storage and the 
transmissive characteristics of the water bearing strata; consolidation characteristics of 
formation materials, and the recharge and pumping pattern of the system is necessary for the 
evaluation and prediction of land subsidence resulting from the abstraction of groundwater 
through pumping wells. The alleviation of environmental consequences of land settlement 
would require curtailment of groundwater pumping which implies a subsequent need of 
supplemental water supply from surface source. As well as a built up of the potentiometric 
pressure level could be initiated through artiflcial recharge for which a proper source of 
additional water of required quality is necessary. A successful implementation of these 
remedial measures requires societal realizations of the consequences of continual groundwater 
overdraft and their coordination and cooperation, and the most importantly, the institutional 
commitment towards required actions. 

In the light of the above discussion, the intention of this paper is to present the outcome of 
several studies and investigations conducted over the last two decades addressing the issues of 
groundwater development and land subsidence in the Bangkok Metropolitan area. Possibility 
of artiflcially recharging the aquifer has been investigated through a small-scale recharge 
experiment and its applicability for a large-scale recharging of the deep aquifer system in the 
Bangkok area has been considered. A discussion on the effectiveness of the mitigation 
measures on groundwater pumping through litigation and water charging system is provided. 
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Since groundwater utilization will continue in the future, there is an urgent need to identify 
some critical gaps in our past efforts towards groundwater management if we want to avoid or 
significantly reduce the serious consequences, while continuing to bear the fruits of the 
resource use on a sustained basis over a long period of time. The Paper, therefore, concludes 
identifying some important planning and management issues, and emphasizing on an 
integrated management approach for the water supply of the City of Bangkok and its vicinity. 

M. NISmGAKI: 
Subterranean and Subsurface Environmental Conservation 

Recently, rapid development in the Metropolitan City or densely populated area has not been 
supported by the availability of land. This problem has motivated engineers and decision­
makers to utilize the underground space for meeting the demand for engineering 
constructions, such as nuclear disposal refractory, natural gas storage, underground highway/ 
railway, etc. 

The use of underground space had given some significant consequences to mankind. 
However, many potential and associated environmental consequences of the underground 
construction had not been thoroughly examined prior to the construction. 

This Paper will discuss the methods of preservation of the subsurface environmental 
conditions under the subterranean utilization. The method for maintaining the original 
movement of groundwater, which is disturbed! altered by the constructions, is especially 
explained in practical point of view. A discussion on the field and laboratory methods to 
investigate the characteristics of the underground formations and multi-layered aquifers and 
the methods to design the preservation facilities of the groundwater flow are provided. The 
methods to maintain the faculty of the facilities and to prevent the screen, the filter as well as 
the fine sandy aquifer from clogging are also emphasized. Finally, the more active utilization 
in the subsurface region is proposed by considering the artificial system for controlling the 
groundwater level using the underground structures. This control system can prevent the 
liquefaction disaster during earthquake and remediate the contaminated aquifers in long term. 
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Abstract. It is generally recognized that the temperature profile in a borehole is 
influenced by both groundwater flow and past climatic change. Geophysicists seek to 
remove such effects from a temperature profile for the corrections of heat flow values. 
It is also well known by hydrogeologists that the distribution of subsurface 
temperature is affected by groundwater flow and that temperature data can be used to 
estimate the direction and velocity of groundwater flow. Until present, there are few 
studies dealing simultaneously with both effects. This workshop. provides a review of 
the literature dealing with the effects of groundwater flow and past climatic change on 
the subsurface thermal regime. Then, temperature profiles and the distribution of 
temperature inversions in Japan, Germany and China are analyzed and presented as 
examples showing both effects as well as the effects of surface warming owing to 
urbanization. 

Key words: borehole temperature, groundwater flow, climate change, heat transfer 

INTRODUCTION 

Generally, the normal geothermal gradient of the subsurface thermal regime is 
affected by groundwater flow and changes in surface temperature. A theoretical 
analysis of temperature field distortion by topographically driven groundwater flow 
was presented by [1] as shown in Fig. 1. Their results show that groundwater 
temperature increases with depth under the influence of both heat conduction and 
advection. At the same altitude, subsurface temperature in the recharge area is lower 
when groundwater flow is included than under no flow conditions. In the discharge 
area, temperature is higher with groundwater flow than under no flow conditions. 
Thereafter, Fig. 1c and 1d provide a conceptual and theoretical framework for an 
analyzing subsurface temperature distribution in a groundwater basin. 

The effects of past climatic changes on subsurface temperatures have been recognized 
for a long time. The effect of the Pleistocene ice-age, which lasted for several hundred 
thousand years, is usually assumed to extend to a few thousand meters below land 
surface, while the effect of climatic changes in the last thousand years extend to 500 m. 
The effects of seasonal fluctuations extend to a few tens of meters and the effect of 
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daily changes extend to a few meters. The most recent major climatic change, i.e., the 
rapid warming for the last 100 years, has caused a temperature inversion in many 
parts of North America, Europe and Australia at a depth of 50 to 100 m, depending on 
the thermal properties of the rock [2,3]. In this paper, the depth below which the 
effects of seasonal temperature change are negligible is called the isothermal layer. 

In analyzing temperature profiles to depths of a few hundred meters, it is necessary to 
take account of two effects, namely topographically driven groundwater flow and 
surface warming. Furthermore, transient effects caused by pumping and natural 
hydrologic events also should be considered. In this workshop, we present a summary 
of recent work and field observations on the effects of groundwater flow and surface 
warming in the subsurface thermal regime 

EFFECTS OF GROUNDWATER FLOW 

A numerical model of heat transfer combined with groundwater flow was introduced 
and simulated the groundwater flow and thermal regime in northern Ontario, Canada 
[4]. The theoretical relationship between heat transfer and regional groundwater flow 
using analytical techniques assuming steady-state two-dimensional flow was 
presented by [1]. These early studies documented the importance of groundwater flow 
on the thermal regime. The International Union of Geodesy and Geophysics 
Symposium " Hydrogeological Regimes and Their Subsurface Thermal Effects" was 
held in August 1987 at General Assembly in Vancouver, British Columbia [5]. Papers 
from this symposium showed that subsurface temperatures within a depth of several 
thousand meters were affected by deep groundwater circulation. Moreover, 
temperature and surface heat flow are relatively high in the structural center of 
basins, grabens and plains, e.g. in the Unita Basin, Colorado, USA [6], in the 
Rheingraben, Germany [7,8], in crystalline basement, northern part of Switzerland [9], 
in the sedimentary basin, Czechoslovakia[10], in the Panonian basin, Hungary[ll], 
and in the Liaohe and Longyan basins, Zhangzhou and Beijing geothermal fields, 
North China [12]. It became also clear that the existence of regional groundwater flow 
caused a significant disturbance of thermal regimes produced a zone of high 
temperature in the central part of the Yonezawa Basin, Northeast Japan [13]. 

CLIMATE CHANGE AND SUBSURFACE TEMPERATURE 

From meteorological data, global temperature changes which show recent warming 
trends of about 0.5"C globally over the last century were evaluated by [14]. The 
methods for detecting climatic change from observational data including air 
temperature, sea surface temperature, tropospheric temperature, tree ring thickness, 
temperature from isotopic fractionation, temperature profiles in a borehole and snow 
and ice cover data were reviewed by [15]. These data suggested significant cooling in 
the late 1700's with recovery to natural early levels rather than global warming. 
Problems in interpreting temperature records are caused by the effects of significant 
urban warming, station change and changes in measurements [15,16,17]. 
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The most recent major climatic change, the rapid warming during the last 100 years, 
has caused a temperature inversion that is manifested as a low or inverse 
temperature gradient in the subsurface shallow layer in many parts of the world. This 
phenomenon is shown in Fig. Ie schematically. Hence, a temperature profile in a 
borehole is influenced both by surface warming and by groundwater flow. 

CONCLUSIONS 

There are some studies dealing individually with the effect of groundwater flow and 
surface temperature change to the subsurface thermal regime, but there are few 
studies including both effects. Temperature profiles and the distribution of 
temperature inversions in Japan, Germany and China were presented as examples of 
profiles showing both effects. The conclusions are summarized as follows: 

(1) It is generally recognized that the subsurface thermal field within several 
thousand meters of the surface is affected by deep groundwater circulation; 
temperatures and thermal gradients in the shallow layers are relatively high in 
the structural center of basins, grabens and coastal plains, and are low in the 
peripheral area. 

(2) Inversions appear in the temperature profile as a near surface minimum 
temperature below the isothermal layer. Inversions are observed where subsurface 
temperature is influenced more by the warmed surface temperature than by 
regional groundwater flow. Hence, inversions are rarely observed in the discharge 
areas. 

(3) The subsurface thermal regime is influenced not only by groundwater flow, but also 
by surface climatic change. Surface warming is enhanced in urban areas owing to 
the effects of urbanization. 
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Fig_I. Subsurface thermal regime influenced by a simple regional groundwater flow system 

and surface warming in a vertical section (modified from [1]). (a) static groundwater flow 

condition, (b) thermal regime under the condition of (a), (c) simple regional groundwater flow 

system, (d) thermal regime under the condition of (c) and (e) thermal regime caused by the 

effects of groundwater flow and surface temperature warming (Hatching shows the zone of 

temperature inversion which shows anomalous low temperature). Where, h, v, T, T" G, x, y 

and t are groundwater hydraulic head, groundwater flow velocity, subsurface temperature, 

constant surface temperature, constant temperature gradient, x-y coordinate and time, 

respectively. 
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