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Preface 

Based on this century of experience, it is generally 
supposed that a final theory will rest on principles 
of symmetry. 

Dreams of a Final Theory 
Steven Weinberg 

1979 Nobel Prize winner 

This book introduces homogeneous balls as a new mathematical model for 
several areas of physics. It is widely known that the set of all relativistically 
admissible velocities is a ball in R3 of radius c, the speed of light. It is also 
well known that the state space of a quantum system can be represented 
by positive trace-class operators on a Hilbert space that belong to the unit 
ball in the trace norm. In relativistic quantum mechanics, the Dirac bispinors 
belong to a ball in the space C4 . Is there something in common among these 
balls? At first glance, they look very different. Certainly, they do not repre­
sent commutative objects, for which the unit ball is a simplex. They cannot 
represent a binary algebraic operation, since for such an operation, we need 
an order on the space, and there is no order for the first and third examples. 
But as we will show, in all of the above situations, either the ball in ques­
tion or its dual is homogeneous. Moreover, there is a triple structure which 
is uniquely constructed from either the homogeneity of the domain or the 
geometry of the dual ball. 

Homogeneous balls could serve as a unifying language for different areas 
in physics. For instance, both the ball of relativistically admissible velocities 
in Special Relativity and the unit ball of operators on a Hilbert space, which 
is the dual of the state space in Quantum Mechanics, are homogeneous balls. 
In Special Relativity, the homogeneity of the velocity ball is an expression of 
the principle of Special Relativity and not artificially imposed. The surpris­
ing fact that the unit ball of the space of operators is a homogeneous ball 
was first discovered and utilized in solving the engineering problems involved 
in transatlantic telephone communication. But not much has been done in 
physics to take advantage of this structure. 

In addition, some aspects of General Relativity may be described by the 
methods presented in the book. But in order to describe General Relativity 
efficiently, our model must be generalized. This generalization is obtained by 
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weakening slightly one of the axioms of the triple product algebraic structure. 
At this stage, the generalized model needs to be developed further before it 
will be ready for applications. 

Recall the definitions of a homogeneous ball and a symmetric domain. Let 
D be a domain in a real or complex Banach space. We denote by Aut(D) the 
collection of all automorphisms (one-to-one smooth maps) of D. The exact 
meaning of "smooth" will vary with the context, but it will always mean 
either projective (preserving linear segments), conformal (preserving angles) 
or complex analytic. The unit ball D in a Banach space is one example of 
a bounded domain. It is called homogeneous if for any two points z, WED, 
there is an automorphism 'P E Aut(D) such that 'P(z) = w. A domain D is 
called symmetric iffor any element a E D, there is a symmetry Sa E Aut(D) 
which fixes only the point a. Any bounded symmetric domain can be realized 
as a homogeneous ball in a Banach space. 

The theory of bounded symmetric domains as mathematical objects in 
their own right is highly developed (see [52], [62], [68] and [69]). However, 
these works are written at a high mathematical level and contain no physical 
applications. 

The current text completely changes this situation. Not only do we de­
velop the theory of homogeneous balls and bounded symmetric domains and 
their algebraic structure informally, but also our primary goal is to show 
how to construct an appropriate domain to model a given law of physics. 
The research physicist, and even the graduate student, can walk away with 
both an understanding of these domains and the ability to construct his own 
homogeneous balls. After seeing our new methodology applied to Special Rel­
ativity and Quantum Mechanics, the reader should be able to extrapolate our 
techniques to his own areas of interest. 

In Chapter 1, we show how the principle of relativity leads to a sym­
metry on the space-time continuum. From this symmetry alone, we derive 
the Lorentz transformations and show that the set Dv of all relativistically 
admissible velocities is a homogeneous ball and a bounded symmetric do­
main with respect to the group Autp(Dv) of projective automorphisms. We 
derive the formula for Einstein velocity addition and explore its geometric 
properties. We study the Lie algebra autp(Dv) and show that relativistic dy­
namics is described by elements of this algebra. This observation provides an 
efficient tool for solving relativistic dynamic equations, regardless of initial 
conditions. As an example, we obtain explicit solutions for the relativistic 
evolution equation for a charged particle in an electric field E, a magnetic 
field B and an electromagnetic field E, B in which E and B are parallel. 

In Chapter 2, we show that the ball Ds of all relativistically admissible 
symmetric velocities is a bounded symmetric domain with respect to the 
group Autc(Ds) of conformal automorphisms and is a Cartan factor of type 
4, called the spin factor. This enables us to express the non-commutativity 
and the non-associativity of Einstein velocity addition as well as the non­
transitivity of parallelism among inertial frames in Special Relativity. The 
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Lie algebra autc(Ds) is described in terms of the spin triple product. We 
describe relativistic evolution using elements of autc(Ds). Utilizing the fact 
that the evolution equation for symmetric velocities of a charged particle 
in a constant, uniform electromagnetic field E, B, with E· B = 0, becomes 
a one-dimensional complex analytic differential equation, we obtain explicit 
solutions for this evolution. 

In Chapter 3, we study the complex spin factor, which is the complex ex­
tension of the conformal ball from the previous chapter. The natural basis in 
this space satisfies a triple product analog of the Canonical Anticommutation 
Relations. We derive a spectral decomposition for elements of this factor and 
then represent it geometrically. The two types of tripotents (building blocks 
of the triple product) determine a duality on this object. This duality is cru­
cial in obtaining different representations of the Lorentz group on the spin 
factor. The three-dimensional complex spin factor efficiently represents the 
electromagnetic field, and the Lorentz group acts on it by linear operators 
defined directly by the triple product. We show that the properties of the 
field are related to the algebraic structure of its representation. 

The four-dimensional complex spin factor admits several representations 
of the Lorentz group. The operators representing the generators of this group 
belong to a spin factor of dimension 6. If we use the representation provided 
by one type of tripotents, we obtain the usual representation of this group 
on four-vectors. These four-vectors form the invariant subspaces of the spin 
factor under this representation. If we switch the representation to the second 
type, the invariant subspaces are the Dirac bispinors with the proper action 
of the Lorentz group on them. This reveals the connection between the spin 
1 and the spin 1/2 representations. 

In Chapter 4, we study classical homogeneous unit balls of subspaces of 
operators on a Hilbert space. Since these operators are not necessarily self­
adjoint, we first study some relevant results for non-self-adjoint operators. 
Based on ideas from transmission line theory, we show that such a ball is 
a symmetric domain with respect to the analytic automorphisms. Here we 
study the connection between the geometric properties of such domains and 
their JC*-triple structure. 

Chapter 5 consists of general results about homogeneous unit balls, 
bounded symmetric domains, and the Jordan triple product associated with 
them. Since these domains are homogeneous with respect to the analytic 
maps on a complex Banach space, we introduce and study some properties 
of such maps. From the study of the Lie group of analytic automorphisms of 
a bounded domain and its Lie algebra, we derive the Jordan triple product 
associated to the domain. We study the Peirce decomposition (which occurs 
also in earlier chapters) on JB*-triples and their duals. We explore how the 
geometry inherited by the state space from the measuring process allows 
one to define grid bases on the set of observables. This justifies the use of 
homogeneous balls and bounded symmetric domains in modeling quantum 
mechanical phenomena. 
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Chapter 6 includes a complete classification of atomic J B* -triples. We 
show how to build convenient bases, called grids, for such spaces. These grids 
are constructed from basic elements of the triple structure which may be inter­
preted as compatible observables. These grids span the full non-commutative 
object. Our methodology reveals why there are six different fundamental do­
mains (called factors) for the same algebraic structure. This explains how 
apparently unrelated models in physics, corresponding to different types of 
factors, can have common roots. Furthermore, the mystery of the occurrence 
of two exceptional factors of dimensions 16 and 27 is explained. 

In this book, the reader will find the answer to the following questions: 

1. Does the principle of relativity imply the existence of an invariant speed 
and the preservation of an interval? (Answer: Section 1.2 ) 

2. Why is there time contraction in the transformations from inertial system 
K to K', while space contraction is obtained in the transformations from 
K' to K? (Answer: Section 1.1.4) 

3. The relative velocity between two inertial systems can be considered as 
a linear map between time displacement and space displacement. What 
is the adjoint of this map? (Answer: end of Section 1.2) 

4. What geometry is preserved in the transformation of the ball of relativis­
tically admissible velocities from one inertial system to another? (Answer: 
Section 1.4) 

5. What is the connection between the relativistic dynamic equation and 
the Lie algebra of the velocity transformations? (Answer: Section 1.5) 

6. If one has found a solution to the relativistic dynamic equation with a 
given initial condition, how can one obtain a solution which satisfies a 
different initial condition? (Answer: Section 1.5.5) 

7. The relativistic evolution equation in the plane is not analytic. How can 
it be made analytic? What are the analytic solutions for a constant field 
in this case? (Answer: Sections 2.5 and 2.6 ) 

8. How are the Canonical Anticommutation Relations related to the basis 
in a spin factor? (Answer: Section 3.1.2) 

9. How can n Canonical Anticommutation Relations be represented in a 
space of dimension 2n (and not the usual space of dimension 2n)? (An­
swer: Section 3.1.2) 

10. What is the group of automorphisms of the spin factor? (Answer: Section 
3.1.3) 

11. Why, in quantum mechanics, do we use expressions like a = x + ipx and 
J+ = Jx + iJy ? (Answer: Section 3.3.7) 

12. How can one represent the transformations of the electromagnetic field 
strength as operators of the triple product in the spin factor? (Answer: 
Section 3.5.4) 

13. How can one represent four-vectors and Dirac bispinors on the same ob­
ject? What is the relationship between these two representations? (An­
swer: Sections 3.5 and 3.6) 
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14. How can non-self-adjoint operators produce real numbers (similar to the 
eigenvalues of self-adjoint operators) and filtering projections? (Answer: 
Section 4.1) 

15. Most balls of spaces of operators on a Hilbert space are homogeneous with 
respect to analytic maps. How can signal transformations in a lossless 
transmission line be used to demonstrate this homogeneity? (Answer: 
Section 4.2) 

16. How can one derive an algebraic product from the geometry of a bounded 
homogeneous domain? (Answer: Section 5.3.5) 

17. What is the algebraic non-commutative structure built on geometry 
alone? (Answer: Sections 5.3.5 and 5.4) 

18. Can the homogeneity of the ball of observables be derived from the ge­
ometry of the state space induced by the measuring process? (Answer: 
section 5.7) 

19. Why are there exactly six different types of bounded symmetric domains, 
or equivalently, JB*-triple factors? (Answer: Section 6.3.1) 

20. What is the principle difference between the spin domain and the domains 
in spaces of operators? (Answer: Section 6.3) 

21. What is the bridge between the classical and the exceptional domains? 
(Answer: Sections 6.2.3 and 6.3.7) 

For the most part, this book represents the results of more than 30 years 
of the author's research. During this period, the theory of homogeneous, 
bounded and unbounded symmetric domains has progressed significantly. We 
do not cover here all major topics of this area, but concentrate more on the 
aspects that seem currently ripe for physical applications. 

I want to thank my research collaborators: Jonathan Arazy, with whom 
we started this project during our Ph.D. program, Bernard Russo with whom 
we worked together for more than 20 years, Thomas Barton, Truong Dang, 
Ari Naimark and Yuriy Gofman. Tzvi Scarr assisted me in writing this book. I 
want to thank Alexander Friedman and Hadar Crown for technical assistance. 
I want to thank Uziel Sandler, Mark Semon and Alex Gelman for helpful 
comments. This work was supported in part by a research grant from the 
Jerusalem College of Technology. 
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1 Relativity based on symmetry 

In this chapter, we will derive the Lorentz transformations without assuming 
the constancy of the speed of light. We will use only the principle of special 
relativity and the symmetry associated with it. We will see that this princi­
ple allows only Galilean or Lorentz space-time transformations between two 
inertial systems. In the case of the Lorentz transformations, we obtain the 
conservation of an interval and a certain speed. From known experiments, 
this speed is c, the speed of light in a vacuum. 

The Einstein velocity-addition formula is also obtained. From this, it fol­
lows that the ball of all relativistically admissible velocities is a bounded sym­
metric domain. The Lie algebra of the automorphism group of this domain 
consists of the generators of boosts and rotations. The relativistic dynamics 
and the dynamics of a charged particle in an electromagnetic field are given 
by elements of this Lie algebra. 

Our methodology in special relativity is outlined in the following steps, 
which we apply to two inertial systems: 

Step 1 Choice of the parameters for the purpose of obtaining simpler (ideally, 
linear) transformations between the two systems 

Step 2 Identification of symmetry in the basic principle of the area of appli­
cation (in this case, the principle of special relativity) 

Step 3 Choice of reference frames which preserve the symmetries 
Step 4 Choice of inputs and outputs which reflect the description of the sys-

tem 
Step 5 Derivation of the explicit form of the symmetry operator 
Step 6 Identification of invariants 
Step 7 Construction of an appropriate (bounded) symmetric domain for the 

area of application 
Step 8 Derivation of the equation of evolution based on the algebraic struc­

ture of the Lie algebra of the domain 

1.1 Space-time transformation based on relativity 

In this section, we derive the space-time transformation between two inertial 
systems, using only the isotropy of space and symmetry, both of which follow 
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from the principle of relativity. The transformation will be defined uniquely 
up to a constant e, which depends only on the process of synchronization of 
clocks inside each system. If e = 0, the transformations reduce to Galilean. 

1.1.1 Step 1 - Choice of the Parameters 

We begin with two "systems", for example, an airplane flying at 30,000 feet 
and an observer standing on the ground. We assume that the airplane is flying 
in uniform motion with constant velocity, that there is no turbulence, etc. 
Passengers in the airplane feel themselves at rest. When they put their cup of 
coffee on the fold-down tray in front of them, it doesn't slide or move. When 
they drop a penny, it falls "straight" to the floor. This is a manifestation 
of the principle of special relativity, which states that (Pauli [59], page 4) 
"there exists a triply infinite set of reference systems moving rectilinearly 
and uniformly relative to one another, in which the phenomena occur in an 
identical manner." 

Typically, there are events which are observable from both systems. Lake 
Michigan can be observed by both Observer A who is standing on its edge 
and also by Observer B who is flying over it (Figure 1.1). Certainly, Observers 
A and B will not observe Lake Michigan in the same way. To Observer A, 
Lake Michigan is next to him and standing still, while to Observer B, it is 
below him and moving. Each observer sets up a system of axes and scales 
in order to measure the position in space and time of each event. Imagine 
a kingfisher flying above the lake. It swoops down, snatches a fish from the 
lake, and takes off again. Let's take the snatch as our event. Each observer 
has a different set of four numbers to describe the location of this event in 
space-time. The connection between these two sets of four numbers is the 
space-time transformation between the two systems. 

Why have we chosen space and time as the parameters with which to 
describe events? Why not velocity and time? Why not position and momen­
tum? Why is the space-time description more convenient for transformations 
between inertial systems? 

The advantage is linearity. Newton's First Law states that an object moves 
with constant velocity if there are no forces acting on it or if the sum of all 
forces on it is zero. Such a motion is called free motion and is described by 
straight lines in the space-time continuum, as shown in Figure 1.2. Conversely, 
any line (except lines with constant t) in the space-time continuum represents 
free motion. A system is called an inertial system if an object moves with 
constant velocity when there are no forces acting on it. By the definition of 
an inertial system, free motion will be observed as free motion in any inertial 
system. This means that the space-time transformations will map lines to 
lines. Thus the space-time description of events leads to linear transforma­
tions. For an example of how the choice of parameters with which to describe 
events affects the linearity of the transformations, see Figure 1.3. 
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--
--- - - - --- ~\\ 

-~ 

Fig.!.!. The space-time transformation between two systems is the connection 
between the space-time coordinates of the same event (snatches of a fish) observed 
and described by two observers in the two systems. Above, Observer A is standing 
(at rest) on the edge of Lake Michigan, and Observer B is flying over it with constant 
velocity. 

We restrict ourself to inertial systems with the same space origin at time 
t = O. By a well-known theorem in mathematics, a transformation between 

y 

Fig. 1.2. Lines in space-time and free motion. Two space coordinates, x and y, 
and time are displayed. The line L intersects the plane t = 0 at ro, the position of 
an object at time t = O. The direction of L is given by a vector u = (1, v), where 
v is the constant velocity of the object. The line L = {(t, ro + vt): t E R} is the 
world-line of this free motion. 
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K 
t' 

Ka 

Vo v v' 
(a) 

Ka K 
t' 

r' r 
(b) 

Fig. 1.3. Two descriptions of free motion for an inertial system K and a system Ka 
whose acceleration with respect to K is a. (a) In the velocity-time description, the 
constant velocity Vo in K is represented by a line L = {(t, vo) : t E R} in K and 
also by a line L = {(t, Vo - at) : t E R} in Ka. (b) In the space-time description, 
the constant velocity Vo in K is represented by a line L = {( t, ro + vot) : t E R} 
in K, while in Ka, it is represented by a parabola (t, ro + vot - O.5atz): t E R}. 
Hence, the space-time transformation between K and Ka cannot be linear. 

two vector spaces which maps lines to lines and the origin to the origin is 
linear. Thus, the space-time transformation between our two systems is a 
linear map. After choosing space axes in each system, we can represent this 
transformation by a matrix. 

1.1.2 Step 2 - Identification of symmetry inherent in principle of 
special relativity 

Albert Einstein formulated the principle of special relativity ([21], p.25): "If 
K is an inertial system, then every other system K' which moves uniformly 
and without rotation relatively to K, is also an inertial system; the laws of 
nature are in concordance for all inertial systems." Observation of the same 
event from these two systems defines the space-time transformation between 
the systems. By the principle of special relativity, this transformation will 
depend only on the choice of the space axes, the measuring devices (consisting 
of rods and clocks) and the relative position in time between these systems. 
The relative position in time between two inertial systems is described by 
their relative velocity. We denote by v the relative velocity of K' with respect 
to K and by v' the relative velocity of K with respect to K'. If we choose the 
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measuring devices in each system to be the same and choose the axes in such 
a way that the coordinates of v are equal to the coordinates of v', then the 
space-time transformation 8 from K to K' will be equal to the space-time 
transformation 8' from K' to K. Since, in general, 8' = 8-1, in this case 
we will have 8 2 = I. Such an operator 8 is called a symmetry. Thus, the 
principle of special relativity implies that with an appropriate choice of axes 
and measuring devices, the space-time transformation 8 between two inertial 
systems is a symmetry. 

1.1.3 Step 3 - Choice of reference frames 

Following Einstein, the space axes in special relativity are chosen as in Figure 
1.4. If we assume that the interval ds2 = (Cdt)2 - dr2 is conserved, the 

t' 

K' 

K L 

x' 

x 

Fig. 1.4. The usual Lorentz space-time transformations between two inertial sys­
tems K and K', moving with relative velocity v. The space axes are chosen to be 
parallel. The Lorentz transformation L transforms the space-time coordinates (t, r) 
in K of an event to the space-time coordinates (t', r') in K' of the same event. 

resulting space-time transformation between systems is called the Lorentz 
transformation. In the case v (v, 0, 0), the Lorentz transformation L is 
given by 

t'- 1 (t_ VX ) 
- V1-v2/c2 C2 ' 

x' = 1 (x - vt), 
V1-v2/c2 (1.1) 

y' =y, 
z' = z. 

Note that the assumption that the system K' is moving with velocity v with 
respect to the system K implies that system K is moving with velocity -v 
with respect to K'. And this apparently minor lack of symmetry means that 
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the Lorentz transformation L' from system K' to system K will be different 
from L. In fact, we have 

t - 1 (t' + VX') 
- v'1-v2/c2 7 ' 

x = 1 (x' +vt'), 
v'1-v2/c2 (1.2) 

y =y', 
Z = z'. 

We would like to arrange things so that the two transformations L and 
L' are the same! It certainly would help if K were also moving with velocity 
v with respect to system K'. 

We will synchronize the two systems by observing events from each system 
and comparing the results. System 1 begins with the following configuration. 
There is a set of three mutually orthogonal space axes and a system of rods. 
In this way, each point in space is associated with a unique vector in R3. 
In addition, there is a clock at each point in space, and all of the clocks are 
synchronized to each other by some synchronization procedure. System 2 has 
the same setup, only we do not assume that the rods of system 1 are identical 
to the rods of system 2, nor do we assume that the clock synchronization 
procedure in system 2 is the same as that of system 1. 

First, we synchronize the origins of the frames. Produce an event Eo at 
the origin 0 of system 1 at time t = 0 on the system 1 clock positioned at o. 
This event is observed at some point 0' in system 2, and the system 2 clock 
at 0' shows some value t' = to. Translate the origin of system 2 to the point 
0' (without rotating). Subtract t~ from the system 2 clock at 0'. Synchronize 
all of the system 2 clocks to this clock. This completes the synchronization 
of the origins. 

Next, we will adjust the x-axis of each system. Note that system 2 is 
moving with some (perhaps unknown) constant velocity v with respect to 
system 1 and that the origin 0' of system 2 was at the point 0 of system 1 at 
time t = o. Therefore, the point 0' will always be on the line vt in system 1. 
Rotate the axes in system 1 so that the new negative x-axis coincides with the 
ray {vt : t > O}. Similarly, system 1 is moving with some constant velocity 
w with respect to system 2, and the origin 0 of system 1 was at the point 
0' of system 2 at time t' = o. Therefore, the point 0 will always be on the 
line wt in system 2. Rotate the axes in system 2 so that the new negative 
x' -axis coincides with the ray {wt : t > O}. The two x-axes now coincide as 
lines and point in opposite directions. We are finished manipulating the axes 
and clocks of system 1 and will henceforth refer to system 1 as the inertial 
frame K. However, it still remains to manipulate system 2, as we must adjust 
the y' - and z' -axes of system 2 to be parallel and oppositely oriented to the 
corresponding axes of K. 

To adjust the y' -axis of system 2, produce an event El at the point r = 
(0,1,0) of K. This event is observed in system 2 at some point r'. Rotate 
the space axes of system 2 around the x' -axis so that r' will lie in the new 
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x' -y' plane and have a negative y' coordinate y~. After this rotation, the 
z-axis of K and the z' -axis of system 2 will be parallel. We need to make 
sure that they have opposite orientations. Produce an event E2 at the point 
r = (0,0,1) of K. This event is observed in system 2 at some point r'. If 
the z' coordinate of r' is positive, reverse the direction of the z' -axis. This 
completes the adjustment of the space axes of the two systems. See Figure 
1.5. 

Z K 

x' 0'.-':.-~ x !l 0 

y' 
K' z' 

Fig. 1.5. Two symmetric space reference frames. The relative velocity of the inertial 
system K' with respect to K is v. The coordinates of v in K are equal to the 
coordinates (in K') of the relative velocity of the system K with respect to K'. 

It remains to redefine the space and time units of system 2 to match those 
of K. The new space unit of system 2 is defined to be y~ times the previous 
space unit. In order to adjust the time unit of system 2, we will measure the 
speed Ivl of system 2 with respect to K and the speed Iv'l of K with respect 
to system 2. To calculate lvi, produce an event E3 at 0' at any time t' > O. 
This event is observed in K at some point r = (xo, 0, 0), and the clock at 
this point shows time to. The relative speed of system 2 with respect to K 
is Ivl = Ixol/to. The calculation of Iv'l is symmetric. Produce an event E4 
at 0 at any time t > 0. This event is observed in system 2 at some point 
r' = (x~, 0, 0), and the clock at this point shows time t~. The relative speed of 
K with respect to system 2 is Iv'l = Ix~l/t~. Finally, the time unit in system 
2 is chosen as Iv'lllvl times the previous unit. With this choice of units, the 
speeds Ivl and Iv'l are equal. System 2 will henceforth be called K'. 

The transformations from system K to system K' will now be mathemat­
ically identical to the transformations from system K' to system K. In other 
words, the space-time transformation S from system K to system K' will be 
a symmetry operator. 

The space-time coordinates of K and K' will be denoted (:) and (::), 

respectively. These coordinates will be considered as a 4 x 1 matrix. By the 
above synchronization procedure, the frames have the same origin and the 
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two clocks at each origin are synchronized at time t = O. Moreover, the space 
axes are reversed as in Figure 1.5 . Note that with this choice of axes, the 
velocity coordinates of 0' in K are equal to the velocity coordinates of 0 in 
K'. Thus, the transformation is fully symmetric with respect to K and K' 
(see Figure 1.6). We will denote the space-time transformation from K to K' 

K' "~ 't 'J K 

...... x' __ ----. ~ ~ 
x 

8=8' 

Fig. 1.6. The time t and two space axes x and y of systems K and K' are displayed. 
With our choice of the axes, the space-time map 8 from K to K' is identical to the 
space-time map 8' from K' to K, and, thus, 8 is a symmetry. 

by Sv, since it is a symmetry and depends only on the velocity v between 
the systems. 

1.1.4 Step 4 - Choice of inputs and outputs 

The space-time transformation between two inertial systems can be consid­
ered as a "two-port linear black box" transformation with two inputs and 
two outputs. There are two ways to define the inputs and outputs for such a 
transformation. 

Cascade connection 

The first one, called the cascade connection, takes time and space of one of 

the systems, say (:) of K, as input, and gives time and space of the second 

system, say (::) of K', as output (see Figure 1.7) 1 

The cascade connection is the one usually used in special relativity. 
We represent the linear transformation induced by the cascade connection 

by a 4 x 4 matrix E, which we decompose into four block matrix components 
Eij , as follows: 

(t:) = E (t) = (Ell E12) (t). 
r r E21 E22 r 

(1.3) 

1 We use a circle instead of the usual box notation in order that the connection 
between any two ports will be displayed inside the box (see Figure 1.8). 
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K K' 

t' 

r r' 

Fig. 1.7. The cascade connection for space-time transformations. The circle rep­
resents a black box. One side has two input ports: the time t and the space r 
coordinates of an event in system K. The other side has two output ports: the time 
t' and the space r' coordinates of the same event in system K'. The linear operators 
Eij represent the functional connections between the corresponding ports. 

To understand the meaning of the blocks, assume that the system K is the 
airplane. Let t be the time between two events (say crossing two lighthouses) 
measured by a clock at rest at r = 0 on the airplane. The time difference t' of 
the same two events measured by synchronized clocks at the two lighthouses 
(in system K', the earth) will be equal to t' = Eut. If we denote the dis­
tance between the lighthouses by r', then r' = E21t, and E21 is the so-called 
proper velocity of the plane. Generally, the proper velocity u of an object (the 
airplane) in an inertial system is the ratio of the space displacement dr in 
this system (the earth) divided by the time interval, called the proper time 
interval dr, measured by the clock of the object (on the plane). Thus, 

Hybrid connection 

dr 
U= dr. (1.4) 

The second type of connection, called the hybrid connection, uses time of 
one of the systems, say t of K, and the space coordinates r' of the second 

system K', as input, and gives C;) as output (see Figure 1.8). Usually we 

use relative velocity (not relative proper velocity) to describe the relative 
position between inertial systems. To define the relative position of system 
K' with respect to K, we consider an event that occurs at 0', corresponding 
to r' = 0, at time t, and express its position r in K. If we denote by v the 
uniform velocity of system K' with respect to K, then 

r=vt. (1.5) 

Note our use of the hybrid connection. In this section we will use the hybrid 
connection in order to be consistent with the description of relative position 
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K K' 

t t' 

r r' 

Fig. 1.8. The hybrid connection for space-time transformations. The circle repre­
sents a black box. The two input ports are the time t of an event, as measured in 
system K, and its space coordinates r', as measured in system K'. The two output 
ports are the time t' of the same event, calculated in system K', and its space 
r coordinates, calculated in K. The linear operators 8ij represent the functional 
connections between the corresponding ports. For instance, to define the map 821, 
we consider an event that occurs at 0', corresponding to input r' = 0, at time t in 
K. Then 821 t represents the space displacement of 0' in K during time t, which 
is, by definition, the relative velocity v of system K' with respect to system K. 

between the systems and because we will be interested later in velocities 
(rather than proper velocities). 

Thus, for the transformation 8v , we choose the inputs to be the scalar t, 
the time of the event in K, and the three-dimensional vector r' describing 
the position of the event in K'. Then our outputs are the scalar t', the time 
of the event in K', and the three-dimensional vector r describing the position 
of the event in K. As above with respect to the cascade connection, here we 
also decompose the 4 x 4 matrix 8v into block components: 

(t') = 8v (t,) = (811 812 ) ( ~) r r 821 822 r 
(1.6) 

(see Figure 1.8). 

The transformation between cascade and hybrid connections 

Note that the matrices E and 8v describing the space-time transformations 
between two inertial systems using the cascade and hybrid connections, re­
spectively, are related by some transformation l[t. To define this transforma­
tion, note that equation (1.3) can be rewritten as a scalar equation 

(1.7) 

and a vector equation 

(1.8) 
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The matrix E22 is invertible, since from its physical meaning it is one-to-one 
and onto. By multiplying (1.8) on the left by E:;l, we get 

E - 1E t E-1 , r = - 22 21 + 22 r . 

Substituting this expression for r into (1.7), we get 

t' = (Ell - E12Ei21 E21 )t + E12Ei21r'. 

Thus 

implying that 

Define a transformation l[t by 

l[t (Ell E12) = (Ell - E~~E:;21 E21 E121!i21 ) . 
E21 E22 - E22 E21 E22 

(1.9) 

(1.10) 

(1.11) 

(1.12) 

(1.13) 

This transformation is called the Potapov-Ginzburg transformation. Then, 

(1.14) 

A symmetric argument shows that 

(1.15) 

It is easy to check that 8 y is a symmetry (that is, 8; = 1) if and only if 
E = l[t (8y ) is a symmetry. 

The meaning of the operators in the hybrid connection 

We explain now the meaning of the four linear maps 8ij . To define the maps 
821 and 8 11 , consider an event that occurs at 0', corresponding to r' = 0, at 
time t in K. Then 821 (t) expresses the position of this event in K, and 8 ll (t) 
expresses the time of this event in K'. Obviously, 8 21 describes the relative 
velocity of K' with respect to K, and 

821(t) = vt, (1.16) 

while 811 (t) is the time shown by the clock positioned at 0' of an event 
occurring at 0' at time t in K and is given by 
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811 {t) = o:t (1.17) 

for some constant 0:. 

To define the maps 812 and 822 , we will consider an event occurring at 
time t = 0 in K in space position r' in K'. Then 812{r') will be the time of 
this event in K', and 822{r') will be the position of this event in K. Note 
that 812{r') is also the time difference of two clocks, both positioned at time 
t = 0 at r' in K', where the first one was synchronized to the clock at 
the common origin of the two systems within the frame K', and the second 
one was synchronized to the clock at the origin within the frame K. Thus 
812 describes the non-simultaneity in K' of simultaneous events in K with 
respect to their space displacement in K', following from the difference in 
synchronization of clocks in K and K'. Since 812 is a linear map from R3 to 
R, it is given by 

(1.18) 

for some vector e E R3, where eT denotes the transpose of e. Note that eT r' 
is the dot product of e and r'. See Figure 1.9 for the connection between the 
time of events in two inertial systems. 

t' 

t 

Fig. 1.9. The times t' and t of an event at space point r' in system K'. The 
difference in timings is caused both by the difference in the rates of clocks (time 
slowdown) in each system and by the different synchronization of the clocks posi­
tioned at different space points. 

Finally, the map 822 describes the transformation of the space displace­
ment in K of simultaneous events in K with respect to their space displace­
ment in K', and it is given by 

(1.19) 

for some 3 x 3 matrix A. 
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1.1.5 Step 5 - Derivation of the explicit form of the symmetry 
operator 

Our black box transformation can now be described by a 4 x 4 matrix Bv 
with block matrix entries from (1.16), (1.17), (1.18) and (1.19): 

(1.20) 

If we now interchange the roles of systems K and K', we will get a matrix 
8'· v· 

( t) = 8' (t') = (a' e,T) (t'). 
r' v r v' A' r (1.21) 

But the principle of relativity implies that switching the roles of K and K' 
is nonrecognizable. Hence 

a = a', eT = e,T, v = v' A = A'. 

By combining (1.20) and (1.21), we get B; = I, implying that Bv is a 
symmetry operator. Hence, 

(a eT ) (a eT ) = (1 OT) 
vA vA 01' (1.22) 

where I is the 3 x 3 identity matrix. Equation (1.22) is equivalent to the 
following four equations: 

0.2 +eTv = 1, (1.23) 

aeT +eT A = OT, (1.24) 

av+Av = 0, (1.25) 

and 

veT +A2 = I. (1.26) 

Note that since space is isotropic and the configuration of our systems 
has one unique divergent direction v, the vector e is collinear to v. Thus 

e= ev (1.27) 

for some constant e. Since the choice of direction of the space coordinate 
system in the frame is free, the constant e depends only on Ivl and not on 
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v. Finally, from (1.18) and (1.27), it follows that this constant has units 
(length/time) -2. 

By using (1.23) and (1.27), we obtain 0: = ±Jl- elvl2 . To choose the 
appropriate sign for 0:, we use the fact that the transformation is continuous 
in v and that for v = 0 we have 0: = 1. Thus, 

(1.28) 

Note that by use of (1.27), the operator veT acts on an arbitrary vector 
U E R3 as follows: 

T 
T T 2 v U 2 ve U = evv u = elvl Ivl2 v = elvl Pvu, (1.29) 

where Pv denotes the orthogonal projection onto the direction of v. Now 
from (1.26), we get 

Using once more the continuity in v, we get 

(1.30) 

Thus, the space-time transformation between the two inertial frames K and 
K'is 

evT ) (t) 
-O:Pv - (J - Pv ) r" 

(1.31) 

with 0: defined by (1.28) as 0: = Jl - elvl2 (see Figure 1.10). 

K K' 

I a I' 
~ 

v evT 

r r' 
;( 

-aPv-(I-Pv) 

Fig. 1.10. The hybrid connection for space-time transformations. The circle rep­
resents a black box. The two input ports are the time t of an event, as measured in 
system K, and its space coordinates r', as measured in system K'. The two output 

ports are the time t' of the same event, calculated in system K', and its space r 
coordinates, calculated in K. The explicit form of the linear operators representing 
the functional connections between the corresponding ports is shown. 
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If we choose v = (v,O,O) and write r = (x,y,z) and r' = (x',y',z'), then 
the above matrix becomes 

(
0: ev 0 0) 
v -0: 0 0 

Bv = 0 0 -1 0 . 

o 0 0-1 

(1.32) 

To compare this result with the usual space-time transformations in spe­
cial relativity, we have to recalculate our result for the cascade connection. 

To obtain (;,) as a function of (!), we use the map IfF from (1.15) and 

obtain 

( t' ) ( t ) ( 1 -evT 
) (t) r' = IfF(Bv) r = ,(v) v -Pv - 0:(1 - Pv) r' (1.33) 

where ,(v) = IjvI-lvI2jc2. This defines an explicit form for the operators 
of the space-time transformations using the cascade connection (see Figure 
1.11). For the particular case v = (v,O,O), we get 

K K' 

t' 

r r' 

Fig. 1.11. The cascade connection for space-time transformations. The circle rep­
resents a black box. The two input ports are the time t of an event and its space 
coordinates r , as measured in system K, and the two output ports are the time t' of 
the same event and its space r' coordinates, calculated in system K'. The explicit 
form of the linear operators representing the functional connections between the 
corresponding ports is shown. 

t' = ,(v)(t - evx), 
x' = ,(v)(vt - x), 
y' = -y, 
z' = -z, 

(1.34) 

which are the usual Lorentz transformations (with space reversal) when 
e = Ijc2 . If e = 0, then 0: = 1, and the transformations are the Galilean 
transformations. 
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1.2 Step 6 - Identification of invariants 

In this section and the two which follow, we will show that the principle of 
relativity alone implies that an interval is conserved, that the ball Dv of all 
relativistically admissible velocities is conserved and that Dv is a bounded 
symmetric domain with respect to the projective maps. The symmetry of 
this ball, resulting from the above space-time transformations, determines 
the so-called symmetric velocity. 

1.2.1 Eigenvectors of Sv 

As mentioned above, the space-time transformation between the systems K 
and K' is a symmetry transformation. Such a symmetry is a reflection with 
respect to the set of fixed points. We now want to determine the events fixed 
by Sv, meaning that in both systems the event will have the same coordinates. 
It follows from (1.31) that such an event must satisfy 

evT 
) (t) 

-aPv -(I-Pv) r'· (1.35) 

This can be rewritten as 

t = at + e(vlr') (1.36) 

and 

r' = vt - (aPv + (I - Pv))r'. (1.37) 

By multiplying the previous equation by (I - Pv ), we get (I - Pv)r' = O. 
Hence, (1 + a)r' = vt, implying that 

r' v r 
t = 1 + a = t := WI· (1.38) 

Note that if (t, r') satisfies (1.38), then by use of (1.28), it also satisfies (1.36). 
The meaning of this is that all of the events fixed by the transformation Sv 
lie on a straight world-line through the origin of both frames at time t = 0, 
moving with velocity WI defined by (1.38) in both frames (see Figures 1.13 
and 1.14). 

The velocity WI will be called the symmetric velocity between the systems 
K and K'. Note that WI is equal to its hybrid velocity r'lt, defined above as 
the space displacement measured in one inertial frame divided by the time 
interval measured in the second frame. 

In addition to the mathematical meaning of the symmetric velocity, we 
can give it the following physical interpretation. Place two objects of equal 
mass (test masses) at the origin of each inertial system. The center of mass 
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Fig. 1.12. The symmetric velocity ±Wl is the velocity of each system with respect 
to their center, while v is the velocity of one system with respect to the other. 

of the two objects will be called the center of the two inertial systems. The 
symmetric velocity is the velocity of each system with respect to the center 
of the systems (see Figure 1.12). 

Let us now find the events represented by (:,) , with r' in the direction 

of v, which are the -1 eigenvectors of Bv. By modifying equations (1.35), 
(1.36) and (1.37) accordingly, we get 

r' v r 
- = -- = -:= W-l· 
t a-I t 

(1.39) 

The relative position of the 1 and -1 eigenvectors of Bv differs for the two 
cases a < 1, which by (1.28) corresponds to e > 0, and a> 1, corresponding 
to e < O. In Figure 1.13, we show the position of the eigenspaces in the case 
a < 1, and in Figure 1.14, we show the position of the eigenspaces in the case 
a>1. 

1.2.2 Unique speed and interval conservation 

The symmetry Bv becomes an isometry if we introduce an appropriate inner 
product. Under this inner product, the 1 and -1 eigenvectors of Bv will 
be orthogonal. Figure 1.15 shows the action of a general symmetry B in 
two cases: (a) when the eigenspaces are not orthogonal and (b) when the 
eigenspaces are orthogonal. Only in the second case are the lengths of intervals 
preserved. 

The new inner product is obtained by leaving the inner product of the 
space components unchanged and introducing an appropriate weight f../, for 
the time component. This change of time scale maps t ~ f../,t and velocity 
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1 t 

W-l v r 

Fig. 1.13. Eigenspaces of the symmetry if Q < 1. A two-dimensional section of 
space-time is presented: the time direction and one dimension of space, in the 
direction of v. In this case, by changing the scale ofthe time t, we could make the 
world-lines corresponding to velocities WI and W-l orthogonal. 

t 
1 

Fig. 1.14. Eigenspaces of the symmetry if Q > 1. A two-dimensional section of 
space-time is presented: the time direction and one dimension of space, in the 
direction of v. In this case, by changing the scale of the time t, we cannot make 
the world-lines corresponding to velocities WI and W -1 orthogonal, since the angle 
between them will always be less than 90°. 

W --+ W / J.L. Thus wt is unchanged. The orthogonality of the eigenvectors 
means that 

(( ::t) I (:t1t)) = e(J.L2 + (wllw-l)) = O. (1.40) 

By use of (1.38), (1.39) and (1.28), this becomes 

2 Ivl2 2 Ivl2 2 1 
J.L + (1 + a)(a _ 1) = J.L + a2 _ 1 = J.L - ~ = O. (1.41) 

If e > 0, corresponding to a < 1, the orthogonality of the 1 and -1 
eigenvectors of Sv is achieved (see Figure 1.13) by setting 
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B~ 
W_I 

(a) 

WI WI 

A A 

W_I W-I 

B~ B 

(b) 

Fig. 1.15. The action of a general symmetry S for two cases. (a) the I-eigenspace 
WI and the -I-eigenspace W-I are not orthogonal. (b) these eigenspaces are or­
thogonal. Only in the second case is the length of an interval [A,B] preserved. 

(1.42) 

In this case, Sv becomes an isometry with respect to the inner product with 
weight J.t, implying that 

(1.43) 

or, equivalently, 

(1.44) 

The previous equation implies that our space-time transformation from 
K to K' conserves the relativistic interval 

(1.45) 

with J.t defined by (1.42). See Figure 1.16 for the meaning of the interval. 
In particular, the transformation Sv maps zero interval world-lines to zero 

interval world-lines. Since zero interval world-lines correspond to uniform 
motion with unique speed J.t, for any relativistic space-time transformation 
between two inertial systems with e > 0, there is a speed J.t defined by (1.42) 
which is conserved. Obviously, the cone ds2 > 0, corresponding to the positive 
Lorentz cone, is also preserved under this transformation. 
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t t'8j K 
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, ' tA _ I 1 

!It L" /:!r' " V=At: 
, . 

tA - - - -- - A " : K 

'rB x 

r~ A. 

y 

Fig. 1.16. The meaning of the relativistic interval. Two events are depicted: A, 
with space-time coordinates (t A, r A), and B, with space-time coordinates (t B , r B) 
in system K. An inertial system K is chosen with the space origin at r A at time 
tA and at rB at time tB. The relative velocity of K with respect to K is v = (rB -
r A)/ (tB - tA) = iJ.r / iJ.t. The time of event A in K is t~, and the time of event B is 
t~. The interval between the events A and B is ds2 = (J-t(t~_t~))2 = (J-tiJ.t)2-liJ.rI2. 
If conservation of the speed of light is assumed, then J.L = c. 

Let us now show that e = ev is independent of the relative velocity v 
between the frames K and K'. To do this, consider Figure 1.17, in which two 
intermediate inertial systems j( and j(' have been added to the configuration 
of Figure 1.5. 

Note that the systems K and K' are simply space-reversed, and thus the 
transformation between them is 8 = 80 . The space-time transformation 8v 

can now be decomposed as follows: 

and, hence, 

(1.46) 

From our discussion, we know that the speed J-L = 1/ .jeW1 is preserved by 
8W1 ' and, since 8 preserves every speed, it follows that 8v also preserves this 
speed, implying that ev = eW1 ' By a standard argument, this implies that e 
is independent of v. 

Several experiments at the end of the 19th century showed that the speed 
of light is the same in all inertial systems. Thus 

1 
J.L = c and e =-

c2 ' 

where c is the speed of light in a vacuum, and we have shown that the space­
time transformations between two inertial systems are the Lorentz transfor­
mations. 
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'It Z' 
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Fig. 1.17. The inertial systems K and K' are introduced between systems K and 
K'. The origin 8 is at the center of the systems K and K'. The system K is 
space-reversed to K, and K' is space-reversed to K'. 

Note that the operator Bv becomes self-adjoint with respect to the inner 
product defined by (1.40) with f.,L = c. Moreover, we can now calculate the 
adjoint of the relative velocity vasa linear operator from time t to space 
displacement r. Since 

(vlr)t = (vtlr) = (tlv*r) = f.,L2tv*r, 

we get 

v*(r) = 12 (vir) = e(vlr) = eT r = B12(r). 
c 

This shows that the adjoint to the relative velocity between two inertial sys­
tems K' and K is the operator that describes the non-simultaneity in K' of 
simultaneous events in K displaced at a distance r. 

Theoretically, there is also the possibility that e = O. In this case, the 
space-time transformations defined by (1.31) become the Galilean transfor­
mations. In the next section, we will show that the case e < 0 leads to phys­
ically absurd results, leaving only two possibilities for relativistic space-time 
transformations: the Galilean and Lorentz transformations. 

1.3 Relativistic velocity addition 

We begin this section by deriving a general formula for relativistic velocity 
addition. Using this formula, we then show that e < 0 leads to physically 
absurd results. Thus, we will assume that e > 0, implying that the space-time 
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transformations between the inertial systems are the Lorentz transformations. 
In this case, the velocity addition coincides with the well-known Einstein 
velocity addition. We will study the mathematical properties of this velocity 
addition and its effect on the ball Dv of relativistically admissible velocities. 
We end the section by showing that the symmetric velocity is the relativistic 
half of its corresponding velocity. 

1.3.1 General formula for velocity addition 

In special relativity, the addition of two velocities v and u is defined as 
follows. Let Kl and K2 be two inertial systems, with space axes parallel (not 
reversed), where the relative velocity of K2 with respect to Kl is v. Consider 
an object moving with uniform velocity u in K 2 • If this object is observed in 
K 1, it is moving with uniform velocity v EEl u, called the relativistic sum of 
the velocities v and u (see Figure 1.18). 

t 

r 

Fig. 1.18. The velocity addition v ED u is the velocity in Kl of an object moving 
with uniform velocity u in K 2 , where K2 moves relative to Kl with velocity v and 
the space axes of the two systems are parallel (not reversed). 

To derive an explicit formula for the velocity addition, we will associate 
with our moving object an inertial system K3 with axes parallel to the axes 
of K 2 • The following diagram (Figure 1.19), showing the hybrid connection 
between these three systems, will be used to derive the above-mentioned 
formula. From (1.31), with sign modification due to non-reversal of space 
frames, it follows that the operators in this diagram are 

(1.47) 

_ T 
el - -ev , (1.48) 

(1.49) 

and 
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t' B3 
t" 

u 

r r' r" 
~ 

D3 

Fig. 1.19. Three inertial systems K I, K2 and K 3 • The system KI is moving par­
allel to K2, and K2 is moving parallel to K 3 • The circles represent two space-time 
transformations: Bv from KI to K2 and Bu from K2 to K3. The ports BI and D2 
are inputs to Bv , the ports B2 and DI are outputs of Bv , the ports B3 and D4 are 
inputs to Bu, and the ports B4 and D3 are outputs of Bu. The operators inside the 
transformations are similar to the ones in Figure 1.10, page 14. 

(1.50) 

To define the velocity addition v ED u, we use inputs r" = 0 at port D4 
and bot at port Bl . The output at port Dl will be (v ED u)bot. This output is 
combined from the following passes through the diagram: 
Bl ---> Dl , 
Bl ---> B2 ---> B3 ---> D3 ---> D2 ---> Dl , 
Bl ---> B2 ---> B3 ---> D3 ---> D2 ---> B2 ---> B3 ---> D3 ---> D2 ---> Dl , 
and so on. 

By substituting the transformations for these passes and using the formula 
for the sum of a geometric series, we get 

or 

(v ED u)bot = vbot + Alu(l + e(vlu))-lalbot. (1.51) 

Using (1.47), (1.48) and (1.49), we get the velocity-addition formula 

2 ( u vEDu=v+(a Pv+a I-Pv)) (I )' (1.52) 
l+evu 

where a = \11- elvl2 . 

Note that in (1.51), the second velocity summand is obtained by the 
following three corrections of u. The first correction, described by al, is due 
to the time slowdown of the clocks in K2 with respect to K 1 . The second 
correction, bot' -+ bot' + e(vlubot'), is needed to correct the difference in the 
settings of two clocks at a distance ubot', synchronized in K2 , with the clocks 
at the same points synchronized in K I . Finally, the last correction, described 
by AI, expresses the space contraction from K2 to K I . 
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1.3.2 Non-negativity of e. 

Consider now the case when the velocities v and u are parallel. Since, in this 
case, u = Pvu and (vlu)v = Ivl 2u, from (1.52) we get 

v EEl u = v + (1 - elvl2 ) 1 + ;vlu) 

If e < 0, this implies that 

Iv EEl ul > Ivl + lui, 

v+u 
1 + e(vlu)· 

(1.53) 

and, thus, the magnitude of v EEl u can become arbitrarily large. For a fixed 
v, the length of the vector v EEl u in the direction of v, as a function of u, is 
shown in Figure 1.20. 

150 
I 

I 
100 + 

50 

0 

vE9u 
-100 

-150 L-----"o'-------'-----L--'--.L-----L.J------'-----L--' 

u 

Fig. 1.20. Velocity addition with negative e. In the figure, e = -0.01 and v = 
(5,0,0). For small u = (u,O,O), the relativistic sum v EEl u is slightly larger then 
v + u, but when u approaches 20, the sum goes to infinity, and later it even changes 
direction. 

This leads to physically absurd results: the sum is not defined for any u 
such that (vlu) = _e-1, and for large u, the direction of the sum is opposite 
that of each summand. Therefore, we will assume from now that e > O. 

1.3.3 Velocity addition in special relativity 

We will assume from now on that e = 1/c2 , and, thus, the space-time trans­
formations Bv given by (1.31) become 
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(~) = (~ (1.54) 

with 

(1.55) 

In this case, the relativistic addition formula (1.52) becomes 

2 ( u 
VEElEU=V+(O: Pv+O: I-Pv))1+(vlu}/c2 ' (1.56) 

which is known as the Einstein velocity-addition formula. 
For some calculations, it is convenient to use a different form for Einstein 

velocity-addition. The alternative formula follows from (1.56) by substituting 
Pv(u) = ('itl~v and 0:2 = 1 -lvl 2 /c2 . With these substitutions, we get 

1 1 
V EElE U = 1 + (vlu) /c2 (v + o:u + (1 + 0:)c2 (vlu}v). (1.57) 

The space-time transformations between frames Kl and K3 can also be 
obtained by use of the diagram in Figure 1.21. However, since the notion 

t" 

r r" 

Fig. 1.21. Diagram of the connection between systems Kl and K3 

of parallelism is not transitive in special relativity, the assumption that the 
space axes of K 2 were chosen to be parallel to those of K 1 and that the space 
axes of K3 were chosen to be parallel to those of K 2 , does not imply that 
the space axes of K3 are parallel to those of K 1• An explicit expression for 
the non-transitivity of parallelism in special relativity will be given in section 
2.2.4 of Chapter 2, page 64. Thus, the space contraction operator A3 and the 
vector e3 will depend on a rotation which will make the axes of K3 parallel to 
the axes of K 1 • Nevertheless, we can calculate the time contraction 0:3 using 
the same argument we used for deriving the expression for v EEl E u, obtaining 

(1.58) 
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1.3.4 Examples of velocity addition 

We consider now two special cases of Einstein velocity addition. 

Velocity addition of perpendicular vectors 

If the velocity u is perpendicular to the velocity v, meaning that 
(vlu) = 0, then from (1.57) we have 

V EBE U = V + avu, (1.59) 

where av = JI - Ivl2 / c2 • In this case, there is no correction for the differ­
ence in synchronization of clocks in the two systems, and there is no space 
contraction. The only correction which we have to perform on u is that due 

u 

v 

Fig. 1.22. Velocity addition with u perpendicular to v. Note that uEBEv =f. vEBEU. 

to the slowdown of the clocks in K2 with respect to the clocks in K 1• Note 
that here the velocity addition is not commutative, since u EB E V = U + au v, 
with au = JI-luI2/c2, and differs from v EBE u calculated by (1.59) (see 
Figure 1.22). For an expression which quantifies the non-commutativity of 
velocity addition, see Section 2.2.2 of Chapter 2, page 62. 

Velocity addition of parallel vectors 

Consider now the case when u is parallel to v. Let 

Iv = {u E Dv : u = AV, A E R}, 

the set of velocities parallel to v. For any u E Iv, we use (1.53) to get 

(1.60) 

Note that in this case we have v EBE u = U EBE v, so the addition is com­
mutative. Moreover, it could be shown that only in this case is the Einstein 
velocity addition commutative. Denote the direction ofv by j = v/lvl. Then 
any u E Iv can be written as 
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u = ucj, (1.61) 

where lui = lull c is the relative length of u with respect to the speed of light. 
Now we can rewrite (1.60) as 

v+u . v EBE U = -1--cJ. 
+vu 

(1.62) 

The commutative addition on Iv is connected to the usual addition of real 
numbers in the following way. Recall that the hyperbolic tangent function is 
defined by tanh(x) = (eX - e-X)/(eX + e-X) (see Figure 1.23) and that 

o 

-1 

-5 o 5 

Fig. 1.23. The hyperbolic tangent tanh function. This function maps the real line 
R onto the open interval (-1, 1) and often serves as a connecting function between 
the addition of the real numbers and the addition of the commutative subspaces of 
bounded symmetric domains. 

h( b) tanh a + tanh b 
tan a + = . 

1 + tanh a tanh b 
(1.63) 

Combining (1.62) with (1.63), we get, for any real numbers a and b, 

tanh(a)cj EBE tanh(b)cj = tanh(a + b)cj. (1.64) 

By introducing the map ¢ : R -+ Iv, defined by ¢(a) = tanh(a)cj, we have 
the following commutative diagram: 

RxR 

By using this diagram and the fact that ¢-l(u) = tanh-1(lul/c), the velocity 
addition in Iv is given by 

U EBE W = tanh(tanh- 1 (lul/c) + tanh-l (Iwl/c))cj, (1.65) 

for any u, wE Iv, where j = v/lvl. 
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Given an arbitrary U (not necessarily in Iv), we decompose it as U = 
Ul + U2, where Ul = Pvu E Iv and U2 = (1 - Pv)u. Then, from (1.56), we 
have 

(1.66) 

where the constant 8 = 1+(vl~1)/c2 depends on Ul. Consider the disc .::lUI 

obtained from the intersection of the plane Vx = Ul (which is perpendicular 
to v) with Dv. Note that all U ending on .::luI have the same Ul component 
and differ only in the U2 component. Thus, all vectors v EEl E U end on the disc 
.::lVE£)EUI (see Figure 1.24). 

2 2 

N 0 
N 0 >->-

-2 -2 

-2 o Vx 2 
-2 o Vx 2 

X 10 8 

(a) 
(b) 

Fig. 1.24. (a) A set of five uniformly spread discs Llj obtained by intersecting the 
three-dimensional velocity ball Dv of radius c = 3· 108 m/s with y - z planes at x = 
0, ± 108 , ±2 .108m/s. (b) The images of these Ll j under the map rpv(u) = V EBE u, 
with v = (108 , 0, O)m/s. Note that rpv(Ll j ) is also a disc in Dv, perpendicular to v 
and moved in the direction ofv. On each disc Llj, the map rpv acts as multiplication 
by a constant in the U2 component. 

The connection between a velocity and its symmetric velocity 

As mentioned on page 16, the symmetry Bv fixes only the velocity WI. We 
want to find the connection between WI and v. From the definition (1.38) of 
the symmetric velocity WI of v, we have 

V 
Wl= , 

1 + J1-lvl2jc2 
(1.67) 

which is a vector in the same direction as v. Thus WI E Iv and has length 
IWll = V Ivl (see Figure 1.25). 

1+ l-lvI2/c2 
Note that (VIWl) = Ivllwli and 
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Fig. 1.25. The length of the symmetric velocity WI with respect to the length of 
v. For small velocities, the length of the symmetric velocity is approximately half 
the length of the corresponding velocity, but for speeds close to the speed of light 
3 . 108 m/s, they are almost the same. 

(1.68) 

This implies that 

Ivl2 - 2(vlwl} + IWI12 = IWI12 -lvI2IwI12/c2, (1.69) 

and 

21wII 
Ivl = 1 + IWI12/c2' (1. 70) 

From this, it follows that 

(1.71) 

Thus, the symmetric velocity WI is the relativistic half of the velocity v, as 
we should expect (see Figure 1.12). 

1.4 Step 7 - The velocity ball as a bounded symmetric 
domain 

1.4.1 The symmetry on Dv 

Recall the definition of a symmetric domain. Let D be a domain in a real or 
complex Banach space. We denote by Aut(D) the collection of all automor­
phisms (one-to-one smooth maps) of D. The exact meaning of "smooth" will 
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vary with the context, but it will always mean either projective (preserving 
linear segments), conformal (preserving angles), or complex analytic. We will 
sometimes denote the particular automorphism group under discussion by 
Autp(D), Autc(D) and Auta(D) in order to indicate the type of smoothness. 
A domain D is called symmetric if for any element a ED, there is a symmetry 
Sa E Aut(D) fixing only the point a. It is easy to show that a domain D is a 
symmetric domain if it has a symmetry about one point and is homogeneous 
in the sense that for any two points z, wED, there is an automorphism 
r.p E Aut(D) such that r.p(z) = w. 

We show now that the set Dv , defined by 

Dv={v: VER3, Ivl<c}, (1. 72) 

representing all relativistically admissible velocities in an inertial frame K, is 
a bounded symmetric domain with respect to the projective automorphisms 
of Dv. Let a E Dv be an arbitrary velocity. We define 

v=aE9Ea. (1. 73) 

From (1.71), it follows that a is the symmetric velocity of v, and, thus, from 
Section 2.1, the line (t, at) in space-time is fixed by Sv and also by the map 
Ev = w(Sv) defined by (1.33). 

The map Ev induces a map Sa of the velocity ball as follows. Any point 
u in the velocity ball Dv can be identified as the intersection of a line L = 
{(t, ut) : t E R} through the origin in space-time of K with the plane II = 
{(l,r) E K: r E R} (see Figure 1.26). Let K' be an inertial system moving 

Fig. 1.26. The velocity ball Dv in space-time. Time and two dimensions of space 
are displayed. The velocity u is the intersection of a line L = {(t, ut) : t E R} 
through the origin with the plane II = {(I, r) E K : r E R}. The segment [AB] in 
Dv is the intersection of Dv with a two-dimensional plane Q through the origin. 
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with relative velocity v with respect to K, whose space axes are reversed to 
those of K. 

Under the space-time transformation Ev between systems K and K', the 
line £ : (t, ut) in K is mapped to a line through the origin in K'. From the 
definition of Einstein velocity addition, this line is £' : (t', (v EBE (-u))t') 
in K' (the minus sign came from the space reversal). We define sa(u) to be 
the intersection of this line with the plane II = {(I, r) E K : r E R}. From 
(1.56), the transformation Sa is given by 

2 -u 
sa(u) = V + (a Pv + a(J - Pv )) 1- (vlu}jc2 ' (1.74) 

with a = yfl-lvI2jc2, which is the Einstein velocity sum of the relative 
velocity v of the systems with -u (and not u, due to the space reversal). To 
visualize Sa, decompose the velocity u into u = Ul + U2, where Ul = Pvu 
and U2 = (1- Pv)u. Then, from (1.74), we get 

(1.75) 

where the constant b = 1-(vl~1)/c2 depends only on Ul. The first term v EBE 
(-Ul) is depicted in Figure 1.27. The second term represents reversal and 
stretching of the component of U perpendicular to v. 
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Fig. 1.27. The action of the symmetry Sa on velocities UI E Dv which are parallel 
to a, where a = 108m/ s. Note that only the point a is fixed and the graph intersects 
the U axis at v = a EB E a. 

We will show that Sa is a projective map and a symmetry fixing only a. 
Note that any segment in Dv is obtained from the intersection of Dv with 



32 1 Relativity based on symmetry 

a two-dimensional plane Q through the origin in space-time. The plane Q 
is mapped by Ev to a two-dimensional plane in space-time (t',r') in K'. 
Thus a segment of Dv is mapped by Sa to a segment, implying that Sa is a 
projective map. As mentioned on page 16, the symmetry Bv fixes only the 
line associated with a, the symmetric velocity of v. Therefore Sa fixes only a. 
By use of (1.74) and the definition of a, it is easy to show that sa(sa(u)) = u, 
implying that s; = I, and thus Sa is a symmetry. 

1.4.2 The group Autp(Dl1) of projective automorphisms of Dl1 

We denote by Autp(Dv) the set of all projective automorphisms of the do­
main Dv. This set is a group, since the composition of two projective au­
tomorphisms is a projective automorphism, and the inverse of a projective 
automorphism (which always exists) is a projective automorphism. Note that 
for any a E Dv , the map 'Pa defined by 

'Pa(u) = a EBE u, (1.76) 

where aEBE u is defined by either (1.56) or (1.57), is an element of Autp(Dv). 
The fact that 'Pa is a projective map follows from the same argument which 
showed that Sa is projective. It is obvious that for any velocity u E Dv in the 
system K 2 , which is moving parallel to Kl with relative velocity a, there is a 
unique corresponding velocity 'Pa(u) E Dv in K 1 • Conversely, every velocity 
in Kl corresponds to a unique velocity in K 2 . Thus, the map 'Pa : Dv - Dv 
is one-to-one and onto (see Figure 1.28). 

Next, we characterize the elements of Autp(Dv). Let '¢ be any projective 
automorphism of Dv. Set a = '¢(O) and U = 'P;;,l'¢. Then U is a projective 
map that maps 0 - 0 and is thus a linear map which can be represented by a 
3 x 3 matrix. Since U maps Dv onto itself, it is an isometry and represented by 
an orthogonal matrix. Since '¢ = 'PaU, the group Autp(Dv) of all projective 
automorphisms is defined by 

(1. 77) 

We write 'Pa,U instead of 'PaU, and, from (1.57), we have 

1 (aIUu}a 
'Pa,U(u) = 1 + (aIUu}/c2 (a + aUu + (1 + a)c2 )' (1.78) 

for u E Dv' The group Autp(Dv) is a real Lie group of dimension 6, since 
any element of the group is determined by an element a of the 3-dimensional 
open ball of radius c in R3 and an element U of the 3-dimensional orthogonal 
group 0(3). 

Bya one-parameter subgroup g(s) of Autp(Dv), we mean a map g : R­
Autp(Dv), such that for any Sl, S2 E R, we have 
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Flg. 1.28. The velocity baU "-.-o"nation ~a, "'" ~ 10''''1 •. On the Z,," level 

we ,.. a '-<fi""-ona/ """'on of the velocity baU Do of ramus c ~ 3 . 10''''1., 

W;th a --lOid. On level one we '"'" the ..... of th;, baU und.,. the "'ap 

~a. One ceU of the II'id ha, been ""'ken'<l along w;th it. ..... to
 help visualize 

the elfeot of the "-nnation. Note how the lOid "'_ in the -tive direction 

of the V:r axis. 

Any Phy.ica/jy lOeaningfuj eVolution _erat .. a on"_eter 
subgroup of 

t""'-"'mnations of the .tate ']>ace of the "YB",,". This SUb.,.oup I, co"'''' __ 

'ativ~ since the evolution of the 'Ys",," dUting the thae intervaJ 8, + 82 is 

Independent of the way"" partition this interval. Note, h"""""" tbat the 

£un group Au,. (Do) is no, COllUnutative. This lOeans that the set of P<>ssible 

eVOlUtion equations is restricted to those 'terunung frolO the COlOlOutative 

subgroups of Autp(Dv). 

(1.79) 

For any a E Do, the one-Par""'et.,. .ubgroup generated by ~. is ob­

tained as full""",. Denote the direction of a by j ~ ai/a/ and define 

k ~ tanh-'Oa/le). libr any real 8, define bra) ~ tanh(8k)cj. Then btl) ~ a, 

and, &01O (1.64), it full""", thet for any real '" '2, "'" have 

We ca/j g(.) ~ 1Ob(.) the one-Par&1Qeter .ubgroup generated by 1' •. See Figure 

1.29 for an exarnple. 

(1.80) 
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8 
2 x 10 

Fig. 1.29. The effect on a two-dimensional section of D" by the one-parameter 
subgroup g(s) generated by the map cpa from Figure 1.28, for s = -1,0,1,2. One cell 
of the grid has been darkened along with its images to help visualize the effect of the 
transformation. Note that g(-l) = cp;;l = CP-a,g(O) = I-the identity,g(l) = cpa 

and g(2) = cP; = cpaffJEa. 

1.4.3 The group Autp(Dv} in two inertial systems 

Consider two inertial systems K and K', with common origins at time t = O. 
Denote by a the relative velocity of system K with respect to K', and by U 
the relative rotation between the axes of K and K'. Then any velocity u E D" 
in system K is observed in K' as u' = cp(u) = CPa,U(u) in D~. The map cP 
between the velocity balls Dv and D~ induces a map between their projective 
automorphism groups Autp(Dv) and Autp(D~). Given'I/J E Autp(Dv), define 
¢ E Autp(D~) by 

(1.81) 

The map 'I/J is called the conjugate of'I/J with respect to cpo Thus, the transfor­
mation of the automorphism groups of the velocity balls between two inertial 
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systems is given by conjugation, and the following diagram is commutative: 

Dv 
'Pa,U 

D' -----+ v 

~1 1~ 
Dv 

'Pa,U 
D' -----+ v 

1.5 Step 8 - Relativistic dynamics 

It is well known that a force generates a velocity change, or acceleration. 
There are two types of forces. The first type generates changes in the mag­
nitude of the velocity and can be considered a velocity boost. An example is 
the force of an electric field on a charged particle. The second type of force 
generates a change in the direction of the velocity - a rotation or, equiva­
lently, acceleration in a direction perpendicular to the velocity of the object. 
An example is a magnetic field acting on a moving charge. Thus a force can 
be considered as a generator of velocity change. During the time evolution, 
the velocity of an object cannot leave the velocity ball Dv. Therefore, it is 
natural to assume that the generator of a relativistic evolution is an element 
of the Lie algebra autp(Dv), which consists of the generators of the group 
Autp(Dv) generated by velocity addition. 

1.5.1 The generators of Autp(Dv) 

The elements of a Lie algebra are, by definition, the tangent space of the iden­
tity of the group. To define the elements of autp(Dv), consider differentiable 
curves g(s) from a neighborhood Io of 0 into Autp(Dv), with g(O) = 'PO,I, the 
identity of Autp(Dv). Any such g(8) has the form 

g(8) = 'Pa(s),U(s), (1.82) 

where a: Io ---+ Dv is a differentiable function satisfying a(O) = 0 and U(s) : 
Io ---+ 0(3) is differentiable and satisfies U(O) = I. We denote by 0 the element 
of autp(Dv) generated by g(s). For any fixed U E Dv, g(s)(u) is a smooth 
curve in Dv, with g(O) = u, and o(u) is a tangent vector to this line. Thus, 
the elements of autp(Dv) are vector fields o(u) on Dv defined by 

o(u) = :sg(8)(u)ls=0 (1.83) 

We now obtain the explicit form of o(u). First, define 

E = a'(O), (1.84) 

which is a vector in R3 , and A = U'(O), which is a 3 x 3 skew-symmetric 
matrix (i.e., AT = -A). Combining (1.82) and (1.78), we get 
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g(s)(u) = IPa(s),U(s)(u) 

1 (a(s)IU(s)u)a(s) 
1 + (a(s)IU(s)u)jc2 (a(s) + a(s)U(s)u + (1 + a(s))c2 )' (1.85) 

where a(s) = J1-la(s)12jc2. A simple calculation shows that 

a(O) = 1, dd a(s)1 = O. 
s s=o 

(1.86) 

Moreover, 

1 1 = 1 
1 + (a(s)IU(s)u)jc2 s=O ' 

(1.87) 

d 1 1 -2) 
ds (1 + (a(s)IU(s)u)jc2) s=O = -c (Elu, (1.88) 

a(s) + a(s)U(s)u + (a(s)IU(s)u)a(s) 1 = u 
(1 + a(s))c2 s=O 

(1.89) 

and 

!£(a(s) + a(s)U(s)u + (a(s)IU(s)u)a(s))1 = E + Au. (1.90) 
ds (1 + a(s))c2 s=O 

Thus, by using the formula for the derivative of the product, we get 

o(u) = ~g(s)(u)ls=o = E + Au - c-2(uIE)u. (1.91) 

Since A is skew-symmetric, it has the form 

(1.92) 

( 
a23 ) 

and if we let B = -a13 ,we have 
a12 

Au=ux B, (1.93) 

where x denotes the vector product in R3. Thus, the Lie algebra 

(1.94) 
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where OE,B : Dv --+ R3 is the vector field defined by 

OE,B(U) = E + u x B - c-2 (u IE}u. (1.95) 

Note that any 8(u) is a polynomial in u of degree less than or equal to 
2. (A term f(u) is linear in u if f(u + v) = f(u) + f(v) and f(ku) = kf(u) 
for all u, v in the domain of f and all k E R. A term f(u) is quadratic in 
u if f(u) = g(u, u) for some bilinear form g(u, v)). Note also that at any 
boundary point u, lui = c, of Dv, the vector 8E,B(u) is tangent to Dv' To 
see this, note that u x B is perpendicular to u and therefore tangent to Dv' 
Moreover, since the projection of E onto the direction of u is c-2 (uIE}u, the 
vector E - c-2 (uIE}u has zero projection onto the direction of u and is also 
tangent to Dv. Thus, 8E,B(u) is tangent to Dv. Two examples are shown in 
Figures 1.30 and 1.31. 
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----------
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-1 -------------------// 
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-2 -....----------.-'/ 
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Fig. 1.30. The vector field q/m· 8E,B on a two-dimensional section of D v , with 
q/m = 107 C /kg, E = (2,0, O)V/m and B = O. Since E is in the positive direction 
of the vx-axis, the field tends to move particles in this direction. However, near the 
edge of Dv, the vectors either shrink to zero magnitude or become nearly tangent 
to Dv, reflecting the fact that the flow generated by this field cannot leave Dv. 

1.5.2 The Lie algebra of Autp(Dv) 

To show that the set autp(Dv) defined by (1.94) and (1.95) is a Lie algebra, 
it remains to check that this set is closed under the Lie bracket. Recall that 
the Lie bracket of two vector fields 8 and ~ is defined as 
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Fig. 1.31. The vector field q/m . 8E ,B on a two-dimensional section of Dv, with 
q/m = 107e/kg, E = (2, 0, O)V/m and cB = (0,0,3)V/m. Here, the addition of a 
magnetic field B causes a rotation. 

d8 d~ 
[8, ~l(u) = du (u)~(u) - du (u)8(u), (1.96) 

where u E Dv and :! (u)~(u) denotes the derivative of 8 at the point u in 
the direction of the vector ~(u). Let 8E,B and 8E,B be arbitrary elements of 
autp(Dv). To show that autp(Dv) is closed under the Lie bracket, we shall 
calculate [8E ,B,8E,B](u) and show that it has the form (1.95). 

Note that 

d8E B 2 2 
~(u)du = du x B - c- (duIE)u - c- (uIE)du. (1.97) 

Thus, 

[8E B,8- -](u) = 8- -(u) x B - c-2 (8- -(u)IE)u , E,B E,B E,B 

(1.98) 

Using (1.95), the previous expression becomes a second-degree polynomial 
in u, with constant term E x B - Ex B, linear term 

(u x B) x B - (u x B) x B - c-2 (uIE)E + c-2 (uIE)E, (1.99) 
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and quadratic term 

(1.100) 

By using the identities 

(u x B) x B - (u x B) x 13 = u x (13 x B), (1.101) 

(uIB)E - (uIE)B = u x (E x B) (1.102) 

and 

(u x BIB) = -(uIB x B), (1.103) 

the expression (1.99) can be written as 

(1.104) 

and (1.100) as 

(1.105) 

Thus, from (1.95), the expression for the Lie bracket in autp(Dv) is 

(1.106) 

an element of autp(Dv). 
For example, [OE,O,OO,B] = -OEXB,O is 0 if and only if E and B are parallel. 

1.5.3 The commutation relations for the Lorentz group 

We will now use (1.106) to derive the commutation relations for the Lorentz 
group. Recall that the Lorentz space-time transformations induce projective 
maps of the velocity ball and generate the Lie group Autp(Dv). The genera­
tors of this group are of the form OE,B, for E, B E R3, and belong to the Lie 
algebra autp(Dv) of Autp(Dv). There is a basis for the generators consisting 
of the generators of rotations about the x, y, and z-axes and the boosts in 
the direction of these axes. 

Let i, j and k be unit vectors in the direction of the positive x, y and z 
axes, respectively. Then from (1.92) and (1.93) page 36, it follows that OO,i 
acts on v like the momentum of rotation about the x-axis. This momentum 
is denoted by J1 . Thus, we can represent J1 as a generator OO,i of a projective 
map on the velocity ball Dv and denote it by 7fp(J1), where the subscript p 
indicates that it generates a projective map. Similarly, we can represent the 
generators of rotation about the other axes, and we have 
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7rp (JI) = 60,i, 7rp (J2) = 60,j, 7rp (h) = 6o,k' 

From (1.106), it follows that 

[60,i,60,j] = 60,-iXj = -60,k. 

(1.107) 

(1.108) 

This implies that [7rp (Jd,7rp (h)] = -7rp (h) and similarly for the other pairs 
of generators. Since the same relations hold for the momentums of rotations 
about the axes, we get the first set of commutation relations 

(1.109) 

It is obvious that the generator of a boost in the x-direction is a multiple 
of 6i,O, which we denote by Mi,o = 6Ai,O' Similarly, the generator of a boost 
in the y-direction will be denoted by 6Aj,o. Then, from (1.106), we get 

[6Ai,O,6Aj,o] = 60,c-2A2ixj = c-2 A26o,k. 

In order to simplify the commutation relations, we will take A = c. This 
suggests representing the boosts K 1 , K2 and K3 in the directions x, y and z, 
respectively, by 

(1.110) 

From the above discussion, we get 

and, for the boosts themselves, 

(1.111) 

Direct use of (1.106) leads to the following commutation relations for the 
remaining pairs of momentums and boosts 

(1.112) 

(1.113) 

(1.114) 

The commutation relations (1.109),(1.111),(1.112),(1.113) and (1.114) form 
the full set of commutation relations for the generators of the Lorentz group. 
The representation 7rp , defined by (1.107) and (1.110), is a representation of 
this group into the projective maps on the velocity ball Dv. 
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1.5.4 Transformation of autp(Dv) between two inertial systems 

Consider two inertial systems K and K', with common origins at time t = 0 
and space axes parallel each to other. Denote by a the relative velocity of 
system K with respect to K'. Let Dv be the velocity ball in K, and let D~ 
be the velocity ball in K'. Let 

be an arbitrary element of autp(Dv}, generated by some curve g(8) into 
Autp(Dv). This curve generates a curve g(8) into Autp(D~), which, from 
(1.81), is 

(1.115) 

This curve defines a generator 8, which is an element of autp(D~) and thus 
of the form 

8E1,BI(U') = E' + u' x B' - c-2(u' IE')u'. (1.116) 

We want to find the relationship between E, Band E', B'. 
To do this, we first rewrite (1.115) as 

(1.117) 

for u E Dv' By differentiating this equation with respect to 8 and substituting 
8 = 0, we get 

Now we have to calculate ~(u)du. Using (1.56) and (1.102), we get 

dna (u)du = d~ (a EBE u)du 

u(aldu)/c2 

(1 + (alu)/c2)2) 

2 du - c-2a x (u x du) 
= (a Pa + a(I - Pa)) (1 + (alu) /c2)2 . 

(1.118) 

(1.119) 

Substituting these expressions into (1.118) and comparing the terms con­
stant in u (i. e., setting u = 0), we get 
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and, hence, 

(1.120) 

In the particular case when the relative velocity of system K with respect 
to K' is a = (a, 0, 0), the previous equation yields 

(1.121) 

where a = Jl - a2 / c2 . This coincides with the usual formula for the trans­
formation of an electric field from one system to another. 

To obtain a similar formula for the transformation of a magnetic field, we 
will compare the terms of (1.118) which are linear in u. This leads to 

ii x B' - c-2 (aIE')ii - c-2 (iiIE')a 

= (a2 Pa + a(I - Pa))(u X B - 2c-2 (alu)E - c-2a x (u x E)), (1.122) 

where 

(1.123) 

is the linear term of <Pa(u). Assume now that a = (a, 0, 0). If we choose 
u = (0,0, U3), then, comparing the first component in this equation, we get 

B -l(B' -2 E') 2=a 2+ C a 3' 

and for the second component, we get 

(1.124) 

(1.125) 

If we choose u = (0, U2, 0), then, comparing the first component of equation 
(1.122), we get 

B -l(B' -2 E') 3=a 3- C a 2· 

This coincides with the usual formula 

(1.126) 

(1.127) 

for the transformation of a magnetic field from one system to another. 
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Thus, the elements of autp(Dv) and the electromagnetic field strength 
transform between two inertial systems in the same way. We saw earlier that 
the space-time transformations between two inertial systems are linear and 
preserve the interval. Such transformations preserve the velocity ball Dv and 
are given by projective maps. So it is natural to ask "What is preserved by 
the action of the above transformations on autp(Dv)?" 

To answer this question, we combine the two real-valued three-dimensional 
vectors E and B describing the elements of autp(Dv) into a complex vector 
F. In order that both vectors will have the same units, we will use cB in­
stead of B. An element of autp(Dv) will now be described by F = E + icB 
in system K and by F' = E' +icB' in system K'. From the formulas (1.121) 
and (1.126), we get 

( 
Ei + icBi ) ( Fi ) = a-l(E~ + ~cB~ - cB~a/c + iE~a/c) = a-l(F~ + iFsa/c) . 

a-l(E~ + zcB~ + cB~a/c - iE~a/c) a-1(Fs - iF~a/c) 
(1.128) 

Define the complex quantity F2 by F2 = Ff + Fi + Fl. By (1.128), we get 

(1.129) 

(1.130) 

implying that F2 is preserved by the transformation between inertial systems 
and is a Lorentz invariant for the electromagnetic field. 

1.5.5 Relativistic evolution equation 

Evolution described by a relativistic dynamic equation must preserve the 
ball Dv of all relativistically admissible velocities. As mentioned above, we 
consider the force as an element of autp(Dv). The equation of evolution of a 
charged particle with charge q and rest-mass mo using the generator 8E ,B E 

autp(Dv) defined by (1.95) is 

dv(r) = ..!L8E B(v(r)) 
dr mo' 

or 

dv(r) q 2 
-d- = -(E + v(r) x B - c- (v(r)IE}v(r)), 

r mo 
(1.131) 
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where T is a real parameter related to time, which turns out to be the proper 
time of the particle. We will show that this equation coincides with the known 
relativistic equation for the evolution of a charged particle under the Lorentz 
force of an electromagnetic field. Let us introduce a new variable F( T) (which 
may depend on position and time), representing the Lorentz force acting on 
the object, by 

(1.132) 

Using the fact that V(T) x B is perpendicular to V(T), we can rewrite (1.131) 
as 

(1.133) 

Consider an inertial system Ko moving with the same velocity as our 
object at time t = O. We may assume that Newton's Second Law holds in 
Ko. In other words, 

dv 
mO-d =F, 

to 
(1.134) 

where to denotes the time in Ko. This implies that F is the force acting on 
our object if the object was at rest in Ko at time t = 0 and T = to is the 
proper time of the object. If our object has velocity v at time t = 0, by (1.17) 
and (1.55), we have 

Thus, we can rewrite (1.133) as 

Taking the scalar product of this equation with v, we get 

or 

Finally, from (1.136) we have 

F = mo(1-lvI 2 /c2)-1/2 dv + c-2 (vIF}v 
dt 

(1.135) 

(1.136) 

(1.137) 

(1.138) 
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where m = -y(v)mo = mo(1 - IvI 2 jc2)-1/2. This is the usual relativistic 
dynamics formula. 

We have shown that the equation of evolution (1.131) with the generator 
8E ,B defined by (1.95) for a charged particle of rest-mass mo and charge q 
coincides with the well-known formula 

d(mv) 
-;It = q(E+v x B). 

Thus, the flow generated by an electromagnetic field is defined by elements of 
the Lie algebra autp(Dv), which are, in turn, vector field polynomials in v of 
degree 2. The linear term of this field comes from the magnetic force, while the 
constant and the quadratic terms come from the electric field. The dynamic 
equation of evolution in relativistic mechanics is also given by elements of 
autp(Dv). This follows from the above discussion if we set B = O. 

For a constant electromagnetic field, the equation of evolution (1.131) with 
the generator 8E,B from the Lie algebra autp(Dv) generates a one-parameter 
(commutative) subgroup g(r) of the Lie group Autp(Dv) of projective auto­
morphisms. From (1.77), it follows that 

g(r) = IPa(T),U(T) , (1.140) 

where a(r) is the solution of (1.131) with the initial condition a(O) = O. From 
(1.91), we have 

dd g(r)IT=o(V) = ~(E + v x B - c-2 (vIE)v) 
r mo 

(1.141) 

for any v E Dv. We will show now that 

(1.142) 

is a solution of the initial-value problem consisting of the differential equation 
(1.131) and the initial condition 

v(O) = va. (1.143) 

Since a(O) = 0 and U(O) = I, the initial condition is satisfied. To show 
that v(r) satisfies (1.131), note that from (1.79), we have 

g(s + r) = g(s)g(r) = g(r)g(s). (1.144) 

Thus, from (1.141) and (1.142), we get 

d:~) = g(s)18=od~g(r)(vO) = d~g(s + r)18=0 (vO) = !g(s + r)18=0 (vO) 
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d I q = -d g(s) V(T) = -(E + V(T) X B - C-2(V(T)IE}v(T)). 
S 8=0 rno 

(1.145) 

Thus, v( T) solves the initial-value problem. Thus, we have produced a method 
for solving the initial-value problem for the relativistic equation with a con­
stant electromagnetic field, given any initial condition. 

There is an alternative way to extend Newton's Second Law to relativity. 
Instead of using the hybrid connection, which led us to the bounded do­
main Dv of relativistically admissible velocities, we could have used the cas­
cade connection, obtaining the domain of relativistically admissible proper 
velocities. Proper velocity was defined in (1.4) as u = dr/dT, where dr = 
J1 - Ivl2 / c2dt, so u = v / J1 - Ivl2 / c2 . The set of all proper velocities is, 
therefore, not bounded, and, indeed, it is R3. As a result, a constant vec­
tor field (force) on this set is possible as a generator of evolution. Thus, the 
equation 

du 
rno-=F 

dt 
(1.146) 

makes sense, and, in fact, it coincides with the dynamic equation of relativistic 
mechanics (1.139) given by elements of autp(Dv). 

1.5.6 Charged particle in a constant uniform electromagnetic field 

In this section, we will obtain an explicit description of the motion of a 
charged particle of rest-mass rno and charge q in three different constant 
electromagnetic fields E, B. In all three cases, we will solve the initial-value 
problem (1.131) with initial condition yeO) = vo = (v~,v~,v~). The first case 
is that of a constant electric field E (B = 0). The second case is that of 
a constant magnetic field B (E = 0). The third case is that of a constant 
electromagnetic field E, B in which the vectors E and B are parallel. 

Constant electric field E 

If the charge is in a constant electric field E, then its motion will be described 
by integrating its velocity vet) with respect to t. We will use the evolution 
equation (1.131) to find the velocity of the particle V(T) as a function of 
proper time. To do this, we have to solve the equation 

rno d:~) = q(E - C-2 (V(T)IE}v(T)), (1.147) 

with the initial condition 

(1.148) 

Let us denote by aCT) the solution of the problem for a(O) = V O = O. This 
implies that 
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d~~) L=o = :. (1.149) 

Without loss of generality, we may choose the axes so that the vector E points 
in the direction of the positive x-axis. Set E = (lEI, 0, 0) and a = (aI, a2, a3). 
Then, examining equation (1.147) in each coordinate, we see that 

(1.150) 

is a solution of (1.147) with a(O) = O. Thus, it remains only to find al(r). 
For al(r), equation (1.147) becomes 

with al(O) = O. Separating variables, we obtain 

implying that 

Define 

n= qlEI. 
cmo 

Taking the exponent of both sides, we get 

al(r) = ctanh(nr + eo). 

From the initial condition al (0) = 0, it follows that CO = 0 and 

a(r) = (ctanh(nr), 0, 0), 

with n defined by (1.154). 
We can define now a one-parameter subgroup 

g(r) = 'Pa(r) , 

(1.151) 

(1.152) 

(1.153) 

(1.154) 

(1.155) 

(1.156) 

(1.157) 

where a(r) is given by (1.156). Then, from (1.91) and (1.149), we have 

d d I ( q 2( -d g(r)lr=o(v) = -d 'Pa(r) r=O v) = -(E - c- vIE)v) 
r r mo 

(1.158) 

for any v E Dv' As shown in the previous section, 
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(1.159) 

is the solution of the initial-value problem (1.147) and (1.148). By use of 
(1.66), we get 

where Vl = (v~,O,O), V2 = (0,vg,v8) and 

6 = a(a(T)) . 
1 + (a(T)lvl)JC2 

Next, define TO so that 

ctanh(!ho) = v~, (1.160) 

which implies that 'Y(Vl) = cosh(!ho). Then, from (1.64), we get 

a(T) EI1E Vl = (ctanh(il(T + TO)), 0, 0), (1.161) 

and, by use of hyperbolic function identities, we get 

6 = cosh(ilTo) . 
cosh(il(T + TO)) 

(1.162) 

Thus, 

( ) ccosh(ilTo) (sinh(il(T + TO)) 0/ 0/) 
V T = (( )) ( n) ,V2 C, V3 C , cosh il T + TO cosh HTO 

(1.163) 

with il defined by (1.154) and TO by (1.160). From this, it follows that 

( ( )) = ( o)cosh(il(T+To)) 
'Y v T 'Y v h( n) . cos HTO 

(1.164) 

The space trajectory r( T) of the particle is obtained by adding the integral 
of vdt to its position r(O) at t = O. Thus 

r(T) - r(O) = foT V(T)-y(V(T))dT 

_ ( 0) (!:(COSh(il(T + TO)) _ 1) 0 0) 
- 'Y v il cosh(ilTo) 'V2 T , V3 T , 

(1.165) 

which is called hyperbolic motion. The connection between time and proper 
time on the trajectory can be found via 

r 'Y(VO). 
t(T) = Jo 'Y(V(T)) = ilcosh(ilTo) smh(ilT), 
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implying that 

_ ~ . h_ 1(ilcosh(fho)t) 
r - il sm .,,(vO)· (1.166) 

Substituting this into (1.163), we obtain the solution v(t) of the initial-value 
problem. To find the trajectory r{t) of the particle, substitute (1.166) into 
(1.165). 

Constant magnetic field B 

Consider now the motion of a charged particle of rest-mass mo and charge q 
in a constant magnetic field B. The equation of motion for such a particle is 
described by the evolution equation (1.131), with E = o. Hence, the initial­
value problem to be solved is 

dv{r) 
m0a;- = q{v{r) x B), (1.167) 

with the initial condition 

(1.168) 

Without loss of generality, we may choose the axes so that the vector B 
points in the direction ofthe positive x-axis. Set B = (IBI,O,O) and v(r) = 
(vl{r),v2{r),v3{r)). Complexify the y-z plane by defining z{r) = v2{r) + 
iV3{r). Define v~ and a by 

Then the initial-value problem (1.167) becomes 

dz(r). dVl{r) = 0 
mo~ = -zqIBlz{r), dr . 

The solution of these equations is 

where 

z(r) = e- i (w7"+a)vrO, v (r) vO 1 = 1, 

w = qlBl/mo. 

This solution can be written as 

v{r) = (v~,v~cos{wr+a),-v~sin{wr+a)), 

or, equivalently, 

(1.169) 

(1.170) 

(1.171) 

(1.172) 

(1.173) 



50 1 Relativity based on symmetry 

(1.174) 

Note that IV(T)I = J(V~)2 + (v~)2 is constant and ')'(V(T)) = ,),(vO), implying 
that t = ')'(VO)T. 

Let R~ denote the operator of rotation around the axis through the origin 
in the direction b by an angle <po This operator can be expressed by an 
exponent of the vector field v x b/lbl, which generates the rotation, as 

(1.175) 

If b = i (the direction of the positive x-axis), then the matrix representing 
Ri is 

'P 

(1 0 0) 
R~ = 0 C?S <p - sin <p • 

o sm <p cos <p 

(1.176) 

With this notation, we can express the solution of the initial-value problem 
(1.167) and (1.168) as 

(1.177) 

where U(T) = R~T denotes the one-parameter subgroup generated by the 
magnetic field. 

The space trajectory r( T) of the particle is obtained by adding the integral 
of vdt to its position r(O) at t = O. Thus, from (1.173), we get 

(1.178) 

Switching to t, we obtain 

vO VO 
r(t) - r(O) = (v~t, ---2: sin(wot + a), ---2: cos(wot + a)), 

Wo Wo 
(1.179) 

where Wo = W,),-l (vO) and W is defined by (1.172). Thus, a particle in a 
constant magnetic field moves with angular velocity Wo along a helix whose 
axis is in the direction of the magnetic field. 

Constant and parallel electric field E and magnetic field B 

We consider now the motion of a charged particle of rest-mass rno and charge 
q in a constant electric field E and magnetic field B in which the vectors E 
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and B are parallel. The equation of motion for such a particle is described by 
the evolution equation (1.131). Hence, the initial-value problem to be solved 
is 

mo d:~) = q(E + v(r) x B - c-2 (v(r)IE)v(r)), 

with the initial condition 

(1.180) 

(1.181) 

As mentioned at the end of section 1.5.2, page 39, in this case the generator 
aE,O of the electric field and the generator aO,B of the magnetic field commute. 
This implies that the flows on the velocity ball Dv generated by each field 
individually also commute. Thus, we can solve the problem separately for each 
field and compose the results to obtain the flow generated by the combined 
field. 

More precisely, without loss of generality, we may choose the axes so 
that the vector B points in the direction of the positive x-axis. Then E is 
also parallel to the x-axis. The flow generated by E, by (1.159), is given by 
vO -+ lPa(T)Vo, where a(r) is defined by (1.156), with fl defined by (1.154). 
Similarly, the flow generated by B is given by (1.177) and is vO -+ R~T vO, 
where R~T is defined by (1.176) and w is defined by (1.172). We will show 
now that 

(1.182) 

solves the initial-value problem (1.180)-(1.181). 
Obviously, v(r) satisfies the initial condition v(O) = yO. From (1.173), 

(1.177) and (1.163), we get 

cosh(flro) (csinh(fl(r+ro» ° ° . ~ 
v(r) = cosh(fl(r + ro) \: cosh (flro) Vr cos(wr + a), -Vr sm(wr + a~, 

(1.183) 

where fl is defined by (1.154), w is defined by (1.172), ro by (1.160) and v~,a 
by (1.169). From this, it follows that 

( ( ») = ( o)cosh(fl(r+ro)) 
'Y v r 'Y v h( n) . cos uro 

(1.184) 

To find the trajectory r( r) of the particle, we need to add to its position 
at t = 0 the integral of vdt. By use of (1.165) and (1.178), we get 

r(r) - r(O) = fat v(r)"((v(r))dr 

° (c cosh(fl(r + ro)) v~r . v~r ) 
= 'Y(v) fl ( cosh(flro) - 1), ~ sm(wr + a), ~ cos(wr + a) . 

(1.185) 
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1.6 Notes 

Einstein's original axiomatic derivation [20] of the Lorentz transformations 
is based on two assumptions: 

- the principle of special relativity, 
- the constancy of the speed of light in all inertial frames. 

From 1910 until the present, much research has been done to show that the 
Lorentz transformations can be derived from weaker assumptions. See, for 
example, [63]. A derivation of the Lorentz transformations from the princi­
ple of special relativity and a symmetry based on space-time invariance was 
obtained by J. H. Field in [24]. In [66], Y. Terletskii derived the Lorentz trans­
formations from the principle of relativity, isotropy of space and homogeneity 
of space and time. He also reversed the space axes to preserve the symmetry. 
As was shown by C. Marchal in [54], the Lorentz transformations, up to a 
constant, are a direct consequence of the principle of special relativity and 
the symmetry of the transformations between two inertial systems. 

In [50], A. Lee and T .M. Kalotas showed that the Lorentz transforma­
tions up to an unknown constant are a manifestation of the properties of the 
space-time of inertial systems, such as homogeneity of time and isotropy of 
space. They derived a relativistic velocity-addition formula and showed that 
this constant is non-negative. We have used here their argument to show the 
non-negativity of our constant e. In [55], D. Mermin showed that the rela­
tivistic addition law of parallel velocities with some universal constant can 
be derived directly from the principle of relativity and assumptions of homo­
geneity, smoothness and symmetry, without making use of the constancy of 
the speed of light. From these assumptions, he showed that there is an in­
variant velocity depending on this universal constant. This chapter is based 
mainly on ideas which first appeared in [30] and [25] and were developed 
further in [28] for special relativity and in [29] for accelerated systems. 

The main deviations of the approach in this chapter from the standard 
approaches to relativity are 

- the formulation of the principle of special relativity as a symmetry, 
- the choice of axes to preserve the symmetry, 
- the consistency of inputs and outputs for the transformations and the 

description of the systems, 
- the choice of parameters to simplify the transformations, 
- the introduction of a weight on time which makes the eigenvectors of the 

symmetry orthogonal (as in the Sturm-Liouville theory), thus leading to 
conservation of intervals, 

- the use of the algebraic structure of the conserved bounded symmetric 
domain to describe the evolution of systems. 

The evolution equation (1.131) and the one-parameter group associated 
with it was used in the last section to derive an explicit description of the mo-
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tion of particles in a constant, uniform (a) electric, (b) magnetic and (c) par­
allel electric and magnetic fields for any initial conditions. Similar solutions 
may be found in [51], pp. 52-57 and [42], pp. 579-592. In the next chapter, 
we will obtain an explicit solution for the motion of a charged particle in a 
constant, uniform electromagnetic field in which E and B are perpendicular. 



2 The real spin domain 

In the previous chapter, we used the principle of special relativity to obtain 
the real bounded symmetric domain Dv. This domain is symmetric with 
respect to the projective automorphisms and is a domain of type I in the 
Cartan classification of bounded symmetric domains. In this chapter, we will 
discuss another real domain, called the real spin factor, which is a domain of 
type IV in the Cartan classification. The complex spin factor will be studied 
in Chapter 3. 

We introduce the real spin factor as the ball Ds of symmetric velocities, 
defined in Chapter 1, section 1.2.1. We derive a formula for the addition 
of symmetric velocities and define an automorphism group based on this 
addition. We show that this group is exactly the group Autc{Ds) of conformal 
automorphisms of Ds and that Ds is symmetric with respect to Autc{Ds). We 
then show that the elements of the Lie algebra of Autc{Ds) are expressible 
in terms of a triple product, which we call the spin triple product. 

Next, we show that the relativistic evolution equations of mechanics and 
electromagnetism can be written by use of the above Lie algebra. This pro­
duces a new method of solving relativistic dynamic equations. If the motion 
has an invariant plane, the equation of evolution for the symmetric velocity 
becomes a first-order analytic equation in one complex variable. We apply 
this method to the description of the motion of a charged particle in uni­
form, constant and mutually perpendicular electric and magnetic fields. We 
find explicit analytic solutions for this problem. We also obtain a conformal 
group representation of the Lorentz group. 

2.1 Symmetric velocity addition 

2.1.1 The meaning of s-velocity and s-velocity addition 

In the previous chapter, we defined the symmetric velocity (1.38) and (1.67) 
as the velocity of the eigenspace corresponding to the I-eigenvalue, or the 
fixed points, of the relativistic transformations between two inertial systems. 
From this point on, we will assume the conservation of the speed of light. 
Equation (1.71) shows that the new dynamic variable, symmetric velocity, is 
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the relativistic half of the corresponding velocity. The symmetric velocity WI 
and its corresponding velocity v are related by 

WI +Wl 2Wl 
V = WI EB E WI = = ---:---:--::-:--::-

1 + ~ ~ 1 + IWll2 I c2 ' 
c c 

where EBE denotes Einstein velocity addition. Instead of WI. we prefer to 
use a unit-free vector W = wI! c and call it s-velocity. Thus, the relationship 
between an s-velocity wand its corresponding velocity v is given by 

2cw 
v = q;(w) = 1 + Iw12' (2.1) 

where q; denotes the function mapping the s-velocity W to its velocity v. 
Conversely, the s-velocity W can be expressed in terms of v by 

W = q;-l(V) = vic ,{3 

1 + VI - Ivl2 I c2 1 + " 
(2.2) 

where, = I/vI-lvl2/c2 and {3 = vic. From this we see that W --+ {3/2 
as {3 --+ 0, and w --+ {3 as {3 --+ 1. The set of all relativistically admissible 
s-velocities form a unit ball 

Ds = {w E R3: Iwi < I}. (2.3) 

Recall the physical interpretation of the symmetric velocity. Consider two 
inertial systems with relative velocity v between them. Place two objects of 
equal mass (test masses) at the origin of each inertial system. The center of 
mass of the two objects will be called the center of the two inertial systems. 
The symmetric velocity is the velocity of each system with respect to the 
center of the systems, and the s-velocity is the unit-free velocity of the systems 
with respect to their center (see Figure 2.1). 

We will show that the ball of all relativistically admissible s-velocities Ds 
is a bounded symmetric domain with respect to the automorphisms generated 
by s-velocity addition. To define this addition, we shall consider three inertial 
systems Kb K2 and K 3. We choose the space axes of K2 to be parallel to 
the axes of Kl and the axes of K3 to be parallel to those of K 2. Denote 
their origins by 01, O2 and 0 3 , respectively. Denote by a the s-velocity of 
system K2 with respect to Kl and by w the s-velocity of system K3 with 
respect to K 2. Then the s-velocity W3 of system K3 with respect to Kl (i.e., 
the velocity of K3 with respect to the center of systems Kl and K 3) will be 
called the sum of the s-velocities a and wand will be denoted by aEBs w (see 
Figure 2.2). 

2.1.2 Derivation of the s-velocity addition formula 

We now calculate the s-velocity sum aEBs w. Let us denote by v the relative 
velocity of system K2 with respect to Kl and by u the relative velocity of 
system K3 with respect to K 2 • Then 
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........ ...-

\/ 

Fig. 2.1. The physical meaning of symmetric velocity. Two inertial systems K and 
K' with relative velocity v between them are viewed from the system connected to 
their center. In this system, K and K' are each moving with velocity ±w. 

2ca 
v = 1 + lal2' 

2cw 
U= . 

1+ Iwl 2 
(2.4) 

From the definition of Einstein velocity addition, the relative velocity of sys­
tem K3 with respect to Kl is v EBE u, which, using (2.2), gives 

(v EBE u)/c 
aEBs w = , 

l+a(vEBEu) 
(2.5) 

where a(v) = Jl -lvl2 /c2 for any velocity v. By (1.57) from page 25, we 
have 

1 1 
vEBEU= 1+ (vlu)/c2(v + a(v)u + (1 + a(v))c2 (vlu)v), (2.6) 

and by (1.58), we have 

implying that 

a(v)a(u) 
a(vEBEu)= 1+(vlu)/c2 ' 

(v + a(v)u + (1+Q~v))c2 (vlu)v)/c 

a EBB w = 1 + (vlu)/c2 + a(v)a(u) 

From the definition of a, we have 

1 - lal2 1 - Iwl2 
a(v) = 1 + lal2' a(u) = 1 + Iw12' 

and so 

(2.7) 

(2.8) 

(2.9) 
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Fig. 2.2. The sum of s-velocities. Inertial systems K l ,K2 and K 3, with origins 
01,02 and 03, respectively, had a common origin at time t = o. The line K12 is 
the world-line of the center of the two inertial systems Kl and K2. Similarly, the 
lines K23 and K13 represent the world-lines of the centers of the systems K2, K3 
and K l , K 3, respectively. The velocity of system K2 with respect to system Kl is v, 
and its s-velocity a is the velocity of K2 with respect to K12 • Similarly, the velocity 
of system K3 with respect to system K2 is U, and its s-velocity w is the velocity 
of K3 with respect to K 23 . The velocity of system K3 with respect to system Kl 
is, by definition of Einstein velocity addition, equal to v EBE u. The s-velocitx of 
K3 with respect to K l , meaning the unit-free velocity of K3 with respect to K 13 , 
is called the sum of symmetric velocities a and w and is denoted by a EB. w. 

2 
1 + a(v) = 1 + lal2' 

1 

1 + a(v) 
1 + lal2 

2 

Substituting these expressions into (2.8), we obtain 

( 2ca + l-lal2 2cw + Hlal2 4{a w) 2ca )/ 
Hlal2 H al 2 Hlwl 2 -2- (Hlal )(Hlw ) Hlal2 c a EB w - -'-'-'---~-'---'-'-:+-"--;----'--::-'-''-+';'-:-7-~--'':'''':''''':'''--

s - 1 4{alw) l-lal2 l-Iwl; 
+ (HlaI2)(HlwI2) + Hlal2 Hlwl 

(1 + Iwl2 + 2(a 1 w))a + (1 - lal2)w 

1 + lal21wl2 + 2(a I w) 

Thus, we obtain the s-velocity-addition formula 

(2.10) 

(2.11) 
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(1 + Iwl 2 + 2(a I w))a + (1 - lal 2)w (2.12) 
aEBs w = 1 + lal 2 1wl2 + 2(a I w) . 

It is sometimes useful to express the Einstein velocity addition v EB E U in 
terms of the addition of their corresponding s-velocities. From (2.2) and the 
definition of s-velocity addition, it follows that for any two velocities v and 
u, we have 

(2.13) 

2.1.3 S-velocity addition on the complex plane 

To understand (2.12), note that a EBs w is a linear combination of a and w 
and therefore belongs to the plane II generated by a and w. We introduce 
a complex structure on II in such a way that the disk .::1 = Ds n II is 
homeomorphic to the unit disc Izl < 1. Denote by a the complex number 
corresponding to the vector a and by w the complex number corresponding 
to the vector w. It is known that 

aw+aw 2 
Re (a I w) = 2 ,Iwl = ww, (2.14) 

where the bar denotes complex conjugation. Substituting this into (2.12), we 
get 

(l+ww+aw+aw)a+(I-aa)w (a+w)(I+aw) a+w 
aEBsw= l+aaww+aw+aw = (1 +aw)(1+aw) = l+aw' 

(2.15) 

which is the well-known Mobius transformation of the complex unit disk. 
Thus, s-velocity addition is a generalization of the Mobius addition of com­
plex numbers (see Figure 2.3). Note that formula (2.15) does not depend on 
the choice of the complexification of the disk .::1 = D s nIl. For if we map a 
to ei9a (instead of to a) and w to ei9w (instead of to w), then 

(2.16) 

Note that (2.12) has meaning not only for vectors in R3, but also for 
vectors in Rn, for arbitrary n. If we define 

D~ = {w E Rn : Iwl < I}, (2.17) 

then from the connection of s-velocity addition and the Mobius transforma­
tion, it follows that if a and w belong to D:, then the sum a EBs w, defined 
by (2.12), also belongs to D~. 
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o 
-1 

-1 

0,5 

o 

Fig. 2.3. Symmetric velocity addition a EBB w for a = 0.4. The lower circle in the 
figure is the unit disc of the complex plane, representing a two-dimensional section 
of the s-velocity ball DB' The upper circle is the image of the lower circle under 
the transformation w -> 1~~~' Each circle is enhanced with a grid to highlight 
the effect of this transformation. Notice how a typical square of the lower grid is 
deformed and changes in size under the transformation. 

2.2 Projective and conformal commutativity and 
associativity 

2.2.1 Non-commutativity of s-velocity addition 

Let a and w be two arbitrary complex numbers in the unit disc of the complex 
plane. If we switch the roles of a and w in a EBs w = tta~' the numerator will 
remain the same, but the denominator will transform to its conjugate and 
hence will not be the same unless aw is real. But aw is real if and only if a 
and ware parallel. Thus a EBs w is equal to wEBs a if and only if the vectors 
a and ware parallel. In this case, a EBs w = (ca EBE cw)/c, implying that 
for parallel vectors, Einstein and symmetric velocity addition coincide up to 
scaling. 

Observe that, in general, 

where 

a+w 1 +aw w+a 
a EBs w = -1 _ = --_- . --_ = A(W EBs a), 

+ aw 1 + aw 1 + aw 

A = 1 +aw. 
l+aw 

Since IAI = 1, we have A = eij3 for some angle (3. Hence, 

'j3 aEBsw=et (wEBs a). 

(2.18) 

(2.19) 

(2.20) 
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From the definition of >., we have 

l+aw 
(3 = arg>. = arg(-_-) = -2 arg(l + aw). (2.21) 

1+aw 

So arg(1 + aw) = -(3/2, or 

tan((3/2) = _ Im(1 + aw) .. 
Re(1 +aw) 

For the next step, notice that the complex number 1 + aw is independent 
of the complexification, for if a -t eiOa and w -t eiOw, then 

e-i8aei8w = aw. 

So we choose a complexification in which a is real and positive. Let 9 be 
the angle from a to w, or, equivalently, the angle between the corresponding 
symmetric velocities a and w. Then 

tan((3/2) = _ Im(1 + aw) = _ alm(w) 
Re(1 + aw) 1 + aRe(w) 

= 
a Iwl sin 9 

= 
1 + a Iwl cos 9 

lallwl sin 9 
1 + lallwlcos9· 

(2.22) 

Thus, the non-commutativity of the addition of two symmetric velocities 
a and w is given by an operator of rotation by an angle (3, defined by (2.22), 
in the plane II (generated by a and w) with respect to the axis through 
the origin in the direction a x w, which is perpendicular to II (see Figure 
2.4). This operator was called the gyration operator by A.A. Ungar [67] and 
denoted gyr[a, w]. For the Mobius addition in the complex plane, the gyration 
operator is multiplication by the number eif3 • Thus, (2.20) can be written as 

where 

a EBB w = eif3 (w EBB a) = gyrc[a, w](w EBB a), (2.23) 

1+aw 
gyrc[a, w] = -1 - • 

+aw 
(2.24) 

Recall that in Chapter 1, page 50, we introduced a rotation operator 'R.~ 
denoting rotation around the axis through the origin in the direction b by 
an angle cpo By use of this operator, we can express the gyration operator as 

gyrc[a, w] = 'R.rw , (2.25) 

where (3 is defined by (2.22). The gyration operator expresses the non­
commutativity of addition in DB: 

a EBB w = gyrc[a, w](w EBs a). (2.26) 

See Figure 2.4(a). We will follow [67] and call equation (2.26) the commutative 
law for conformal geometry. 



62 2 The real spin domain 

0.7 

0.6 

O.s 

0.4 

Im(z) 
OJ 

0.2 

0.1 

IT 

a 

0.2 0.1 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 

Vy 

L5 

0.5 

(a) Re(z) (b) 

v 

10 15 20 25 

Vx XW7 

Fig. 2.4. The non-commutativity of s-velocity and Einstein velocity additions. (a) 
Two s-velocities a = 0.4 and w = 0.1 + iO.85. The sum a EBs w = 0.676 + iO.596, 
while the sum wEBs a = 0.193 + iO.88. The angle 8 is the angle between a and w, 
while (3 is the angle between aEBsw and wEBsa. The two angles are related by (2.22). 
The two sums aEBs wand wEBs a have the same length, and aEBs w = eit3 (w EBs a) = 
gyr[a, w](w EBs a). (b) The two velocities v = (2.07,0, 0)108m/ s, corresponding to 
s-velocity a, and u = (0.35,2.94,0)108m/s, corresponding to w. The sum VEBEU = 
(2.24,1.98, 0)108m / s, while the sum u EBE v = (0.64,2.91, 0)108m / s. The angle 8 
is the angle between v and u, while (3 is the angle between v EBE u and u EBE v. 
The two angles are related by (2.30). The two sums have the same length, and 
v EBE u = gyrp[v, u](u EBE v). 

2.2.2 Non-commutativity of Einstein velocity addition 

Using the map iP defined by (2.2), connecting a velocity and its s-velocity, and 
formula (2.13), connecting Einstein velocity addition and s-velocity addition, 
we can apply (2.26) to express the non-commutativity of Einstein velocity 
addition. For any two velocities v and u, we have 

Ijj(v EBE u) = iP(v) EBs iP(u) = gyrc[iP(v) , iP(u)] (iP(u) EBs iP(v)) 

= gyrc [iP(v) , iP(u)]iP(u EBE v). (2.27) 

The map iP and the operator gyrc[iP(v),iP(u)] commute because iP is a radial 
function and gyrc[iP(v),iP(u)] is a rotation. Thus, 

iP(v EBE u) = iP(gyrc[iP(v), iP(u)](u EBE v)). (2.28) 

We define the projective gyration operator by 

(2.29) 

This operator is a rotation in the plane II generated by v and u by an angle 
(3 defined by 
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1<p(v)II<p(u)1 sinO 
tan(f3/2) = -1 + 1<p(v)II<p(u)1 cosO' (2.30) 

where 0 is the angle between v and u. Thus, 

gyrp[v, u] = nru. (2.31) 

From (2.28), we get the commutative law for Einstein velocity addition, which 
is also called the commutative law of projective geometry: 

V EBE U = gyrp[v, u](u EBE v), (2.32) 

(see Figure 2.4 (b»). 

2.2.3 Non-associativity of s-velocity and Einstein velocity addition 

Now we want to derive the analogs of (2.26) and (2.32) for the associative 
law. For s-velocity addition, this means finding the connection between a EBB 
(b EBB w) and (a EBB b) EBB w for any s-velocities a, band w. Let II be the 
plane generated by a and b, and assume first that w E II. Complexify II 
and observe that 

b+w a+ :tb: a+abw+b+w 
a EBB (b EBB w) = a EBB (-1 -b ) = 1 + -..!!.±J£.. = 1 + bw + lib + liw + w a 1+bw 

t::b + ~t~~w _ ( ffi b) ffi 1 + ab --=...!-==-----=-=..c...;==-_ _ a W B W B w. 
1 + a+b_l±~bw 1 + lib 

l+ab l+ab 
(2.33) 

Using the definition of the gyration operator (2.23), we can rewrite this as 

a EBB (b EBB w) = (a EBB b) EBB gyrc[a, b]w. (2.34) 

Returning to the s-velocities and using (2.25), we get 

(2.35) 

for any w E II. As we will see in the next section, the map w -+ a EBB w, 
for any fixed a, is a conformal map on DB' This implies that both sides of 
(2.35) are conformal maps in w of the unit ball DB E R3, which coincide on 
the intersection of the ball with the plane II. By a uniqueness theorem for 
conformal maps, they must agree for any wEDs. Equation (2.35) is called 
the associative law for s-velocities. 

Thrning to Einstein velocity addition, let d, v and u be any three veloci­
ties. Using (2.35), (2.13) and (2.29), we get 

dEBE (v EBE u) = (d EBE v) EBE gyrp[d, v]u. (2.36) 

This is the associativity law for Einstein velocity addition. 
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2.2.4 Expression for the non-transitivity of parallel translation 

Formula (2.36) can be interpreted as the correction of non-transitivity of par­
allel translation between inertial systems. It is well known that if an inertial 
system K2 moves parallel to system Kl with relative velocity d, and system 
K3 moves parallel to system K2 with relative velocity v, then, if d is not 
collinear to v, the system K3 does not move parallel to system K 1• How 
can we measure the non-parallelism between Kl and K3? Note that if an 
object is moving with uniform velocity u in system K 3, its velocity in K2 
will be v $E U, and in system Kl, its velocity will be d $E (v $E u). Define 
a space frame K3 moving together with system K3 but parallel to K 1• In 
this frame, let the velocity of our object be ii. Since the system K 3 moves 
parallel to Kl with relative velocity d $E v, the object's velocity in system 
Kl is (d $E v) $E ii. Now from (2.36), it follows that 

ii = gyrp[d, v]u, (2.37) 

implying that the operator gyrp[d, v], which is a rotation operator, corrects 
for the non-parallelism of systems Kl and K 3. 

2.3 The Lie group Autc(Ds) 

In this section, we will show that the group generated by s-velocity addition 
is the conformal group on Ds. 

2.3.1 The automorphisms of DB generated by s-velocity addition 

Given an s-velocity a E D s , we define a map 't/Ja by 

.1. ( ) _ _ (1 + IwI 2 + 2{a I w))a + (1 - lal 2)w 
'l'a W -a$sw- 1+laI2 IwI 2 +2{alw) . (2.38) 

The transformation 't/Ja(w) is shown in Figure 2.3. This formula is somewhat 
simpler in spherical coordinates (r,O,cp). We choose the orientation so that 
a is on the positive part of the z-axis and thus has coordinates (Ial, 0, 0) = 
(a, 0, 0). Let the coordinates of w be (r, 0, cp). Then, in the complexified plane 
II generated by a and w, a represents a and reiB represents w. By (2.15), 
't/Ja (w) is represented by 

a+ reiB 
't/Ja(w) = 'B' 

1 + are' 
(2.39) 

If we denote the spherical coordinates of 't/Ja (w) by (r', 0' , cp'), then 

() ( ') (I reiD +a I ) r r ~ 

't/Ja ; = ;: = arg( ~:rt~ ) . (2.40) 
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Since the transformation '¢a acts on the disc Ll = Ds n II like the Mobius 
transformation (2.15) on Ll, '¢a is one-to-one and onto Ds. The inverse ('¢a)-l 
is the map '¢-a, where '¢-a (w) = (-a) $s w. To show that '¢a is conformal, 
we have to show that its derivative ~(w) is a multiple of an isometry. 

2.3.2 The derivative of 1/Ja 

To calculate the derivative ~(w)dw of the map '¢a at w in the direction 
dw, we decompose dw = dWl + dW2, where dWl belongs to the plane II 
generated by a and w and dW2 is perpendicular to II (see Figure 2.5). We 

d\lfa(w} dW2 
dw 

o 
a 

Fig. 2.5. The action of the map ~(w)dw. The vector dw is decomposed as 
dWl + dW2, where dWl belongs to the plane II generated by a and W and dW2 

is perpendicular to II. The map rotates dWl in the plane II by an angle {3 and 
multiplies it by a constant 8 = I (~~~~;21, while dW2 is only multiplied by 8. 

complexify the plane II and replace the vectors a, w and dWl with their 
corresponding complex numbers a,w and dWl. Then, from (2.15), we get 

d1/Ja(W) dwl=dw1(1+aw)-(a+w)adw1 = 1-la12 dWl, (2.41) 
dw (1 + aw)2 (1 + aw)2 

which shows that ~(W)dWl is a rotation in the plane II by an angle {3, 
which is the argument of the complex number 1j(1+aw)2, and multiplies its 
length by 

8 = 1 - lal2 = 1 - lal2 

I (1 + aw)21 1 + lal21wl2 + 2(a I w)· 

Since 

1 
{3 = arg (1 + aw)2 = -2arg(1 + aw), 

equation (2.21) and (2.24) imply that eif3 = gyrc[a, w]. Thus, 

~~ (w )dWl = 8 gyrc[a, W]dWl. 

(2.42) 

(2.43) 

(2.44) 
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Figure 2.6 shows the value of d~~4 (w)O.2 for any wEDs. Note how the 
angle of rotation (3 and the multiplication factor 8 change for different values 
ofw. 
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Fig. 2.6. The value of d~:;;4 (w)0.2 for different w. The bright arrows represent 
u = 0.2 before application of the derivative d~:;;4 (w), while the dark arrow is its 
image d~:;;4 (w )u. The length-stretching coefficient 8 decreases in the direction of 
a = 0.4 and depends mainly on Re(w). The angle of rotation f3 is zero for real 
w and depends mainly on Im(w). Compare these results with the stretching and 
rotation of the squares of the grid under 7/JO.4 in Figure 2.3. 

For the action of the derivative on dW2, note that (dW2Iw) 
(dw2Ia) = O. Then, from (2.38), we get 

d'¢a (1 - lal2)dw2 
dw (W) dW2 = 1 + lal 21w21 + 2(a I w) = 8dw2, 

which is multiplication by the same constant as in (2.42). Thus, 

~~ (w) = (\' gyrc[a, w] 

o and 

(2.45) 

is a rotation with respect to the line perpendicular to the plane II generated 
by a and w by an angle (3 defined by (2.43) followed by multiplication by the 
constant (\' of (2.42). This implies that the map '¢a is conformal. 
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We can define the map 'l/Ja on D~ by use of (2.38). The argument above 
shows that here also ~ (w) is a rotation and multiplication by 8 in II and 
multiplication by 8 in the subspace perpendicular to II. Thus, 'l/Ja is conformal 
in this case as well. 

2.3.3 The description of Autc(Ds) 

We denote by Autc{Ds) the set of all conformal automorphisms of the domain 
Ds. This set is a group, since composition of two conformal automorphisms 
is a conformal automorphism, and the inverse (which always exists) is a 
conformal automorphism. As we have shown in the previous section, for any 
a E D s , the map 'l/Ja defined by (2.38) is conformal and, thus, an element of 
Autc(Ds). 

Next, we characterize the elements of Autc{Ds). Let 'I/J be any conformal 
automorphism of Ds. Set a = 'I/J(O) and U = 'I/J;1'I/J. Then U is a conformal 
map that maps 0 -+ 0 and is thus a linear map which can be represented by 
a 3 x 3 matrix. Since U maps Ds onto itself, it is an isometry and is repre­
sented by an orthogonal matrix. Since 'I/J = 'l/JaU, the group of all conformal 
automorphisms Autc(Ds) is defined by 

(2.46) 

We write 'l/Ja u instead of 'l/JaU. From (2.38), we have , , 

'I/J (w) = {I + Iwl2 + 2(a I Uw))a + (1 -laI2)Uw (2.47) 
a,U 1 + lal21wl2 + 2(a I Uw) , 

for wEDs. 
The group Autc(Ds) is a real Lie group of dimension 6, since any element 

of the group is determined by an element a of the 3-dimensional open unit 
ball in R3 and an element U of the 3-dimensional orthogonal group 0(3). 
It is easy to see that Ds is a bounded symmetric domain with respect to 
the conformal group Autc(Ds). The element S: S(w) = -w of Autc(Ds) 
is a symmetry about the origin of the ball, and for any a E D s , the map 
'l/Ja E Autc(Ds) satisfies'I/Ja(O) = a. 

For the domain D~ with arbitrary n, we can define Autc(D~) by use of 
(2.46), taking a E D~ and U E O(n). The dimension of this Lie group is 
n(n+1) 

2 

2.4 The Lie Algebra autc(Ds) and the spin triple 
product 

2.4.1 The generators of Autc(Ds) 

The elements of a Lie algebra are, by definition, the tangent space to the iden­
tity of the group. To define the elements of autc(Ds) , consider differentiable 
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curves g(s) from a neighborhood fo of zero into Autc(Ds), with g(O) = 'l/Jo,I, 
the identity of Autc(Ds). Any such g(s) has the form 

g( s) = 'l/Ja(s),U(s), (2.48) 

where a : fo ---7 Ds is a differentiable function satisfying a(O) = 0 and U(s) : 
fo ---7 0(3) is differentiable and satisfies U(O) = f. We denote by ~ the element 
of autc(Ds) generated by g(s). For any fixed wEDs, g(s)(w) is a smooth 
curve in Ds, with g(O) = w, and ~(w) is a tangent vector to this line. Thus, 
the elements of autc(Ds) are vector fields ~(w) on Ds defined by 

(2.49) 

We now obtain the explicit form of ~(w). First, define b = a'(O), which is 
a vector in R3 , and A = U'(O), which is a 3 x 3 skew-symmetric matrix (i.e., 
AT = -A). Then 

~ (1 + Iwl2 + 2(a(s) I U(s )w) )a(s) + (1 - la(s)12)U(s)w I (2.50) 
ds 1 + la(s)12IwI2 + 2(a(s) I U(s)w) s=o· 

Since dds la(sWls=o = 0, we get 

~(w) = (1 + IwI2)a'(O) + U'(O)w - 2(a'(O) I w)w 

= (1 + Iwl2)b + Aw - 2(b I w)w. (2.51 ) 

We can rewrite this expression as a polynomial of degree 2 in w: 

~(w) = b + Aw - 2(b I w)w + Iwl2b. (2.52) 

Thus, 

autc(Ds) = {b + Aw - 2(b I w)w + IwI2b}, (2.53) 

where b E R3 and A is a 3 x 3 matrix such that AT = - A. 

2.4.2 The triple product and the generators of translations 

It will be shown in Chapter 5, section 5.3.4, that the generators of translations 
(meaning A = 0) in a bounded symmetric domain are of the form 

~b(W) = b - {w, b, w}, (2.54) 
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where {w, b, w} is the triple product associated with the bounded symmetric 
domain. 

Formulas (2.52) and (2.54) indicate that the triple product has to be 
defined in such a way that 

{w, b, w} = 2(b I w}w -lwI2b. (2.55) 

By substituting w = a + c in the previous equation and using the linearity 
of the triple product and its symmetry 

{a, b,c} = {c, b,a}, (2.56) 

we obtain the following definition for the triple product: 

{a, b, c} = (alb}c + (clb}a - (alc}b, (2.57) 

where a, b, c E R3. This product is called the spin triple product. The 
bounded symmetric domain DB endowed with the spin triple product is called 
the spin factor and is a domain of type IV in Cartan's classification. 

We now derive the complex form of the spin triple product. Complexify 
the plane II generated by the vectors w and b. Let the complex numbers 
w and b represent w and b, respectively. Using (2.14), the triple product 
{w, b, w} defined by equation (2.55) becomes 

{w, b, w} = (bW + bw)w - wwb = w2b. (2.58) 

Note that this product is complex analytic in w and conjugate linear in b. As 
above, by substituting w = a + c, we get a complex triple product 

{z,b,w}=zbw, where z,b,wEC, (2.59) 

called the complex spin triple product. In the next chapter, we will study the 
domain associated with this spin triple product on cn, for arbitrary n. 

2.4.3 The triple product and the generators of rotations 

The Lie algebra autc(Ds) consists of generators of boosts, described by (2.54) 
and (2.55) in terms of the triple product, and generators of rotations. To 
describe the generators of rotations on D s , we first choose an orthonormal 
basis et, e2, e3 in R3, the tangent space of D s' For any a, b E R3, define an 
operator D( a, b) : R3 --t R3 by 

D(a, b)c = {a, b,c}. (2.60) 

Using the definition (2.57) of the spin triple product, the operator D( e2, e3) 
acts on the basis vectors by 
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{
a, if u=e1, 

D(e2, e3)(u) = -e3, if u = e2, 

e2, if u = e3, 

(2.61 ) 

and its matrix in this basis is 

(2.62) 

which represents the momentum J1 of rotation about the e1-axis. We use the 
notation 7r c to indicate that 7r c is an element of autc (D s), the Lie algebra of the 
conformal group. Similarly, the operators 7rc(h) = D(e3,e1) and 7rc(h) = 
D(e1,e2) represent the momentum of rotation about the e2- and e3-axes, 
respectively. 

A general generator of rotation, represented by a 3 x 3 antisymmetric 
matrix A, is a linear combination A = Bl7rc(J1) + B27rc(J2) + B37rc(h). By 
introducing the notation 

the generator of rotation A may be expressed as 

Aw = (B· 7rc (J))(w) = w x B, 

where B = (B1.B2,B3) E R3. We can now express the elements of the Lie 
algebra autc(Ds) in terms of the spin triple product. From (2.52) and (2.55), 
it follows that any element ~ of autc(Ds) has the form 

~ = ~b,B(W) = b + (B· 7rc(J))(w) - {w, b, w} 

= b+w x B - {w,b,w}, (2.64) 

where b, B E R3. See Figures 2.7 and 2.8 for two examples of these vector 
fields. 

2.4.4 The Lie bracket on autc{Ds ). 

To show that the set autc(Ds) defined by (2.64) is a Lie algebra, it remains 
to check that this set is closed under the Lie bracket. Let ~b,B and ~b,B be 
any two elements of autc(Ds). Since these elements are vector fields, the Lie 
bracket is defined by 
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Fig. 2.7. The vector field eb,B, with b = (0.07,0,0) and B = 0, on a two­
dimensional section ofthe s-velocity ball D •. Note that this vector field is similar to 
the corresponding one for the Lie algebra autp(Dv) of the velocity ball (see Figure 
1.30 of Chapter 1). 
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Fig. 2.8. The vector field eb,B with b = (0.07,0,0) and B = (0,0,0.1), on a two­
dimensional section of the s-velocity ball D •. Note that this vector field is similar to 
the corresponding one for the Lie algebra autp(Dv) of the velocity ball (see Figure 
1.31) of Chapter 1. 

for wEDs, where ~~B (w )~b,S (w) denotes the derivative of ~b,B at the 
point w in the direction of the vector ~b s(w). To show that autc(Ds) is 
closed under the Lie bracket, we will calc~late [~b,B' ~b,sl and show that it 
has the form (2.64). 

From (2.55) and (2.64), we have 
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d~b,B (w)dw = 
dw 

dw x B - 2(dwlb)w - 2(wlb)dw + 2(dwlw)b. (2.66) 

Using the identity 

(dwlw)b - (dwlb)w = dw x (b x w), (2.67) 

we have 

d~bB 
d~ (w)dw = dw x (B + b x 2w) - 2(wlb)dw. (2.68) 

Thus, 

-~b,B(W) x (B + b x 2w) + 2(wlb)~b,B(W). (2.69) 

Using (2.55) and (2.64), the previo~s expression .!?ecomes a second-degree 
polynomial in w, with constant term b x B - b x B and linear term 

(w x B) x B - (w x B) x B 

+2b x (b x w) - 2b x (b x w) - 2(wlb)b + 2(wlb)b. (2.70) 

By using (2.67) and the identity 

(w x B) x B - (w x B) x B = w x (B x B), (2.71) 

the linear term can be written as 

w x (B x B + 4b x b). (2.72) 

The quadratic term can be simplified to 

-{w, b x B - b x B, w}. (2.73) 

Thus, from (2.69), we have 

[~b,B' ~b,:Bl = ~bXB-bXB,BXB+4bXb' (2.74) 

an element of autc(Ds). 
For arbitrary n, the Lie algebra autc(D~) of the Lie group Autc(D~) is 

defined by (2.53), where bERn and A is an n x n skew-symmetric matrix. 
The associated spin triple product is given by (2.57). Also here it can be 
shown that autc(D~) is closed under the Lie bracket. 
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2.4.5 The representation of the Lorentz group in autc(Ds) 

In section 2.4.3, we defined a representation 1r c of the group of rotations into 
the Lie algebra autc(Ds) by (2.63), which defines the representation on the 
generators J1 , hand J3 of rotation about the basis vectors e1, e2 and e3, 
respectively. We want to extend this representation to a representation of 
the Lorentz group. To achieve this, we need to find a representation for the 
generators Kl, K2 and K3 of boosts in the direction of the basis vectors e1, e2 
and e3, respectively, and to show that they satisfy the commutation relations 
of the Lorentz group. 

Recall that the Lie algebra of the Lorentz group is the real span of Jk, K k, 
for k = 1,2,3. As we have shown in section 1.5.3, page 39, the generators of 
the rotation group satisfy 

(2.75) 

and the remaining commutation relations for the generators of the group are 

(2.76) 

(2.77) 

(2.78) 

(2.79) 

As defined earlier, 

(2.80) 

Using (2.74), it is easily verified that (2.75) holds. Motivated by the results 
of the previous subsection, we define 

1rc(K1 ) = ~ed2,O' 1rc(K2) = ~e2/2,O' 1rc(K3) = ~e3/2,O' (2.81) 

Again using (2.74), one can check that (2.76),(2.77), (2.78) and (2.79) hold. 
Thus 1rc, defined by (2.80) and (2.81), is a representation of the Lorentz group 
into autc(Ds). 
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2.5 Relativistic dynamic equations on Ds 

We now derive the relativistic dynamic equation for symmetric velocity as a 
new dynamic variable. Suppose w is the symmetric velocity corresponding to 
the velocity v. Using the identity "?{32 = (-y - 1)(-y + 1) and (2.2), we get 

Iwl2 = "( - 1 1 + Iwl2 
"( + 1 and "( = 1 _ Iw12' (2.82) 

and, thus, 

1 + Iwl2 2cw 2cw 
mv = mo"(v = mo 1 _ Iwl2 1 + Iwl2 = mo 1 _ Iw12' (2.83) 

where mo is the rest-mass of the object. 
Substituting this into the relativistic dynamic equation 

we have 

1 dw 2w dw 
= 2moc(1_lwI2 dt + (1-lwI2)2 (dt 1w)). (2.84) 

By taking the inner product with w, we obtain 

dw 1 + Iwl 2 
(Flw) = 2moc{ dt Iw) (1 _ Iw12)2 . (2.85) 

By substituting (~7Iw) from (2.85) into (2.84), we obtain 

2moc dw _ F _ 2w (Flw) 
1 - Iwl2 dt - 1 + /w/ 2 . 

(2.86) 

Multiplying both sides of (2.86) by 1 + /w/2, we get 

1 + /w/2 dw 2 
2moc 1 -/w/2 dt = F(l + /w/ ) - 2{F/w)w. (2.87) 

Using the relation 

1 /w/ 2 
dr = J1-/v/ 2 /c2dt = - dt 

1 + /w/ 2 ' 
(2.88) 

we obtain the relativistic dynamic equation for symmetric velocities 
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dw 
mo dr = F/(2c) - {w,F/(2c), w} = ~F/(2c),O(W), (2.89) 

where r denotes proper time, the triple product is the spin triple product de­
fined by (2.57), and ~F/(2c),O is given by (2.64). Thus, the action of a constant 
force F on Ds is described by an element ~b,B of autc(Ds) , with b = F /(2c) 
and B = O. Since for small velocities w = v/(2c), we have a factor 1/(2c) for 
the generator. Note that the flow generated by a constant force on Ds will 
be conformal. 

Next, we will derive the relativistic dynamic equation for the electromag­
netic field for symmetric velocities. Let E denote the strength of the electric 
field, and let B denote the strength of the magnetic field. Then, from the for­
mula for the Lorentz force for the electromagnetic field, the dynamic equation 
becomes 

d 
dt(mv) = q(E+v x B). 

By using equation (2.83), we obtain 

2cw d 2cw 
q(E + 1 + Iwl2 X B) = dt mo 1 _ Iwl2 (2.90) 

By taking the inner product with w, we get 

dw .1+ Iwl2 
q(Elw) = 2moc( dt Iw) (1 _ IwI2)2' (2.91) 

By substituting (~7Iw) from (2.91) into (2.90), we obtain 

2moc dw 2cw 2w 
1 _ Iwl2 dt = q(E + 1 + Iwl2 X B - 1 + Iwl2 (Elw)). (2.92) 

Multiplying both sides of the previous equation by 1 + Iwl2 and switching 
from dt to dr, the dynamic equation becomes 

mocdw/dr = q(E/2 + w x cB - w(wIE) + IwI2E/2), (2.93) 

the relativistic dynamic equation for the electromagnetic field. 
Using (2.55), this equation becomes 

mocdw/dr = q(E/2+w x cB - {w,E/2,w}) = q~E/2,cB(W), (2.94) 

showing that this dynamic equation is given by an element (2.64) of autc(Ds) 
if we take b = E/2. Thus, the flow on Ds generated by a constant electro­
magnetic field is a one-parameter conformal flow in Aut(Ds). By (2.46), this 
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flow is of the form '¢a(r),U(r)' Note that a(r) is the trajectory of the s-velocity 
of a particle with zero initial velocity (or s-velocity) under the field. In case, 
there is a plane II which is preserved under the evolution, U{r) is a rotation 
with respect to the line perpendicular to II and is uniquely defined by its 
action on II. 

To obtain the space trajectory r{ r) of the particle, we have to add to its 
initial position r{O) the integral J; vdt = J; v{r)-y{v{r))dr. Using (2.1) and 
(2.88), we get 

r w{r) 
r{r) = r{O) + 2c Jo 1_lw(r)12dr, (2.95) 

and the proper velocity of the particle, defined by (1.4), is 

dr{r) 2cw{r) 
u{r) = ----a;:- = 1 -lw{r)12 = -yq>{w{r)), (2.96) 

with q> defined by (2.1). If we want to use time t as a parameter on the space 
trajectory, we have to replace r by a function of t, which can be defined from 
the equation 

r r 1 + Iw{r)12 
t = Jo -y{v{r))dr = Jo 1 _lw{r)12dr. (2.97) 

2.6 Perpendicular electric and magnetic fields 

2.6.1 General setup of the problem 

We will now use equation (2.94) to find an analytic solution for the motion 
of an electric charge q in a uniform, constant electromagnetic field E, B in 
which the vector B is perpendicular to E. We will assume first that the initial 
velocity of the charge is perpendicular to B. In this case, the charge will stay 
in the plane II which is perpendicular to B and passes through its initial 
position. This follows from the fact that the right side of (2.94) is in II at 
r = 0 and dw / dr belongs to this plane. 

We will complexify the plane II so that the vector E E II lies on the pos­
itive part of the imaginary axis. We associate to any s-velocity w a complex 
vector W = WI +iW2' with real WI,W2. Note that W is unit-free. The vector E 
will be represented by the complex number ilEI. In this representation, the 
vector w x cB, which is in II, is equal to cIBI{W2 - iwI) = -icIBlw. By use 
of (2.58), the vector {w,E/2, w} is represented by the complex number 

{w,E/2,w} = -i(IEI/2)w2. (2.98) 

The equation (2.94) of evolution of w{r) now becomes 
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dw/dr = ~(iIEI/2 - iclBlw + i(IEI/2)w2) = 2iqlEI (1- 2cliBEllw + w2). 
moc moc 

(2.99) 

Rewrite this differential equation as 

dw(r)/dr = in(w(r)2 - 2Bw(r) + 1), (2.100) 

where the constants are 

n- qlEI 
- 2moc' 

(2.101) 

Note that we get a first-order complex analytic differential equation, which 
by a well-known theorem from differential equations has an analytic solution. 
The solution is unique for a given initial condition 

w(O) = Wo, (2.102) 

where the complex number Wo represents the initial s-velocity Wo of the 
charge. Of course, Wo could be calculated from the initial velocity Vo by 

Vo 
Wo = . 

c(1 + v'1 + Ivol/c2) 
(2.103) 

The differential equation (2.100) can be solved by separation of variables. 
We have 

dw0") = indr, 
w(r)2 - 2Bw(r) + 1 

(2.104) 

and, integrating both sides, we get 

J dw0") = inr + C, 
w(r)2 - 2Bw(r) + 1 

(2.105) 

where the constant C depends on the initial condition (2.102). The explicit 
form of this integral depends on the sign of the discriminant 4B2 - 4 of the 
denominator in the integral. Let 

(2.106) 

We will consider three cases: case 1 lEI < clBI, case 2 lEI = clBI and case 
3 lEI> ciBI. To simplify the notation, we introduce two new constants 

0= /fLiT = v'1(cIBI)2 -IEI21, f3 = on = qv'l(cIBI)2 -IEI21. (2.107) 
lEI 2moc 
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2.6.2 The solution for the case lEI < clBI 

Case 1 Consider first the case Ll = «cIBI)2 - IEI2)/IEI2 > 0, meaning 
that lEI < ciBI. Rewrite the denominator of the integral of (2.105) as 

w(r)2 - 2Bw(r) + 1 = (w(r) - wd(w(r) - W2), 

where the roots of this quadratic polynomial are 

Wl = B - V B2 - 1 = B -~, W2 = B + ~. 
Then, by decomposing into partial fractions, the integral is 

J ~W - 1 lWW-~ C 
w(r)2-2Bw(r) +1 - W2-Wl nW(r)-wl + . 

Substituting this into (2.105), we get 

or by (2.108), 

w(r)-w2 . 
In () = z2il~r + C = i2{3r + C. 

w r -Wl 

By exponentiating both sides, we get 

w(r) - W2 _ Cei2{h 

w(r)-wl- , 

(2.108) 

(2.109) 

(2.110) 

which is a periodic solution with period T = 27r / (2{3) = 7r / (3. From the initial 
condition w(O) = wo, we get 

C - Wo -W2 - , 
Wo -Wl 

(2.111) 

which, in general, is a complex number. 
Equation (2.110) implies that 

(2.112) 

where C is defined by (2.111), Wl, W2 by (2.108) and (3 by (2.101) and (2.107). 

Note that the linear fractional transformation in (2.112) has real coef­
ficients. Such a transformation maps the circle Cei2f:Jr , which is symmetric 
with respect to the reals, into a circle which is also symmetric with respect 
to the reals. Thus, the center of the circle described by w(r) is on the real 
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axis. To find the intersection of this circle with the real line, we chose 71 and 
72 such that 

(2.113) 

Then 

(2.114) 

are the two intersections of the circle with the real axis. This implies that the 
center of the circle is 

Substituting the value C from (2.111) and WI,W2 from (2.108), we get 

(2.115) 

The radius of the circle is 

R=lwo-dl· (2.116) 

Let a( 7) be the solution which corresponds to Wo = O. From (2.111) we get 
C = W2/WI. In this case, the center ofthe circle is do = 1/(2.8) = IEI/(2cIBI), 
and Ro = IEI/(2cIBI). See Figure 2.9 for W( 7) with different initial conditions. 

We calculate now the flow on D s generated by the electromagnetic field. 
Substituting the initial condition (2.111) into the solution (2.112) and using 
the fact that WI W2 = 1, we get 

WI (e~2/1T - 1) + (1 - wiei2f3r )wo 

W( 7 ) = ei2f3r _ wi + WI (1 - ei2f3r)wo 
(2.117) 

Dividing the numerator and the denominator by ei2f3r - wi, we get that w( 7) 
has the form 

W(7) = 'lfJa(r) (U(7)WO), 

where 'lfJa(w) is defined by (2.15) and 

(2.118) 

(2.119) 

We can express the connection between the rotation, given by U(7), and 
the translation, given by a( 7), as 
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Fig. 2.9. The trajectories of the s-velocity w(r) of a charged particle with q/m = 
107C/kg in a constant, uniform field, with E = IV/m and cB = 1.5V/m. The 
initial conditions are Wo = -0.02 + iO.5 and Wo = 0.3 + iO.2. Also shown is a(r), 
corresponding to Wo = O. Note that the trajectories are circles. 

(2.120) 

We use (2.95) to calculate the position of the charged particle in each case 
and under different initial conditions. In particular, we will derive the explicit 
solution r{t) for the initial condition Wo = O. In our case, from (2.119) we 
have 

a(r) B - t5 1 .. 
1-la(r)12 = 2Bt5 ({I + Bt5){l- cos{2,Br)) + zsm{2,Br)). (2.121) 

Substituting this into (2.95), we get 

B - t5 1 
r(t) = -_-((1 + -;;;;- ) (2,Bt - sin(2,Bt)), - cos(2,Bt) , 0) 

4,BBt5 Bt5 
(2.122) 

and 

B - t5 1 
v(t) = -_-((1 + -;;;;- )(1 - cos(2,Bt)) , sin(2,Bt), 0). 

2Bt5 Bt5 
(2.123) 

This shows that the particle moves along a cycloid path with E x B drift 
given by the constant velocity ~';:{1 + "ih). 

Figures 2.10 and 2.11 illustrate the evolution of velocity and position, 
respectively, of the particles with initial conditions as in Figure 2.9. 
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Fig. 2.10. The velocity trajectories v(t) on Dv of the test particle of Figure 2.9 in 
the same electromagnetic field. The initial velocities are Vo = (-0.1,2.4, 0) 108m/ s, 
vo = (1.59,1.06,0)108m/ s and O. The velocity of the particle is shown at time 
intervals dt = lOs. 

X 10 10 f.- .................. ::; ....... , ........ ,.} 
y 

4 ...... ~. ,',. ~. ,',. ~. " 

.' o •... 

'r' 
•.•. ,'0 . ~. ,', .~ .• Ii" . 

".: . 
~ .. ' 

',' 
• ",. '0 .~~. ,'0 ...... . 

•.•. ,' .. I! . ~.~.' .. ~ .~ .•. "' ",; 
". 

ra .: ....... . 

. 
: ...... . 

~~ ______ ~ ______ ~ ________ ~ ______ -L-=_ 
o 05 I X 1.5 

ExB 

Fig. 2.11. The space trajectories r(t) of the test particle of Figure 2.9 in the same 
electromagnetic field during 1200 seconds. The position of the particle is shown at 
fixed time intervals dt = lOs. 

2.6.3 The solution for the case lEI = clBI 

Case 2 Consider now the case Ll = ((cIBI)2 - IEI2)/IEI2 = 0, meaning 
that lEI = clBI, or B = 1. Rewrite the denominator of the integral of (2.105) 
as 
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w(r)2 - 2w(r) + 1 = (w(r) - 1)2. 

Then the integral is 

J dw(r) - 1 C 
w(r)2 - 2Bw(r) + 1 - - w(r) - 1 + . 

Substituting this into (2.105), we get 

1 . 
() = z[h + C. w r -1 

From the initial condition, we get 

C= __ l_ 
Wo -1' 

which, in general, is a complex number. 
Equation (2.124) implies that 

1 
w(r) = l-· il C 

z r+ 

where il is defined by (2.101). 

wo-iilrwo+iilr 

1 - iilrwo + iilr ' 

(2.124) 

(2.125) 

(2.126) 

Dividing the numerator and the denominator of (2.126) by 1 + iilr, we 
get (2.118), where 

iilr 1- iilr 
a(r) = 1+iSh' U(r) = 1+iilr· 

Here, also, the connection between a(r) and U(r) is 

U(r) = 1 - ~(r) = 1 - ~a(r). 
1 - a(r) 1 - Ba(r) 

(2.127) 

(2.128) 

This defines the conformal flow in Autc(Ds) generated by this electromagnetic 
field. 

Note that w(r) is an arc of a circle, since it is the image under a linear 
fractional transformation of a half line {iilr : r E [0,00 n. This arc starts 
at Wo at r = ° and approaches the point Woo = 1 as r goes to infinity (see 
Figure 2.12). For large r, the charge moves with speed approaching the speed 
of light in the direction E x B. Since also W-oo = 1, the center of this arc is 
on the real axis, at 

d _ 1-lwol 2 

- 2(1 - Re(wo)) ' 

which is similar to the result in the previous case. Since a( r) corresponds to 
w(r) with Wo = 0, we get that a(r) belongs to a circle with center do = 1/2 
and radius Ro = 1/2 (see Figure 2.12). 
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Fig. 2.12. The trajectories of the s-velocity W(T) of a charged particle with q/m = 
1Q7C/kg in a constant, uniform field, with E = IV/m and cB = IV/m. The 
initial conditions are Wa = -0.5 - iO.3 and wa = 0.3 - iO.l. Also shown is a(T), 
corresponding to Wa = O. Note that the trajectories all end at Woo = 1. 

We use (2.1) and (2.88) to derive the evolution of velocity, and (2.95) to 
calculate the position of the charged particle, under different initial condi­
tions. For the the initial condition Wo = 0, we get 

(2.129) 

and 

v(t) = (2cn2t2, 2CSU, 0). (2.130) 

Figures 2.13 and 2.14 illustrate the results of these calculations. 

2.6.4 The solution for the case lEI> clBI 

Case 3 Finally, consider the case Ll = ((cIBI)2 -IEI2)/IEI2 < 0, meaning 
that lEI> clBI, or B < 1. Rewrite the denominator of the integral of (2.105) 
as 

w(r)2 - 2Bw(r) + 1 = (w(r) - B)2 + 1- B2 + C. 

Then, from the table of integrals, we get 

J dw(r) 1 -1 w(r) - B 
w(r)2-2Bw(r)+1 = Jtan 15' 
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Fig. 2.13. The velocity trajectories v(t} on D" of the test particle of Fig­
ure 2.12 in the same electromagnetic field. The initial velocities are Vo = 
(-2.24,-1.34,0}lOsm/s, vo = (1.64,-0.55,0}lOsm/s and O. The velocity of the 
particle is shown at time intervals dt = lOs. 

y 
1.5 

-O.S 

-0 

> 

.... : ........ : ......... > .. t~ ... . ........ 

. : ... 
.: .. 

: . 
:. 

. ..... :-
. . . -.r 

-O.S '----'---'---'----'-----'----'-------'----''---'------' 
-1 7 

x ExB xlO ll 
~ 

Fig. 2.14. The space trajectories r( t) of the test particle of Figure 2.12 in the same 
electromagnetic field during 3000 seconds. The position of the particle is shown at 
fixed time intervals dt = 100s. Note that in this case, it takes the particle a much 
longer time to get close to its limiting velocity. 
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Substituting this into (2.105), we get 

W(T) - B 
tan-1 = i/3T + C. 

8 
(2.131) 

From the initial condition w(O) = wo, we get 

-1 Wo - B 
C = tan 8' (2.132) 

which, in general, is a complex number. 
Equation (2.131) implies that 

W(T) - B ('/3 C) itanh(/3T) + (wo - B)/8 ----'--'--- = tan 2 T + = _ , 
8 1- itanh(/3T)(wo - B)/8 

and, therefore, 

( ) _ B- ,iOtanh(/3T) + Wo - B 
WT- +u _, 

8 - itanh(/3T)(wo - B) 
(2.133) 

where the constants are defined by (2.101) and (2.107). Since in this case, 
82 = 1 - B2, we can rewrite equation (2.133) as 

W(T) = itanh~T) + wo(8 - iBtanh(/3T)). 

8 + iB tanh(/3T) - i tanh(/3T )wo 
(2.134) 

Dividing the numerator and the denominator by 8 + iB tanh(/3T), we get 
(2.118), where 

a(T) = it:nh(/3T) ,U(T) = 8 - i~tanh(/3T). 
8 + iBtanh(/3T) 8 + iBtanh(/3T) 

(2.135) 

By use of the gyration operator, defined by (2.24), we can express the con­
nection between the rotation, given by U ( T), and the translation, given by 
a(T), as 

1- Ba(T) -
U(T) = _ = gyr[a(T), -Bl. 

1- Ba(T) 
(2.136) 

Equation (2.118) defines the one-parameter subgroup of the conformal group 
Autc(Ds) generated by our electromagnetic field. 

Observe that W(T) (for a fixed wo), as defined by (2.133), is the image of 
a line segment i tanh /3T under a linear fractional transformation. Thus, W (T) 
is an arc of a circle. To identify this circle, we calculate the limit W±oo = 
limr-doo W(T). Since limr-doo tanh(/3T) = ±1, we get 
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- ±itS+wo-B -
W±oo = lim w(r) = B + tS _ = B ± itS. 

r-doo tS =f i( Wo - B) 
(2.137) 

For large r, the charg!; moves with speed approaching the speed of light in 
the direction Woo = B + itS, which is independent of the initial condition. 
This direction does not depend on the magnitude of the field, but only on 
the ratio between the magnitudes of the electric and magnetic components 
of the field (see Figure 2.15). 

E 

B 

B 
1<--__ ....0.......::..::........ E xB 

Fig. 2.15. The direction of the limiting velocity Woo = B + i8. The angle () is 
defined by tan(} = v'IEI2 - cIBI2j{cIBI). 

Since both points B + itS and B - itS belong to the circle, the center of the 
circle is represented by a positive real number d, which satisfies the equation 

2 - 2 Iwo - dl = Id - B - itSl . (2.138) 

This implies that 

d= .: -lwol 2 

2(B - Re(wo)) 
(2.139) 

The radius of the circle is 

R=lwo-dl· (2.140) 

Since a(r), defined above, corresponds to w(r) when Wo = 0, we get that 
a(r) belongs to a circle with center do = 1/(2B) = IEI/(2cIBI) and radius 
Ro = IEI/(2cIBI) (see Figure 2.16). 

We derive now the explicit solution r(t) for the initial condition Wo = O. 
From (2.135), we have 

1 _ ~~{r)12 = ~ sinhCBr) cosh(,Br) + ~ sinh2(,Br). (2.141) 

Substituting this in (2.95), we get 

r(t) = r(O) + (2c;2 (sinh(2,Bt) - 2,Bt), 2~tS cosh(2,Bt), 0) (2.142) 
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Fig. 2.16. The trajectories of the s-velocity w(r) of a charged particle with q/m = 
107e/kg in a constant, uniform field, with E = IV/m and cB = 0.6V/m. The 
initial conditions are Wo = -0.5 - iO.3 and wo = 0.6 + iO.l. Also shown is a(r), 
corresponding to Wo = O. Note that the trajectories all end at Woo = 0.6 + iO.8. 

and 

v( t) ~ (;! (cosh(2/lt) - 1), 2~ sinh(2{3t), 0) . (2.143) 

Figures 2.17 and 2.18 illustrate the results of these calculations. 
In all cases, the s-velocity trajectory with zero initial condition a(r) is on 

a circle with center do = 1/(2.8) = IEI/(2cIBI) and radius Ro = IEI/(2cIBI). 
The solution of the initial-value problem (2.100) and (2.102), for any initial 
condition Wo E Ds , is given by 

w(r) = '¢a(T) (U(r)wo), 

where a( r) differs from case to case, and 

in all three cases. 

2.7 Notes 

U(r) = 1 - ~a(r) 
1 - &(r) 

(2.144) 

(2.145) 

The connection between symmetric velocity and conformal geometry was 
observed in [30] and further explored in [27], in which the relativistic equation 
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-1 

-2 

-3 -2 -1 o 

Fig. 2.17. The velocity trajectories v(t) on Dv of the test particle of Fig­
ure 2.16 in the same electromagnetic field. The initial velocities are Vo = 
(-2.24, -1.34, 0) 108m/ s, Vo = (2.63,0.44, 0) 108m/ sand o. The velocity of the par­
ticle is shown at time intervals dt = lOs. 

for symmetric velocity was also derived. The formula for addition in the 
conformal group on the unit disc in Rn can be found in [1]. The formula 
(2.55) for the generator of the conformal group appeared already in [45]. 
The gyration operator for the conformal and projective geometries and its 
properties is well described in [67]. 

The relativistic motion of charged particles in a constant, uniform electro­
magnetic field E, B is studied in [51] for an electric field E alone, a magnetic 
field B alone, parallel electric E and magnetic B fields, and mutually per­
pendicular E, B (meaning E· B = 0) of equal strength (meaning lEI = clBI). 
Recently, Takeuchi [65] obtained an exact solution of the relativistic equa­
tion of motion of a charged particle in electric and magnetic fields that are 
constant, uniform and mutually perpendicular. Our solution of the problem 
in section 1.5.6 of Chapter 1 and in section 2.6 of Chapter 2 is new and will 
appear in [26]. 



2.7 Notes 89 

r. r . a • x 10 IOE 112 

10 

r . 

y 

OL-__ -L~ ____ L_ ____ L_ ____ ~ __ ~ 

-2 x 4 8 
X 1010 

ExB 

Fig. 2.18. The space trajectories r(t) of the test particle of Figure 2.16 in the same 
electromagnetic field during 500 seconds. The position of the particle is shown at 
fixed time intervals dt = lOs. 



3 The complex spin factor and applications 

In this chapter, we will discuss the complex spin factor, a domain of type 
IV in the Cartan classification. This domain is symmetric with respect to 
the analytic automorphisms. In fact, in the previous chapter, we used the 
analyticity of the spin factor on a two-dimensional plane to solve equations 
of evolution. 

We start by extending the real spin triple product to the complex case. 
Then we study the algebraic properties and the geometry of the unit ball of 
the spin factor and its dual. Since this is our first example of a non-trivial 
bounded symmetric domain, the concepts of the general theory of bounded 
symmetric domains will be illustrated here, in order to help the reader become 
familiar with BSDs. 

In this chapter, we will study the duality between minimal and maximal 
tripotents. This duality plays an important role in the study of the geometry 
of the unit ball of the spin factor and its dual. We describe different repre­
sentations of the Lorentz group as linear transformations of the spin factor 
which preserve the determinant. The duality between maximal and minimal 
tripotents allows us to construct both spin 1 and spin 1/2 representations 
on the same spin factor. Thus, we can incorporate particles of integer and 
half-integer spin in one model. As a result, the complex spin factor with its 
triple product is a new model for supersymmetry. 

The spin factor plays an important role in physics. It was shown in [35] 
that the state space of any two-state quantum system is the dual of a complex 
spin factor. The spin factor can be used to represent efficiently the electro­
magnetic field strength. Its basis satisfies the Canonical Anticommutation 
Relations (CAR). The basic operators of the complex spin triple product 
are closely related to the geometric product of Clifford algebras. Recently, it 
was shown [10] that Clifford algebras provide a model for different physical 
phenomena. 

3.1 The algebraic structure of the complex spin factor 

In the previous chapter, we saw that s-velocity addition generates the group 
Autc{Ds) of conformal automorphisms of the unit ball of R3. For any n, the 
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elements of the Lie algebra autc(D~) of the conformal group Autc(D~) can 
be described by use of the triple product, defined as 

{a, b,c} = (alb)c + (clb)a - (alc)b, (3.1) 

where a, b, cERn. In case the evolution has an invariant plane II, we may 
introduce a complex structure on II, and the above triple product becomes 

{z,b,w} = zbw, for z,b,w E e, (3.2) 

which is complex linear in the first and third variables (z and w) and con­
jugate linear in the second variable (b). We have also seen in section 2.6 of 
Chapter 2 that the relativistic evolution equation in this structure has an 
explicit solution and is given by analytic linear fractional transformations. 
These considerations suggest extending the triple product to en in such a 
way that on the real part it will coincide with (3.1) and on the complex plane 
with (3.2). 

3.1.1 The triple product structure on en and its advantage over 
the geometric product 

Let en denote n-dimensional (finite or infinite) complex Euclidean space with 
the natural basis 

el = (1,0, ... ,0), e2 = (0,1, ... ,0)"" ,en = (0, ... ,0,1) 

and the usual inner product 

(3.3) 

where a = (al,'" ,an), b = (b1, ... ,bn). The Euclidean norm of a is defined 
by lal = (ala)1/2. For any a, b, c E en, we define a triple product by 

{a, b, c} = (alb)c + (clb)a - (ale) b, (3.4) 

where b = (b1, ... ,bn ) denotes the complex conjugate of b. This product 
is called the spin triple product and is an extension of the real spin triple 
product (3.1) and the one-dimensional complex spin product (3.2). 

Note that this triple product is linear in the first and third variables (a 
and c) and conjugate linear in the second variable (b). Since, by the definition 
of the inner product, we have (ale) = (cia), the triple product is symmetric 
in the outer variables, i. e., 

{a,b,c} = {c,b,a}. (3.5) 

The space en with the above triple product is called the complex spin triple 
factor and will be denoted by sn. We use this name because if we define a 
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norm based on this triple product, then the unit ball of sn is a domain of 
Cartan type IV known as the spin domain. The real part of the spin factor, 
denoted SR' is the subspace of sn defined by 

or, equivalently, 

(3.6) 

This subspace is identical to Rn with the triple product defined by (3.1). 
For instance, the ball Ds of s-velocities considered in the previous chapter, 
endowed with the triple product derived from the Lie algebra autc(Ds), is 
the real spin factor S~. 

For any a, b E sn, we define a complex linear map D (a, b) : sn -+ sn by 

D(a, b)z = {a, b, z} = (alb)z + (zlb)a - (alz)b. (3.7) 

The linear map D(a, b) is equal to 

(alb) I + a A b, (3.8) 

where I denotes the identity operator and 

(aA b)(z) = (zlb)a- (alz)b. 

Thus, the map D(a, b) resembles the geometric product of a and b, defined 
by 

ab = (alb) +aA b, (3.9) 

where the sum of a scalar (alb) and bivector a A b belongs to the Clifford 
algebra. Hence, the operator D(a, b) is a natural operator on the spin factor 
and plays a role similar to that of the geometric product. 

It is worth comparing the representations of the geometric product as the 
product in the Clifford algebra and as operators on the complex spin triple 
product. In the first case, in order to represent n canonical anticommutation 
relations, we need an algebra of dimension 2n , while in the second case, it 
is enough to consider the space sn of complex dimension n, along with the 
operators defined by the spin triple product on it. 

The complex spin triple factor arises naturally in physics. In Chapter 
2, the spin triple product was constructed, in the real case, directly from 
the conformal group. The complex spin triple product was effectively used 
in section 2.6 to describe the relativistic evolution of a charged particle in 
mutually perpendicular electric and magnetic fields. In the complex case, the 
spin triple product is built solely on the geometry of a Cart an domain of 
type IV which represents two-state systems in quantum mechanics, as it was 
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shown in [35]. The advantage of the Clifford algebra approach, on the other 
hand, is the ability to express the equations of physics in a more compact 
form. 

The Lorentz group is represented in both cases by a spin-half represen­
tation. As we will show later, the spin factor has a spin 1 representation as 
well. Like any bounded symmetric domain, the spin factor possesses a well­
developed harmonic analysis, has an explicitly defined invariant measure, and 
supports a spectral theorem as well as quantization and representation as op­
erators on a Hilbert space. However, since the spin factor representation is 
more compact, we are currently missing several techniques that play an im­
portant role in the Clifford algebra approach. For instance, here we do not 
have multivectors of order 3 or higher, nor do we have the analog of the I 
operator. But we believe that it is possible to overcome these difficulties. 

3.1.2 The triple product representation of the Canonical 
Anticommutation Relations 

The canonical anticommutation relations (CAR) are the basic relations used 
in the description of fermion fields. 

We will show now that the natural basis of sn satisfies a triple analog of 
the CAR. Recall that the classical definition of CAR involves a sequence Pk 
of elements of an associative algebra which satisfy the relations 

where 

6kl = {I, 
0, 

if k = l, 

otherwise. 

This implies that p% = 1, and, therefore, 

PkPkPI = PI for any 1 ~ k, l ~ n. 

Multiplying (3.10) on the left by PI, we get 

PIPkPI = -Pk for k =1= l. 

(3.10) 

(3.11) 

(3.12) 

(3.13) 

We call the relations (3.12) and (3.13) the triple canonical anticommutation 
relations (TeAR). 

Using definition (3.4) of the spin triple product, it is easy to verify that 
the elements el, e2, ... ,en of the natural basis of the spin triple factor satisfy 
the following relations: 

(3.14) 
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{ek' el, em} = 0 for k, l, m distinct. (3.16) 

Thus, the natural basis of the spin triple factor sn or SR satisfies the TCAR. 
Conversely, if we define a ternary operation on {el' e2, . .. ,en} which satisfies 
(3.14)-(3.16), then the resulting triple product on sn will be exactly the spin 
triple product. 

We will say that a basis {UI, U2, ... ,Un} of sn is a TeAR basis if it 
satisfies (3.14)-(3.16). We show now that a TeAR basis is orthonormal. The 
converse is false. For example, {el' ie2, e3, .. , ,en} is an orthonormal basis 
of sn but not a TeAR basis because ifl =f 2, then {el,ie2,el} = ie2, in 
violation of (3.14). 

By the definition of the triple product, for any 1 ::; k ::; n, we have 
{Uk, Uk, ud = 21ukl2Uk - (ukluk)Uk. But any element of a TeAR basis 
satisfies {Uk, Uk, Uk} = Uk. Thus, 

(3.17) 

Hence, there is a complex number Ak such that Uk = AkUk. Since IUkl = IUkl, 
Ak has absolute value 1. Thus, 

(3.18) 

This implies that 

Substituting this last expression into (3.17), it follows that IUkl = 1. More­
over, for any 1 ::; j ::; k ::; n, we have 

and for such elements in a TeAR basis, we have {Uk, Uj, Uk} = -Uj. Since 
the vector Uk is linearly independent of both Uj and Uj (which is proportional 
to Uj), the vectors Uk and Uj are orthogonal. Thus, any TeAR basis is an 
orthonormal basis of en. 

3.1.3 The automorphism group Taut (sn) and its Lie algebra 

The natural morphisms of the complex spin triple factor sn are the linear, 
invertible maps (bijections) T : sn _ sn which preserve the triple product. 
This means that 

T{a, b,c} = {Ta, Tb,Tc}. (3.19) 
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Such a linear map is called a triple automorphism of sn. We denote by 
Taut (sn) the group of all triple automorphisms of sn. 

Since the definition of a TCAR basis involves only the triple product, it 
is obvious that a triple automorphism T maps a TCAR basis into a TCAR 
basis. In particular, the image of the natural basis {e1' e2, ... ,en} is a TCAR 
basis. For any 1 ::; k ::; n, let Uk = Tek. Since {Ul, U2, ... , un} is a TCAR 
basis of sn, it is also an orthonormal basis of en and from (3.18) it follows 
that for any k there is a number Ak such that IAkl = 1 and Uk = AkUk. 
Moreover, for any 1 ::; j i= k ::; n, from (3.14) we have 

Uj = -{Uk, Uj, ud = (ukluk)Uj = (UkIAkuk)AjUj = (ukluk)AkAjUj, 

implying that "XkAj = 1. Hence, Ak = Aj. Call this common constant J.L. SO 
IJ.LI = 1, and for any 1 ::; k ::; n, we have Uk = J.LUk. Define A = 711/ 2 and 
U = "XT. Then 

This implies that the matrix of U in the natural basis has real entries, and, 
since it maps an orthonormal basis to an orthonormal basis, U is orthogonal. 
Thus, we have shown that any map T of the spin triple factor sn which 
preserves the triple product has the form T = AU, where A is a complex 
number of absolute value 1 and U is orthogonal. 

Conversely, suppose a linear map T of the complex spin triple factor sn 
has the form AU. Using the fact that an orthogonal map preserves the triple 
product, we have, for any k, I and m, 

showing that T preserves the triple product. From our discussion, it follows 
that 

Taut (sn) = U(1) x O(n), (3.20) 

where U(1) is the group of rotations in the complex plane and O(n) is the 
orthogonal group of dimension n. Thus, Taut (sn) is a Lie group with real 
dimension n( n - 1) /2 + 1. 

This group is a natural candidate for the description of the state space of 
a quantum system. The state description of a quantum system is often given 
by a complex-valued wave function 1f;(r), where r E R3. This description is 
invariant under the choice of the orthogonal basis in R3 , implying that there 
is a natural action of the group 0(3) on the state space. In the presence of an 
electromagnetic field, the gauge of the field induces a multiple of the state by 
a complex number A, IAI = 1, which will not affect any meaningful results. 
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Multiplication of all 1jJ(r) by such a A corresponds to an action of the group 
U(l) on this state space. Moreover, even without gauge invariance, all mean­
ingful quantities in quantum mechanics are invariant under multiplication by 
a complex number of absolute value 1, resulting in an action of U(l). Thus, 
Taut (sn) acts naturally on the state space of quantum systems. A similar 
result holds for quantum fields. 

We now describe the Lie algebra taut (sn) of the Lie group Taut (sn). This 
Lie algebra consists of sums of generators of the group U(l) of rotations in 
the complex plane and generators of O(n), the orthogonal group of dimension 
n. It is well known and easy to verify that the first type of generator is 
described by a pure imaginary number and that the second type of generator 
is described by an n x n real antisymmetric matrix. From the TeAR, it 
follows that the matrix of D(Uk' Ul) with respect to the basis U1, ... ,Un is a 
basic antisymmetric matrix. For instance, 

(
0 10 .. · 0) -100 .. · 0 

D(u1, U2) = :::...: . 

o 00 .. ·0 

(3.21) 

Thus, the Lie algebra taut (sn) is the direct sum of iR and the algebra of 
real antisymmetric n x n matrices, that is, 

taut (sn) = {diI + LdkID(Uk,ud: d,dkl E R}. 
k<l 

3.1.4 Tripotents in sn 

(3.22) 

For binary operations, the building blocks are the projections, which are 
the idempotents of the operation, that is, non-zero elements p that satisfy 
p2 = p. For a ternary operation, the building blocks are the tripotents, non­
zero elements U satisfying {u, U, u} = u. 

We will describe now the tripotents U E sn. To do this, we define first the 
notion of determinant for elements of sn. For any a E sn, the determinant 
of a, denoted det a, is 

n 

deta = (ala) = La~. (3.23) 
i=l 

In case the elements of sn can be represented by matrices, this definition 
agrees with the ordinary determinant of a matrix. Note that elements with 
zero determinant are called null-vectors in the literature. 

From (3.4), it follows that if an element U is a tripotent, then 

U = {u, U, u} = 2(ulu)u - (detu)u. 
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Thus, only the following two cases can occur. In case 1, 

det u = 0 and (ulu) = 1/2. (3.24) 

Such a u is called a minimal tripotent. If det u =I- 0, then there is a constant 
.\ such that u = .\u. Since lui = lui, we must have 1.\1 = 1. Define Ji = .\1/2. 
Then Jiu = JLu, implying that Jiu = r is a real vector. This leads us to case 
2, in which 

u = JLr and (rlr) = 1, (3.25) 

where r E SR and IJLI = 1. In this case, u is called a maximal tripotent. 
We say that an element W E sn is algebraically orthogonal to a tripotent 

u in sn (i.e., orthogonal in the sense of the algebraic structure and not in 
the sense of the inner product) if 

D(u)w = 0, (3.26) 

where the operator D is defined by (3.7), and D(u) is an abbreviation for 
D(u, u). Suppose u = JLr is a maximal tripotent. Then, for any a E sn, 

D(u)a = (ulu)a + (alu)u - (ula)u 

= (rlr)a + (alr)r - (alr)r = a, 

implying that D(u) = I. This implies that there are no tripotents alge­
braically orthogonal to u, explaining why u is called a maximal tripotent. 
Note that from (3.25), each element ej of the natural basis is a maximal 
tripotent. 

Suppose v is a minimal tripotent. Then (3.24) implies that v is also a 
minimal tripotent. Since detv = (vlv) = 0, we have D(v)v = 0, and so v 
is algebraically orthogonal to v. Since (vlv) = 1/2, the orthogonal (in en) 
projections Pv and Py are 

Pva = 2(alv)v, Pya = 2(alv)v. 

These two projections are algebraically orthogonal projections in the sense 
that PVPy = O. Moreover, since 

D(v)a = (vlv)a + (alv)v - (vla)v, 

we can write D(v) in terms of Pv and Pyas 

1 
D(v) = -(1 + Pv - Py) 2 . (3.27) 

The spectrum of the operator D(v) is the set {I, 1/2, O}, where the eigen­
value 1 is obtained on multiples of v (i.e., on the image of Pv ), the eigenvalue 
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o is obtained on multiples ofv (on the image of P,,) and the eigenvalue 1/2 is 
obtained on the image of the projection 1- Pv - P". This leads to the Peirce 
decomposition of sn with respect to a minimal tripotent v as a direct sum of 
the 1, 0 and 1/2 eigenspaces of the operator D(v) (see section 3.1.6 below). 

We claim that if w E sn is algebraically orthogonal to a minimal tripotent 
v, then 

W = AV, with A E C. (3.28) 

To see this, note first that 

1 
0= D(v, v)w = "2w + (wlv)v - (vlw)v. 

Taking the inner product of this expression with v and substituting (vlv) = 0, 
we get 

1 1 
"2 (wlv) + "2 (wlv) = 0, 

implying that (wlv) = O. Thus w = 2(vlw)v = AV. 
From the definition of the triple product, we have {v, v, v} = O. Thus, for 

any a = o:v + (3V, with 0:, f3 E C, we have 

(3.29) 

In particular, both v + v and v - v satisfy (3.25) and thus are maximal 
tripotents and have determinant 1. Since all the tripotents of the complex 
spin triple factor sn are either maximal or minimal, v cannot be written as 
a sum of two orthogonal tripotents. This explains the terminology minimal 
tripotent. Moreover, there cannot be more than two mutually orthogonal 
tripotents in sn. Such a triple is said to be of rank 2. Thus, sn is a rank 2 
triple. 

Note also that if we decompose a minimal tripotent v as 

v = x+iy, x,y E SR' 

then, from the definition of the determinant, we have 

det v = Ixl 2 - lyl2 + 2i(xly), 

and from (3.24), the condition det v = 0 implies 

Ixl = Iyl and (xly) = o. 
Finally, the condition (vlv) = 1/2 implies 

Ixl = Iyl = 1/2. 

(3.30) 

(3.31) 

(3.32) 

(3.33) 

Thus the real and imaginary parts of a minimal tripotent satisfy (3.32) and 
(3.33). Conversely, if two real vectors x and y satisfy these conditions, the 
vector v, defined by (3.30), is a minimal tripotent. Table 3.1 summarizes the 
properties of the two types of tripotents in a complex spin triple factor. 
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Type Norm det !D(u,u) 
Decomposition into real 
and imaginary parts 

u=cosS r + i sinS r 
Maximal <ulu>=1 Idetul=1 D(u,u)=I 

Irbl 

: D ( V , V ) = V = X + iy 
Minimal <vlv>=~ i detv=O 1~(I+pv-Pv) i <xly>=o Ixl=lyb 1 

2 

Table 3.1. The algebraic properties of tripotents in sn. 

3.1.5 Singular decomposition in sn 
In this subsection, we explain how to obtain the singular decomposition of an 
element of sn. This concept plays a major role in the investigation of spin 
factors. 

Let a be any element in sn. If det a = 0, then it follows from (3.24) that a 
is a positive multiple of a minimal tripotent. In fact, u := Alai a is a minimal 

tripotent. If det a # 0, then, as we will show, there exist an algebraically 
orthogonal pair VI, v2 of minimal tripotents and a pair of non-negative real 
numbers 81,82, called the singular numbers of a, such that 

and 

(3.34) 

This decomposition is called the singular decomposition of a. If a is not 
a multiple of a maximal tripotent, then 81 > 82 and the decomposition is 
unique. If a is a multiple of a maximal tripotent, then 81 = 82, and the 
decomposition is, in general, not unique. 

To obtain the singular decomposition of an element a in sn we define first 
the element's polar decomposition. Recall that the polar form of a complex 
number z = x + iy is re ilJ , where r = Izl is the modulus of z and eilJ is of 
modulus 1, called also unimodular, where () = arctan (~) is the argument, or 
phase, of z. 

For a in sn with det a # 0, we define the argument of det a to be 

deta 
arg det a = I det al' 

Note that for any element a E sn with det a # 0, if J.l is a complex number 
with 1J.l1 = 1, then from (3.23), it follows that arg det(J.la) = J.l2 arg det a. Set 
A = (argdeta)1/2 and a+ = Aa. Then a+ has positive determinant (in fact, 
det a+ = I det al) and 

(3.35) 
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This is the polar decomposition of a as a product of a complex number A of 
modulus 1 and an element a+ in sn with det a+ > O. Since IAI = 1, we have 

(3.36) 

Note also that A = -A satisfies>' = (argdeta)1/2 and that the element 
B.+ = -~a = -a+ has non-negative determinant. Thus, any element a E sn 
has an additional polar decomposition 

Decompose a+ into real and imaginary parts Re(a+) and Im(a+), respec­
tively. Then 

and the condition det a+ > 0 implies 

Therefore, in the above notation, we have 

a = A(Re(a+) + ilm(a+)), Re(a+), Im(a+) E SiL (3.39) 

where A = (argdeta)1/2 and Re(a+),Im(a+) satisfy (3.38). 
Using (3.32) and (3.33), we see that the two elements 

Re(a+) . Im(a+) 
WI = 2IRe(a+)1 + z2IIm(a+)1 and W2 = WI (3.40) 

are orthogonal minimal tripotents. Then 

The desired singular decomposition (3.34) of a is now obtained by defining 
the singular numbers Sl, S2 to be 

and taking as minimal tripotents the two elements 

(3.43) 

The minimality and orthogonality of the tripotents VI and V2 follow from the 
corresponding properties for WI and W2. Note that from (3.39) and (3.42) we 
obtain 



102 3 The complex spin factor and applications 

If 81 = 82, then 811a = VI + V2, a sum of orthogonal minimal tripotents, 
and, hence, a maximal tripotent. Thus, if a is not a multiple of a maximal 
tripotent, then 81 > 82, and, since the second polar decomposition yields the 
same 81,82, VI, V2, the above development shows that the singular decompo­
sition is unique. 

Since a = ).a+, by use of (3.37), (3.38) and (3.42), we get 

(3.45) 

This result corresponds to the fact that the determinant of a positive operator 
is the product of its eigenvalues. From (3.44) and (3.45), we have 

(3.46) 

For any a with singular decomposition (3.34), by use of (3.29) we get 

(3.47) 

implying that the cube of an element a E sn can be calculated by cubing 
its singular numbers. Similarly, taking any odd power of a is equivalent to 
applying this odd power to its singular numbers. 

3.1.6 The Peirce decomposition and the main identity 

Let v be a minimal tripotent. Motivated by the discussion of the spectrum of 
the operator D(v) on page 98, we define PI (v), PI/2(V) and Po(v) to be the 
projections onto the 1, 1/2 and 0 eigenspaces of D(v), respectively. Thus, 

P1(v) = Pv , P1/2(V) = 1- Pv - Pv-, Po(v) = Pv-. (3.48) 

Then, from (3.27), we have 

(3.49) 

Since 

(3.50) 

these projections induce a decomposition of sn into the sum of the three 
eigenspaces: 

sn = Sf(v) + Sf/2(V) + S(j(v). (3.51) 

This is called the Peirce decompo8ition of sn with respect to a minimal 
tripotent v. 

Next, we want to derive the main identity of the triple product. Decom­
pose vas in (3.30). We denote the mutually orthogonal norm 1 elements 2x 
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and 2y in Sn by Ul and U2, respectively. Complete them to a TCAR basis 
B. From (3.22), the operator <5 = iT! +TD(Ul' U2) is an element of taut (sn) 
for any real T. Denote by (WI, W2, ... ,wn ) the coordinates of an arbitrary 
element W E sn in the basis B. Then, writing v = (~, ~i, 0, 0, ... ), we have 

= iT(2Pl(V)W + P1/2(V)W) = i2TD(v)w, 

implying that 

exp(iTD(v)) E Taut (sn) (3.52) 

is a triple product automorphism. Thus, for any a, b, c E sn, we have 

exp(iT D(v)H a, b, c} = {exp(iT D(v))a, exp(iTD(v))b, exp(iTD(v))c}. 

By differentiating both sides of this equation with respect to T, substituting 
T = 0, using the linearity and conjugate linearity of the spin triple product, 
and dividing by i, we get 

D(vHa, b,c} = {D(v)a, b,c} - {a, D(v)b, c} + {a, b,D(v)c}. (3.53) 

We can use this last expression to describe the behavior of the triple 
product on the eigenspaces Sj(v). Suppose 

a E Sj(v), bE S;:(v), c E S['(v), 

where j, k, l E {l,~, O}. Then, from (3.53), we get 

D(vHa, b, c} = {ja, b, c} - {a, kb, c} + {a, b, lc} 

= (j - k + lHa, b,c}. 

This implies that the vector {a, b, c} is an eigenvector of D( v) and therefore 
is in the range of a Peirce projection. Thus, 

{Sj(v),S;:(v),S['(v)} c Sj-k+I(V) (3.54) 

if j - k + l E {I, ~,O}, and otherwise, {Sj(v),S;:(v),S['(v)} = 0. Equation 
(3.54) is called the Peirce calculus formula. 

The main identity of the triple product is a generalization of (3.53), in 
which the minimal tripotent v is replaced with an arbitrary element d E sn. 
Use the singular decomposition of d as 
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where VI, V2 are orthogonal minimal tripotents. The tripotent V2 belongs 
to the image of PO(Vl), which implies that V2 = AVI for some A E C with 
JAJ = 1. This implies that for any w E sn, we have 

Thus, 

By using (3.49) and the Peirce decomposition, we can rewrite (3.55) as 

) 2 8~ + 8~ 2 
D(d = 81P1(Vl) + -2-P1/2(vd + 82PO(vd. (3.56) 

This shows that the spectrum of the linear operator D( d) is non-negative for 
each d. 

For any a, b,c E sn, by use of (3.53) and (3.55), we get 

D(d){a, b,c} = {D(d)a, b,c} - {a, D(d)b, c} + {a, b,D(d)c}. (3.57) 

This is the main identity of the triple product. 

3.2 Geometry of the spin factor 

The bounded symmetric domains Dv and Ds, considered in the first two 
chapters, are Euclidean balls. The geometry of these balls is somewhat trivial. 
Any two points on the boundary can be mapped to each other by a rotation, 
and any two internal points can be mapped to each other by elements of 
the appropriate automorphism group. Thus, the only significant distinction 
is that between objects moving with the speed of light and objects moving 
with less than the speed of light. Such a model is too simple to describe the 
variety of different phenomena in our physical world. On the other hand, as 
we will see, the complex spin triple factor is a bounded symmetric domain 
with non-trivial geometry. 

3.2.1 The norm of sn. 

For a with singular decomposition (3.34), we define a norm, called the op­
emtor norm of a, by 

(3.58) 
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From (3.42), we have 

(3.59) 

and from (3.46), we have 

1 lIall = 2 ( yhlal 2 + 21 det al + yhlal 2 - 21 det al). (3.60) 

From (3.47), it follows that the operator norm satisfies the identity 

(3.61) 

and hence is a natural norm for a set with a triple product. The above identity 
is the analog of the star identity Ilaa* II = IIal1 2 in C* -algebras. 

The operator norm (3.58) coincides with the usual operator norm of a 
positive operator, defined to be the maximal eigenvalue (corresponding to 
the maximal singular value for the triple product). Note that from (3.56), it 
follows that 

(3.62) 

where IID(a)llop denotes the operator norm of D(a). This identity can also 
be used to define the norm of a E sn. 

Let a be any element of sn, and let J.t be a complex number with 1J.t1 = 1. 
Let the polar decomposition of a with det a -# 0 be given by (3.35). Then the 
polar decomposition of J.ta is J.ta = J.tAa+, implying that (J.ta)+ = a+, and so 

Thus, from (3.59) we get 

lIJ.tall = Iiall for any J.t E c, 1J.t1 = 1. (3.64) 

In particular, 

Ila+11 = Ilall· (3.65) 

Moreover, for any complex number z, we have (za)+ = Izla+, and from 
(3.59), we get 

liz all = Iziliall for any z E C. (3.66) 

In the next section, we will show that the operator norm satisfies the triangle 
inequality 

Ila+ bll ~ lIall + IIbll· (3.67) 

To compare the Euclidean norm in cn and the operator norm in sn, note 
that from the polar decomposition (3.35) and (3.59), we get 
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and the equality lal = IIail holds if and only if Im(~) = 0, implying that a 
is a multiple of a maximal tripotent. Since for any two real numbers x and 
y, we have (x + y)2 S 2(x2 + y2), it follows that for any a in sn, we have 

IIall2 = (IRe(a+)1 + IIm(a+)I)2 S 2(IRe(~W + IIm(a+)12) = 21a12, 

and the equality IIail = V2lal holds if and only if IRe(a+) I = IIm(a+)I, 
implying that a is a multiple of a minimal tripotent. Thus, 

lal S IIail S V2lal· (3.68) 

This implies that the operator norm is equivalent to the Euclidean norm on 
en. For n = 00, the space en is a complex Hilbert space H, so we can define 
S'~o to be equal as a set to H, with the triple product defined by (3.4) and 
norm defined by (3.59). From our observations, SOO will be norm closed. 

3.2.2 The unit ball of the spin factor 

We denote the unit ball of sn by 

Ds,n = {a E sn: IIail S I}. (3.69) 

The intersection of this ball with SR is the Euclidean unit ball D: of Rn. It is 
a symmetric domain with respect to the conformal group and was considered 
in Chapter 2. For example, D~ is the ball of s-velocities. The unit ball Ds,n 
is our first example of a domain with non-trivial geometry. To gain an under­
standing of this geometry, we will consider two three-dimensional sections of 
Ds,n. 

Let us consider first the three-dimensional section Dl obtained by inter­
secting Ds,n with the real subspace 

Ml = {(x,y,iz,O, ... ): x,y,Z E R}. (3.70) 

Each element of a E Dl is of the form a = (x, y, iz, 0, ... ). From the definition 
of the determinant, we have 

det a = x2 + y2 - z2. 

Hence, arg det a is either 1 or -1. If x2 + y2 > z2, then a = a+, Re( a+) = 
(x, y, 0, ... ) and Im(a+) = (0,0, z, 0, ... ). Thus, from (3.59), we get 

IIail = y'x2 + y2 + 14 (3.71) 

If x2 +y2 < Z2, then a+ = -ia, Re(a+) = (O,O,z,O, ... ) and Im(a+) = 
(-x, -y, 0, ... ). Thus, from (3.59), we get that IIail is defined by (3.71). Thus, 
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Co 

x , 

Fig. 3.1. The domain D1 obtained by intersecting Ds,n with the subspace M1 = 
{(x, y, iz): x, y, z E R}. The domain is the intersection of two circular cones. 
The minimal tripotents belong to two circles CO.5 and C-O.5, whose respective 
equations are iz = 0.5 and iz = -0.5 . The maximal tripotents are the two points 
C1 = (0,0, i) and C- 1 = (0,0, -i), as well as the points of the circle Co :iz = 0. 
The norm-exposed faces are either points or line segments. 

D1 = {(x,y,iz,O, ... ): vx2 +y2:::; 1-lzl}, 

which is a double cone (see Figure 3.1). 
To locate the minimal tripotents v in Dl we introduce polar coordi­

nates r, () in the x-y plane. Then v = (r cos (), r sin (), iz, 0, ... ). The conditions 
detv = ° and IRe(v)1 = IIm(v)1 = 1/2 lead to 

v = 1/2(cos (), sin (), ±i, 0, ... ), (3.72) 

implying that the minimal tripotents lie on two circles CO.5 and C-O.5 

of radius 1/2. Maximal tripotents are multiples of a real vector of unit 
length. Thus, the maximal tripotents of D1 are C1 = (0,0, i, 0, ... ), and 
C- 1 = (O,O,-i,O, ... ) and the circle Co = {(cos(),sin(),O, ... ) : () E R} of 
radius 1. 

We can now visualize the geometry of the singular decomposition. Let 
a = (rcos(),rsin(),iz,O, ... ) and let r > z > 0. Then a+ = a. The mini­
mal tripotents in the singular decomposition of a are obtained from (3.40), 
yielding 

V1 = 1/2(cos(),sin(),i,0, ... ), V2 = 1/2(cos(),sin(),-i,0, ... ). 
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These tripotents are the intersection of the plane through a, C1 and C-1 

with the circles CO.5 and C-O.5 of minimal tripotents . The singular numbers 
of a are 81 = r + z and 82 = r - z. Thus the singular decomposition is 

r+z( e' e . ° ) r-z( e' e' ) a= -2- cos ,SIn ,Z, , ... + -2- cos ,sm ,-z,O, .... 

See Figure 3.1. 
Consider now the three-dimensional section D2 obtained by intersecting 

Ds,n with the real subspace 

M2 = {(x+iy,z,O, ... ): x,y,z E R}. (3.73) 

Each element of a E D2 is of the form a = (x +iy, z, 0, ... ). From the definition 
of the determinant, we have 

det a = x2 + 2ixy _ y2 + z2. 

Hence, arg det a can be any complex number of absolute value 1. This makes 
the calculation of the norm much more complicated. Let's consider the inter­
section of this ball with the basic two-dimensional planes. 

If z = 0, then a = (x+iy, 0, ... ). Since for such a, we have a(3) = (x2+y2)a, 
the norm Iiall = Ix + iyl = vi x2 + y2. This also follows from the fact that 
a = (x+iy)(l, 0, ... ), is a multiple of a maximal tripotent (1,0, ... ), and, since 
the operator norm of any tripotent is 1, we get Iiall = Ix + iyl. Thus, the 
intersection of D2 with the x-y plane is a unit ball x2 + y2 :s 1, with the 
boundary consisting of maximal tripotents. 

If y = 0, then a = (x, z, 0, ... ). Then det a = x2 + z2, so argdet a = 1, and 
a+ = a. Hence, Iiall = Jx2 + z2. Thus, the intersection of D2 with the x-z 
plane is a unit ball x2 + z2 :s 1, with the boundary consisting of maximal 
tripotents. 

If x = 0, then a = (iy, z, 0, ... ). So det a = _y2+Z2. Hence, argdet a = ±1, 
and a+ is either a or -ia. Thus, II all = Iyl + 14 Thus, the intersection of 
D2 with the y-z plane is a square rotated 45°. Here, we have four minimal 
tripotents 1/2(±i, ±1, 0, ... ). The singular decomposition of an element in the 
y-z plane is a linear combination of these tripotents. But note that for any 
a E D2 which is not in the y-z plane, the singular decomposition of a consists 
of tripotents not belonging to D2. Figure 3.2 shows the domain D2. 

The geometry of a domain can also be understood from the structure of 
the norm-exposed faces or the fiat components of the boundary of the domain. 
For this approach, we need to study the linear functionals, or the dual space, 
of sn. 

3.3 The dual space of sn 
Every normed linear space A over the complex numbers equipped with a 
norm has a dual space, denoted A *, consisting of complex linear functionals, 
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z 

o 

- 1 

Fig. 3.2. The domain D2 obtained by intersecting D"n with the subspace M2 = 
{(x+iy,z): x,y,ZER}. 

i. e., linear maps from A to the complex numbers. We define a norm on A * 
by 

IIIII = sup{l/(w)l: wE A, Ilwll :::; I}. (3.74) 

In general, A c A **, where A ** denotes the dual of A *. If A = A **, then A 
is called reflexive. In this case, A can be considered as the dual of A *. Hence, 
we sometimes refer to A * as the predual of A. 

It is known that if A is finite dimensional or isomorphic to a Hilbert space, 
then A is reflexive. From (3.68), it follows that sn is reflexive. 

3.3.1 The norm on the dual of sn 
The dual (or predual) of sn is the set of complex linear functionals on sn. 
We denote it by S:;. We use the inner product on en to define an imbedding 
of sn into S:;, as follows. For any element a E sn, we define a complex linear 
functional a E s:; by 

a(w) = (wI2a). (3.75) 

The coefficient 2 of a is needed to make the dual of a minimal tripotent 
have norm 1. This is a convenient normalization for all non-spin factors. 
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Conversely, for any f E S:, by the Riesz theorem, there is an element f E sn 
such that for all W E sn, 

f(w) = (wI2f). (3.76) 

The norm on S:, called the trace norm, is defined by 

Ilfll* = sup{lf(w)1 : wE sn, Ilwll ~ 1}. (3.77) 

Let v E sn be a minimal tripotent. We will show now that the functional 
v has norm 1 and has value 1 on v. 

To do this, write v = x + iy, where x, y E SR satisfy (xIY) = 0 and 
Ixl = Iyl = 1/2. From the definition (3.75) of v, we have, for w E sn, 

v(w) = (wI2v) = (wl(2x + i2y)). (3.78) 

Note that 2x and 2y are mutually orthogonal norm 1 vectors in en. Let 
j = 2x and k = 2y. Then ~w = (wlj)j and 1\w = (wlk)k are the orthogonal 
projections onto j and k, respectively. Then we can rewrite (3.78) as 

v(w) = (wlj) - i(wlk) = I~wl- ilPkwl. (3.79) 

Use the polar decomposition w = >.w+ and decompose w+ as w+ = 
Re(w+) + iIm(w+) = Wl + iW2. Then, from (3.79), we obtain 

and, hence, 

Note that P = ~ + 1\ is the orthogonal projection onto the plane II gener­
ated by j and k. Thus, for any bEen we have, by the Pythagorean Theorem, 

Thus, we get 

In the basis j, k of the plane II, the coordinates of PWl and PW2 are 
((W1U), (wllk)) and ((W2U), (w2Ik)), respectively. Hence, 

I(Wllj)(W2Ik) - (w2Ij)(Wllk)1 = I(PW1) X (PW2) I ~ IPW11IPW21, 
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and so 

implying that IIvll* ::; 1. On the other hand, from (3.24) we have 

v(v) = (vI2v) = 2(vlv) = 1, (3.81 ) 

and, hence, IIvll* = 1. 

For an arbitrary element f in S~, let a = f. We use the singular decom­
position a = SlV! + S2V2 to calculate the norm of f. From (3.76), for any 
W E Ds,n, we have 

and so 

(3.82) 

Note that since Ilv1ll* = Ilv211* = 1, we have 

But for the tripotent V1 + V2 which has norm 1, we have 

Therefore, 

(3.84) 

where Sl, S2 are the singular numbers of f. From (3.46) we get 

(3.85) 

Now we can prove the triangle inequality (3.67) for the operator norm. 
Let a and b be arbitrary elements of sn. Use the singular decomposition 
to decompose a + b = SlV1 + S2V2 as a linear combination of two minimal, 
orthogonal tripotents VI, v2. Then, since 2(vllv1) = 1, (vllv2) = 0 and 
IIv111* = 1, we have 

Iia + bll = Sl = (SlV1 + s2v212v1) = vl(a + b) 

(3.86) 
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3.3.2 The facial structure of Ds,n 

The geometry of a domain can be understood from the structure of the norm­
exposed faces, or flat components, of the boundary of the domain. To define 
the notion of a norm-exposed face F of a domain D in a normed space X, 
we will use the concept of a tangent hyperplane. A hyperplane L in X is the 
parallel translation of the kernel of a linear map from X to R. It has real 
co dimension 1. A hyperplane L is tangent to D if L n DeaD. The subset 
F of D is a norm-exposed face of D if 

F=LnD (3.87) 

for some hyperplane L which is tangent to D. Any point of F is said to be 
exposed by L. For a Euclidean ball (like Dv or Ds), each boundary point is 
a norm-exposed face, and any norm-exposed face is a single boundary point. 
In the previous section, we introduced the domain Ds,n, the unit ball of sn. 
We are now ready to describe the norm-exposed faces of Ds,n. 

Let v be a minimal tripotent. Since Ilvll* = 1, for any w E Ds,n, we have 
Rev(w) :::; Iv(w)1 :::; 1. Define a hyperplane 

II = {w E sn: Rev(w) = I}. 

Suppose w E II n Ds,n' Then Iv(w)1 = 1. But 

1 = Iv(w)1 :::; Ilvll* ·llwll = Ilwll :::; 1. 

Thus, w E aDs,n and II is a tangent hyperplane to Ds,n' 
Suppose Rev(w) = 1. Then, since Iv(w)1 :::; Ilvll* = 1, we have v(w) = 1. 

Decompose w using the Peirce decomposition with respect to v as 

w = PI (v)w + PI/2(V)W + Po(v)w. 

From the definition (3.75) ofv and the definition (3.48) of PI(v), we have 

1 = v(w) = (wI2v) = (wI2P1(v)v) = (P1 (v)wI2v) = v(P1(v)w). 

Thus, P1(v)w = v. From (3.48), we get Po(v)w = Xv for some constant A. 
Next, we will show that 

Pl(V)W = v and Ilwll = 1 imply PI/ 2 (V)W = O. (3.88) 

Let a = PI/ 2 (V)W. By use of the Peirce calculus (3.54) and the fact that v 
is orthogonal to v, we get 

Since a = PI/2 (v)a, we have (alv) = (alv) = O. From the definition of the 
spin triple product, we have {a,a, v} = lal 2v and {a, v,a} = (deta)v. Thus, 
by (3.44) and (3.45), we have 
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= Re(l + 21al2 + Xdeta) ~ 1 + 8~ + 8~ - 8182 ~ 1, 

where 81, 82 are the singular numbers of a. This implies that "P1 (v) (W(3))" ~ 
1. However, since P1(v) is a projection, we have 

Hence, we must have IIP1(v)(w(3))II = 1. This implies that 81 = 82 = 0, 
which, in turn, implies that a = O. This proves (3.88). 

Since liwli = 1, the constant>. satisfies 1>'1 ::; 1. Thus, the norm-exposed 
face Fv , defined to be the intersection of II with Ds,n, is 

Fv = {v + Xv: 1>'1::; 1}, (3.89) 

which is a two-dimensional disc with center at the minimal tripotent v and 
of radius 1 in the operator norm. The boundary points of the face Fv corre­
spond to 1>'1 = 1. Since such elements are the sum of two orthogonal minimal 
tripotents, they are maximal tripotents. On the other hand, for every max­
imal tripotent u, there is a minimal tripotent v such that u belongs to the 
boundary of Fv. Thus 8Ds ,n consists of discs of real dimension 2 of radius 1, 
centered at a minimal tripotent, whose boundaries consist of maximal tripo­
tents. 

If u is a maximal tripotent, then we can write it as a sum u = V1 + V2, 
where VI and V2 are minimal tripotents. Define a hyperplane 

Then (VI +V2)(U) = 2, implying that u E IIunDs,n. But if (VI +V2)(W) = 2, 
then VI(W) = 1 and V2(W) = 1, implying that W E FVl n FV2 and W = 
VI + V2 = u. Thus, any maximal tripotent u is norm-exposed by IIu, which 
is tangent to Ds,n and is an extreme point of Ds,n. 

It is not easy to visualize a surface 8Ds ,n which is paved totally with 
two-dimensional discs. Let's take a look at the intersection of this surface 
with the three-dimensional subspace MI from Figure 3.1. In this figure, we 
see only one-dimensional sections of Fv , which are intervals with center at v. 
These intervals start at a vertex C1 or C-1, which are maximal tripotents, 
and end up on the circle Co consisting of maximal tripotents. The midpoint 
of the interval is a tripotent from one of the two circles CO•5 and C-O.5 • In 
Figure 3.2, only four faces Fv have a one-dimensional intersection with the 
subspace M 2 , and the rest either do not intersect the subspace or intersect it 
at a single point. The four one-dimensional faces are in the plane x = ° and 
correspond to the four minimal tripotents 1/2(±i, ±1, 0, ... ). 
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3.3.3 The unit ball in S:: 
The unit ball Sn in S:: is defined by 

Sn = {f E S:: Ilfll*:::; I}. (3.90) 

We call the ball Sn the state space of sn. Later we will show that this ball 
represents the state space of two-state quantum systems. The state space Sn 
has non-trivial geometry. To understand this geometry, we will examine two 
three-dimensional sections of this ball. 

We consider first the three-dimensional section Dr consisting of those 
elements f E Sn satisfying 

2£ E M1 = {(x,y,iz): x,y,z E R}. (3.91) 

From the definition of the determinant, we have det £ = 1/4(x2 + y2 - z2). 
So arg det £ is ±1. If x2 + y2 ::::: z2, then £+ = £ and 2Re(£+) = (x, y, 0, ... ). 
Thus, from (3.84), we obtain 

(3.92) 

2 2 2 v _.v v_ If x + y :::; z , then f+ - -zf and 2Re(f+) - (O,O,z,O, ... ). Thus, from 
(3.84), we get that Ilfll* = Izl . Thus, 

Di = {(x,y,iz,O, ... ): max{Jx2 +y2, Izl}:::; I}, 

which is a cylinder (see Figure 3.3). 
To describe the functionals f in Dr which correspond to minimal tripo­

tents v = £, we introduce polar coordinates r, () in the x-y plane. For such 
functionals, by (3.72) we have 

2£ = (cos(), sin(), ±i, 0, ... ), (3.93) 

yielding two circles C1 and C- 1 of radius 1. The functionals correspond­
ing to multiples of maximal tripotents are multiples of a real vector of unit 
length. Thus, the norm 1 functionals corresponding to multiples of max­
imal tripotents are A1 = (0,0, i, 0, ... ), A2 = (0,0, -i, ... ), which are the 
centers of the two-dimensional discs of asn , and the points of the circle 
Co = (cos (), sin (), 0, ... ) of radius 1. See Figure 3.3. 

Consider now the three-dimensional section D2 consisting of those ele­
ments f E Sn satisfying 

2£ E M2 = {(x + iy, Z, 0, ... ): x, y, Z E R}. (3.94) 

For these f, we have det £ = 1/4(x2 + 2ixy - y2 + z2). Hence, arg det 2£ can 
be any complex number of absolute value 1. This makes the calculation of 
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Fig. 3.3. The domain Di obtained by intersecting the state space Sn with the 
subspace Ml = {(x, y, iz, 0, ... ) : x, y, z E R}. This domain is a cylinder. The 
pure states, corresponding to minimal tripotents, are extreme points of the domain 
and belong to two unit circles C1 : iz = 1 and C-l : iz = -1. The functionals 
corresponding to maximal tripotents are Al = (0,0, i) and A2 = (0,0, -i) and each 
point of the circle Co : iz = 0. They are centers of faces. The norm-exposed faces 
are either points, line segments or disks. 

the norm much more complicated. Let's consider the intersection of this ball 
with the basic two-dimensional planes. 

If z = 0, then 2£ = (x + iy)(l, 0, ... ) is a multiple of a maximal tripotent. 
Note that if a is a multiple of a maximal tripotent, then IRea+1 = lal. So 
from (3.84), we get Ilfll* = 21Ref+1 = 12£1 = Ix+iyl. Thus, the intersection of 
D2 with the x-y plane is a unit ball x2 +y2 S 1, with the boundary consisting 
of functionals corresponding to multiples of maximal tripotents. 

Ify = 0, then 2£ = (x,z,O, ... ). Thendet(2£) = X2+z2, so argdet (2£) = 1, 
and (2£)+ = 2f. Hence, 12£1 = vx2 + Z2. Thus, the intersection of D2 with 
the x-z plane is a unit ball x2 + Z2 S 1, with the boundary consisting of 
maximal tripotents. 

If x = 0, then 2f = (iy, z, 0, ... ). If Izl ~ IYI, then f+ = f, and by (3.84), 
we get Ilfll* = 14 If Izl < IYI, then f+ = -if and 2Ref+ = (y,O, ... ). 
Then, by (3.84), we get Ilfll* = Iyl Thus, the intersection of D2 with the y-z 
plane is a square {(iy, z) : Iyl S 1,lzl S 1}. Here, we have four functionals 
corresponding to the minimal tripotents (±i, ±1, 0, ... ). Figure 3.4 shows the 
ball D2. It has the form of a pillow. 
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More information on the geometry of the domain Sn can be obtained from 
an analysis of its extreme points and norm-exposed faces. This will be done 
in the next section. 

1_ 

-h 
- 1 

1.5 ~ -I 

Fig. 3.4. The domain D; obtained by intersecting the state space Sn with the 
subspace M2 = {(x+iy,z,O, ... ): x,y,z E R}. 

3.3.4 The geometry of the state space Sn 

For any element f in S;:, there is a unique tripotent on which f attains its 
norm. This tripotent, denoted 8(f), is called the support tripotent of f. From 
(3.83) and (3.84), it follows that 

(3.95) 

where VI, V2 are the the tripotents from the singular decomposition of f. 
If f is not a multiple of a minimal tripotent, then 82 -=I- 0, and the support 
tripotent of f is a maximal tripotent. In this case, for any norm 1 element f 
of Sn, we have 81 + 82 = 1, and (3.82) then implies that 

(3.96) 

This means that f is a convex combination of two norm 1 states. From the 
definition of an extreme point of a set, it follows that f is not an extreme 
point of Sn. 
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We will show now that V, where v is a minimal tripotent, is an extreme 
point of Sn. First, we will show that if v and ware minimal tripotents, then 

v(w) = 1 =} v = w. (3.97) 

In this case, we hav,: equality inJ3.80). Thus IPw11 = IW11, IPw21 = IW21, 
which implies that PW1 = WI. PW2 = W2. Thus, writing v = x + iy, there 
is a () such that 

W1 = cos()x - sin () y, W2 = sin () x + cos()y. 

Therefore, 

w = W1 + iW2 = cos()(x + iy) + i sin()(x + iy) = ei9v. 

But from v(w) = 1, we obtain () = 0, and so v = w. 
Now let f be any norm 1 element in Sn with decomposition (3.96). Suppose 

f(v) = 1. We claim that 

f(v) = Ilfll* = 1 ==> f = v. (3.98) 

Since 

1 = If(v)1 = IS1V1(V) + s2v2(v)1 :::; Sl + S2 = 1, 

we have V1(V) = 1, and, by (3.97), V1 = v. If S2 i- 0, then also V2(V) = 1 
and V2 = v, contradicting the fact that V1 is orthogonal to V2. Thus, f = v 
and (3.98) holds. Therefore, the minimal tripotent v, considered as a linear 
functional on S::, exposes only v, implying that 

v is a norm-exposed face (3.99) 

in S~. 
Suppose now that v is a convex combination of two elements, say f1 and 

f2' of the state space Sn. Then v = af1 + (1- a)f2' for some 0 < a < 1. Then 

1 = v(v) = af1(v) + (1 - a)f2(v) :::; a + (1 - a) = 1. 

Since f1(v) and f2(v) belong to the unit disc Ll of C and 1 is an extreme 
point of C, we get f1(V) = f2(V) = 1. Hence, f1 = v and, similarly, f2 = v. 
This proves that for a minimal tripotent v, the functional v is an extreme 
point of the state space Sn. We call such a va pure state. 

We say that a pair of maximal tripotents u and ii are complementary if 
there are r, r E SR and A E C such that IAI = 1 and 

u = Ar, ii = iAr and (rlr) = O. (3.100) 

It is easy to check that maximal tripotents u and ii are complementary if 
and only if {u, ii, u} = ii. 
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For any a E sn, use the polar decomposition (3.35) a = >'a+, where 
Re(a+) and Im(a+) satisfy (3.38). If Im(a+) -=I- 0 (meaning that a is not 
a multiple of a maximal tripotent), then u := >'Re(a+)/IRe(a+) 1 and u := 
i).Jm(~)/IIm(a+)1 are maximal complementary tripotents. Thus, a can be 
decomposed as 

(3.101) 

where al = IRe(a+)1 and a2 = IIm(a+)I. The decomposition (3.101) by 
maximal complementary tripotents u and U, with al 2:: a2 2:: 0, is called 
facial decomposition. From the definition (3.59) of the norm, we get 

(3.102) 

Thus, any a E sn of norm one is a convex combination of two maximal 
tripotents which are extreme points of Ds,n. In Figure 3.1, for example, we 
see that any a E 8Ds ,n which is not a maximal tripotent belongs to a line 
segment which connects two maximal tripotents. This implies that a is a 
convex combination of the end points of this line segment. 

By (3.84), we have 

(3.103) 

Note that the norm Ilull* of the dual of a maximal tripotent u equals 2. 
To describe the faces of Sn, recall that each element v E S:; corresponding 

to a minimal tripotent v is an extreme point of Sn and a norm-exposed face. 
If a is not a minimal tripotent and lIall* = 1, then from (3.103) and (3.101), 
it follows that 

2a=u+au, 

where u and u are complementary and 0 :::; a :::; 1. Since 

a(u) = (ulu + au) = 1, 

the maximal tripotent u is the support tripotent s(a) of a. Thus, a belongs 
to a face defined by a maximal tripotent. To describe these faces, we now 
define, for each maximal tripotent u, the set 

Fu = {f E Sn: 2f = u + au}, (3.104) 

where u and u are complementary and 0:::; a :::; 1. Then Fu is a face of Sn, 
exposed by u, and consisting of all norm 1 functionals f in Sn with support 
s(f) = u. From (3.100), it follows that the set Fu is a Euclidean ball in 
S:;, with center at 0.5u, of real dimension (n - 1) and radius 0.5I1ull* = 1. 
Thus, the boundary of the state space Sn is paved with faces in the form of 
(n - I)-dimensional balls. In Figure 3.3, we see the intersection of faces that 
are two-dimensional discs or one-dimensional line segments. 



3.3 The dual space of sn 119 

3.3.5 Sn as the state space of a two-state quantum system 

A quantum system is called a two-state system if any measurement of the 
system has at most two possible outcomes. Examples of such systems are the 
polarization of photons and the spin of spin-half particles. If the measurement 
of some physical quantity has at most two distinct possible outcomes for some 
state 1/J, then this state can be written as a convex combination of two states, 
corresponding to the two possible outcomes of the experiment. For a two­
state system, each of these states must be a pure (indecomposable) state, 
called also an atom. Equation (3.96) shows that a similar property holds for 
elements of Sn. 

The measuring process of quantum systems implies that each pure state 
1/Jo has a filtering projection. This projection represents the process of trans­
forming any state (incoming beam) into a multiple of 1/Jo of possibly smaller 
intensity. The Stern-Gerlach apparatus, after blocking the Iz-) component 
of an incoming beam of electrons, is a filtering projection for the pure state 
Iz+). If we have a beam of photons, we can use the R-projector based on 
a right-left polarization analyzer to create a filtering projection for photons 
with right circular polarization. In general, a measurement causes the system 
to move into an eigenstate of the observable that is being measured. Thus, 
the measuring process defines a projection, called a filtering projection, on 
the state space for each value that could be observed. Since applying the 
filtering a second time will not affect the output state of the system, the 
filtering maps are indeed projections. 

Note that a pure state in Sn is given by V, with v a minimal tripotent. 
We can associate to v a projection Pi(v) : Sn - Sn defined by 

(P;(v)f)(w) = f(Pl(V)W), (3.105) 

From the definition (3.48) of P1(v), we get 

f(P1(v)W) = (P1 (v)wI2f) = (2(wlv)vI2f) = (vI2f)(wI2v) = f(v)v(w), 

implying that 

P;(v)f = f(v)v. (3.106) 

Since v(v) = 1, the map Pi(v) is a projection, and, since IIPi(v)fll* ~ 
If(v)lllvll* ~ Ilfll*, it is a contraction. This projection transforms any f E Sn 
to a multiple of v and behaves like a filtering projection. 

Let P be a filtering projection. The norm 11P1/J11* represents the prob­
ability that a beam in the state 1/J, represented by a norm 1 element of S, 
will pass the filter. Another important property of a filtering projection is 
neutrality. A projection P is called neutral if 

IIPfll* = Ilfll* implies Pf = f. 
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This means that if the beam passes the filter definitely (with probability 
1), then it is already in the range of the filter. For our set Sn, the filtering 
projection is defined by (3.106). If for some state f E Sn, with Ilfll* = 1, 
we have IlPi(v)(f)lI* = If(v)1 = 1, then from (3.98) we have f = AV with 
IAI = 1. But for such f we have Pi(v) (f) = f, showing that Pi(v) is a neutral 
projection. 

For any two pure states '¢ and ¢, the transition probability P1/J--+c/> between 
'¢ and ¢ is defined as the probability that a beam in the state '¢ will pass the 
filter preparing the state ¢. The transition probability on a state space must 
satisfy the symmetry of transition probability property, meaning that 

For any two minimal tripotents u and v, we have Pu--+v = IIPi(v)ftll* = 
Ift(v)l. Since 

Ift(v)1 = Iv(u)l, 

the transition probability is symmetric on Sn. 
On a state space S, each filtering projection P has a unique complemen­

tary filtering projection, denoted by p". If P prepares the state ,¢, the pro­
jection p" prepares the state complementary to '¢. If an observable has two 
possible values and the probability of getting the first value when the system 
is in state '¢ is zero, then it will definitely have the second value and belong 
to the complementary state. The complementary projection p" is contractive 
and neutral, like P. Moreover, the sum P + p" is a contractive projection, 
which, in general, differs from the identity. The operator Sp = 2(P + P~) - I 
on the state space S is a symmetry and fixes the state '¢ and its complemen­
tary state. This property is called facial symmetry. 

If P = Pi(v), then the complementary filtering projection p" is Pi (v) , 
which we also denote by PO'(v). This projection prepares the state associated 
to v, which is orthogonal to v. Note that the complementary projection is 
contractive and neutral. The operator 

Sv = 2(Pi(v) + PO'(v)) - I = Pi(v) - Pi/2(V) + PO'(v) 

is a symmetry of Sn. From (3.49) and (3.52), it follows that 

Sv = exp(i27l'D(v)) 

is a triple automorphism of Ds,n and an isometry of Sn. Thus, Sn is facially 
symmetric. 

It was shown in [35] that if the state space of a two-state quantum system 
is facially symmetric and satisfies the above-mentioned pure state properties, 
then it is isometric to the dual of a spin factor. The proof is based on the 
construction of a natural basis, called a grid, on a facially symmetric space. 
We turn now to the construction of grids. 
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3.3.6 S4 and Pauli matrices 

Let v = x + iy be a minimal tripotent in S4. Then Ixl = Iyl = 1/2 and 
(xly) = O. Let Ul = 2x and U2 = 2y. Then Ul = v + v and U2 = (v - v)/i. 
In any TCAR basis {Ub U2, U3, U4}, we will have 

v = 0.5(1, i, 0, 0), v = 0.5(1, -i, 0, 0). (3.107) 

Applying the Peirce decomposition with respect to v, we have S4 = 
St(v) + St/2(V) + S6(V). 

Note that St/2(v) has dimension 2. Choose a minimal tripotent w E 

St/2(v). Without loss of generality, we may assume that 

w = 0.5(0,0,1, i), w = 0.5(0,0,1, -i). (3.108) 

Then we can choose U3 = w + wand U4 = (w - w)/i. Let us calculate 
{w, v, w}. Since the dot product of v with both wand w is zero, we have 

{w, v, w} = (wlv)w + (wlv)w - (wlw)v = -0.5v. (3.109) 

This leads us to the definition of an odd quadrangle. We say that in a space 
with a triple product, four elements (v, w, v, w) form an odd quadrangle if 
the following relations hold: 

• v, w, v, ware minimal tripotents, 
• v is algebraically orthogonal to v and w is algebraically orthogonal to w, 
• the pairs (v, w), (v, w), (w, v) and (w, v) are co-orthogonal (the pair 

(v, w) is said to be co-orthogonal if D(v)w = 0.5w and D(w)v = 0.5v), 
• {w, v, w} = -0.5v and {v, w, v} = -0.5w. 

An example of an odd quadrangle is the following set of 2 x 2 matrices: 

( 1 0) _ (0 0) (0 1) _ (0 0) V= 00 ,v= 01 ,w= 00 ,w= -10 ' (3.110) 

where the triple product is 

{ b } = ab* c + cb* a 
a, ,c 2' (3.111) 

Our TCAR basis becomes 

( 1 0) (-i 0) (0 1) (0 -i) Ul = 01 ,U2 = 0 i ,U3 = -10 ,U4 = -i 0 . 

Thus, 
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where <7j denote the Pauli matrices. 
Any element a = (aI, a2, a3, a4) E S4 can be represented by a 2 x 2 matrix 

Aas 

Note that 

d A 222 2d et = al + a2 + a3 + a4 = et a, (3.112) 

providing another justification for the definition of the determinant in the 
complex spin factor. 

3.3.7 The spin grid and TeAR bases in sn 

In the previous section, we studied the duality between minimal and maximal 
tripotents in the spin factor sn. In Table 3.2 below, we summarize the dual 
properties of these objects. 

TCAR bases consist of maximal tripotents. In physical applications, max­
imal tripotents correspond to physical quantities or components of such quan­
tities. They are distinguished extreme points on the ball Ds,n in the space 
representing observables. On the other hand, it is sometimes convenient to 
use a basis consisting of pure states. In quantum mechanics, for example, 
we often work with a basis for the state space built from eigenstates of a 
commuting family of observables. These states are, in general, pure states, 
and they correspond to minimal tripotents. This type of basis is called a spin 
grid of sn. 

We assume here that n = 2m is an even number. We say that 

vI, V2, ... , Vn form a spin grid in sn 
if for any 1 :::; j < k :::; m, the elements (V2j-l, V2k-l, V2j, V2k) form an 
odd quadrangle. A spin grid in sn is a basis consisting of minimal tripo­
tents. The connection between a TCAR basis and a spin grid is as follows. If 
{Ul, U2, ... , un} is a TCAR basis, then {Vl' V2, ... , vn} is a spin grid, where 

(3.113) 

Conversely, if {Vl' V2, ... , vn} is a spin grid, then {Ul, U2, ... , un} is a TCAR 
basis, where 

(3.114) 

Equation (3.113) explains why in quantum mechanics we encounter ex­
pressions like a = x + ipx, a* = x - ipx, J+ = Jx + iJy and L = Jx - iJy . 

For the case when n is odd, see Chapter 6. 
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.' . Quantum 
Type Ball Ds,n Ball Sn . Basis .Decomposition! 

Mechanics 
: . . 

Maximal Extreme point iCenter (n-l)D face! TCAR Facial Observables 
: 

: Spin i 
, 

Minimal Center 2D face i Extreme point grid 
Spectral Pure states 

~ 
, : 

Table 3.2. The geometric and quantum mechanical properties of tripotents in sn. 

3.4 The unit ball Ds,n of sn as a bounded symmetric 
domain 

In this section, we will show that the unit ball Ds,n of sn is a bounded sym­
metric domain with respect to the group Auta(Ds,n) of analytic automor­
phisms of Ds,n. This domain is a good example with which to demonstrate 
various concepts that will be generalized in Chapter 5 to general bounded 
symmetric domains. 

3.4.1 Complete analytic vector fields on Ds,n 

Let D be a domain in a complex linear space X. A map ~ : D -t X is called 
a vector field. We will say that a vector field ~ is analytic if, for any point 
a ED, there is a neighborhood of a in which ~ is the sum of a power series 
(see Chapter 5 for more details). A well-known theorem from the theory of 
differential equations states that if ~ is an analytic vector field on D and 
a E D, then the initial-value problem 

dW(T) 
~ = ~(W(T)), w(O) = a (3.115) 

has a unique solution Wa (T) for real T in some neighborhood of T = O. A field 
~ is called a complete analytic vector field if the solution of the initial-value 
problem (3.115) exists for all real T, all a E D, and all W(T) E D. In this 
case, for any fixed T E R, the map cPT : D -t D, defined by 

(3.116) 

is analytic and is called the flow generated by ~. If ~ is complete, then the flow 
cPT generated by ~ belongs to the group Auta(D) of analytic automorphisms 
of D. We denote 

(3.117) 

where T E R. By a result in [64], an analytic flow ~ on a bounded domain D 
is complete if and only if it is tangent to the boundary aD of the domain. 
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For each a E sn, we define a vector field representing a generator of 
translation by 

~a(w) = a - {w,a, w}. (3.118) 

Note the similarity of ~a to the generators of velocity addition in Chapter 
1 and the generators of s-velocity addition in Chapter 2. Note that ~a is a 
second-degree polynomial in wand, thus, an analytic vector field. See Figure 
3.5 for an example of ~a(w), where w ranges over the intersection of Ds,n 
with the two-dimensional real span of the two minimal tripotents VI and V2 

from the singular decomposition of a. We will show now that ~a is tangent on 

" /' /' _~...--""...--""...-i"'...-i"'...--""~_/, /' " 

I ./ / /.....-""'...-A"......-""......-""......-""...-A".....-""'//./ I 

! /' //'////////'//'! 
/ //'//////////'// 
1//,//////////,/1 
11/,//////////,11 

o ! I/, //////////' I! VI 
! 1/,//////////,11 
II /,//////////,1 / 
/ //'//////////'// 
! /' //'////////'//'! 
I ./ //.....-""'...-A"......-""......-""~~.....-""'//./ I 

" /' /' _~...--""...-i"'...-i"'...-i"'...--""~_/' /' " 

-1 o 

Fig. 3.5. The vector field 'a(w), with a = O.17vl + O.lv2, on the intersection of 
Ds,n with spanR{vl, V2}. Note that the flow is tangent on aDs,n. 

the boundary of Ds,n. Thus, it generates a complete analytic flow on Ds,n. 
Let w E aDs,n. Then, from section 3.3.2, it follows that w belongs to 

a norm-exposed face Fv , corresponding to a minimal tripotent v. This face 
is exposed by the hyperplane II = {w : Rev(w) = I}. We will show that 
~a (w) is parallel to the hyperplane, meaning that 

From (3.89), it follows that w = v + Xv, with IAI ::; 1. Thus, 

{w,a,w} = {v+Xv,a,v+Xv} 

= {v, a, v} + A2{v,a, v} + 2A{v,a, v}. 

(3.119) 
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Since v and v are orthogonal minimal tripotents, we have 

{w,a, w} = 2(vla)v + 2.-\2 (vla)v + 2.-\(vla)v 

+2.-\(vla)v - .-\a. 

Recall that v{v) = 1, v{v) = 0 and v{a) = 2{alv). Thus, 

v{~a{w)) = 2{alv) - 2{vla) - 2.-\{vla) + 2.-\{alv) 

= 4ilm{ (alv)), 

implying (3.119). Thus, the analytic vector field ~a defined by (3.118) is 
tangent on 8DB ,n and, thus, is a complete analytic vector field. 

3.4.2 Decomposition of the translations on Ds,n 

Let a E sn . Let a = 81 VI +82V2 be the singular decomposition of a. Using the 
linearity of the triple product, we can decompose the generator of translation 
~a, defined by (3.118), as 

(3.120) 

The vector fields ~Bl Vl and ~B2V2 represent generators of translations in the 
directions of two orthogonal minimal tripotents. We will show that these 
vector fields commute, meaning that 

(3.121) 

Figure 3.6 shows the decomposition of the vector field ~a(w) from Figure 3.5 
into the sum of the vector fields ~Bl Vl and ~82V2' 

Recall from section 1.5.2 that the Lie bracket of two vector fields 8 and ~ 
is defined as 

(3.122) 

where w E sn and t! (w)~{w) denotes the derivative of 8 at the point w 
in the direction of the vector ~(w). Let us calculate first d~;"Vl {W)~82V2 (w). 
Using the orthogonality of VI and V2, we have 



126 3 The complex spin factor and applications 

t: l!tdk!k!k!tdl! t: 

tC ~ t4 tdtdtdt4 ~ tC 

tC ~ t4 tdtdtdt4 ~ tC 

tC ~t4tdtdtdt4~ tC 

t: l! tdk!14k!tdl! t: 

t2! k! 1.4 f4 f4 f4 1.4 k! t2! 

-1 0 

Fig. 3.6. The vector field ~a(w), with a = O.17vl + O.lv2, decomposed into the 
sum of the vector fields ~O.17vl and ~O.lV2' Compare to Figure 3.5. 

From (3.28), it follows that there is a constant A such that IAI = 1 and 
V2 = AVI. Thus, 

d~:l (W)~S2V2 (w) = 2SIS2X{ W, Vb {w, Vb w}}. 

Similarly, we get 

d;;2 (W)~SlVl (w) = 2SI S2X{W, VI, {w, Vb w}}. 

Thus, in order to prove (3.121), it is enough to show that 

{W,Vb{W,VI,W}} = {W,VI,{W,VI,W}}. 

By the definition of the triple product, both sides of the equation are equal 
to 

4(wlvl)(wlvl)w - (wlw)((wlvl)vl + (wlvl)vl + 1/2), 

proving (3.121). 
Since the exponent of the sum of commuting vector fields is the product 

of the exponents of each field, we have 

(3.123) 

implying that any translation exp(~a) can be decomposed as a product of 
translations exp(~sv) defined by multiples of minimal tripotents. 
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3.4.3 The homogeneity of DS,R 

Since Ds,n is the unit ball in the operator norm, the reflection map w -+ -w 
is an analytic symmetry on Ds,n which fixes only the origin. Clearly, Ds,n is 
bounded. Thus, in order to show that Ds,n is a bounded symmetric domain, 
it is enough to show that it is homogeneous. This means that for a given 
b E Ds,n, we must find an analytic automorphism <Pb of Ds,n such that 
<Pb(O) = b. We will construct an element a of Ds,n such that exp(~a)(O) = b. 

The first step is to calculate exp( ~sv ) (0), where s is a positive constant 
and v is a minimal tripotent. To do this, we have to solve the initial-value 
problem (3.115), which in our case is 

dw(r) 
~ = sv - s{w(r), v, w(r)}, w(O) = O. (3.124) 

But if we take 

w(r) = tanh(sr)v 

(as in the solutions of the similar initial-value problem in Chapter 1), then 

dw(r) 
dr 

S 2 
2 )v = s(l- tanh (sr))v = ~sv(w(r)), 

cosh (sr 

implying that w(r) is a solution of the initial-value problem (3.124). Thus, 
by (3.117), we have 

exp(~sv)(O) = tanh(s)v. (3.125) 

Now let b = 81 VI + 82V2 be an arbitrary element of Ds,n. Then the 
function 

satisfies the initial-value problem 

dw(r) 
~ = ~a(w(r)) = a - {w(r), a, w(r)}, w(O) = 0, (3.126) 

where 

Thus, 

exp(~a)(O) = b. 

This establishes the homogeneity of Ds,n' In Figure 3.7, we see w(r) for the 
vector field ~ .. (w) from Figure 3.5. 
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V2 

W('t) 

o ·4.----,-w-07"( 't7) --+ V 1 

-1 

Fig. 3.7. The trajectory W(T) for the vector field ~a, with a = O.17vI + O.lv2, 
from Figure 3.5. The trajectory starts at the origin and ends up at the maximal 
tripotent VI + V2. Such behavior is stable under small perturbations of a. The 
trajectory WO(T), corresponding to the vector field ~Vl' ends up at the minimal 
tripotent VI. This trajectory is unstable under small perturbations of VI. 

The group Auta(Ds,n) of all analytic automorphisms of Ds,n consists of trans­
lations 'Ph, which are the exponents of complete analytic vector fields ~a, and 
rotations, which are linear isometries of Ds,n. We will denote the group of 
all linear isometries of Ds,n by K, since this is a compact subgroup of Ds,n. 
We will show now that K is exactly the group Taut(Sn) of triple product 
automorphisms of sn, defined earlier and characterized by (3.20). 

Let T E Taut(Sn) be a triple product automorphism. Then, for any tripo­
tent u, we have 

T(u) = T( {u, u, u}) = {T(u), T(u), T(u)}), 

implying that T( u) is also a tripotent. Since algebraic orthogonality of tripo­
tents is defined by the triple product, the map T preserves algebraically 
orthogonal tripotents. Thus, for an arbitrary element a E sn with singular 
decomposition a = SlV1 + S2V2, the singular decomposition of T(a) is 

T(a) = slT(V1) + S2T(V2). 

From the definition (3.58) of the norm on sn, we have IIT(a)11 = Sl = Iiall, 
implying that T is an isometry and, hence, belongs to K. 
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Conversely, suppose T is a linear isometry of sn preserving the unit ball 
Ds,n' In this case, the dual T* is an isometry on S;: preserving the state space 
Sn. The linear map T must take extreme points of Ds,n, which are maximal 
tripotents, to extreme points of sn. So maximal tripotents are mapped to 
maximal tripotents. The same argument for T* implies that the minimal 
tripotents which correspond to extreme points of Sn are mapped to minimal 
tripotents. Since two minimal tripotents are algebraically orthogonal if and 
only if their sum is a maximal tripotent, the map T preserves algebraic or­
thogonality of minimal tripotents. Thus, for any element a E sn with singular 
decomposition a = SIVI + S2V2, the singular decomposition of T(a) is 

Thus, 

By polarization, this implies that T is a triple product automorphism. Thus, 
we have shown that 

3.5 The Lorentz group representations on sn 

In section 1.5.4 of Chapter 1, we saw that the transformation of the electro­
magnetic field strength E, B from one inertial system to another preserves 
the complex quantity F2, where F = E + icB. If we consider F as an element 
of S3, then F2 = det F. Thus, if we take S3 as the space representing the set 
of all possible electromagnetic field strengths, then the Lorentz group acts on 
S3 by linear transformations which preserve the determinant. This leads us 
to study the Lie group of determinant-preserving linear maps on S3 (and, in 
general, on sn) and the Lie algebra of this group. 

3.5.1 The determinant-preserving group Dinv (sn) and its Lie 
algebra 

Let Dinv (sn) be the group of all invertible linear maps sn -+ sn which 
preserve the determinant. We introduce a complex bilinear symmetric form 
Bl on sn by 

(3.127) 

Dinv(Sn) = {g E GL(sn) : Bl(ga,ga) = Bl(a, a) for all a E sn}. (3.128) 
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We denote the Lie algebra of Dinv(Sn) by dinv(Sn). If g(t) is a smooth 
curve in Dinv (sn), with g(O) = I, the identity map on sn, then X := g'(O) E 
dinv (sn). Since g(t) E Dinv (sn), from (3.128) we have 

Bl(g(t)a,g(t)a) = Bl(a, a) for all a E sn. 

Differentiating this by t and substituting t = 0, we obtain 

Bl(Xa, a) + Bl(a, Xa) = 0, 

and so Bl(Xa,a) = 0 for all a E sn. By polarization, for every a, bE sn we 
obtain 

Bl(Xa, b) + Bl(a,Xb) = O. (3.129) 

Note that from the definition (3.127) of the bilinear form Bl, for any element 
Uj of a TCAR basis B and any element c E sn, we have 

implying that 

for any 1 ::; j, k ::; n. Thus, the matrix [XjkJ of X with respect to the basis B 
is antisymmetric. 

Hence dinv (sn) c An (e), where An (e) denotes the space of all n x n 
complex antisymmetric matrices, a Cartan factor of type 2. Using the triple 
product on sn and (3.22), we can express this Lie algebra as 

dinv (sn) = {I: dklD(Uk' Ul): dkl E e}. 
k<l 

(3.130) 

The Lie group Dinv (sn) consists of matrix exponents of elements of X from 
dinv (sn). If X E dinv (sn) is real, then its exponent is an orthogonal matrix. 
Thus, O(n) c Dinv (sn). Since the trace of X is zero, the determinant of 
exp(X) equals 1. Thus, Dinv (sn) is a subgroup of SL(n, e). 

The problem of characterizing the linear maps which preserve the de­
terminant has a long history dating back to Frobenius in 1897. Frobenius 
showed that the linear maps of the n x n complex matrices which preserve 
the determinant are of one of the forms A f---t PAQ or A f---t PAtQ, where 
At is the transpose of A and P, Q are matrices with det PQ = 1. The group 
Dinv (sn) coincides with the pseudo-orthogonal group SO(n, e) ,which con­
sists of linear maps of en having determinant 1 and preserving the form 
zr + ... + z~. 
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3.5.2 Representation of the Lorentz Lie algebra in dinv (S3) 

We consider the complex spin triple factor S3 as a representation space for 
electromagnetic field strength. As mentioned at the beginning of this section, 
the Lorentz group preserves the complex value F2 = (E + icB)2 = det F. 
Thus, the Lorentz group acts by elements of Dinv (S3) and the generators of 
this group are elements of dinv (S3). We can thus define a representation 1T; 
from the Lorentz Lie algebra into dinv (S3). 

To determine this representation, it is enough to define 1T; on the gen­
erators of rotation Jk and the generators of boosts K k , for k = 1,2,3. Let 
B = {UI' U2, U3} be a TCAR basis of S3. Similar to the representation 1Tc 
from section 2.4.5 of Chapter 2, we define 

Using the definition (3.4) of the spin triple product and the definition (3.7) 
of the D operator, the matrix of D(U2, U3), for example, in the basis B is 

(
0 0 0) 

1T~(Jt} = D(U2' U3) = 0 0 1 , 
0-10 

(3.132) 

which is an antisymmetric matrix, and, by (3.130), an element of dinv (S3). 
This matrix is the same as the matrix of momentum J1 of rotation about the 
ul-axis. 

To define the representation 1T; on the generators of boosts K k as el­
ements of dinv (S3), it is natural to try to use the remaining three di­
mensions of the six real dimensions of dinv (S3). By (3.130), the opera­
tors iD(U2' u3),iD(U3, U1) and iD(U1' U2) are also elements of dinv (S3). As 
shown in section 1.5.3, page 39, the generators of the Lorentz group satisfy 
the following commutation relations: 

(3.133) 

(3.134) 

(3.135) 

(3.136) 

(3.137) 

We define 
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(3.138) 

For example, 

(3.139) 

It is straightforward to verify that the images of Jk, Kk under 7r; also satisfy 
the relations (3.133)-{3.137). Thus, (3.131) and (3.138) define a linear rep­
resentation 7r; of the Lorentz Lie algebra into dinv (S3). In fact, the range of 
7r; is the entire Lie algebra dinv (S3). 

3.5.3 Representation of the Lorentz group in Dinv (S3) 

To define a representation of the Lorentz group into Dinv (S3), we compute 
the exponents of the matrices, defined above, representing the generators in 
dinv (S3). We use the usual formula for the exponent of a matrix A: 

00 Aj 
exp{A) = L -·r . 

j=O J. 
(3.140) 

If A represents a generator of rotation 7r;{Jj ), then from (3.132), A3 = -A 
and the exponent is a matrix of rotation. For example, using the notation 
(1.176) for the rotation operator, we obtain 

(1 0 0) 
n~ = exp{cp7r;(Jl)) = 0 co~cp sincp . 

o -smcp coscp 
(3.141) 

If A represents a generator of a boost 7r~{Kj), then from (3.139), A3 = A and 
the exponent is a matrix of hyperbolic rotation. For example, for the boost 
in the x-direction, we have 

(1 0 0) 
B~ = exp{ cp7r;{K1)) = 0 cosh cp i sinh cp . 

o -i sinh cp cosh cp 
(3.142) 

We now compute the eigenvalues and eigenvectors of the operators 
n~, B~. It is obvious that i = (I, 0, 0) is an eigenvalue corresponding to 
the eigenvector 1 for both operators. By a direct calculation, we find that the 
other two eigenvectors are v = 0.5{0, 1, i) and v = 0.5{0, 1, -i). The eigen­
vector v corresponds to the eigenvalue eicp for the operator n~ and to the 
eigenvalue {coshcp+ sinhcp) for the operator B~. Similarly, the eigenvector v 
corresponds to the eigenvalue e-icp for the operator n~ and to the eigenvalue 
( cosh cp - sinh cp) for the operator B~. 
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Note that v and v are orthogonal minimal tripotents and that i belongs 
to the Peirce 1/2 part of each of them. Thus, the Peirce decomposition 

(3.143) 

is a decomposition of S3 into the eigenspaces of both n~ and B~. Note also 
that v and v are photon helicity eigenstates (see [71] v.!, p.359) corresponding 
to circular polarization. 

3.5.4 The electromagnetic field and S3. 

The transformation of the electromagnetic field intensity E', B' from an in­
ertial system K' to an inertial system K, moving with velocity v = (v,O,O) 
with respect to K', was discussed in Chapter 1 and is given by (1.121) as 

, E - E~-vB~ E E~+vB~ 
E1 = E 1, 2 - J 1 _ ~' 3 = J 1 _ ~~ , 

(3.144) 

and 

B' + V E' B' - ..:!!... E' 
B B ' B2 = 2 C2 3 B3 = 3 c2 2 1 = l' , , J1- ~ J1- ~ (3.145) 

where E and B have coordinates E1 , E2, E3 and B1 , B2, B2, respectively. 
It was shown in section 1.5.4 that if F = E + icB, then 

(3.146) 

is invariant under the transition from one inertial frame to another. The 
above transformations of electric and magnetic fields take the form 

F1 = F{, F2 = F~ cosh'P + iF~ sinh 'P, F3 = -iF~ sinh 'P + F~ cosh 'P. 

Hence, the matrix of this transformation is exp(7l'~(Kd), which is (3.142) 
where tanh'P = v / c. Thus, it is natural to represent the electromagnetic 
field intensity as a vector F in C3 , in which case the Lorentz group acts by 
linear maps which are described by matrices of type (3.141) and (3.142) and 
preserve the value of F2. 

Consider now elements of the spin factor S3 as representing the vector 
F = E + icB of the electromagnetic field strength. Let us understand first 
the physical meaning of multiples of minimal tripotents. Using singular de­
composition, each element can be decomposed as a linear combination of two 
orthogonal multiples of minimal tripotents. The dual of such a tripotent is 
an extreme point of the state space. Since the Lorentz group representation 
7l'~ acts on S3 by operators which preserve the determinant, it follows that a 
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multiple of a minimal tripotent remains a multiple of a minimal tripotent in 
any inertial system. 

In the current interpretation, a multiple kv of a minimal tripotent v can 
be decomposed as kv = y + iz, representing an electric field E = y and a 
magnetic field cB = z, in which E and B are perpendicular and lEI = ciBI. 
Motion in such a field was described in Case 2 of section 2.6.3 of Chapter 
2. From (3.144) and (3.145), it follows that only in this case will a charged 
particle moving with the speed of light in the direction E x B (the x-direction 
in our example) experience no field. Thus, it is natural to associate with 
a coherent ray of photons (which has no charge of its own and thus zero 
electromagnetic field in its own frame) a field of this type, where E x B is 
the direction of propagation of the ray. Such a ray is an eigenstate of both 
the rotation 'R~ about the x-axis and the boost B~ in the x-direction. It is 
also a helicity eigenstate and has definite circular polarization. 

If two multiples of minimal tripotents are orthogonal to each other, then 
each one is the complex conjugate of the other. This means that the photons 
which they are representing move in opposite directions and have the same 
wavelength and complementary polarization. 

A multiple ku of a maximal tripotent u = ei'Pr represents an electric 
field E = kcosc.pr and magnetic field B = c-1ksinc.pr. This means that the 
electric and magnetic fields are parallel. Motion in such a field was studied 
in section 1.5.6 of Chapter 1. 

A general field F = E + icB can be decomposed by singular decomposi­
tion (3.34) as a sum of multiples of two orthogonal minimal tripotents. By 
the above interpretation, the field can be represented as a combination of 
two rays of photons moving in opposite directions with the complementary 
polarization. 

3.5.5 Spin 1 representations of the Lorentz group on Dinv (S4) 

The three-dimensional linear representation 7r~ was defined on the rotation 
group and extended to the full Lorentz group. In this subsection, we construct 
a four-dimensional linear representation 7r; of the Lorentz group which also 
extends the linear representation 7r~ of the rotation group. We will show 
that 7r; is equivalent to the standard representation of the Lorentz group on 
space-time. 

We shall again let J1 , J2 , J3, K 1 , K 2 , K3 be the standard infinitesimal gen­
erators of the Lorentz Lie algebra. We also let uo, Ub U2, U3 denote a TCAR 
basis of 8 4 and define a representation 7r; from the Lorentz Lie algebra to 
the set of operators on 8 4 • For ease of notation, we shall write Djk instead 
of D(uj, Uk), for j, k E {a, 1,2, 3}, j =1= k. Note that here, D(U2' U3) acts on 
the space spanned by Uo, Ub U2, U3, whereas in (3.131), it acts on the span 
of Ub U2, U3. We define 7r; by 

(3.147) 
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1I';(K1) = iDOl, 1I';{K2) = iDo2, 1I';{Ka) = iDoa. (3.148) 

To show that 11'! is a representation of the Lorentz group, it is enough to 
check that it satisfies the commutation relations (3.133)-{3.137). To do this, 
we need the following generalization of the main identity (3.53). By use of 
polarization, we can rewrite this identity as 

D{x,y){a, b,c} = {D(x,y)a, b,c} - {a,D(y,x)b,c} + {a, b,D(x,y)c}, 
(3.149) 

which is equivalent to 

D(x,y)D(a, b)c = D(D(x,y)a, b)c - D(a, D(y, x)b)c + D(a, b)D(x,y)c. 

This implies that 

[D(x,y),D(a, b)] = D(D(x,y)a, b) - D(a,D(y,x)b). (3.150) 

Using this identity and the TeAR relations (3.14)-(3.16), it is easy to 
verify the commutation relations. For example, 

An additional example is 

It is straightforward to check the remaining relations. Thus, 11'! is a represen­
tation of the Lie algebra of the Lorentz group into dinv (S4). 

The representation of the Lorentz group by elements of Dinv (S4) is ob­
tained by taking the exponent of the basic elements of 11'!. For example, 
exp(cp1l'!(Kt)) with respect to the basis {Uo, Ul, U2, us} is, by use of (3.140), 

( 
coshcp isinhcp 0 0) 

( 4(K)) = -i sinh cp cosh cp 0 0 
exp cp1l's 1 0 0 1 0 . 

o 0 01 

(3.151) 

Similarly, we have 
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3.5.6 Invariant subspaces of 7r! 
Unlike the representation 7r:, which is onto dinv (S3), the representation 7r; 
is not onto dinv (S4). This follows from the fact that dinv (S4), which is 
identical to A4 (C), is of complex dimension 6, while the Lorentz group is 
of real dimension 6. Therefore, we want to find a subspace Ml of S4 which 
is invariant under the representation 7r;. Then the representation of the Lie 
algebra of the Lorentz group is by elements of dinv (S4), which are vector 
fields generating flows on S4 that preserve the determinant and map the 
subspace Ml into itself. 

It is easy to check that the subspace 

Ml = {(xO,x1,x2,x3) = xYuy E S4: xO E R, x\x2,X3 E iR} (3.152) 

is invariant under 7r;. To see this, it is enough to check that the maps 
exp(cp7r;(Jk)) and exp(cp7r;(Kk)), for k = 1,2,3, keep Ml invariant. We can 
attach the following meaning to the subspace M1. Let M be the Minkowski 
space representing the space-time coordinates (t, x, y, z) of an event in an 
inertial system. Define a map tJi : M -t Ml by 

tJi(t, x, y, z) = ctuo - iXUl - iYU2 - izu3' (3.153) 

We use the minus sign for the space coordinates in order that the resulting 
Lorentz transformations will have their usual form. Note that 

where s is the space-time interval. 
Any map T E Dinv (S4) which maps Ml into itself generates an interval­

preserving map 

(3.154) 

from M to M. Thus, any map T from 7r; generates by (3.154) a space-time 
Lorentz transformation. For example, if T = eXPCP7r;(K1), then 

( 
coshcp c 1 sinhcp 0 0) (t) 

A(t ) = csinhcp coshcp 00 x 
,x, y, zOO 1 0 y' 

o 0 01 z 

which is the usual Lorentz space-time transformation for the boost in the 
x-direction, where tanh cp = v / c, and v is the relative velocity between the 
systems. Conversely, any space-time Lorentz transformation A generates a 
transformation T = tJi AtJi-1 on Ml which can be extended linearly to a map 
on S4 which belongs to 7r;. Thus, the usual Lorentz space-time transformation 
is equivalent to a representation 7r;, and 7r; can be considered as an extension 
of the usual representation of the Lorentz group from space-time to S4. 



3.5 The Lorentz group representations on sn 137 

In addition to the subspace MI , the representation 71'; preserves the sub­
space 

which is complementary to MI' We can attach the following meaning to the 
subspace M 2 • Let M be the Minkowski space representing the four-vector mo­
mentum (PO,PI,P2,P3) = mo(CJ, ')'v), where mo i~ the rest-mass and (')', ,),v/c) 
is the four-velocity of the object. Define a map l[/ : M --t M2 by 

(3.156) 

Note that 

is invariant under the Lorentz transformations. 
Any linear map T on S4 which maps M2 into itself generates a map 

(3.157) 

from M to M. If T E Dinv (S4), then the map TIM is a Lorentz transforma­
tion on the four-vector momentum space. Thus, any map T from 71'; generates 
a Lorentz transformation on the four-vector momentum space. For example, 
if T = exp(cp7l';(Kd), then A:= TIM = exp(cp7l';{Kd)IM is 

(
PO) (COShCP sinhcp 00) (PO) A PI = sinhcp coshcp 0 0 pl. 
P2 0 0 10 P2 
P3 0 0 01 P3 

(3.158) 

Conversely, any four-vector momentum Lorentz transformation A generates a 
transformation T = iP XiP-1 on M2 which can be extended linearly to a map 
T on S4 which belongs to 71';. Thus, the usual Lorentz four-vector momentum 
transformation is equivalent to a representation 71';, and 71'; can be considered 
as an extension of the usual representation of the Lorentz group from four­
vector momentum space to S4. 

3.5.7 Transformation of the electromagnetic field tensor under 7r! 
We can now use (3.157) to define the restriction of the generator of a boost 
71';(Kd in the x-direction on the four-momentum space M. We have 
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In matrix notation, we get 

( PO) (0 100) (PO) 7r4(K )1_ PI = -1000 Pl. 
s I M P2 0 000 P2 

P3 0000 P3 
Thus, 7r;(KI )IM acts like the electromagnetic tensor for an electric field in 
the x-direction. Such a field generates a boost in the x-direction. 

A similar calculation for 7r;(JdIM gives 

( PO) (00 0 0) (PO) 4(J )1_ PI = 00 0 0 PI 
7rs I M P2 00 0 1 P2' 

P3 00-10 P3 
which is the action of the magnetic field. Thu;!.he electromagnetic strength 
tensor F for an electromagnetic field E, B on M is represented by 

This is very natural, since the electric field generates boosts and the magnetic 
field generates rotations. 

We are now able to obtain the transformation of the electromagnetic 
strength tensor F under the Lorentz transformations A on the four-vector 
momentum. The transformation of this tensor can be calculated by use of 
the formula 

F' = AFA- I , 

which stems from the following commutative diagram: 

F -M2 -----t M2 

F' -M2 -----t M2 

(3.160) 

Thus, for example, let A = eXPCP7r;(KdI M be the boost in the x-direction 
with speed v, and set tanhcp = vic. Then, by use of (3.158), the electromag­
netic field tensor F' after the boost is 

(
0 Ei E~ E~) 

-Ei 0 cB~ -cB~ _ 
-E~ -cB~ 0 cBi -
- E~ cB~ -cBi 0 
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(
cosh rp sinh rp 00) 
sinh rp cosh rp 0 0 

o 0 10 
o 0 01 

( 
0 EI E2 E3) (COShrp - Sinhrpoo~ 

- EI 0 eB3 -eB2 - sinh rp cosh rp 00 
- E2 -eB3 0 eBI 0 0 10· 
-E3 eB2 -eBI 0 0 0 01 

This coincides with the transformation of the electromagnetic field strength 
given by (3.144) and (3.145). 

3.5.8 The relativistic phase space 

In classical mechanics, we use the phase space, consisting of position and 
momentum, to describe the state of a system. The results from the pre­
vious subsection suggest that 84 can serve as a relativistic analog of the 
phase space (by representing space-time and four-momentum on it). Note 
that any relativistically invariant multiple of four-momentum can be used 
instead of four-momentum. For instance, we may use four-velocity instead of 
four-momentum. 

In order to allow transformations under which the subspaces MI and M2 
are not invariant, we have to multiply the four-momentum by a universal 
constant that will make the units of MI equal to the units of M2. Therefore, 
we propose two embeddings of the relativistic phase space 8 4 : 

1) The space-momentum embedding: 

(ct + c;iE/e)uo + (C;PI - iX)UI + (C;P2 - iY)U2 + (C;P3 - iZ)U3, 

where the universal constant c; transforms momentum into length. 
2) The space-velocity embedding: 

ii(t, x, y, z", ,vI/e, ,V2/e, ,V3/e) = 

where the universal constant tV transforms velocity into length. 

(3.161) 

(3.162) 

We now explain the physical meaning of the tripotent U = 0.5(uo + iUI) 
in the range of n. Since for any A of modulus 1, AU is also a tripotent, the 
coordinates of AU satisfy 

ct + c;iE/e = -i(C;PI - ix), y = Z = P2 = P3 = o. 

This implies that ct = -x and E/e = -Pl. Since E = mo,c2 and p = mo,v, 
the second equation becomes e = -VI. This is also consistent with the first 
equation. Thus, the minimal tripotent U = O.5(uo + iUI) and, similarly, the 
minimal tripotent u: = O.5(uo - iUI), orthogonal to u, represent particles 
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moving in the direction of the x-axis with velocity =fe, respectively. Such 
particles have rest-mass mo = 0 and spin 0, and their momentum is expressed 
in terms of their wavelength. Thus, 

0.5(uo ± iUl) ===? mo = 0, x = =fct, Pl = =fE/e, y = z = P2 = P3 = O. 
(3.163) 

Consider now the minimal tripotent U = 0.5(U2 + iU3) in the range of n. 
The coordinates of this tripotent satisfy 

C;P2 - iy = -i(C;P3 - iz), t = E = Pl = X = O. 

This implies that C;P2 = -z and C;P3 = y. Since p = mo"{v = mo ~~, the 
state corresponding to u describes a rotation about the x-axis with constant 
angular velocity. This state behaves like a particle in a magnetic field in the 
x-direction. But in this case, the meaning of t = E = 0 is not clear. Perhaps 
this state must be considered as a limiting state. 

The representation 7r! of the Lorentz group has several advantages over 
7r~. In general, a representation of the Lorentz Lie algebra consists of gener­
ators of rotations, interpreted as magnetic fields, and generators of boosts, 
interpreted as electric fields. As we saw in Chapter 1 (1.106), page 39, electric 
and magnetic fields commute if and only if they are parallel. This implies that 
the representations of Kk and Jk must commute for each k. Commuting, in 
general, is described mathematically by orthogonality. Thus, it is preferable 
to represent the Lie algebra of the Lorentz group by a rank 2 symmetric do­
main, which is a spin factor. Only for dimension 4 is the Lie algebra dinv (8n ) 

a spin factor. Moreover, under the representation 7r!, for any direction, the 
generator of a rotation about this direction and the generator of a boost in 
this direction, defined by (3.147) and (3.148), are orthogonal tripotents. In 
the next section, we will encounter yet another advantage of 7r!: modelling 
spin 1/2 particles on 8 4 . 

3.6 Spin-~ representation in dinv (84 ) 

3.6.1 The representation 7r+ on 8 4 

The elements Djk from dinv (84), together with the triple product (3.111), 
form a spin grid, defined earlier on page 122. For example, the elements 
(DOl, D02 , D23 , D3l) form one of the odd quadrangles of this grid. For ele­
ments of an odd quadrangle, one may define a "sharp" operation which sends 
each minimal tripotent to its orthogonal one. If we choose a TeAR basis in 
the spin factor dinv (84), then this operation is complex conjugation, since in 
a TCAR basis, the complex conjugate of a minimal tripotent is an orthogonal 
minimal tripotent. The sharp operation is defined as follows: 
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D~1 = D23 , D~2 = D3b D~3 = D12 , D~3 = D01 , D~1 = D02 , D~2 = D03 

and is then extended to all of dinv (84 ) conjugate linearly. 
Under the representation 71":, constructed in the previous section, 71": (J k) 

and 7I":(Kk) are minimal tripotents of dinv (84). Recall that equation (3.114) 
transforms a spin grid, which consists of minimal tripotents, into a TeAR 
basis, which consists of maximal tripotents. In a similar way, we now use the 
conjugation" to construct, from 71";, two representations 71"+ and 71"-, of the 
Lorentz group using maximal tripotents. The representation 71"+ is defined to 
be the self-adjoint, or real part of 71"; on J1 , h, J3 with respect to ", and the 
skew-adjoint, or imaginary part, of 71"; with respect to " on KI, K 2 , K 3 • To 
be precise, we define 

Note that 7I"+(Kk) = i7l"+(Jk) for k = 1,2,3. 
For example, the matrices of 71"+ (J1), 71"+ (J2) and 71"+ (J3) in the basis 

Uo, U1, U2, U3 are the following multiples of 4 x 4 orthogonal matrices: 

( 
0 1 0 0) + 1 1 -10 0 0 

71" (J1) = "2(D01 + D23 ) = "2 0 0 0 1 ' 

o 0 -10 

( 
0 01 0 ) 

+ 1 1 0 00-1 
71" (J2) = "2 (D02 +D31) ="2 -100 0 ' 

o 10 0 

( 
0 0 01) + _1 _1 0 010 

71" (J3)-"2(Do3+D12)-"2 0 -100 . 

-1 0 00 

In order to check that 7I"+(Jk) satisfy the commutation relations (3.133), 
we calculate the multiplication table for these elements. Direct calculation es­
tablishes Table 3.3 for 7I"+(Jk). The constant! is necessary if 71"+ is to satisfy 
the commutation relations (3.133). Since 7I"+(Kk) = i7l"+(Jk), the commuta­
tion relations (3.134)-(3.137) also hold, and so 71"+ is a representation of the 
Lorentz group. Note that for the representation 1f:, the generators of the Lie 
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27r-t-(JI) 27r-t-(h) 27r-t-(J3) 
27r-t-(Jl) -J -27r-t-(J3) 27r-t-(h) 
27r+(h) 27r+(h) -J -27r+(JI) 
27r+(h) -27r+(h) 27r+(1I) -J 

Table 3.3. Multiplication table for 7r+(Jk) 

algebra of the Lorentz group are minimal tripotents, while for the represen­
tation 7r+, the generators are maximal tripotents in dinv (S4). From Table 
3.3 and the fact that 7r+(A)* = -7r+(Jk), it follows that 

{27r+ (J1)' 27r+(J1), 27r+(h)} = 

27r+(Jt) . 27r+(Jt)* . 27r+(h) + 27r+(J2)' 27r+(J1)* .27r+(J1) = 27r+(J2) 
2 

and 

Similar identities hold for the other indexes. Thus, the elements 

(3.164) 

as elements of the spin factor dinv (S4) = A4 (C). 
Notice also that 7r+ (Jt) , 7r+(J2), 7r+(J3) each have two distinct eigenval­

ues, namely ±!. Note that if j denotes the spin value of a representation, 
then the number of distinct eigenvalues is 2j + 1. In the above representation, 
then, we have j = 1/2, implying that this is a spin! representation. This 
is confirmed also by direct calculation of the exponent of the generators of 
rotations. Since 7r+(Jk) = -V' the matrix exponent, defined by (3.140), is 

For e¥IDple, the matrix of the operator R3(cp) = exp(cp7r+(J3)) in the TeAR 
basis {uo, Ut, U2, U3} is 

( 
cos~ 0 0 Sin~) 

+ 0 cos~ sin~ 0 
R3(cp) = exp(cp7r (J3)) = 0 '!2.!2. 0 . -S1ll 2 cos 2 

-sin!2. 0 0 cos!2. 2 2 

This shows that the angle of rotation in the representation is half of the 
actual angle of rotation. 
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3.6.2 Invariant subspaces of 1t'+ 

We will show now that the representation 11'+ is a direct sum of two copies 
of the standard spin ~ representation in terms of the Pauli spin matrices Uk, 

k = 1,2,3. To do this, it suffices to identify the invariant subspaces under 
the action of the rotations (exponents of 1I'+(Jk)) and boosts (exponents of 
1I'+(Kk)) under this representation. Since 1I'+(Kk) = i1l'+(Jk), it suffices to 
consider only the restriction of 11'+ to rotations exp(1I'+(Jk))' Moreover, since 
(1I'+(Jk))2 = -1, the exp(1I'+(Jk)) belongs to the linear span of 1 and 1I'+(Jk) 
for k = 1,2,3. Thus, it is enough to find the subspaces of S4 which are 
invariant under all 11'+ (Jk). 

Let us replace the TCAR basis uo, UI, U2, U3 in S4, which consists of 
maximal tripotents, with a basis VI, V2, V -I, V -2 of minimal tripotents which 
form an odd quadrangle, as in section 3.3.6. This basis is defined by 

V±1 = 0.5(uo ± iU3), V±2 = 0.5(U2 ± iut). 

Using the definition of 1I'+(Jk) and the TCAR relations (3.14)-(3.16), we get 

1I'+(J1)V±1 = ~(D01 +D23 )(UO ± iU3) = ~(-U1 ±iU2) = ±~iV±2' 

Thus, in the basis VI, V2, v -I, V -2 of minimal tripotents, the matrices of 
1I'+(Jk) are 

(
0 i 0 0) + 1 iOO 0 

11' (J1) = 2 0 0 0 -i ' 
00 -i 0 
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( 
0 1 0 0) + _ 1 -10 0 0 

1r (J2 ) - "2 0 0 0 1 ' 

o 0 -1 0 

(
i 0 0 0) + _ 1 0 -i 0 0 

1r (h) -"2 0 0 -i 0 . 

o 0 0 i 

This shows that the following two subspaces 

Y1 = SpdVl. V2} and Y2 = SpdV-1' V-2} 

are invariant under the representation 1r+. Note that from section 3.5.8, it 
follows that Y1 and Y2 represent differently polarized states in parallel electric 
and magnetic fields in the z-direction. 

As we have seen, the representation 1r+ leaves the two two-dimensional 
complex subspaces Y1 and Y2 invariant, and thus we obtain two two-dimen­
sional representations of the Lorentz group. These representations are related 
to the Pauli matrices as follows: 

+( )1 - 1 (0 i) _ . 
1r J1 Y1 -"2 i 0 - 2111, 

+ ( ) 1 - 1 ( 0 -i) _ . 
1r J1 Y2 -"2 -i 0 - -20'1' (3.165) 

Similarly, 

+( )1 - +( )1 - 1 ( 0 1) _ . 1r h Y1 - 1r J2 Y 2 -"2 -1 0 - 20'2, (3.166) 

and 

+( )1 _1(i 0)_. 
1r h Y1 -"2 0 -i - 20'3, 

+( )1 - 1 (-i 0) _ . 
1r J3 Y 2 - "2 ° i - -20'3· (3.167) 

Hence, 1r+ defines the usual spin ~ representation on the subspace Y1 

via the Pauli matrices. This means that 6 VI + 6V2 forms a spinor. On 
the subspace Y2 , the representation 1r+ acts by complex conjugation on the 
usual spin ~ representation. Hence 'TI1V-1 +1]2V-2 forms a dotted spinor. This 
is similar to the action of the Lorentz group on Dirac bispinors, and so the 
basis {VI, V2, V-I, V-2} of S4 can serve as a basis for bispinors. Note that the 
TeAR basis {uo, U1, U2, U3}, on the other hand, is a basis for four-vectors. 
For a possible interpretation of the basis in Y1 , Y2 , see section 3.5.8. 

3.6.3 The representation tr-

In addition to the representation 1r+ on S4 by maximal tripotents in dinv(S4), 
we define a related representation 1r-, which is the skew-adjoint part of 1r; 
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with respect to " on J1, J2, J3 and the self-adjoint part of 11": with respect to 
"on K1,K2 ,K3. Thus, 

14 4 U 14 4 U 1I"-(Jk) = 2(1I"s(Jk) -1I"s(Jk)), 1I"-(Kk) = 2(1I"s(Kk) + 1I"s(Kk) ). 

As for 11"+, we have 1I"-(Kk) = i1l"-(Jk) for any k = 1,2,3. The connection 
between the representations 11"+ and 11"- is the same as obtained on the elec­
tromagnetic tensor by lowering the indices (see [51]). 

The matrices Of1l"-(JI),1I"-(h) and 1I"-(J3) in the basis Uo, UI, U2, U3 are 

(
00-10) _ 1 1 00 0 -1 

11" (J2) = 2(D31 - D02 ) = 2 10 0 0 ' 

01 0 0 

(
0 0 0 -1) _ 1 10010 

11" (J3) = 2(D12 - D03 ) = 2 0 -1 0 0 . 

1 000 

Comparing these matrices with the corresponding matrices for the represen­
tation 11"+ from section 3.6.1, we see that 11"- can be obtained from 11"+ by 
space inversion or by time inversion. Conversely, 11"+ can be obtained from 
11"- by space or time inversion. 

The operators 11"- (Jk) have a multiplication table similar to Table 3.3. 
Thus, the 1I"-(Jk) satisfy the commutation relations (3.133). The commuta­
tion relations (3.134)-(3.137) hold also for 11"-. Hence, 11"- is a representation 
of the Lorentz group. Also here, the elements 

{211"- (JI), 211"- (J3), 211"- (J3)} satisfy TCAR, 

as elements of the spin factor dinv (84 ) = A4 (C). Moreover, 

{211"+(JI), 211"+ (J2), 211"+ (J3), 211"- (Kd, 211"- (K2 ), 211"- (K3)} 

is a TCAR basis of dinv (84 ) = A4 (C). 

(3.168) 

(3.169) 

3.6.4 The representation 1r- in the basis of minimal tripotents 

Let us represent the matrices of 1I"-(Jk) in the basis of minimal tripotents 
v ±l, V ±2 defined above. To do this, we have to calculate the action of these 
matrices on this basis. Modifying the calculations in section 3.6.2, we obtain 
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Hence, the two subspaces 

Y1 = SPdV-2' vd and Y2 = SpdV-1' V2} 

are invariant under the representation n-. Note that Yb Y2 are obtained 
from the same spin grid that was used for defining the invariant subspaces 
Y1, Y2 of the representation n+. In both cases, the invariant subspaces are 
obtained by partitioning the set of four elements of the spin grid into two 
pairs of non-orthogonal tripotents. Both possible partitions are realized in 
the representations n+ and n-. 

In the basis Vb V2, V -1, V -2 of minimal tripotents, the matrices of n- (Jk) 
become 

(
0 0 0 i) _ 1 0 0 -i 0 

n (Jd =:2 0 -i 0 0 ' 

i 0 0 0 

(
0 0 0 -1) _ 1 0 0 1 0 

n (h) =:2 0 -1 0 0 ' 
100 0 

(
-i 0 00) _ 1 0 -i 0 0 

n (h) = :2 0 0 i 0 . 

o 0 0 i 

The representation n- is also ~ spin t representation. The restriction 

of n- to the invariant subspaces Y1 and Y2 leads to the same Pauli spin 
matrices as in (3.165)-(3.167). Thus, the representation n- is a direct sum of 
two complex conjugate copies of the spin ! two-dimensional representation 
given by the Pauli spin matrices. Hence, n- is a representation of the Lorentz 
group on the Dirac bispinors. 

By direct verification, we can show that the commutant of {n+(Jk) : 
k = 1,2, 3} is spd{n- (Jk) : k = 1,2, 3} U {I}], which, when restricted 
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to real scalars, is a four-dimensional associative algebra isomorphic to the 
quaternions. This can be seen by examining the multiplication Table 3.3. 
The commutant of {1I"-(Jk) : k = 1,2, 3} is spd{1I"+(Jk) : k = 1,2, 3} U {I}], 
which is also, after restriction to real scalars, isomorphic to the quaternions. 
Thus, the two representations 11"+ and 11"- commute. 

The above construction of the representations 11"+ and 11"- from the rep­
resentation 11"; can also be done via the Hodge operator, also called the star 
operator. Borrowing the definition from the theory of differential forms, we 
define 

where {j, k, l, m} = {O, 1,2, 3}j gpq is the Lorentz metric: gOO = 1, gkk = -1 
for k = 1,2,3, and gpq = 0 if P t= qj and fjklm is the signature of the 
permutation (j, k, l, m) 1--+ (O, 1, 2, 3). Specifically, 

The representation 11"+ is then the skew-adjoint part of 11"; with respect to 
the Hodge operator, and the representation 11"- is the self-adjoint part of 11"; 
with respect to the Hodge operator. 

3.6.5 Action of the representations 11"+ and 11"- on dinv (84 ) 

We now lift the representations 11"+ and 11"- from 54 to an action on dinv (54), 
which can be identified with the spin factor 56. For a basis, we choose the 
TeAR basis given by (3.169). 

Fix an action A on 54. For any linear operator T on 54, we define, as in 
(3.160), a transformation 4>{A) by 

4>{A)T = ATA-1. 

From the definition of Dinv (54), it follows that if A, T E Dinv (54), then also 
4>{A)T E Dinv (54). 

We define the action of the rotations of 11"+ on dinv (54) by Rk (I.{) = 
4> {exp {I.{)1I"+ (Jk))). Similarly, we define the action of the boosts of 11"+ on 
dinv (54) by Bk{I.{) = 4>{exp{I.{)1I"+{Kk))). With respect to the basis (3.169) 
of dinv (84), we get 

(
1 0 0 0) R = 0 cosl.{) sinl.{) 0 

1{I.{) O-sinl.{)cosl.{)0 ' 
o 0 0 13 
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(
1 0 0 0) B _ 0 cosh<p isinh<p 0 

1 ( <p) - 0 -i sinh <p cosh <p 0 ' 
o 0 0 13 

(

COS <p 0 - sin <p 0 ) 
R = 010 0 

2 ( <p ) sin <p 0 cos <p 0 ' 

o 0 0 h 

(
cosh <p 0 -i sinh <p 0 ) 

B = 0 1 0 0 
2 ( <p ) i sinh <p 0 cosh <p 0 ' 

o 0 0 h 

( 

cos<p sin<p 0 0 ) 
R ( ) = - sin <p cos <p 0 0 

3<P 0 010' 
o 0 Oh 

(
cosh <p i sinh <p 0 0 ) 

B ( ) = -i sinh <p cosh <p 0 0 
3<P 0 0 10 . 

o 0 Oh 

This coincides with the spin 1 representation 7r~ from section 3.5.3 on the spin 
factor S3, which is the complex span of {7r+ (J1), 7r+( h), 7r+ (h)} E dinv (S4). 

3.7 Summary of the representations of the Lorentz 
group on S3 and S4 

Let us summarize the various representations of the Lorentz group on the 
spin factors S3 and S4. It is important to understand the function of the 
minimal and maximal tripotents under each representation. We will also give 
a possible interpretation for the pure states represented by norm 1 function­
als corresponding to minimal tripotents. Since for any k, the generator of 
rotation Jk commutes with the generator of boosts Kk, there are two ways to 
represent them on dinv(Sn). The first one, based on results of section 3.4.2, 
is to represent them by a pair of orthogonal minimal tripotents. The other 
way is to define 7r(Kk) = i7r(Jk)' 
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3.7.1 1r! 
The representation 71'~ is a representation of the action of the Lorentz group on 
S3. The generators of this representation are elements of dinv(S3) = A3(C), 
which as a space is equal to C3. The triple product is that of a domain of 
rank 1, of type I, corresponding to 1 x 3 complex matrices. The generators 
of rotation are represented by the basis elements of A3(C). For example, 
71'~(Jl) = D23 and 71'~(Kl) = i7l'~(Jl)' We can associate with the elements of 
S3 an electromagnetic field strength F = E + icE, and the Lorentz group 
properly transforms the components of the field under rotations and boosts. 
A choice of a TCAR basis in S3 corresponds to the choice of the space axes. 
The real part of the decomposition with respect to this basis is related to 
the strength of the electric field, while the complex part of the decomposition 
is related to the strength of the magnetic field. The extreme points of the 
state space (unit ball of the dual ball) correspond to helicity eigenstates of a 
photon. 

3.7.2 1r! 
The representation 71': is a representation of the Lorentz group on S4. The 
generators of this representation are elements of dinv(S4) = A4(C) = S6. 
The factor S4 is the only one among the spin factors sn for which the space 
dinv(Sn) is also a spin factor. This allows us to define different representations 
for the generators of the Lorentz group, based on two types of bases in S6 -
the TCAR basis and the spin grid. 

The representation 71'; represents the generators of the Lorentz group by 
minimal tripotents from a spin grid in dinv(S4) = S6. For example, 71':(Jl) = 
D23 and 71'i(K1 ) = iDOl' This representation has two invariant subspaces Ml 
and M 2 , each of which can be associated with four-vectors. The restriction 
of the representation to the invariant subspaces acts in the same way as the 
Lorentz group acts on four-vectors. For example, if we interpret Ml as the 
space-time continuum, then the restriction of 71'; to Ml is the usual Lorentz 
space-time transformations. 

Similarly, we may interpret M2 as four-momentum. In this case, the 
restriction of 71'; to M2 is the usual Lorentz transformations of the four­
momentum, and we can interpret the real span of the generators of the group 
as the electromagnetic field tensor. We propose to interpret S4 as the rela­
tivistic phase space, by representing space-time in Ml and four-momentum 
in M 2 • At this point, the meaning of the pure states in this representation is 
not so clear. 

Another possibility is to add to the four-momentum description on one 
invariant subspace an analog of a four-angular-momentum on the other in­
variant subspace. In this case, the conserved quantity would be J2, which is 
a function of the spin of the particle and the zero-component connected with 
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the angular energy of the particle. This interpretation corresponds to the in­
terpretation of electromagnetic field strength F = E + icB, where E is the 
generator of the changes of momentum, and B is the generator for angular 
momentum changes. 

3.7.3 7r+ and 7r-

The representations 11"+ and 11"-, like 11";, are representations of the Lorentz 
group on S4. The generators of the representation 11"; are minimal tripotents 
in dinv(S4) = S6. The generators of the representations 11"+ and 11"- are 
also represented by tripotents of dinv( S4) = S6, but they each use only 
three out of the six elements of a TeAR basis, which consists of maximal 
tripotents. For example 1I"+(J1) = ~(D23+D01) and 1I"-(J1) = ~(D23-D01). 
For any k = 1,2,3, we have 1I"±(Kk) = i1l"±(Jk). Switching between the 
representations 11"+ and 11"- is equivalent to space or time reversal. 

Both representations 11"+ and 11"- have two two-dimensional invariant sub­
spaces. To describe these subspaces, one selects a spin grid basis in S4, con­
sisting of minimal tripotents. The invariant subspaces are the span of two 
non-orthogonal tripotents of the grid. There are two possible ways to parti­
tion the grid into two such pairs. For each of the two representations, one 
of the partitions is invariant. We have seen that the action of 11"+ and 11"­

on the invariant subspaces is the action of the Lorentz group on spinors or 
dotted spinors. This implies that the space S4 with the spin grid basis can 
be considered as the Dirac bispinors representing the relativistic state of an 
electron, while the representations 11"+ and 11"- properly represent the action 
of the Lorentz group, including space inversion, on the Dirac bispinors. 

The representations 11"+ and 11"- on S4 induce an action on dinv(S4) = S6. 
The latter can be decomposed into two subspaces, each of them equal to 
S3, which are related by space reversal. Both representations induce spin 1 
representations on each of these subspaces. More precisely, the group acts 
on each subspace like the representation 11"~, which is the way the Lorentz 
group acts on the electromagnetic field strength F = E + icE. Thus, for 
instance, we can use this space to represent the state of a photon. A major 
advantage to our approach is that one mathematical object can be used to 
represent both spin 1 and spin 1/2 particles and can thus serve as a model 
for supersymmetry. 

Another interesting observation is that adding an additional symmetry 
with respect to the Hodge operator (or the sharp operation) to the represen­
tation 11";, which is an extension to S4 of the regular Lorentz group representa­
tion on four-vectors, leads to the representations 11"+ and 11"- on the bispinors. 
It will be interesting to find the physical meaning of this observation. 
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3.8 Notes 

The complex spin factor as a bounded symmetric domain was introduced 
be E. Cartan [12]. Another approach to the spinors, which is closer to the 
one used in this chapter, can be found in Dirac [17]. The connection of the 
spin domain and the triple product can be found in [69]. The possibility of 
embedding the spin factor as operators on a Hilbert space is described in [7] 
and [8]. 

The approach presented in this chapter is further development of the 
results of [37], which is a continuation of [15]. 



4 The classical bounded symmetric domains 

The definition of bounded symmetric domains is geometric in nature and 
does not seem, at first glance, to be connected to the category of operators 
on Hilbert spaces. Nevertheless, we have already seen in the previous chapter 
that the spin factor has certain properties found in operator spaces, such 
as spectral decomposition, representation by Pauli matrices, and Peirce de­
composition. Surprisingly, most BSDs are unit balls of operator spaces. Such 
domains are called classical domains. They provide a familiar setting in which 
to introduce some of the more abstract concepts connected with BSDs. 

This chapter introduces the three "classical" bounded symmetric domains 
- types I, II and III of the Cartan classification. Some authors include the 
spin factor (Cartan type IV) among the classical BSDs, but we have treated 
the spin factor separately, since it differs from types I, II and III in both its 
underlying set and its triple product. 

Type I, II and III BSDs can each be realized as a unit ball (in the operator 
norm) of a subspace of L(H, K), the space of all bounded linear maps between 
two Hilbert spaces H and K. Harris and Potapov discovered that these unit 
balls, are, in fact, BSDs. Note that L(H, K) does not admit a binary product 
unless H = K. Moreover, even when H = K and there is a binary product, 
type II and III domains are not closed under this product. In other words, the 
binary product of two elements of the domain is not necessarily an element 
of the domain. The triple product, on the other hand, does not have either of 
these shortcomings. It can be defined even in the general case H #- K, and 
type II and III domains are closed under this product. In this chapter, we 
will study subspaces of L(H, K) which are closed under the triple product. 
These are called JC*-triples. 

In quantum mechanics, the set of observables is represented by self-adjoint 
operators on a Hilbert space. The state space of a quantum system is the pre­
dual of this space. Hence, we are interested in studying the non-commutative 
geometry of these domains. The geometric structure of the state space is re­
lated to the measuring process for quantum systems. However, in order to be 
able to define a binary structure on the set of observables, one must intro­
duce an order on this set. If the existence of an order is not justified by the 
physical reality, then assuming closure under a binary operation will lead to 
non-physical consequences. On the other hand, for the definition of the triple 
product, we do not need order. We need only geometry. 
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In this chapter, we use ideas from Transmission Line Theory (TLT) to 
show that the classical domains are bounded symmetric domains. TLT studies 
the transformation of signals in a transmission line with two inputs and two 
outputs. The theory treats the line as a linear black box. Analysis of the 
line provides explicit formulas for the analytic automorphisms of the domain 
which map the origin of the domain to any other given point. 

Transmission Line Theory is similar to scattering theory in Quantum Field 
Theory. In scattering theory, the inputs consist of the states of particles before 
interaction and are considered to be elements of a complex Hilbert space. 
The inputs are transformed by an interaction, considered as a black box, 
into output states. Also in this case, it is natural to consider two types of 
Hilbert spaces H and K. For example, the Hilbert space H may be used 
to represent bosons, while K represents fermions. Another possibility is to 
have H represent states of particles and K represent antiparticles. As in 
Transmission Line Theory, the S-matrix is assumed to be linear and even 
unitary. Until now, we are not aware of any use of the fact that the existence 
of such a transformation establishes the homogeneity of the domain associated 
with the above model. 

In this chapter, we will also study the Peirce decomposition for JC*­
triples. This provides a model of filtering projections in the quantum mea­
suring process. We will define functions of operators in L(H, K) and describe 
their derivatives, which are needed for perturbation theory. We will describe 
the geometry of the unit ball of both a JC* -triple and its dual. We will also 
define a natural basis for the classical domains and, for the infinite dimen­
sional case, define the type of closure needed to ensure that the closure of the 
span of the basis is the entire domain. 

4.1 The classical domains and operators between 
Hilbert spaces 

4.1.1 Definition of the classical domains 

Let H and K be finite or infinite-dimensional complex Hilbert spaces, en­
dowed with the usual Euclidean norm, denoted by I . I. Let a be a linear map 
from H to K. As usual, we define the operator norm of a by 

Iiall = sup{la(~)I: ~ E H, I~I ::; I}. (4.1) 

We say that a is bounded if Iiall < 00. We denote by L(H, K) the space of 
all bounded linear operators from H to K, with the above operator norm. In 
the particular case H = K, we write L(H) instead of L(H, H). 

A Type I domain is the unit ball 

Dl = {a E L(H, K) : Iiall ::; I} (4.2) 
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of L(H, K). In the finite-dimensional case, where, say, dimH = n and 
dim K = m, we can identify a E L(H, K) with an m x n complex matrix 
by choosing an orthonormal basis in each Hilbert space. Hence, the dimen­
sion of L(H, K) is m· n. 

The domains of type II and III are subspaces of L(H). To define these 
domains, we need the idea of conjugation. A conjugate-linear map Q : H -+ H 
is called a conjugation if IIQII ~ 1 and Q2 = I, the identity map on H. Let 
Q be a conjugation on H. For a E L(H), we define at E L(H) by 

at = Qa*Q, (4.3) 

where a* is the operator adjoint to a. Recall that the adjoint a* of an operator 
a E L(H, K) is defined as an operator a* E L(K, H) such that 

(4.4) 

for all ~ E H, 'fJ E K. 
For the finite-dimensional case, if dim H = n and dim K = m, then, by 

choosing an orthonormal basis {e1, e2, ... , en} of H and {f1, f2' ... , fm } of K, 
we can identify any a E L(H, K) with an m x n complex matrix. The entries 
akj of this matrix are given by 

Then, from (4.4), the entries (a*)jk of the adjoint operator satisfy (a*)jk = 
akj, where the bar denotes complex conjugation. If H = K is a finite­
dimensional Hilbert space and Q is complex conjugation, the matrix of at 
is the transpose of the matrix of a. To see this, consider the case when H is 
of dimension 2. Then 

Thus, the matrix representing the operator at, defined by (4.3), is the trans­
pose of the matrix representing a. 

A Type II domain has the form 

D2 = {a E L(H) : at = -a, Iiall ~ I}, (4.5) 

and a Type III domain has the form 

D3 = {a E L(H) : at = a, Iiall ~ I}. (4.6) 

The domains D2 and D3 are the intersections of the domain Dl of L(H) with 
the subspaces 

E2 = {a E L(H): at = -a} (4.7) 
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and 

E3 = {a E L(H): at = a }, (4.8) 

respectively, where the transpose at is defined by (4.3) and depends on the 
conjugation Q. If Q is complex conjugation with respect to some basis and 
dim H = n, then the domain D2 of type II is the unit ball in the operator 
norm of the space An (C) of n X n complex antisymmetric matrices, while 
the domain D3 of type III is the unit ball in the operator norm of the space 
Sn (C) of n x n complex symmetric matrices. 

Note that the velocity ball Dv from chapter 1 is the real part of a type 
I domain, where H represents the time and K the space displacement of a 
motion with constant velocity. We showed that Dv is a BSD with respect to 
the group Autp(Dv) of projective automorphisms of Dv. For another example, 
take the unit ball D~,l in the space Mn,l (C) of all n x 1 matrices over C, 
which can be identified with L(C,cn), the linear maps from C to cn. It 
is a bounded symmetric domain with respect to the group Auta(D~,l) of 
analytic automorphisms of D~,l. In fact, as we will show in the next section, 
every Type I domain D is a bounded symmetric domain with respect to 
Auta(D). Note that Dv is the real part of the domain D~,l, and Autp(Dv) is 
the restriction of Auta(D~,l) to this real part. 

4.1.2 The JC*-triples 

The space L(H, K) is closed under the map a --+ aa*a. To see this, note first 
that aa*a maps H to K, as seen from the following diagram: 

a a* a H -----t K -----t H -----t K. 

Moreover, since the product of linear operators is linear and the product of 
bounded operators is bounded, the operator aa*a belongs to L(H, K). 

Note that since (ab*c)t = ctW)*at , both subspaces E2 and E3 are invari­
ant under the map a --+ aa* a. Thus, all three classical domains D1 , D2 and 
D3 are unit balls of a subspace E of L(H, K) which is closed under the map 
a --+ aa*a. 

A subspace E of L(H, K) which is closed under the map a --+ aa*a is called 
a JC* -triple. The name derives from the fact that any JC* -triple admits a 
triple product. Our next goal is to derive the triple product on a JC* -triple 
E. For any a, bEE and complex number A, the operator 

(a + Ab)(a* + Xb*)(a + Ab) E E. 

Expanding this expression, we get 

Since A is arbitrary, we must have 
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aa*b + ba*a E E and ab*a E E. 

From this, it follows that for any a, b, c E E and any complex number A, we 
have 

(a + Ab)(a* + Xb*)c + c(a* + Xb*)(a + Ab) E E, 

implying that the coefficient ab*c+cb*a of X also belongs to E. Thus, we have 
shown that the JC*-triple E ~ L(H, K) is closed under the map {.,.,.} : 
E x E x E -t L(H, K) defined by 

{ b } _ ab* c + cb* a 
a, ,c - 2 . (4.9) 

This map is called the triple product on the JC* -triple E. 
Since L(H, K) and E2 , E3 are JC* -triples, they are closed under the triple 

product (4.9). Therefore, for any pair of elements a, bEE, we can define the 
following two real linear maps from E to E. The first one, denoted by D(a, b), 
is also a complex linear map and is defined by 

ab*z + zb*a 
D(a,b)z= {a,b,z} = 2 . (4.10) 

We write D(a) instead of D(a, a). The second map, Q(a, b), is a conjugate 
linear map defined by 

az*b + bz*a 
Q(a,b)z = {a,z,b} = 2 . 

We write Q(a) instead of Q(a, a). Note, in particular, that 

Q(a)z = Q(a,a)z = {a,z,a} = az*a. 

4.1.3 The absolute value operator of a E L(H, K) 

(4.11) 

(4.12) 

The theory of self-adjoint operators is well known to physicists, since they 
represent observables of quantum systems. The theory of non-self-adjoint 
operators, however, has fewer applications and is less familiar to scientists. To 
be able to show that the classical domains are bounded symmetric domains, 
we need to review some of the basic theory of non-self-adjoint operators. If 
H -=I K, an operator a E L(H, K) cannot be self-adjoint. Nevertheless, using 
the triple product on L(H, K), we can still obtain results for non-self-adjoint 
operators similar to those for self-adjoint operators. 

Recall that a linear operator bE L(H) is positive if 

(b~I~) ~ 0 for all ~ E H. (4.13) 

If b is positive, then b* is also positive, since (b*~I~) = (~Ib*~) = (b~I~) ~ o. 
Note that a positive operator has non-negative spectrum. Let a E L(H, K). 
Since for any ~ E H we have 
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(a*~I{) = ({Ia*a{) = (a{la{) = la{1 2 ~ 0, 

the operator a*a E L(H) is a positive operator. 
It is well known that any positive operator b E L(H) has a spectral 

decomposition, defined as follows. For each 0::; A ::; Ilbll, define an orthogonal 
projectionp>.(b) from H onto a subspace H>.(b), with the following properties: 

{E H>.(b) =} (b{I{)::; A, (4.15) 

and 

H>.(b) is the maximal subspace safisfying (4.15). (4.16) 

The family of projections p>.(b) is called the spectral family of b. 
For any partition 0 = Ao < Al < ... < An = Ilbll, we define an integral 

sum 

n 

Sn = L Aj6jp>.(b), 
j=l 

where 6jP>.(b) = P>'j (b) - P>'j-l (b) is an orthogonal projection. Moreover, for 
any j =F k, we have 

(4.17) 

where t5j denotes the Kronecker delta. A family {6jp>.(b)} satisfying (4.17) 
is called an algebraically orthogonal family of orthogonal projections. It is 
obvious that Sn is a positive operator belonging to L(H). The limit of Sn as 
6A ----t 0 is equal to b, and we write 

[lIbll 
b = }>.=o Adp>.(b) . (4.18) 

Equation (4.18) is called the spectral decomposition of the positive operator 
b. 

If dim H < 00, the spectral decomposition becomes a discrete decompo­
sition 

(4.19) 

where Aj are the eigenvalues of b, and Pj is the orthogonal projection from H 
onto the subspace consisting of all Areigenvectors of b. Formula (4.19) also 
holds when dim H = 00, if the spectrum of b is discrete. 
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Fix a positive operator b with spectral decomposition (4.18). For any 
real-valued function f which is defined on the interval [0, Ilbll]' we define the 
operator f(b) E L(H) by 

[lIbll 
f(b) = J>.=o f(>.) dp>.(b). (4.20) 

This definition of a function of an operator is consistent with the operations 
on operators. For example, if p(x) is a polynomial in x, then feb) is equal to 
the operator pCb) obtained by substitution of b into the polynomial p. It is 
known that if f is positive on [0, Ilblll and monotone increasing, then 

Ilf(b)11 = f(llbll)· (4.21) 

We end this subsection with the definition of the absolute value operator. 
For any a E L(H,K), apply the function f(x) =.jX to the positive operator 
b = a*a and define 

lal = feb) = (a*a)1/2. (4.22) 

The operator lal is also positive and is called the absolute value operator of 
a. Note that if U E L(K) is a unitary operator, then 

lual = ((ua)*ua)1/2 = (a*u*ua)1/2 = (a*a)1/2 = lal. (4.23) 

In other words, left multiplication of an operator by a unitary operator does 
not change its absolute value. 

4.1.4 Polar decomposition in L(H, K) 

Let a E L(H, K). In order to define the polar decomposition of a, we have to 
define first its right and left supports. To do this, we first define the kernel 
of a, denoted ker a, by 

Hl = kera = {~E H: a~ = O}. 

Next, decompose H into a direct sum H = Hl EB H2. The summand H2 is 
called the right support space of a. We denote the orthogonal projection from 
H onto H2 by r(a). Any element ~ E H can be decomposed as ~ = 6 + 6, 
where 6 E Hl and 6 E H2. Then 

a~ = a(6 + 6) = a~l + a6 = a6 = ar(a)~, (4.24) 

which shows that a = area}. The projection rea) is called the right support 
projection of a. Note that rea} is the smallest projection satisfying a = a rea), 
where the order between projections is defined by inclusion of their images. 

The left support of a is defined similarly. First define the image of a, 
denoted 1m a, by 
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1m a = {a~ : ~ E H}. 

The orthogonal projection from K onto 1m a, denoted l(a), is called the left 
support projection of a. Since a~ = l (a )a~ for any ~ E H, we have 

a = l(a)a. 

Note that l(a) is the smallest projection satisfying this identity. 
For arbitrary ~ E H, using the self-adjointness of lal, we have 

It is easy to show that the image ii = {T/ = lal~ : ~ E H} of lal is dense in 
H2 • Thus, there is a unique map v E L(H, K) which vanishes on HI, and on 
H2 continuously extends the map 

v(T/) = a~ for T/ E H, T/ = lal~· 

From (4.25), it follows that v is an isometry from H2 , the support subspace 
of a, to the image 1m a of a and vanishes on the kernel HI of a. The map v 
is called the support tripotent of a. The decomposition 

a =vlal (4.26) 

is called the polar decomposition of a. 
Since, for any T/ E ii, we have IVT/I = IT/I, it follows that 

(T/IT/) = (vT/lvT/) = (T/lv*vT/). 

This implies that v*v is the identity on H and, by continuity, also on H 2 • 

From this, it follows that 

{v,v,v} = vv*v = v. (4.27) 

An operator v satisfying this identity is called a partial isometry and a tripo­
tent of the triple product (4.9). Thus, the polar decomposition decomposes 
an operator a into the product of a non-negative operator lal (its absolute 
value operator) and a partial isometry v (its support tripotent). 

Since v*v is the identity on H2 and vanishes on Hb the orthogonal com­
plement of H 2 , the map v*v is an orthogonal projection from H onto H 2 . 

Thus, 

a = av*v, v*v = r(a), 

where r(a) is the right support projection of a. Note that r(a) is both the 
right and left support of lal. Thus, 

v*vlal = lal ~ a = vial = vv*vlal = (vv*)vlal = vv*a, 
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implying that the left support 1 (a) of a is equal to vv*. 
From the polar decomposition, it follows that 

a(3) = {a, a, a} = vlallalv* vial = v lal3. (4.28) 

Since multiplication by an isometry v on the support r( v) does not change 
the norm, and since the function f(x) = x3 is positive and monotone on 
[0, II all], from (4.21) it follows that 

(4.29) 

This is the so-called star identity. It connects the norm and the triple product. 

4.1.5 Singular decomposition 

Let a E L(H, K). The spectral values of lal are called the singular val­
ues of a. The geometric meaning of the polar decomposition for the finite­
dimensional case is as follows. The positive operator lal has a set of eigen­
vectors eI, e2, ... , en, corresponding to the eigenvalues SI, S2, ... , Sn, which are 
the singular values of a. We may and will assume that 

By a well-known theorem, the eigenvectors of a self-adjoint operator (for 
example, the positive operator lal ) corresponding to different eigenvalues 
are orthogonal. Thus, we may assume that el, e2, ... , en form an orthonormal 
basis of H. The operator lal transforms any vector dej into dsjej, which 
amounts to changing the scale in each direction ej by a factor Sj. Such an 
operator transforms the unit ball of H into an ellipsoid with semi-axes ej of 
length Sj. Then the support tripotent from the polar decomposition rotates 
the vectors el, e2, ... , en to the vectors VI, V2, ... , Vn which are the semi-axes 
of the ellipsoidal image of the unit ball under the map a (see Figure 4.1). 

To introduce a singular decomposition of an operator a E L(H, K), we 
will apply the spectral decomposition (4.18) to the positive operator lal on 
the Hilbert space H. This yields 

(4.30) 

Apply now the polar decomposition (4.26) to obtain a decomposition 

j "a"· j"a" a = vial = 8=0 sd(vps(lal)) = 8=0 sdvs(a), (4.31) 

where, for any 0::; S::; Iiall, the partial isometry vs(a) = vps(lal) E L(H,K). 
We call the decomposition (4.31) the singular decomposition of a. 
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Fig. 4.1. Meaning of the polar decomposition a = vial. (1) A section of the unit 
ball with a grid on it. We choose the directions of the grid parallel to the eigenvectors 
e1, e2 of the operator laI- (2) the transform lal of this grid. The semi-axes of the 
ellipse are e1, e2, multiplied by the singular values Sl, S2 of a. (3) the grid from part 
(1) transformed by a, which is equal (by the polar decomposition) to rotation of 
the grid from part (2) by the tripotent v. 

If the spectrum of lal is discrete, then, by (4.19), the singular decomposi­
tion becomes 

(4.32) 

where the Sj'S are the singular numbers of a and the vj's are an algebraically 
orthogonal family of tripotents, a concept we define now. A family {Vj} of 
tripotents is said to be algebraically orthogonal if their right and left supports 
are mutually orthogonal, meaning that for any j "I k, we have 

(4.33) 

Note that if the tripotents Vj and Vk are algebraically orthogonal, then 

(4.34) 

for any d E L(H, K). 
Note that v;(a)vs(a) = ps(lal) is the right support r(vs(a)) of vs(a) from 

the decomposition (4.31). Note also that vllall (a) is equal to the support tripo­
tent v of a. From (4.14), it follows that the family vs(a) is an increasing family 
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of partial isometries in the following sense. Let ° S sst S Iiali. Then the 
projection pt(lal) can be written as a sum of two algebraically orthogonal 
projections pt(lal) = ps(lal) + (pt(lal) - ps(lal)). This implies that the partial 
isometry vt(a) can be written as a sum vt(a) = vs(a) + v(pt(lal) - ps(lal)) 
of two algebraically orthogonal tripotents. In this case, we say that Vt (a) is 
larger (or extends) vs(a) and that vs(a) is dominated by vt(a), and we write 
vs(a) ~ vt(a). The increasing family vs(a) of tripotents is called the singular 
family of a. 

4.1.6 Functions of operators a E L(H, K) 

We can now define functions of an element a E L(H, K) with singular de­
composition (4.31). Let f be a continuous function on the interval [O,llalll. 
Define 

l iia ll 
f(a) = s=O f(s) dvs(a). ( 4.35) 

If f(x) = x3 and lal has a discrete spectrum, implying that a has the singular 
decomposition (4.32), then, using (4.34), we get 

Note that if lal does not have a discrete spectrum, we can modify our argu­
ment and show that (4.36) holds in this case as well. 

Similarly, if f(x) is a polynomial of odd degree 2n + 1, then 

n n 

f(x) = I>kX2k+1 = x LCkX2k = xg(x2), (4.37) 
k=O k=O 

where 9 is an n-th degree polynomial. Then 

n 

f(a) = L Ck a2n+1 = ag(a*a) = g(aa*)a. 
k=l 

Any continuous function f on the interval [0, Ilalll can be extended to the 
interval [-Ilall, Ilalll by setting f( -x) = - f(x) and obtained as a limit of 
odd polynomials fn. If we denote by gn the polynomial corresponding to fn 
in (4.37) and let 9 = limgn, then f(x) = xg(x2) and 

f(a) = ag(a*a) = g(aa*)a. (4.38) 
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4.2 Classical domains are BSDs 

In this section, we show that domains of types I, II, and III and, even more 
generally, any unit ball D of a JC* -triple are, in fact, bounded symmetric 
domains with respect to the analytic automorphisms. The analytic map which 
sends an operator to its negation is a symmetry about the point 0 of D. 
Therefore, to show that D is a bounded symmetric domain with respect to 
Auta(D), it is enough to show that D is homogeneous. This will follow if 
for any operator a E D, we construct an analytic automorphism 'Pa of D 
such that 'Pa(O) = a. For the construction of 'Pa, we will use ideas from 
'Ifansmission Line Theory. We will prove this result for type I domains first 
and then extend it to the unit ball D in an arbitrary JC* -triple. 

4.2.1 Mathematical formulation of Transmission Line Theory 

One of the major engineering projects at the beginning of the 20th century 
was the laying of the transatlantic telephone line connecting Europe and 
America. During the final stages, when the entire line was finally in place, it 
had to be tested. The amount of noise produced by such a long line was so 
large that it was impossible to recognize the speech transmitted through the 
line. At first, all of the attempts to improve the quality of the transmission 
ended in failure. Due to the environmental conditions surrounding the ca­
ble, the characteristics of the noise were constantly changing. The engineers 
working on the project came up with the original solution of treating the 
transmission line as a linear black box. After the experimental study of the 
properties of this black box transformation, they were able to build devices 
which corrected the output signal to match the input signal. 

The mathematical formulation of 'Ifansmission Line Theory is as follows. 
Refer to Figure 4.2. A signal sent into the line at p~t fh on side 1 causes 
the appearance of two new signals: a sign~ at port H2 on side 2, called the 
transmitted signal, and a signal at port K1 on side 1, called the reflected 
signal. Likewise, a signal sent into the cable at port K2 on side 2 causes the 
appearance of two new sigEals: a transmitted signal at port K1 on side 1 and 
a refl~ted signal at port H2 on side 2. We assume that the input signal 6 at 
port 111 is an element of a Hilbert space H1 and that the input signal TJ2 at 
port K2 is an element of ~ Hilbert space K2:...-Similarly, we assume that the 
output signals TJ1 at port K1 and 6 at port H2 belong to the Hilbert spaces 
K1 and H 2 , respectively. 

It is natural to model the set S of all signals on the same side of the line 
and in the same direction as a complex Hilbert space because, in fact, such 
signals are complex-valued functions J(t) (t = time) and have a natural linear 
structure. Any linear combination of the signals on the same side of the line 
and in the same direction is also a signal on this side and in this direction. 
The integral I IJ(tWdt is the energy of the signal, which is assumed to be 
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iiI 
~IEH br 

~ 

Side 1 Transmission Side 2 
Line 

1hEK dr Tl2EK 

Fig. 4.2. Input and output signals of a transmission line. The circle represents a 
black box. An input signal 6 sent into the line at port H1 of side 1 produces a 
transmitted signal at port H2 on side 2 and a reflected s~al signal at port ](1 
on side 1. Similarly, a signal 'fJ2 sent into the line at port K2 of side 2 produces a 
transmitted signal at port ](1 on side 1 and a reflected signal at port H2 on side 2. 
The operators ar and er describe the reflection of the two input signals, while the 
operators br and dr describe the transmission of these signals. 

finite. This allows one to define an inner product on S, making S a Hilbert 
space. 

Signals going in different directions may have different physical charac­
teristics, such as frequency. On the other hand, we assume that signals going 
in the same direction are of the same nature, even if they appear on op­
posite sides of the line. This means that the corresponding Hilbert spaces 
are identical, and we have HI = H2 = Hand Kl = K2 = K. Hence, 
6, ~2 E H, "11, "12 E K, and the distinction between the sides of the line is 
expressed through the subscripts of the vectors ~,"1. 

The total input signal into the line, which consists of the contributions of 

both ~1 and "12, may now be represented by an element (~~) of the direct 

sum H EB K. Similarly, the total output signal of the line may be represented 

by the vector (~~) of H E9 K. With this notation, the action of the line is 

described by a transformation U: H E9 K -T H E9 K, where 

(4.39) 

This combination of the input and output signals is called the hybrid connec­
tion and was introduced and studied in section 1.1.4 of Chapter 1. 

TLT normally deals with linear transmission lines, that is, lines for which 
the corresponding transformation U is a linear operator. In this case, the 
operator U may be naturally decomposed as 

U = a+b+e+d, 
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where 

(4.40) 

and PH and PK = 1 - PH are the projections of the direct sum HEEl K onto 
H and K, respectively. Alternatively, we may write the operator U as a block 
matrix, and equation (4.39) becomes 

(4.41) 

where the operators 

ar : H ~ K, br : H ~ H, er : K ~ H, dr : K ~ K 

are the natural restrictions of the operators a, b, e and d, respectively. 
Later we shall see that the operators a, b, e and d are the ones which have a 

natural physical meaning, since only they may be determined through direct 
measurements on a real transmission line, rather than an br , er and dn the 
ones usually used in TLT. Nevertheless, we suppress the subscript r, since 
it will always be clear. from the context whether we are referring to a or ar. 
The operator a is called the reflection operator of the transmission line. 

4.2.2 The signal transformation in a lossless line 

If the total energy of the output signals is equal to the total energy of the 
input signals, the transmission line is called energy conserving, or lossless. In 
our notation, this means that 

(4.42) 

or, equivalently, 

(4.43) 

Equation (4.42) implies that the transformation U is an isometry with respect 
to the natural norm in HEEl K. Hence, both the operators a, b, e, d, defined by 
(4.40), and their natural restrictions have operator norm less than Or equal 
to 1. 

We show now that U is unitary with respect to the inner product of HEElK. 
First note that for any ~, TJ E H EEl K, we have 

since U is an isometry. Hence, 
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and so, by multiplying ~ by a unimodular .x, we obtain 

But from this, it follows that 

Therefore, U* U = I, and U is unitary. 
Since U is unitary, we have 

(b e) * (b e) = I 
a dad ' 

(4.44) 

or, equivalently, 

( b* a*) (b e) (IH 0) 
e* d* a d - 0 IK ' 

( 4.45) 

where I H and I K are identity matrices of size dim H and dim K, respectively. 
From (4.45), we obtain the four equations 

b*b+a*a=IH, ( 4.46) 

b*e + a*d = 0, (4.47) 

e*b+d*a=O, (4.48) 

e*e + d*d = IK. ( 4.49) 

From (4.46), it follows that Ibl = VI -laI2 , and by use of (4.26), we 
get b = vVl -lal2 for some tripotent v E L(H). Similarly, equation (4.49) 
implies that d = uVl - lel2 for some tripotent u E L(K). Substitute these 
expressions into (4.47) to obtain 

(4.50) 

Note that since Iiall ~ ! and Ilell ~ 1, the operators V! - lal2 and 
VI -lel 2 are positive. If they are not invertible, then, by replacing them 

with V! + c - lal2 and V! + c - lel2 , with c > 0, they become invertible, 
and we can perform all of the calculations and then take the limit as c --t O. 
Hence, we will assume without loss of generality that the above operators are 
invertible. 

Equation (4.50) implies that 
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and, using (4.23), we get 

v*e(I-lv*eI2)-1/2 = -(1-1- u*aI2)-1/2(u*a)*, 

which, by (4.38), becomes 

(1 -1(v*e)*12)-1/2v*e = -(1 -1- u*aI2)-1/2(u*a)*. 

Note that the function f(x) = x(1 - X2)-1/2 is invertible. In fact, its inverse 

is f-1(y) = J 1t:2. Applying f- 1 to both sides of the above equation, we 

get v*e = -(u*a)*, implying that e = -va*u and 

d = uvh -la*uI2 = uVl- u*la*12u. 

By the definition of the operator function, we have VI - u* la* 12u = 
u* VI - la* 12u. Thus, 

d = uu* VI - la* 12u = VI - la* 12u. 

Hence, by substituting 

b = vVI-laI2, e = -va*u, d = vl-la*12u (4.51) 

into (4.41), the signal transformation for a lossless line becomes 

u (~~) = (VVl: lal2 Vl-~I:~12u) (~~) = (~~) . (4.52) 

Note that by rotating the basis in H2 (the Hilbert space H on side 2), we 
can take v = IH. Similarly, by rotating the basis in K2, we can take u = IK. 

4.2.3 Homogeneity of type I domains 

We will now prove that type I domains are homogeneous. As mentioned at the 
start of this section, it is enough to construct, for each operator a E D, a map 
CPa E Auta(D) such that CPa(O) = a. We connect a device called a reflector 
to side 2 of the line (see Figure 4.3). The reflector receives the output from 
port iI2 as input and sends its output to port (;2. The action of the reflector 
is described by a linear operator Z E L(H, K). We assume that the reflector 
does not increase the energy of a signal, which means that the operator norm 
of Z is less than or equal to 1. The "new" line (the line with the reflector) 
now has one input (at port iI1) and one output (at port ( 1). Hence, the new 
line also behaves like a reflector itself. This implies that there is an operator 
W E L(H, K) which transforms the input signal ~1 E Hat iI1 into the output 
signal 'TIl E K at (;1. Thus, w(6) = 'TIl· 
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Fig. 4.3. Transmission line with a reflector. The added reflector receives as input 
the signal 6 (an element of H) which is the output from port ih. The reflector 
linearly transforms this signal and sends its output 'f/2 (an element of K) to port O2 

of the transmission line. The action of the reflector is described by a linear operator 
z E L(H,K). 

We can calculate 'f/l from 6 directly via the infinite sum 

"'1 = (a + dzb + dzezb + dzezezb + ... )6· (4.53) 

Here, the terms of the form dzez ... ezb correspond to multiple "reflections" 
of the signal between the reflector and side 2 of the line. These terms are 
obtained from the following passes through the line: 

-b-z-e-z-d­
HI -> H2 -> G2 -> H2 -> G2 -> G1 . 

Hence, the linear operator w : H -> K defined by w6 = "'1, is given by 

w = a + dzb + dzezb + dzezezb + ... = a + dz(Z)ezt)b. (4.54) 

Using the formula for the sum of a geometric series, we obtain 

w(z) = a + dz(1 - ez)-lb. (4.55) 

If the transmission line is lossless, we substitute (4.51) into (4.55) and 
obtain 

w(z) = a + VI -la*12 uz(1 + va*uz)-lvVl -laI2 . (4.56) 

By adjusting the bases in the Hilbert spaces on side 2, we may take u = IK 
and v = I H . Since w depends only on a and z, we rename it 'Pa(z). Hence, 

(4.57) 
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Clearly, CPa{O) = a. We can CPa{z) a translation in D1. Note that 

uz{1 + va*uz)-lv = uzv - uzva*uzv + ... = uzv{1 + a*uzv)-l. 

Hence, the general transformation w{z) of a lossless transmission line with a 
reflector is given by 

w{z) = CPa{uzv). (4.58) 

Note that the map z -+ uzv, where u is a unitary operator on K and v is a 
unitary operator on H, is an isometry (or a rotation) on L(H, K). Thus, the 
general transformation w(z) of a lossless transmission line with a reflector is 
a composition of a rotation and a translation. 

Fix a now and consider CPa as a function of z. Since z E L(H, K) and has 
norm less than or equal to 1, the map CPa is a map from the unit ban D1 of 
L(H, K) into L(H, K). Since the line is lossless, the operator norm of CPa{z) 
is less than or equal to 1. So, in fact, CPa is a map from D1 to D1. We claim 
that CPa is an analytic automorphism of D1. Equation (4.54) shows that CPa(z) 
is the sum of a converging series of homogeneous polynomials in z and, thus, 
is an analytic map of D1 (by the definition of analyticity). See Chapter 5 for 
details. To show that the map CPa is one-to-one, we will show later that its 
inverse cp;;l exists and equals CP-a. For this, we will have to study the signal 
transformation in a composite transmission line. 

4.2.4 Composition of two lossless lines 

Consider now the signal transformation in a line composed of two lossless 
transmission lines. In Figure 4.4, we see a sequential composition of two 
transmission lines TLI and TL2. We choose the bases of the Hilbert spaces 
on side 2 so that the unitary operators u, v from (4.52) for the line TLI are 
identity operators. Similarly, we choose the bases of the Hilbert spaces on 
side 3 so that the unitary operators u, v from (4.52) for the line TL2 are 
identity operators. The two lines can be considered as one line TL12 with 
inputs 6 E H and ""3 E K and outputs 6 E H and ""1 E K. 

We will assume that the two transmission lines are lossless. Thus, 

and 

Adding these two equations, we get 

implying that the line TL12 is also lossless. 
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TL12 

-
-2~~O-----~--~~ 

H2 ~2 EH 

TIl EK 

I ____________________ ~ 

Fig. 4.4. A composite transmission line. The two transmission lines TLI and TL2 
can be considered as one line TL12 with inputs 6 E H, 173 E K and outputs 
6 E H, 171 E K. A reflector z transforms 6 E H to 173 E K. 

The reflection operator a12 of the line TL12 is, by definition, the operator 
which transforms the input signal 6 E H into the output signal rJl E K, when 
the other input rJ3 = O. This is exactly the transformation by the line TLI 
with reflector a2. Thus, 

If we add now a reflector z, transforming 6 E H to rJ3 E K, then the operator 
mapping 6 to rJl, transformed by TL12 and the reflector is, by (4.58), 

w(z) = 'Pa12 (uzv). (4.59) 

Note that we cannot assume now that u, v are identity operators, since we 
fixed the bases of the Hilbert spaces at an earlier stage. 

We can regard the transformation w(z} as the transformation of the line 
TLI with a reflector z which maps 6 to rJ2. But by formula (4.57), applied 
to TL2, we get z = 'Pa2(Z). Therefore, 

(4.60) 

We will use this formula to compute the inverse of 'Pa. 

4.2.5 The inverse of CPa 

We will show now that 'P;;,l = 'P-a. Actually, we will show that 

'P-a'Pa = I. (4.61 ) 

Consider now the composite line of the previous section with a = a2 = -al. 
In this case, we have 
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This can be written as 

a12 = -a + VI -la*12 a(1 -laI2)-1/2(1-laI2)-1/2 V I_laI2. 

By use of (4.38), we get 

a12 = -a + VI-la*12(1 _la*12)-1/2 a = -a + a = O. 

Thus, from (4.59), we get 

w(z) = 'Po(uzv) = uzv, 

and from (4.60), it follows that 

'P-a('Pa(z)) = uzv, (4.62) 

which is an isometry of L(H, K). This already implies that 'Pa is invertible. 
In order to show that 'P-a = 'P;;\ we will show that u and v from (4.62) are, 
in fact, identity operators. 

For this, we calculate the derivative of the map 'Pa at an arbitrary point 
Zo in the direction dz. From the definition (4.57) of 'Pa, it follows that 

d d 
dz 'Pa(zo)dz = VI - la*1 2 (dz z(1 + a* z)-llz=zodz)VI - lal2. 

But 
d 
dz z(1 + a* z)-llz=zodz = dz(1 + a* ZO)-l - zo(1 + a* zo)-la*dz(1 + a* zO)-l. 

Thus, using (4.38), we get 

d 
dz 'Pa(zo)dz = \/l-la*1 2(1- zoa*(l + zoa*)-l)dz(l + a*zo)-lV1-la I2 . 

Finally, we arrive at the following formula for the derivative of 'Pa: 

d 
dz 'Pa(zo)dz = VI-la*12(1 + zoa*)-ldz(1 + a*zo)-lVI -laI2. (4.63) 

If Zo = 0, we get 

d 
dz 'Pa(O)dz = VI -la*1 2dzVI -laI2, 

and if Zo = -a, we get 

d 
dz 'Pa( -a)dz = (1-la*12)-1/2dz(1 _laI2)-1/2. 

Thus, 

d d d 
dz 'P-a'Pa(O)dz = dz 'P-a(a)(dz'Pa(O)dz) 

= (1 -la*12)-1/2V1 -la*1 2dzV1 -laI2(1-laI2)-1/2 = dz. 

But from (4.62), ddz'P-a'Pa(O)dz = udzv. This can be only if u and v are 
equal to the identity. This completes the proof that 'P-a = 'P;;1 and that the 
type I domain D1 is a bounded symmetric domain with respect to Auta(D). 
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4.2.6 Homogeneity of a unit ball in a JC*-triple 

We will now show that the domains D2 and D3 of type II and III are also 
homogeneous domains. Since both domains are unit balls of the JC* -triples 
E2 and E3 defined by (4.7) and (4.8), we will prove the more general state­
ment that the unit ball D of a JC* -triple E is homogeneous. More precisely, 
we will show that for each a E D, the map CPa, 

defined above in (4.57), is an automorphism of D, implying that D is homo­
geneous with respect to the analytic bijections. 

To show that the map CPa maps D into D, we will write CPa in terms of 
the triple product (4.9). This will imply that CPa maps E into itself. From the 
results of the previous section, this will imply that CPa is an automorphism 
of D. 

In order to express CPa in terms of the triple product, we now define, for 
each a E L(H, K), the following two operators on L(H, K). The first operator 
is ta, defined by ta (z) = a + z, a translation by a. The second operator is 
ta and is defined by ta(z) = z(1- a*z)-l. Note that ta can be expressed in 
terms of the triple product as 

ta(z) = Z + {z, a, z} + {z,a, {z,a, z}} + {z,a, {z,a{z, a, z}}} + ... 

and, thus, if a, z E E, then also ta(z) E E. 
We also define, for each a, bE L(H, K), the Bergman operator B(a, b) by 

B(a, b)(z) = (1 - ab*)z(1 - b*a) = z - 2{ a, b, z} + {a, {b, z, b}, a}. (4.65) 

Note that B(a, b)(z) is a linear map in L(H, K), and if a, b, z E E, then also 
B(a,b)(z) E E. If IIail < 1, then B(a,a)z = (1-la*1 2 )z(1-laI2 ), and, since 
both 1 -la*12 and 1 -lal2 are positive operators, the map 

is well defined. Since B( a, a)! can be approximated by polynomials in B (a, a) 
which map E into E, B(a, a)! also maps E into E. Now equation (4.64) 
becomes 

(4.66) 

Thus, CPa(z) is a product of maps from E to E, which implies that CPa also 
maps E to E. 

The analytic automorphisms CPa(z) defined by (4.64) are a generalization 
of the Mobius transformations of the unit disk. This generalization was ob­
tained by Potapov for a space of operators and by Harris for JC* -triples. 
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The automorphisms 'Pa(z) are called Mobius-Potapov-Hams transforma­
tions. Note that by the use of the Bergman operator, we can now rewrite 
formula (4.63) for the derivative of 'Pa as 

d 1 1 
dz 'Pa(zo)dz = B(a, a)2 0 B(zo, -a)- dz. (4.67) 

4.2.7 The Lie group Auta(D) and its Lie algebra 

Let D be the unit ball in a JC*-triple E. Denote by Auta(D) the group of 
analytic automorphisms of D. Define a set of maps 

P = {'Pa(u· v) : a E D, v E U(H), u E U(K)}, (4.68) 

where 'Pa(u . v) maps z E E to 'Pa(uzv) , 'Pa is defined by (4.57) and 
U(H), U(K) denote the set of unitary operators on Hand K, respectively. 
By (4.58), P is a subset of Auta(D). By (4.60), P is closed under composition, 
and by section 4.2.5, it is closed under inverses. Hence, P is a subgroup of 
Auta(D). 

Let'lf; E Auta(D). Let a = 'If;(0) and consider the map ¢ = 'P-a'lf;. Clearly, 
¢ E Auta(D) and ¢(O) = 'P-a'lf;(O) = 'P-aa = O. By a theorem that we will 
prove in the next chapter, ¢ is a linear isometry of E. Thus, Auta(D) is gener­
ated by the Mobius-Potapov-Harris transformations 'Pa and the restrictions 
of linear isometries of E. 

In [4], it was shown that an isometry on L(H) has the form z -+ uzv or 
z -+ uztv, with U, v unitary on H. A similar result holds for L(H, K). For 
the connected component Aut~(D) of the identity of Auta(D), the isometry 
must have the form z -+ uzv. Thus, for the domain Dl of type I defined in 
(4.2) as the unit ball of L(H, K), we have 

Aut~(Dl) = P. 

For type II and III domains, the isometry must also preserve the subspaces E2 
and E3 defined by (4.7) and (4.8). Thus, for these domains, we must satisfy 

(uzv)t = ±uzv, for zt = ±z. 

This implies that uzv = vt zut holds if and only if v = ut . Thus, if D is a 
domain of type II or III, we have 

The Lie algebra auta(D) of the Lie group Auta(D) consists ofthe gener­
ators of one-parameter groups of analytic automorphisms. These generators 
can be obtained by differentiating smooth curves g(s) from a neighborhood 
10 of 0 into Auta(D), with g(O) = I. For a domain Dl of type I, such a curve 
is given by 
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g(s) = 'Pa(s) (u(s) . v(s)), 

where a(s) : fo --+ D is a smooth map such that a(O) = 0, u(s) : fo --+ U(K) 
is a smooth map such that u(O) = fK and v(s) : fo --+ U(K) is a smooth 
map such that v(O) = JR. Denote b = a'(O), A = u'(O),B = v'(O). Note that 
bE L(H, K) and A* = -A, B* = -B. By differentiating g(s) at s = 0 and 
using (4.57), we get 

d 
o(z) = ds 'Pa(s) (u(s) . v(s))ls=o 

= b + Az + zB - zb* z = b + Az + zB - {z, b, z}, 

for any z E E. Thus, 

auta(Dl) = {o(z) = b + Az + zB - {z, b, z}}, (4.69) 

where b ranges over L(H, K), A ranges over {A E L(K) : A* = -A} and B 
ranges over {B E L(H) : B* = -B}. Note that the generators are polynomial 
functions of z of order less than or equal to 2. 

For a domain D of type II or III, we get 

auta(D) = {o(z) = b+Az+zAt - {z,b,z}}, (4.70) 

where b ranges over L(H, K) and A ranges over {A E L(H) : A* = -A}. 
We have just characterized the Lie algebra auta(D), where D is an arbitrary 
classical BSD. This establishes an intimate connection between Lie algebras 
and the triple product. And the connection goes both ways. Given a Lie 
algebra auta(D) of a classical BSD, one can find the unique triple product 
{z,b,z} such that auta(D) is given by (4.70). Moreover, the triple product 
constructed from the Lie algebra will depend solely on the geometry of D 
and will not change if we perform an isometry on the Je* -triple E of which 
D is the unit ball. 

4.3 Peirce decomposition in JC*-triples 

The geometry of the state space of a quantum system must reflect the mea­
suring process for such systems. Filtering projections which prepare states 
with a given definite value of some observable playa major role in the mea­
suring process. In the category of bounded symmetric domains, the analog of 
a filtering projection is the Peirce decomposition, which is the subject of this 
section. 
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4.3.1 The operator D{v) 

Let E c L(H,K) be a JC*-triple. Recall that E is equipped with the triple 
product defined by (4.9). Consider now the properties of the tripotents, the 
basic elements of this product. The element vEE is called a tripotent or a 
partial isometry if it satisfies equation (4.27); 

v = {v,v,v} = vv*v. 

For any tripotent v, the right support of v, defined in section 4.1.4, is the 
operator r(v) = v*v, because v = vr(v). Note that r(v) is a projection from 
H onto a subspace of H. Indeed, 

(r(v»2 = r(v)r(v) = (v*v)(v*v) = v*(vv*v) = v*v = rev). 

Similarly, the left support of v is the operator l (v) = vv*, because v = l (v)v. 
Like r(v), the operator l(v) is also a projection, but from K onto a subspace 
of K. 

We will see that v is a partial isometry in the sense that it is an isometry 
between a subspace of H and a subspace of K. The projection rev) maps H 
onto a subspace Hr, and l(v) maps K onto a subspace Kl. Let ~ E Hr , so 
that ~ = r(v)~. Then 

Iv~12 = (v~lv~) = (~Iv*v~) = (~Ir(v)~) = W~) = 1~12, 
so Iv~1 = I~I. Since v = vv*v, we have v~ = (vv*)v~ = l(v)v~, implying that 
v~ E Kl. Thus v is an isometry between Hr and K l. Note that v vanishes 
on the orthogonal complement of Hr , since for any 'fJ E H~, we have V'fJ = 
v(l- r(v))'fJ = (v - vr(v))1J = (v - v)1J = O. Moreover, dimHr = dimKI and 
is equal to rank v. 

Let v be a tripotent in a JC* -triple E. Then, for any z E E, the operator 
D(v) = D(v, v) can be decomposed as 

vv*z + zv*v 1 
D(v)z = {v, v, z} = 2 = 2(l(v)z + zr(v» 

1 1 
= 2l(v)z[r(v) + (1- r(v»] + 2[l(v) + (l-l(v»]zr(v) 

1 
= l(v)zr(v) + 2[l(v)z(1- r(v» + (1 -l(v»zr(v)]. (4.71) 

Write z in block matrix form as 

( Zll Z12) , 
Z21 Z22 

where Zn = l(v)zr(v), Z12 = l(v)z(l - r(v», Z21 = (1 - l(v))zr(v), and 
Z22 = (1 -l(v»z(l - r(v». Then equation (4.71) implies that 

D() - (zn ~Z12) D()2 _ (zn ~Z12) v z- 1 0 ' V z- 1 0 . 
~~1 ~~1 

(4.72) 
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4.3.2 Peirce decomposition 

Note that the eigenvalues of D(v) are 0, !, and 1. Let Ej(v) denote the 
j-eigenspace of D(v), for j E {O,!, 1.} The natural projections Pj(v) onto 
Ej(v) are called the Peirce projections associated with the tripotent v. From 
(4.72), it follows that 

P1{v)(z) = l(v)zr(v), (4.73) 

P1/2(V)(Z) = l(v)z(l- r(v))+{I-l(v))zr(v}, (4.74) 

Po(v)(z) = (l-l(v))z(l- r(v)). (4.75) 

From (4.72), we also have 

and 

Po(v) = 2D(v)2 - 3D(v) + I, 

which implies that the Peirce projections map E into itself. It is obvious that 
P1(V)+P1/2(V)+PO(v) = I. Thus, we have arrived at the Peirce decomposition 
of E with respect to a tripotent v: 

Since the norm of a projection on a Hilbert space equals 1, and the norm 
of the product of operators is less than or equal to the product of norms, the 
Peirce projections P1{v) and Po{v) are contractions, meaning that for any 
z E E, we have IlPj{v){z)11 ::; IIzil. To show that P1/2{V) is a contraction, we 
introduce a symmetry Sv which depends on v and is defined by 

Sv(z) = (2l(v) -1)z(2r{v) -1). 

Since the operators 2l{v) - 1 and 2r(v) - 1 are unitary maps, Sv is norm­
preserving. But 

which implies that P1/ 2 (v) is a contraction. 
In quantum mechanics, the notion of compatible observables plays an im­

portant role. They represent physical quantities that can be measured simul­
taneously, meaning that measuring one quantity does not affect the result of 
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measuring the other quantity. This property is equivalent to the commuting 
of the spectral projections of the operators representing the compatible ob­
servables and implies that the space generated by these observables is a com­
mutative space. On the other hand, quantum mechanics is non-commutative. 
For JC* -triples, we can build a full non-commutative basis with tripotents 
that generate a commuting Peirce decomposition. This follows from the fol­
lowing observation. 

Let u,v be tripotents in a JC*-triple E, and let u E Ej(v). Then, for any 
k, n E {I, 1/2, O}, we have 

Let us check (4.77) case by case. If j = 1, then r(u)r(v) = r(v)r(u) = r(u), 
and, similarly l(u)l(v) = l(v)l(u) = l(u), implying that [P1(v), P1(u)] = O. 
We also have r(u)(l - r(v)) = r(u) - r(u)r(v) = r(u) - r(u) = 0 and 
(1 - r(v))r(u) = O. Similar identities hold for the left support, and so 
[PO(v),P1(u)] = O. Next, 

P1/2(V)P1(u) = (1- P1(v) - PO(v))P1(u) 

= Pl(u)(l - P1(v) - Po(v)) = P1(U)P1/2(V), 

implying that [P1/2(V),P1(u)] = O. Note that r(v)(l - r(u)) = r(v) -
r(v)r(u) = r(v) - r(u) and (1 - r(u))r(v) = r(v) - r(u)r(v) = r(v) - r(u). 
Thus, [Po(u), P1(v)] = O. As above, this implies that [P1/2(U), Pl(V)] = O. The 
remaining identities are easily checked for this case. A similar proof holds for 
the case j = O. 

It remains to check the case j = 1/2. Decompose u as 

u = l(v)u(l- r(v)) + (1 -l(v))ur(v) = Ul + U2. 

Note that Ulu2 = l(v)u(l-r(v))r(v)u*(l-l(v)) = 0 and, similarly, u2ui = O. 
Thus, u = U(3) = U~3) +U~3) = Ul +U2, and both Ul and U2 are tripotents. Note 
that l(u)l(v) = l(udl(v) = l(Ul) and l(v)l(u) = l(Ul)' Similarly, r(u)r(v) = 
r(u2)r(v) = r(u2) and r(v)r(u) = r(u2)' Hence, the Peirce decompositions 
commute in this case also. 

4.3.3 Peirce calculus 

Let v be a tripotent in E c L(H, K). Define a one-parameter family of 
unitary operators on H by u(t) = eit / 2r(v)+(1-r(v)). Similarly, define a one­
parameter family of unitary operators on K by w(t) = eit / 2 l(v) + (l-l(v)). 
Then, define a map g(t) : H --> K by 

g(t)z = w(t)zu(t). (4.78) 
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By applying the Peirce decomposition to z, we obtain 

g(t)Z = w(t)(P1(v)z + P1/2 (V)Z + Po(v)z)u(t) 

(4.79) 

implying that g(t) maps E to E. Thus, g(t) is a one-parameter family of 
isometries on E. 

Note also that from (4.78), it follows that g(t) is a triple product auto­
morphism. Indeed, 

(){ b } - (){ b } () _ w(t)ab*cu(t) + w(t)cb*au(t) 
9 t a, ,c - w t a, ,c u t - 2 

w(t)au(t)u(t)*b*w(t)*w( t)cu(t) + w(t)cu(t)u(t)*b*w(t)*w( t)au(t) 
2 

= {w(t)au(t),w(t)bu(t),w(t)cu(t)} = {g(t)a, g(t)b, g(t)c}. (4.80) 

The generator of the family g(t) is 

Differentiating equation (4.80) at t = 0, we get 

iD(v){a,b,c} = {iD(v)a,b,c} + {a,iD(v)b,c} + {a,b,iD(v)c}. (4.82) 

Using the linearity and the conjugate linearity of the triple product, we have 

D(v){a, b, c} = {D(v)a, b, c} - {a, D(v)b, c} + {a, b, D(v)c}, (4.83) 

for any a,b,c E E. 
Assume now that a E Ej(v), bE Ek(v), and c E En(v), where j, k, and n 

all belong to {1, 1/2, o}. Then, from (4.83), we get 

D(v){a, b, c} = {ja, b, c} - {a, kb,c} + {a, b,nc} = (j - k + n){a, b, c}, 

implying that the triple product {a, b, c} belongs to E j -k+n (v). Thus, we 
have shown that 

(4.84) 

This relation is called the Peirce calculus, and it shows how to compute the 
triple product for elements of various parts of the Peirce decomposition. 

Note that if j - k + n does not belong to the set {1, 1/2, O}, then 
{Ej(v), Ek(V), En (V)} = O. If j = k = n, then (4.84) yields 
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implying that Ej(v) is a JC*-triple. If j = 1 and k = 0, then 

ab* = ar(v)(b(l - r(v)))* = ar(v)(l- r(v))b* = 0 

and 

b*a = ((l-l(v))b)*l(v)a = b*(l-l(v))l(v)a = 0, 

for a, b as above. Thus {a, b, c} = 0 and so 

{El(V), Eo(v), E} = O. (4.85) 

Similarly, 

{Eo(v), E1(v), E} = O. (4.86) 

Equations (4.84),(4.85) and (4.86) provide a complete set of rules for comput­
ing the triple product of elements of various parts of the Peirce decomposition. 

4.3.4 The main identity of the triple product 

We now derive the main identity of the triple product, which is a generaliza­
tion of (4.83). Let E c L(H, K) be a JC*-triple. Suppose dEE has discrete 
singular decomposition (4.32) d = L SjVj, where the vi's are algebraically 
orthogonal tripotents. Then, from (4.85) and (4.86), it follows that 

Thus, equation (4.83) implies that 

D(d){a, b, c} = {D(d)a,b,c} - {a, D(d)b, c} + {a,b,D(d)c}, (4.87) 

for any a, b, c E E. If d has non-discrete spectrum, then it is the limit of 
elements with discrete spectrum, for which equation (4.87) holds. Thus, by 
passing to the limit, this equation will hold also for d. 

For arbitrary x, y E E and any complex number .x, let d = x + .xy. Then 

D(d) = D(x + .xy, x + .xy) = D(x) + D(y) + .xD(y, x) + XD(x, y). 

Substituting this into (4.87) and considering the coefficient of X, we get 

D(x, y){a, b, c} ={D(x, y)a, b, c}-{a, D(y,x)b, c}+{a, b, D(x, y)c}, (4.88) 

which is called the main identity of the triple product. 
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4.4 Non-commutative perturbation 

Any quantum theory has to handle perturbations, changes of certain quanti­
ties caused by small changes in the state. The state space of a quantum system 
may be described by a trace class operator a. If the considered quantity is an 
operator function of the state, the perturbation will be the derivative of the 
operator function at a in direction of the change. This derivative is described 
by use of the joint Peirce decomposition about a, which we introduce now. 

4.4.1 Joint Peirce decomposition 

In this section, we define the joint Peirce decomposition with respect to a fixed 
element a with a discrete spectrum in a JC*-triple E. By use of the discrete 
singular decomposition (4.32), we decompose a as a = '2: SjVj, where the vi's 
are a family of algebraically orthogonal tripotents, with j E J = {I, 2, 3, ... }. 
Denote by v the support tripotent of a from the polar decomposition (4.26). 
The algebraically orthogonal family of tripotents Vj generates a partition 
of the Hilbert space H via the family of mutually orthogonal projections 
r(vl), r(v2), ... and 1- r(v) = 1- '2:jEJ r(vj). Similarly, the Hilbert space K 
is partitioned by the family l(Vl),l(V2), ... and I-l(v) = 1- '2:jEJl(Vj). 

Define now two maps P+(v) and P_(v) by 

P±(v)(z) = z ± ~(v)z = z ± ;z*v = z±. (4.89) 

Note that since H(v) = Q(v)2, the real linear (not complex linear) maps 
P±(v) are projections from the subspace El(V) into itself. The images ofthese 
projections are the real subspaces {z E El(V): z = ±Q(v)z}, corresponding 
to the spaces of self-adjoint and anti-self-adjoint operators with respect to v. 
Each element z E E can be decomposed as 

As a result, we can decompose each element z E E using the partitions of the 
spaces H and K induced by the families r(vj) and l(vj), respectively, and by 
the operators P±(v) (see Figure 4.5). 

More precisely, for Ijl, k E J, Ijl < k, define a projection 

and denote its range by 

with the sign + for positive j and - for negative j. Similarly, for Ijl,k E 
J, Ijl = k, define a projection 
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Fig. 4.5. Partition of the joint Peirce decomposition with respect to an element 
a with singular decomposition a = SI VI + S2V2 + S3V3 and polar decomposition 
a = vial. The Hilbert space H is partitioned by the family of mutually orthogonal 
projections r( vI), r( V2), r( V3) and 1-r( v). The Hilbert space K is partitioned by the 
family l( VI), l( V2), l( V3) and 1 -l(v). In addition, the subspace EI (v) is partitioned 
by P±(v). 

and denote its range by 

E±k,k = P±k,kE = {z: z = l(vk)zr(vk) = ±Q(v)z}. (4.91) 

For j = 0 and k E J, define 

and denote its range by 

Eo,k = PO,kE = {z: Z = l(vk)z(l - r(v)) + (1 -l(v))zr(vk)}. (4.92) 

Finally, define Po,o = Po (v) and 

Eo,o = Po(v)E = {z: z = (l-l(v))z(l- r(v))}. (4.93) 

With the above definitions, we have 

(4.94) 

and the JC* -triple E can be decomposed with respect to a as 

E = EB Ej,k, j E (-J) U {OJ U J, k E J. (4.95) 

Ijl9 

This is called the joint Peirce decomposition of E with respect to a. 

4.4.2 Differentiation of operator functions 

For any real-valued smooth function J(x), defined on R+ (the positive semi­
axis), we defined, in section 4.1.6, the meaning of an operator function J(z) E 
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E for Z E E. By use of the joint Peirce decomposition, we can now define the 
derivative lJ{a)dz of f at any given point a E E in the direction dz E E. 

Let a be a fixed element with a discrete spectrum in a JC* -triple E. By use 
ofthe discrete singular decomposition (4.32), decompose a as a = L: SjVj. Let 
So = O. Decompose E with respect to a by the joint Peirce decomposition 
(4.95). Note that the subspaces Ej,k of the joint Peirce decomposition are 
invariant subspaces for both operators D{a) and Q{a). More precisely, for 
any Z E Ej,k we have 

S~ + s~ 
D{a)z = J Z 

2 
(4.96) 

and 

(4.97) 

Consider first the case f{x) = x3. By definition, the derivative lJ{a)dz 
is the linear term in dz in the expansion of f{a + dz). But 

f{a+dz) = (a+dz)<3) = {a+dz,a+dz,a+dz} 

= a(3) + 2D{a)dz + Q{a)dz + o{dz), 

implying that 

d 
dzf(a)dz = 2D{a)dz + Q{a)dz. 

Use (4.94) to decompose dz as 

dz = L Pj,kdz , 

where the sum is over all possible j, k, and use the abbreviation dZj,k = 
Pj,kdz. Since Zj,k E Ej,k from (4.96) and (4.97) and a formula from elementary 
algebra, we get, for j 2:: 0, j # k, 

d 2 2 S1- S~ f{Sj) - f{Sk) 
-d f{a)dzj,k = (Sj + Sk + SjSk)dzj,k = dZj,k = dZj,k, 

Z ~-~ ~-~ 

and for j = k, we get 

:zf(a)dzk,k = 3s~dzk,k = f'{Sk)dzk,k. 

Similarly, for j < 0 we get 

d 2 2 S1 + S~ f(Sj) + f{Sk) 
dzf{a)dzj,k = {Sj + Sk - SjSk)dzj,k = Sj + Sk dZj,k = Sj + Sk dZj,k' 
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Thus, we can write the above derivative as 

(4.98) 

showing that the derivative acts on the components of the joint Peirce decom­
position about a by multiplication by the divided differences f(sj)-f(Sk) (or 

Sj-Sk 

divided sums f(s;;!~~Sk») outside the diagonal (when j =I- k) and by multi­

plication by the derivative !'(Sk) on the diagonal (when j = k). 
We will show that a similar formula holds for the derivative of any function 

f having a smooth derivative, !'(x), as a real function. We will show this first 
for the case in which f is an odd polynomial. Note that if (4.98) holds for 
functions f and g, it will also hold for any linear combination of f and g. 
Thus, in this case, it is enough to prove it for f (x) = x2n+ 1. This can be done 
by induction as follows. 

Let f(x) = x2n+1, g(x) = x2n- 1, and let a be as above. Then 

f(a + dz) = (a + dz)(2n+1) = {a + dz, a + dz, g(a + dz)}, 

implying that 

d d 
dzf(a)dz = {dz, a,g(a)} + {a, dz,g(a)} + {a, a, dzg(a)dz}. 

By the induction hypothesis, formula (4.98) holds for the function g, and from 
the definition of the operator function (4.20), we have g(a) = E s;n-lVj . 

Thus, for j 2: 0, j =I- k, we get 

d 
- f(a)dz· k dz J, 

and, for j = k, we get 

Similarly, for j < 0 we get 
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d 
- f(a)dz· k dz J, 

1 s~n-l + s2n-l 
= _(s~n + s2n _ s~n-l S _ S ·in- 1 + (s~ + S2) J k )dz· 

2 J k J k J k J k Sj + Sk J,k 

Thus, (4.98) holds also for f(x) = x2n+l and for any odd polynomial in x. 
The above formula can be extended to a point a with non-discrete spec­

trum by approximating it with elements with discrete spectrum constructed 
from the singular decomposition (4.31). The formula (4.98) can also be ex­
tended to functions f with a smooth derivative. It is not enough for the 
derivative to be continuous, but if f is twice differentiable, then the formula 
holds. For more precise conditions for operator differentiability, see [6J. 

4.5 The dual space to a JC*-triple 

In this section, we will present the structure of the dual space - the space of 
complex linear functionals on a Je· -triple. 

4.5.1 The description of the dual space 

We assume now that E = L(H, K) has finite dimension, namely dimH = n 
and dim K = m. Choose an orthonormal basis ell e2, ... , en in H and an 
orthonormal basis hI. h2' ... , hm in K. This defines a basis in E consisting of 
elements ej,k, for j = 1, ... ,m, k = 1, ... , n, defined by 

Any z E E can be expanded as 

z = L Zj,kej,k, with Zj,k = (zej Ihk) 

j,k 

(4.99) 

(4.100) 

and represented by an m x n matrix M(z) with complex entries Zj,k. Thus, 
E can be regarded as the set of m x n matrices. We denote the unit ball of 
E in the operator norm by D. 

The space of linear functionals, called the dual space, will be denoted by 
E*. We define a norm for an element f of E* by 

11111. = sup{lf(z)1 : ZED}. (4.101) 
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The unit ball S of E* plays the role of a state space. Let J be any linear 
functional in E*. Let !;,k = J(ej,k) and let M(f) be the m x n matrix with 
entries fj,k. Thus, J can also be considered as a linear map from H to K. 
From the linearity of J, it follows that 

J(Z) = LZj,kJ(ej,k) = LZj,k!;,k = L(LZj,kJj,k) = Ldj,j, 
j,k j,k j k j 

where the m x m matrix d = M(z)M(f)*. So we can write 

J(Z) = tr(M(z)M(f)*), (4.102) 

which is the usual definition for functionals on operators. 
The last formula can be viewed from a different perspective. Define a 

Hilbert space of dimension mn with ej,k as an orthonormal basis. This Hilbert 
space is called the tensor product of H and K and is denoted by H ® K. As 
a linear space, it is isomorphic to E. Thus, any linear functional J on E is 
also a linear functional on the Hilbert space H ® K. Denote the dual basis to 
ej,k E H®K by hj,k' meaning that hj,k(ep,q) = c5fc5Z. By Riesz representation, 
we can represent any linear functional J on the Hilbert space H ® K by 

where the inner product (·I·)H®K is that of the Hilbert space H ® K and 
! is the image of J under the Riesz representation, defined as a conjugate 
linear map E* ~ E which maps the basis elements hj,k of E* to kj,k = ej,k, 
implying that j = E f(ej,k)ej,k. Hence, formula (4.102) can be rewritten as 

f(z) = tr(M(z)M(f)*) = (ZI})H®K. (4.103) 

This shows that the duality in operator spaces and Hilbert spaces is similar. 
The difference lies only in the norm and the group of isometries of these 
spaces. 

Consider now the case in which the dimension of H or K is infinite. 
Define an increasing sequence of Hilbert spaces Hn converging to H and 
a sequence Km converging to K. The restriction of a functional f to the 
subspace L(Hn,Km) of L(H,K) must satisfy (4.103). Thus, also in this case 
f can be considered as a linear operator from H to K, but it will have to 
satisfy some norm condition (described below) that will insure that the sum 
in the trace and in the inner product of (4.103) converges. 

4.5.2 Decomposition of a functional into pure states 

For any pair of fixed elements e E H and TJ E K, we define an element 
9 = TJ ® e of E* by 

g(Z) = TJ ® e(z) = (TJlze), (4.104) 
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for z E E. Since 1(17lz~)1 ~ 117llzll~l, the norm 1117®~II* ~ 11711~1. If the vectors 
17, ~ are of norm 1, we may choose the orthonormal basis in H such that 
~ = el and a basis in K such that 17 = hI. In this basis, for any element z 
with decomposition (4.100), we have g(z) = ZI,l. implying that Ilg(z)ll* = 
1117®~II* = 1. We will call such a 9 a pure state. Note that with this notation, 
the basis of E*, defined above, consists of pure states hj,k = .hj ® ek. 

For any functional I E E*, we can define a linear map I from H to K, 
as above. If the Hilbert spaces H and K are infinite dimensional, we have to 
apply the following arguments first to the restriction of I to L(Hn' K m), as 
above, and then pass to the limit. We use the singular decomposition (4.32) 
of j to decompose it as 

(4.105) 

where the VI'S form an algebraically orthogonal family of tripotents. If the 
rank of some VI (which is equal to the dimension of the projection r(vI)) 
is larger than 1, we decompose this tripotent into a sum of rank one alge­
braically orthogonal tripotents. Hence, we will assume that all tripotents in 
the decomposition (4.105) are ofrank 1. Choose ~I E H such that ~I = r(vd~1 
and I~d = 1. If we denote 171 = VI~I' then 171 = l(vd171 and l17d = 1. From 
(4.105), we get 

1= L SI(171 ® ~I)' (4.106) 
I 

which is a decomposition of a functional I into mutually orthogonal pure 
states. Obviously, 

(4.107) 

But for the support tripotent V = ~ VI of j, we get 

Therefore, 

11111* = LSI, (4.109) 

where SI are the singular numbers of j. Thus, any norm 1 functional I in E* 
is a convex combination of mutually orthogonal pure states. 

Note that from (4.109), it follows that a linear map I from H to K defines 
a linear functional on E if the sum of its singular values L SI is finite. Such 
an operator is called a trace class operator and the norm 11111*, defined by 
(4.109), is called the trace norm. This is equivalent to 

trill < 00. 
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To see this we note the following: if I has the decomposition (4.106), then 
III = I:l Sl(~l ® ~l)' and by choo~ng the orthonormal family ~l as a part of 
the--orthonormal basis in H, we get 

trill = LSI = 11/11*· (4.110) 

4.5.3 Facial structure of the state space 

In general, the building blocks of the affine geometric structure of any convex 
subset S of a Banach space are the extreme points of S, or more generally, 
the extreme subsets, or faces, of S. We denote by S the unit ball of E* with 
the norm defined by (4.110). This convex set can play the role of a state space 
for quantum systems. 

E. :§ffros in [19] and R. Prosser in [60] studied the geometry of the state 
space S, consisting of positive norm less than or equal to 1 elements in the 
dual to the space of compact operators on a Hilbert space H or in the predual 
of the space of bounded operators on H, and even more generally, in the pre­
du~ of a von Neumann algebra M. They showed that the norm-closed faces 
of S are in one-to-one correspondence with the self-adjoint projections in M. 
Moreover, orthogonality of faces corresponds to orthogonality of projections. 

To describe the extreme points of S, let 9 = ",®~, with 1",1 = I~I = 1, be a 
pure state. The support tripotent u of 9 is defined by up = ",(pl~) for p E H. 
If IE S is exposed by u, from (4.108) we get 

(4.111) 

Thus, "'I = "', ~l = ~, implying that 1= g. So 9 is the only state exposed by 
u. This implies that any pure state is a norm-exposed face and an extreme 
point of S. Conversely, any extreme point of S cannot be a non-trivial convex 
combination of elements of S. Thus, from the decomposition (4.106), it follows 
that only the pure states are extreme points. 

From (4.108), it follows that for any functional I, there exists a'tripotent 
v, which is the support tripotent of j, on which I assumes its norm, i.e., 

I(v) = 11/11*· (4.112) 

Thus, I belongs to a norm-exposed face generated by a tripotent v. Con­
versely, if a face Fx is norm exposed by a norm 1 element x of E, it can be 
verified directly that Fx is also exposed by the tripotent u corresponding to 
the singular value 1 in the singular decomposition (4.31). Moreover, for any 
IE Fx , its support tripotent v is dominated by u, which we denote by v :5 u. 
Thus, there is a one-to-one correspondence between the norm-exposed faces 
of S and the tripotents of E. 

To any tripotent u of E, we can associate not only a norm-exposed face on 
S, but also a decomposition defined by the action of the Peirce projections 
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Pj(u). This corresponds to the decomposition coming from the measuring 
process. For any tripotent u of E and j = 1,1/2,0, we define projections Pj 
on E* as follows: for any f E E* and any z E E, we define 

Obviously, Pj* (u) f E E*. 
We show now that the projection Pi(u) is neutml, meaning that the 

equality IlPi(u)fll* = Ilfll* implies PI (U)f = f. As explained in section 3.3.5 
of Chapter 3, the filtering projection on the state space from the measuring 
process corresponding to the Peirce projection Pi is neutral. Let u be a 
tripotent in E and let f* E E* be such that IlPi(u)fll* = IIfl,*, Denote by z 
a norm-one element in E such that the functional Pj(u)f assumes its norm 
on it, i.e., I(Pj(u)f)zl = II(Pj(u)fll*. By using the decomposition (4.106), we 
get 

Since we must now have equality in each inequality, for any 1 we have 
Il(u)7Jd = l7Jd, implying that l(U)7J1 = 7J1 and, similarly, r(u)~l = ~l' Thus, 

(4.113) 

implying that the projection Pi(u) is neutral. 

4.6 The infinite-dimensional classical domains 

The infinite-dimensional domains consist of bounded operators. The natural 
basis in the spaces in which these domains reside is constructed from minimal 
rank operators. The norm closure of the span of the basis consists of compact 
operators, which form a subspace of the space of bounded operators. However, 
for our applications, it is not enough to use compact operators. For example, 
the support tripotent of a compact operator may not be compact. Hence, we 
need to define a new convergence, called w* -convergence, and with respect 
to this convergence, the w* -closure of the span of the basis elements will lead 
to the space of bounded operators for which the classical domain is the unit 
ball. 

4.6.1 The natural basis of classical domains 

Let D be a classical domain of type I, which is a unit ball in E = L(H, K). 
Choose an orthonormal basis {ej : j E J} in H and an orthonormal basis 
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{Ii: i E I} in K. For any pair of indexes i, i E I x J, we define Ui,j E L( H, K) 
by 

(4.114) 

for ~ E H. Since ui,j = ej ® Ii, we have 

implying that Ui,j is a tripotent. Moreover, from section 4.3.2, it follows that 
these tripotents are compatible. 

The family of tripotents {Ui,j hEI,jEJ in a JC* -triple E is said to form a 
rectangular grid if 

(i) any distinct Uj,k, Ui,l are co-orthogonal, meaning that Uj,k E E 1/ 2 (Ui,l) 

and Ui,l E E 1/ 2 (Uj,k), when they share a common row index (j = i) or column 
index (k = 1), and otherwise they are algebraically orthogonal, meaning that 
Uj,k E EO(Ui,l) and Ui,l E EO(Uj,k), 

(ii) for any i 1= i, 1 1= k, we have 

1 
Uj,k = 2'{Uj,l, Ui,l, ui,d, 

(iii) all triple products of the basis elements vanish unless they are of the 
form {Uj,l, Uj,l, ui,d for {i, l} n {i, k} 1= 0 or {Uj,l, Ui,l, ui,d. 

By direct verification, we see that Ui,j defined by (4.114) form a rectan­
gular grid. In case E is finite dimensional, the span of the grid is equal to E, 
and the grid is a natural basis in E. In case E is infinite dimensional, we will 
see later how to define convergence in E so that the closure of the span of 
the grid will be equal to E. 

Consider now a domain D of type III in E c L(H), with E = {a E L(H) : 
at = a}. Choose an orthonormal basis {ej : j E J} in H. Define for any pair 
of indexes i, j E J x J the element Ui,j E E by 

(4.115) 

where ei ® ej is defined as in (4.114). Also in this case, it is easy to verify 
that the family Ui,j consists of compatible tripotents. 

Let F = {Uij Ii, i E I} for some index set I be a family of tripotents in a 
JC* -triple E. We will say that F is a Hermitian grid iff or every i, i, k, 1 E I, 
we have Ui,j = Uj,i and the tripotents satisfy the following relations: 

(i) 

when i,j, k are different, and 
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when {i,j} n {k,l} = 0. 
(ii) Every triple product among elements of F which cannot be brought 

to the form {Ui,j,Uj,k,Uk,l} vanishes, and for arbitrary i,j,k,l, the triple 
products involving at least two different elements satisfy 

{Ui,j, Uj,k, Uk,l} = ~Ui'l' for i:f= l, 

and 

By direct verification, we see that Ui,j defined by (4.115) form a Hermitian 
grid. 

Consider now a domain D of type II in E c L(H), with E = {a E L(H) : 
at = -a}. Choose an orthonormal basis {ej : j E J} in H. Define for any 
pair of indexes i,j E J x J, i :f= j, the element Ui,j E E by 

(4.116) 

where ei ® ej is defined as in (4.114). Also in this case, it is easy to verify 
that the family Ui,j consists of compatible tripotents. 

A family of tripotents F = {Ui,j: i, j E I} in a JO* -triple E is called a 
symplectic grid if Ui,j = -Ui,j for all i, j E I, implying that Ui,i = 0, and 

(i) if j :f= k, then 

and if all indexes i, j, k, 1 are distinct, 

(ii) if all indexes i, j, k, 1 are distinct, 

and 

(iii) all triple products among elements of the family that are not of the 
form in (ii) vanish. 

By direct verification, we see that Ui,j defined by (4.116) form a symplectic 
grid. 
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4.6.2 w*-convergence and JCW*-triples 

Let D be a classical domain of infinite rank, meaning that dim H = 00, and, 
for type I, also dim K = 00. In this case, we can choose a basis Ui,j for some 
index sets I, J ( I = J for type II and III domains) consisting of compatible 
tripotents, as described above. We will denote the linear subspace consisting 
of all finite linear combinations of elements of the basis by Eo and write 
Eo = span{ui,jh,jE!XJ. We can use the operator norm for elements of Eo. 
This space will consist of finite rank operators. 

The space Eo is not complete, meaning that there are sequences of oper­
ators in Eo converging in norm to an operator which is not in Eo. A typical 
example is an operator a with singular decomposition 

00 

a=Lsjvj, 
j=l 

with orthogonal tripotents Vj of finite rank and strictly positive singular num­
bers Sj monotonically decreasing to o. Such an operator is called a compact 
operator. Obviously, for any integer m, the operator am = ~7'=1 SjVj is of 
finite rank and is an element of Eo. It is also obvious that 

00 

Iia - amll = II L sjvjll = sm+l, 

j=m+l 

and goes to 0 as m ----t 00, implying that a = lim am, where the limit is taken 
in the operator norm. But a is of infinite rank and thus is not in Eo. 

We can complete the space Eo by adding to it operators which are the 
limit of a norm-converging sequence from Eo. We will denote this space by 
Ec and write 

(4.117) 

It can be shown that for each type of classical domain, the space Ec consists 
of compact operators. However, for physical applications, we have to consider 
also bounded non-compact operators and even sometimes unbounded ones. 
So we need a completion of Eo that will consist of all bounded operators in 
D. This could be done by embedding Eo into E~* and completing it there 
with respect to w* -convergence, defined below. 

We will describe now the space E~, the dual to the space of compact 
operators. From the previous section, the dual Eo of Eo consists of operators 
with pure state decomposition (4.106) for which 11/11* = ~ Sz < 00. Such 
operators are called trace class operators. They are used to represent states 
of quantum systems. It can be shown that for type I domains, E~ consists 
of all trace class operators from H to K, and for type II and III domains, 
E~ consists of all anti-symmetric and symmetric trace class operators on H, 
respectively. 
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The dual to the space of trace class operators is the space of bounded 
operators which we considered in the definition of the classical domains. To 
obtain this space from Eo, we have to consider w* -convergence, which is 
defined as follows. Let E be a Banach (complete normed) space, which is the 
dual of a Banach space E*, called its predual. Denote the norm of an element 
1 E E* by 11/11*. We will say that a sequence am of elements of E converges 
w* to a E E if for any f E E*, we have 

lim am{f) = a{f). 
m ..... oo 

(4.118) 

This will be denoted by am ~ a. It can be shown that the Banach space 
E := E~*, which is the dual of the Banach space E~, the space of all trace 
class operators, is the w*-closure of Eo. We will write this as 

(4.119) 

This means that for any bounded operator a, we can find a sequence am E 
Eo such that (4.118) will hold for any trace class operator f E E* = E~. 
Moreover, the finite rank operators can be chosen as am = PmaQm, where 
Pm, Qm are families of finite-dimensional projections of the Hilbert spaces 
K, H respectively, converging to the identity. 

We will say that the triple product is w*-continuous in a JC*-triple E, 
which is the dual of E*, if 

(4.120) 

In this case, we call E a JCW* -triple. It can be shown that E = E~* is a 
JCW* -triple. 

4.7 Notes 

The theory of non-self-adjoint operators on a Hilbert space is well presented 
in [38]. The classical bounded symmetric domains and JC*-triples were stud­
ied by L. Harris [40]. The connection between the Mobius-Potapov-Harris 
transformations and Transmission Line Theory was explained in [30] and [25]. 
Operator differentiability for self-adjoint operators was studied in [14], and, 
for elements of JC*-triples, in [6]. For the general theory of operator algebras, 
see [44] and [61]. 



5 The algebraic structure of homogeneous balls 

In this chapter we will present the main ideas of the theory of homogeneous 
balls and bounded symmetric domains and the algebraic structure associated 
with them. The domains will be domains in complex Banach spaces and 
their homogeneity and symmetry will be with respect to analytic (called also 
holomorphic) maps. Thus we will start with the definition and study of the 
analytic mappings on Banach spaces. Next we will consider the group of 
analytic automorphisms Auta(D) of a bounded domain D and show that the 
elements of this group are uniquely defined by their value and the value of 
their derivative at some point. 

The Lie algebra auta(D) can be defined as the tangent of the group at 
the identity and as the genemtors of global (for any time t) analytic flows of 
the domain. If the domain D is homogeneous, the elements of auta(D) are 
polynomials of degree 2. This allows us to define a triple product structure for 
these domains. We will show that this triple product is a hermitian Jordan 
triple product. We will describe the geometry of these domains and their 
duals in terms of the triple product. 

5.1 Analytic mappings on Banach spaces 

In the previous chapter we have seen that the classical domains are homoge­
neous under the analytic maps. Also the unit ball of the complex spin factor 
of Chapter 3 is homogeneous under the analytic maps. We saw in Chapters 
1 and 2 that real domains, which are homogeneous under the analytic maps, 
can be embedded in a complex domain. Thus, we will now define the notion 
of an analytic map of a Banach space and study the properties of such maps. 

5.1.1 Homogeneous polynomials 

A Banach space over the complex numbers is a complete normed vector space. 
Let X,Y be Banach spaces over the complex numbers. Denote the unit ball 
of X by 

B = {x EX: Ilxll < I}. (5.1) 
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A mapping f : X x X x ... x X ~ Y such that 
, y , 

m 

(5.2) 

is called an m-linear map. An m-linear map 1 is continuous if the norm of 1 
defined by 

11111 = sup IIJ(xI, x2,'" ,xm)ll (5.3) 
Xl,X2, ••• ,xmEB 

is finite. We denote the space of all m-linear and continuous maps from X to 
Y by Lm(x, Y). We denote Lm(x) = Lm(x, X). 

Define LO(X) = X. If the dimension n of X is finite, let el, eI, ... ,en 
be a basis in X. In order to analyze Ll(X) (consisting of I-linear maps), 
decompose any element in X as 

n 

X = L :dej = :dej. 
j=l 

(5.4) 

We will use the Einstein summation convention, where there is an assumed 
summation for repeated lower and upper indexes, in order to simplify formu­
las involving summation. According to the linearity property, we have 

(5.5) 

In order to define f, we denote 

(5.6) 

and then combine (5.4) and (5.5) together: 

- . k k . 
f(x) = Xlajek = ajXlek (5.7) 

This expression can also expressed by J(x) = Ax, where 

(
al a~ ... a~) (X~) al a2 ... an X 

A= .... ,x= .. . . . . . . . . . . 
af a~ ... a~ xn 

To define L2(X), note that every 1 E L2(X) operates on pairs of vectors 
x = xjej and y = yeee. Using the linearity property, we obtain 

(5.8) 
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We will now denote 

(5.9) 

and then combine (5.8) and (5.9) together in order to produce the following 
formula: 

(5.10) 

This representation creates a three-dimensional matrix. 
For every 1 E Lm(x) that operates on m vectors, we have the following 

formulas: 

(5.11) 

(5.12) 

ak . . e Jl,J2, ... ,Jm k· (5.13) 

Let m be a natural number. We say that the map f: X ---t Y is an 
m-homogeneous continuous polynomial if there is an m-linear, continuous 
1 E Lm(x, Y) such that 

f(x) = f(x, x, ... , x). (5.14) 

From this definition, it follows that 

f(sx) = f(sx, SX, ... , sx) = sm f(x) (5.15) 

for any number s. Define the norm of f by 

II f II = sup II f(x) II (5.16) 
xEB 

Denote by Pm(X, Y) the set of all m-homogeneous, continuous polynomials 
from X to Y. 

An m-linear map is called symmetric if 

1(xl,x2, ... ,xm ) = f(xU l,xu 2, ... ,xum ) 

for every permutation (J of {1, 2, ... , m}. If f E Pm (X, Y) and the correspond­
ing 1 E Lm(x, Y) is not symmetric, we can replace f(Xl, X2, ... , xm ) with 
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where the sum is taken over the m! permutations a of {l, 2, ... , m}. It is 
obvious that is is a symmetric m-linear map and that f(x) = is (x, x, ... , x) = 
l(x,x, ... ,x). 

Denote by 1x(x)dx the derivative of the function f at x E X in the 
direction dx E X, which is defined by 

df d l' f(x + sdx) - f(x) 
dx (x)dx = dsf(x + sdx)ls=o = s~ s ' (5.17) 

where s is a complex number. Suppose 1 E Lm(X, Y). Then 

df 
dx (x, ... , x)dx 1. J(x + sdx, ... , x + sdx) - J(x, ... , x) 

Im~--------------~~~--~ 

s-o S 

1. J(x, ... , x) + sJ(dx, x, ... , x) + ... + sJ(x, ... , x, dx) + 0(S2) - J(x, ... , x) 
=lm~----~--~------~------~~----~----~~~~--~ 

s~o S 

= J(dx, x, ... , x) + J(x, dx, ... , x) + ... + J(x, ... , x, dx). (5.18) 

Thus, if f(~(x) is an m-homogeneous polynomial defined by a symmetric 
m-linear map f, then 

df(m) 
~(x)dx = mJ(dx,x, ... ,x) = mgtm-l) (x)dx, (5.19) 

where g(m-l) is an m - 1 homogeneous polynomial from X to LI(X, Y). In 
particular, when x = dx we obtain: 

(5.20) 

5.1.2 Analytic maps on Banach spaces 

A power series from X to Y is an infinite sum of the form 

00 

(5.21) 

where f(m) E Pm (X, Y). We say that the power series converges uniformly 
on a set S if for any e > 0, there is a number N such that for any N < k < l 
we have 

I 

II L f(m)(x)11 < e (5.22) 
m=k 
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for any xES. 
A mapping f : X ---t Y is called analytic at the point a if 

00 

f(x) = 'E f(m) (x - a), (5.23) 
m=O 

where f(m) (x - a) E Pm (X, Y), and there is r > 0 such that the power series 
converges uniformly for II x - a II < r. A mapping f from an open set 
D c X into Y is said to be analytic on D if it is analytic at each point of D. 

If we denote h = x - a, then we can rewrite (5.23) as 

00 

f(a + h) = f(a) + 'E f(m)(h). (5.24) 
m=l 

Then, for any number s, from (5.15) we obtain 

00 00 

m=l m=l 

Thus, 

(5.26) 

from which we obtain the well-known Taylor formula 

(k) _ ~~ I f (h) - k! dskf(a+ sh) s=o· (5.27) 

This formula not only gives us an explicit definition of f(k) (h) but also proves 
that the power series expansion (5.23) of an analytic function is unique. 

5.1.3 Examples of analytic mappings 

As a first example of an analytic function, take X = sn, the complex spin 
factor, whose underlying set is en for n finite or infinite. The norm is defined 
by use of a triple product. For a fixed a E sn, define a map qa : sn ---t sn by 

qa(Z) = {z,a,z} = 2(zla)z - (zlz)a:. 

Then qa(z) = qa(z,z), where qa(x,y) = {x,a,y}. Clearly qa is bilinear and 
continuous, and so qa E P2 (X,X). Thus qa is analytic on sn. 

Another example of an analytic function was considered in the previous 
chapter. There, the Banach space is X = L(H, K), the space of all bounded 
linear operators on a Hilbert space H, with the operator norm. The unit ball 
B in X is defined by (5.1). Let a E B. We define a mapping fa : B ---t B by 
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ia(b) = b(l- a*b)-l = b + ba*b + ba*ba*b +... (5.28) 

We show that f(b) = ta(b) is analytic on B. 
Note that, f(O) = 0,1(1) (b) = b, f(2) (b) = ba*b, f(3) (b) = ba*ba*b, 

and so on. The norm of f(1) is 

Ilf(l)11 = sup Ilf(l)(b)11 = sup Ilbll = 1. (5.29) 
bEB bEB 

The norm of f(2) is 

Ilf(2)11 = sup Ilba*bll :S sup Ilbll·llall·llbll :S Ilall· (5.30) 
bEB bEB 

Similarly, Ilf(3)11 :S Ila112, and for any m, we have Ilf(m)11 :S Iiallm- l . Thus, 
using the formula for the sum of a geometric series, we obtain 

1 
Ilfll :S L Ilf(m)11 :S 1 + Iiall + IlaW + IIal1 3 + ... = l-ilall < 00, 

(5.31 ) 

implying that the power series (5.28) converges uniformly on B. 
For a third example, we take X = L(H). Define a function exp : X -+ X 

by 

00 m 

f(a) = exp(a) = L;' m. 
m=O 

(5.32) 

In this case f(O) = I, f(1)(a) = a, f(2) (a) = ~~, and so on. The norm of f(m) 

is 

1 Iiallm 
-, sup Ilamil < " 
m. aEX m. 

(5.33) 

Thus, for any r we have 

implying that the power series (5.32) converges for all a E X and the function 
exp is analytic on X. 

5.1.4 Cauchy estimates for analytic functions 

Let f be an analytic map from an open set D c X to Y. We define 

IlfilD = sup Ilf(x)ll· 
xED 
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For an interior point a E D, we want to estimate the norm of f(m) (defined 

by (5.16)) from the decomposition (5.24) and the norm Ilnm)11 (defined by 
(5.3)) of its symmetric m-linear map. These estimates depend on IlfilD and 
8 = dist(a, aD), the distance from the point a to the boundary of D, which 
is a positive number. We will show that 

(5.34) 

Let hI, h2, ... , hm be elements of Be X, and let Zl, Z2, ... , Zm be complex 
numbers. Define c = ~. If IZll = IZ21 = .. , = IZml = c, then Ilzjhjll < 8, 
implying that a + zjhJ ED. Furthermore, note that 

f(k) (zjhj) = ilk) (Zjl hj1 , Zhhh, ... , Zjkhjk) 

where the summation is over all 1 ::; jn ::; m. Since for any c > 0 and any 
integer n, we have 

1 d 1 271' icp 'd . 1271' {2 . .-!. = ce ~ 'f! = _z_ ei(l-n)CPd = 1n, 
I I zn cnemcp cn - 1 'f! 0 z =e: 0 0 , 

the expression 

if n=l, 

otherwise, 

(5.35) 

is not equal to zero only if k = m and (jl,j2, ... ,jk) is a permutation of 
(1,2, ... , m). Since the number of such permutations is m!, we have 

- '(2 .)mf-(m)(h1 h2 hm) - m. 7rZ s " ... , . 

Therefore, 

f-(m)(h1 h2 hm) 
s " ... , 

This gives the following estimate: 
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1 mm 
m!€m II/IID = m!~m II/IID. 

Using the Stirling inequality %7 ~ em, we obtain 

IInm) (hI, h2 , ... , hm)1I ~ (i)mIl/IiD . 

This establishes (5.34). Since I(m) (h) = Fsm) (h, h, ... , h), we get 

II/(m)1I ~ (i)mIl/IiD . 

It can even be shown that 

(5.36) 

(5.37) 

(5.38) 

(5.39) 

As a consequence of this formula, we get the following result, known as 
Liouville's Theorem: if 1 is analytic on the entire space X and bounded, then 
it must be constant. The proof is as follows: since 1 is bounded and analytic 
everywhere, it follows that II/(m)1I ~ (!)mll/il for all ~. Hence, II/(m)1I = 0 
for all m ~ 1, and, thus, 1 = 1(0) is constant. 

5.2 The group Auta(D) 

Let D be a domain in a Banach space X. We will say that the domain is 
bounded if there is a positive number bo such that for any XED, we have 
IIxll < boo We denote by Auta(D) the set of all analytic maps 1 from D to 
D for which there is an analytic map 9 such that log = 9 0 1 = I, where I 
denotes the identity map on D. These maps are called automorphisms of D, 
and Auta(D) is called the automorphism group 01 D. To show that Auta(D) 
is a group, we have to show that it is closed under composition. 

5.2.1 Composition of analytic functions 

We want to show that a composition of two analytic functions is also ana­
lytic. Let X, Y, Z be Banach spaces. Let 1 be an analytic function from some 
domain D C X to a domain G C Y, and let 9 be an analytic function from 
the domain G in Y to Z, as expressed in the diagram 

X~Y~Z. 

Let a E D, and let I(a) = bEG. We will show that go 1 is analytic at a 
(see Figure 5.1). 
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f 

g(b) 

Fig. 5.1. Composition of analytic functions 

Expand the analytic functions f and 9 into homogeneous polynomials by 
(5.24) as 

00 00 

f(a+h) f(a) + L f(m)(h), g(b + y) g(b) + Lg(k)(y). 
m=1 k=1 

Then the composition fog is decomposed as 

00 00 

(gof)(a+h) = g(b) + L L ~(k)(f(ml)(h),J(m2)(h), ... ,f(mk)(h)). 
k=1 ml ... mk=1 

We introduce a multi-index m = (ml' m2, ... , mk), where mj EN are natural 
numbers, and denote Iml = ml + m2 + ... + mk. By combining terms of the 
same order, we can rewrite the previous expression as 

00 

(g 0 f)(a + h) = g(b) + L (g 0 f)(m) (h) (5.40) 
m=1 

with 

m 

(g 0 f)(m) (h) := L L g~k) (f(m1 ) (h), f(m2) (h), ... , f(m k) (h)). (5.41) 

k=1 Iml=m 

To show that go f is analytic, we need to show that the power series (5.40) 
converges uniformly. 

Denote 01 = dist(a,8D) and 02 = dist(b, 8G). Using (5.34) and (5.39), 
we have 
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This gives the following estimate: 

Note that the number of summands in (5.41) is at most m 3 , since k has 
at most m values, mj has at most m values and the number of such mj is at 
most m. Thus, 

If we take a positive Q < 1, then for sufficiently small h we obtain 

More precisely, using that m 3/m < 3, it is sufficient to take 

Q(5t82 

Ilhll ::; 3e II/liD' 

Thus 

Thus, the power series (5.40) converges uniformly. This completes the proof 
that the composition of two analytic functions is analytic. 

From this it follows that Auta{D) is closed under composition, meaning 
that if / and 9 belong to Auta{D), then also go / belongs to Auta{D). Since 
/-1 0 g-l 0 go/ = /-1 0/ = I, the map /-1 0 g-l is the inverse of go/ and 
is also analytic. Thus, Auta{D) is a group. 

5.2.2 Generalized Classical Schwartz Lemma 

The elements of Auta{D) have several properties similar to those of the 
Mobius transformations of the unit disk in the complex plane. One of them 
is given by the Generalized Classical Schwartz Lemma for bounded domains. 
This lemma states: Let D be a bounded domain containing O. If / E Auta{D) 
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satisfies f(O) = 0 and f(1)(0) = I (the identity map), then f(x) = x for all 
xED. 

To show this, assume that f(x) is not identically equal to x. Let k be 
the smallest integer 2 2 such that the k-homogeneous polynomial f(k) in 
decomposition of f is not equal identically to O. Since f(O) = 0 and f(1) (x) = 
x, we have 

f(x) = x + f(k) (x) + . . . when f(k) -j. 0 (5.43) 

where f(k) is a k-homogeneous polynomial with values in X. Since the compo­
sition of analytic functions is analytic, P E Auta(D), and we can decompose 
it by use of (5.14) as follows: 

= x + j<k) (x, ... , x) + j<k) (x + f(k) (x) + ... , ... , x + f(k) (x) + ... ) + ... 

= x + 2j<k) (x, ... ,x) + ... = x + 2f(k) (x) + ... 

Repeating this argument, we obtain 

fm(x) = (f 0 f 0'" 0 J)(x) = x + mJ<k) (x) +... (5.44) 
, I 

v 
m 

Since fm E Auta(D) and D is bounded, we have Ilfm(x)11 < boo From (5.39) 
we get 

(5.45) 

where 8 = dist(O, aD). But this inequality cannot hold as m -+ 00, so the 
assumption that there is f(k) -j. 0 is wrong. Therefore, f(x) = x, proving the 
Generalized Classical Schwartz Lemma. 

5.2.3 The Cartan Linearity Theorem and the Cart an Uniqueness 
Theorem 

A domain D is called circular if eiOx E D for any () E R and xED. From 
now on, the domain D will be a bounded circular domain in a Banach space 
X. All of the domains considered in the previous chapters were unit balls in 
some norm in a Banach space. Since IleiOxl1 = Ilxll, any unit ball is a bounded 
circular domain. 

We will now prove the Cartan Linearity Theorem, which states: Let D be 
a bounded circular domain in a Banach space X and let f E Auta(D) with 
f(O) = O. Then f is linear. 
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From the definition of Auta(D), if f E Auta(D), then also f- 1 E Auta(D). 
Since D is circular, it follows that for any 0, the map go : D -t D defined by 

(5.46) 

is in Auta(D). But 

go(O) = e-iO f-l(e iO f(O)) = e- iO rl(O) = 0 

and, by use of the chain rule, its derivative at 0 is 

= e-iOeiOdf-l (0) df (0) = ~(f-l 01)(0) = I. 
dx dx dx 

By the Generalized Classical Schwartz Lemma, we have go(x) = x for all 
xED and from (5.46), we obtain 

(5.47) 

Since f is analytic, we have f(x) = L: f{m)(x). If we substitute this into 
(5.47), we get 

eiO L f(m) (x) = L f(m) (eiOx) = L eimO f(m)(x). (5.48) 

In order to fulfill (5.48), m must be equal to 1. Hence, for all m > 1 we obtain 
f(m)(x) = O. So f(x) = f(1)(x), which means that f is linear. This proves 
the Cartan Linearity Theorem. 

We will now show that an element of Auta(D), where D is a bounded 
circular domain, is uniquely determined by its value and the value of its 
derivative at the point x = O. This is called the Canan Uniqueness Theorem, 
which states: Let D be a bounded and circular domain and let f, g E Auta(D), 
such that f(O) = g(O), and *,(0) = ~(O). Then f = g. 

Define h = f- 1 0 g. Then h E Auta(D), h(O) = rl(g(O)) = f- 1 f(O) = 0 
and 

Thus, from the Generalized Classical Schwartz Lemma, we have h(x) = x. 
This implies that (f-l 0 g)(x) = x, and so g(x) = f(x) for all xED. This 
proves the Cartan Uniqueness Theorem. 

Define a subgroup K of Auta(D) by 

K = {f E Auta(D) : f(O) O}. (5.49) 



5.3 The Lie Algebra of Auta{D} 207 

From the Cartan Linearity Theorem, it follows that K consists of all linear 
maps in Auta(D). Elements of K are called rotations of D. A domain D is 
called a homogeneous domain if for any a E D there is 1 E Auta(D) such 
that 1 (0) = a. For a homogeneous domain we can identify the factor space 
Auta(D)/K with the domain D by identifying any element 1 E Auta(D) 
with its value 1(0). 

5.3 The Lie Algebra of Auta(D) 

In this section we will describe the Lie algebra auta(D) ofthe group Auta(D) 
and define the triple product associated with the domain D. 

5.3.1 The tangent space at the identity of Auta(D) 

The Lie algebra of Auta(D) consists of the tangent vectors to the identity I of 
the group. To define a tangent vector at the point I, we start with a smooth, 
curve in the set Auta(D), i.e., a real analytic function 9 : (-c, c) --t Auta(D) 
with g(O) = I. Then Og = cftg(t)lt=o, the derivative of g(t) at t = 0, is a 
tangent vector at I. Since the elements g(t) are analytic functions from D 
to D c X, and X is a linear vector space, Og is a function from D to X. 
We will consider only smooth curves g(t) for which the tangent Og at I is an 
analytic function on D. Denote by Hol(D,X) the set of analytic (called also 
holomorphic) maps from D to X. 

Thus, the tangent space of Auta(D) at the identity I is defined by 

d 
T[(Auta(D)) = {Og E Hol(D,X): Og = dtg(t)lt=o}, (5.50) 

g: (-c, c) --t Auta(D) is analytic and g(O) = I. Any element Og of the tangent 
space can be considered as a vector field on the domain D, since for any point 
XED, it defines a vector Og(x} E X and X can be considered as a tangent 
space to D at x. The vector fields play the role of infinitesimal generators of 
the group. Examples of such vector fields were given in earlier sections (see 
Figures 1.30, 1.31, 2.7, 2.8 and 3.6). The vector Og(x) is a tangent vector to 
the curve g(t)x in D. This means that for small Llt > 0, we have 

g(Llt)x ~ x + og(x)Llt. (5.51) 

Even though both Auta(D) and T[(Auta(D)) consist of analytic func­
tions on D, they differ significantly in their mathematical structure. The set 
Auta(D) is a group, implying that it is closed under composition and in­
verses. However, there is no linear structure on Auta(D). On the other hand, 
composition and inverses are not defined for T[(Auta(D)), but this set is a 
linear space. This follows from the fact that if OgE T[(Auta(D}} and a is a 
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constant, then g{at) is a smooth curve in Auta{D), with the tangent vector 
a8g E TJ(Auta(D)). Also for any two vector fields 8g ,8h E TJ(Auta(D)) we 
can define a smooth curve 'Y(t) = g(t) 0 h(t) in Auta(D). To calculate the 
tangent vector of this curve, notice that g(t)x = x + t8g(x) + o(t). Therefore, 
g(t) 0 h(t)x = h(t)x + t8g(h(t)x) + o(t). So 

1m = m + ::....:..-'-------1. 'Y(t)x - x Ii (g(t) 0 h(t)x - g(t)x g(t)x - x) 
t-+O t t-+O t t 

_ Ii h(t)x + t8g (h(t)x) - x - t8g (x) + o(t) ;: ( ) _ ;: () ;: ( ) 
- m + Og x - Oh X + Og x . 

t-+O t 

Thus 'Y(t) generates a tangent vector 8g +8h E TJ(Auta(D)). This shows that 
TJ(Auta(D)) is a linear space. 

In addition to the linear structure, the set TJ(Auta(D)) is also closed 
under the Lie bracket, defined as follows. For any two smooth curves g(t), h(t) 
in Auta(D), with tangent vectors 8g ,8h E TJ(Auta(D)), define a smooth 
curve 'Y(t) = g(t) 0 h(t) 0 g(t)-l 0 h(t)-l. It is obvious that 1'(0) = I and 
'Y(t) E Auta(D) for some t in a neighborhood of O. Moreover, if we introduce 
a new parameter s = t2 , then 1'( JS), which is a smooth curve in Auta(D), is 
differentiable at s = 0, and for any xED we have 

where 8~(x)8h(X) denotes the derivative of 89 at the point x in the direction 
8h(X). This implies that TJ(Auta(D)) is closed under the Lie bracket, defined 
as 

(5.53) 

for any 89 , 8h E TJ(Auta(D)) and any xED. It is known that this bracket 
satisfies the so-called Jacobi identity 

[8j , [89 , 8h ll = [[8f, 89 ], 8h] + [8g , [8 j , 8h]], 

for any 8j,8g ,8h E TJ(Auta(D)). 

5.3.2 Complete analytic vector fields and auta{D) 

(5.54) 

For any fixed point Xo E D and vector field 8 E H ol (D, X), define a local 
flow cp~(t) on D to be the solution of the first-order differential equation 

(5.55) 

satisfying the initial condition cp~(O) = Xo. From the general theory of dif­
ferential equations, this solution is defined and unique for t in some real 
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interval Jxo containing the point t = O. Moreover, the solution will depend 
analytically on the initial condition Xo. 

We will say that a vector field 8 E H ol (D, X) is a complete vector field 
if the solution 'Po(t) of (5.55) exists for any Xo E D and any real t. If the 
vector field {) E Hol(D,X) is complete, then it defines a global flow 'P6(t, X) 
on D, defined for any t E R and any fixed xED, which is the solution of the 
initial-value problem 

(5.56) 

The set of complete analytic vector fields on a domain D is denoted by 
auta(D). It was proved ([70] and [69]) that 

(5.57) 

and is a real Lie algebra. 
The property of completeness of a vector field is connected with the prop­

erty of being tangent on the boundary. We will say that a real linear func­
tional f : X -+ R exposes a boundary point Xo E aD, if f(x) :::; f(xo) for 
any xED. A vector field 8 is said to be tangent on the boundary of D if 
for any boundary point Xo E aD and any functional f exposing xo, we have 
f(8(xo)) = O. In [64] it was shown that an analytic vector field on a bounded 
domain D is complete if it is tangent on the boundary aD of this domain, 
see also [69]. The meaning of this condition is the following. Since a local 
flow for an analytic vector field always exists inside the domain, in order that 
the flow will exist for any t, we have to take care that the flow will not leave 
the interior of the domain. The vector field's being tangent on the boundary 
prevents the flow from leaving the interior of the domain. See the examples 
of the vector fields in sections 1.5.1, 2.4.3 and 3.4.1. 

Fix now some t > 0 and 8 E auta(D). Then an approximate solution 
</J8(t, x) of (5.56) can be obtained as follows. Divide the interval [0, t] into n 
intervals by introducing intermediate points tj = jt/n with j = 0,1, ... , n. 
Then, for any 1 :::; k :::; n, we have 

'P6(tk,X) ~ 'P6(tk-l, x) + 8('P6(tk-l,x))t/n 

and, by using (5.51) with 8g = 8 we have 

'P6(tk,X) ~ g(t/n) ('P6(tk-1, x)). 

Thus 

'P6(t,X) ~ g(t/nt(x). 

By taking the limit as n goes to infinity, we obtain 

'P6(t, x) = lim g(t/n)n(x). 
n-HX) 

(5.58) 
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Since for each fixed t and n, the map g(t/n)n belongs to Auta(D), the map 
<P.;(t,x) also belongs to Auta(D). 

If 8 in the initial value problem (5.56) is a linear map, then this initial­
value problem has the solution <P.;(t, x) = exp(t8)x. Moreover, by substituting 
(5.51) into (5.58), we have in this case 

<P.;(t, x) = lim (I + 8t tx, 
n-+oo n 

justifying the notation <P.;(t, x) = exp(t8)x. From (5.58) one can show that 
<P.;(t, x) generates a commuting one-parameter subgroup of Auta(D) satisfying 

This equation clearly holds for tl ~t2 = ![t (and then h ~t2 = n-;;m) and since 
such tl are dense, this will hold for any t l . 

The Lie algebra auta(D) is purely real, meaning that if both 8 and i8 
belong to auta(D), then 8 == O. This results from the following argument. Let 
x be any fixed point in D. For any complex number w = t + is, define a map 
f: C -+ X by f(w) = exp(w8)x. Since [8,i8] = 0, the one-parameter groups 
exp( t8) and exp( s i8) commute. Thus, 

f(w)x = exp(w8)x = exp(t8) exp(s i8)x 

is an analytic map on C with image in D, which is bounded. By Liouville's 
Theorem, f(w) is constant, implying that 8 = O. 

5.3.3 The Cartan Uniqueness Theorem for auta(D) 

The elements of Auta(D), are determined by their value and their derivative 
at x = O. The complete vector fields of auta(D) have a similar uniqueness. 
The Cartan Uniqueness Theorem for auta(D) states: Let D be a bounded 
domain in a Banach space and let 8, ~ be compete holomorphic vector fields 
in auta(D) such that 

8(0) = ~(O) and d8(x) (0) = d~(x) (0). 
dx dx 

Then 8(x) = ~(x) for all xED. 

Indeed, let 'T] = 8 -~. Then'T] E auta(D) satisfies 'T](O) = 0 and ~(O) = O. 
To prove the theorem, it is enough to show that 'T](x) = 0 for any xED. 

Denote by <P".,( t, x) the solution of the initial-value problem 

(5.60) 

Note that since 'T](O) = (0), the initial-value problem (5.60) has a solution 
<p".,(t,O) == 0 for x = O. 
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Let us calculate now a"'8~'x) (0). Note that 

Substituting x = 0 and using that ~(O) = 0, we obtain 

i a'Pl1(t, x) 1 = 0, 
at ax x=o 

implying that 

a'Pl1(t, x) 1 = a'Pl1(O, x) 1 = axl =1. 
ax x=o ax x=o ax x=o 

Thus, for any fixed t, the map 'Pl1(t, X) E Auta(D) satisfies 'Pl1(t, 0) = 0 and 
a"'8~'x) (0) = I, implying by the Cartan Uniqueness Theorem for Auta(D) 
that 'Pl1(t, x) = x. By (5.60) from this follows that TJ == O. This proves the 
Cartan Uniqueness Theorem for auta(D). 

5.3.4 The structure of auta(D) 

We will now derive the key result which is needed in order to construct a 
triple product on a bounded symmetric domain (which will be defined in 
the next section). It is known [12] that any bounded symmetric domain is 
analytically equivalent to a bounded circular domain. So we will assume that 
the domain D is a bounded circular domain in a Banach space X. 

Let ~ E auta(D). We will show that the power series expansion (5.24) of 
~ at x = 0 is 

(5.61) 

where b = ~(O). Moreover, we will show that 

~(l)(X) E auta(D), and b + ~(2)(x) E auta(D), (5.62) 

and that ~(2)(x) is uniquely determined by h. 

To verify this result, we introduce a one-parameter family of maps 
1jJ(t), t E R, on X defined by 

Since the domain D is assumed to be circular, 1jJ(t) : D - D and 1jJ(t) E 
Auta(D). The tangent to this family at 1jJ(0) = I is given by 
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From (5.57) follows that TJ E auta(D). 
Using this TJ and the Lie bracket, defined by (5.53), we define a map 

T: auta(D) -+ auta(D) by 

The action of T on the m-homogeneous polynomials of ~(x) is, by use of 
(5.20), given by 

By decomposing ~(x) = 2:::=0 ~(m)(x), we have 

00 

T~(x) = L i(l - m)~(m)(x) E auta(D). (5.63) 
m=O 

Since auta(D) is a real linear space, any polynomial p(T) with real coeffi­
cients maps auta(D) into auta(D). Since T acts on homogeneous polynomials 
by multiplication by a constant, the polynomial p(T) acts on ~(m) by 

00 

p(T)~ = L p(i(l- m))~(m). 
m=O 

Let p(x) = x(l + x2 ). Then 

p(i(l - m)) = i(l - m)(l - (1 - m)2) = i(l - m)m(2 - m) 

and thus 

00 

p(T)~ = i L m(m - l)(m - 2)~(m) E auta(D). (5.64) 
m=O 

But from this equation, we have 

p(T)~(O) = 0 and dP(~~~(x) (0) = 0, 

which, by the Cartan Uniqueness Theorem for auta(D), implies that p(T)~ == 
O. Since for any m > 2, the coefficient of ~(m) in the power series of (5.64) is 
non-zero, while the sum equals zero, we conclude that ~(m) = 0 for such m, 
proving (5.61). 

The same argument for the polynomial p( x) = (1 + x2 ) yields 
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2 

p(T)~ = L m(2 - m)~(m) = _~(1) E auta(D). 
m=O 

Thus, also ~(O) + ~(2) = ~ - ~(1) E auta(D), proving (5.62). 
Finally, to show that {(2)(X) is uniquely defined by b = ~(O), let b + 

{(2)(X) E auta(D) and also b + e(2)(x) E auta(D)j then their difference 
( = ({(2)(X) - e(2)(x)) E auta(D). But, since ((0) = 0 and d~~) (0) = 
0, the Cartan Uniqueness Theorem for auta(D) implies that ( == 0, and, 
thus, ~(2)(x) = e(2) (x). Hence, the quadratic polynomial in the power series 
expansion of ~ of auta(D) is uniquely defined by b = ~(O). We denote this 
polynomial by 

(5.65) 

Thus, 

(5.66) 

where b E X, a map r;, E L(X) is a linear map such that expr;, is a linear 
automorphism of D, and qb is the quadratic polynomial uniquely defined by 
b. 

We denote by ~b(X) = b-qb(X) the element ~ of auta(D) such that ~(O) = 
b and ~/(O) = O. We will call such elements the generators of translations and 
denote the set of all such generators by 

(5.67) 

Similarly, we can define the generators of rotations by 

k = {I~x E auta(D): r;, E L(X), exp(r;,) E Auta(D)}. (5.68) 

This defines the Carlan decomposition of auta(D) : 

auta(D) = ~ + k, 

where the elements of p are symmetric with respect to the symmetry sex) = 
-x, and the elements of k are antisymmetric with respect to s. 

5.3.5 The triple product defined by auta(D) 

A bounded domain D is called homogeneous if for any a E D there is a map 
<p E Auta(D) such that <p(0) = a. Homogeneity of the domain D implies 
that for any b E X, there is an element {b, defined by (5.67), in auta(D). A 
domain D is called a symmetric domain if for any a E D there is a symmetry 
Sa E Auta(D) (Le., s~ = J) fixing only a. It is known that any bounded sym­
metric domain is analytically equivalent to a bounded homogeneous circular 
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domain. From nOw On we will assume that a bounded symmetric domain D 
is a bounded homogeneous circular domain in some Banach space X. 

The triple product of a a bounded symmetric domain D is defined by use 
of the quadratic map qb(X) from auta(D). Since auta(D) is real linear, for 
any two elements ~b,~d E auta(D), their real linear combination a~b + {3~d 
also belongs to auta(D). But 

a~b + {3~d = ab + {3d - aqb - {3qd = ~ab+{3d, 

implying that 

qab+{3d = a% + {3qd 

and that the map b -t qb is real linear. From (5.63), it follows that 

T~b = ib - i~~2) = ib + iqb E auta(D), 

implying that ~ib = ib + iqb and that qib = -i%. Thus, the map b -t qb is 
a conjugate linear map. 

Apply nOw the definition of an m-homogeneous polynomial (5.14) to the 
(quadratic) 2-homogeneous polynomial %(x) and write this polynomial as 

%(x) = tlb(X, x), 

where tlb(X, x) is a symmetric bilinear map on X. Since this map is also 
conjugate linear in b, we will write it as a real trilinear map, called the 
triple product, defined On elements of X by 

qb(X) = tlb(X,X) = {x, b,x}. (5.69) 

Note that this triple product is linear in the first and last components and 
conjugate linear in the middle one. This is consistent with the triple product 
(4.9) in Chapter 4 for JC*-triples consisting of spaces of operators. 

If we write x = a + e for arbitrary a, e EX, then we can rewrite (5.69) as 

%(a + e,a + e) = {(a + e), b, (a+ en 

= {a, b,a} + 2{a, b,e} + {e, b,e} = qb(a) + 2{a, b,e} + qb(e). 

Thus, we can now define the triple product for any a, b, e E X by 

1 
{a, b,e} = "2 (qb(a + e) - qb(a) - qb(e)). (5.70) 

For any pair of elements a, b EX, we define two real linear maps X -t X. 
The first one, denoted D(a, b), is also a complex linear map: 

D(a, b)x = {a, b,x}. (5.71) 

We write D(a) instead of D(a, a). The second map is a complex conjugate 
map defined by 

Q(a, b)x = {a, x, b}. (5.72) 

We write Q(a) instead of Q(a, a). 
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5.4 Algebraic properties of the triple product 

In the previous section, we introduced a triple product for a bounded sym­
metric domain D. The product was derived from the quadratic term elements 
of the Lie algebra auta(D). We will continue to study this algebra and derive 
consequences of its properties for the triple product. 

5.4.1 The main identity 

By use ofthe triple product, defined by (5.70), we can now rewrite the formula 
(5.66) of auta(D) as 

auta(D) = {~(x) = b + h:X - Q(x)(b) = b + h:X - {x, b,x}}, (5.73) 

where b E X and the map h: E L(X) is a linear map such that exp h: is a 
linear automorphism of D. Let us calculate now the Lie bracket (5.53) of two 
elements ( = d + IJX - {x, d, x} and ~ = b + h:X - {x, b, x} in auta(D). Since 
the derivative of ~ at x in the direction y is 

d~ 
dx(x)y = h:y - 2{x, b,y} = (h: - 2D(x, b))y, 

we have 

[(,~](x) =(IJ- 2D(x,d))(b+h:x-{x, b,x}) 

-(h:-2D(x, b))(d+IJx-{x, d, x}), (5.74) 

which is an element of auta(D). 
Consider now the case h: = IJ = O. Then, using the notation from (5.67), 

we have 

[~id, ~dJ(X) = 4i{x, d, d} = 4iD(d)x E auta(D), (5.75) 

implying that iD(d) is a linear map in auta(D). Hence, the exponent 
exp(itD(d)) is a linear automorphism of D for any real t. If D is the unit ball 
in X, then exp(itD(d)) is a linear isometry of X. Denote by aD(d) the spec­
trum of the operator D(d). If A E aD(d), then we can find a non-zero xED 
such that D( d)x :::::! AX. But if A is not real, then exp( itD( d))x :::::! eitAx will 
not be bounded for all t, contradicting the fact that this exponent generates 
a flow in a bounded domain. Thus, the spectrum of the operator D (d) is real 
for any d E X. 

Since iD(d) is a linear map in auta(D), by use of (5.74), the bracket of 
this map with ~b for any zED is 

[iD(d), ~bJ(Z) = iD(d)(b - Q(z)b) + 2D(z, b)iD(d)z, 
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which is another element of auta(D) with no linear term, hence equal to 
'iD(d)b' Thus, 

Q(z)iD(d)b = -qiD(d)b(Z) + iD(d)b = iD(d)Q(z)b - 2D(z, b)iD(d)z, 

or 

Q(z)D(d)b = 2D(z, b)D(d)z - D(d)Q(z)b. 

Now, by substituting x + >..y for d and a + J"C for z, and using the linearity 
and conjugate linearity of the triple product, we obtain 

{a, {y,x, b},c}={a, b, {x,y,c}}+{c, b, {x,y,a}}-{x,y, {a, b, c}}. 

By moving around the terms we get the usual form of the main identity of 
the triple product: 

{x,y, {a, b,c}}={{x,y,a}, b,c}-{a, {y,x, b},c}+{a, b, {x,y,c}}. 
(5.76) 

5.4.2 Hermitian Jordan triple system 

A complex Banach space X is called a Hermitian Jordan triple system if 
there is a triple product on X mapping any triple of elements a, b, c E X to 
an element of X, denoted by {a, b, c} such that: 

1. the product is linear in the outer variables a, c and conjugate linear in 
the middle one b, 

2. the product is symmetric in the outer variables, meaning that 

{a,b,c} = {c,b,a}, (5.77) 

3. the product satisfies the main identity (5.76), 
4. the operator D(a) = {a,a,'} is Hermitian, meaning that exp(iD(a)) is 

an isometry. 

We have already shown that if the unit ball D in a Banach space X is a 
bounded symmetric domain, then the triple product on X defined from the 
group auta(D) satisfies the above properties. Thus, X with the triple product 
is a Hermitian Jordan triple system. 

Let 9 EKe Auta(D) be a linear automorphism (one-to-one and onto 
analytic map) of the domain D. We will show now that 9 preserves the 
triple product, and, thus is a triple product automorphism of D. To see 
this, let a be an arbitrary element of X. Denote by 8a = a - {x, a, x} the 
complete holomorphic vector field in auta(D). The vector field 6a generates 
a flow '{)o(t, x) which is a solution of the initial-value problem (5.56). We 
define now the adjoint map Ad(g), for 9 E Auta(D), which acts on elements 
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f E Auta(D) or f E auta(D) by Ad(g)f(x) = g-1 f(gx). Then the flow 
Ad(g)<P8(t,X) := g-1<po(t,gx) satisfies the equation 

8 1 8 1 
8tAd(g)<Po(t, x) = g- 8t'Pi'J(t,gx) = g- 8a (<P8(t,gX)) 

implying that Ad(g)8a is a complete vector field on D hence belongs to 
auta(D). But 

Ad(g)8a (x) = g-1(a - {gx, a, gx}) = g-1a - g-1{gx, a, gx}). 

Since Ad(g)(auta(D)) ~ auta(D), we have Ad(g)8a = 8g -1(a) and thus 

and 

{gx,a,gx} = g{X,g-1 a,x}. 

If we write b = g-1 a, then 

g{x, b,x} = {gx,gb,gx}, 

and by polarization of x we get 

g{x,b,y} = {gx,gb,gy}, 

for any x, b, y E X. Thus 9 is a triple product automorphism. 

5.4.3 Peirce decomposition 

The basic elements of any binary algebraic operation are the idempotents. 
For a triple structure, the corresponding elements are tripotents v satisfying 
v = {v, v, v}. We will derive first some identities for the operators D(v) and 
Q(v) associated with a tripotent and defined by (5.71) and (5.72). 

Let v be a tripotent in a Hermitian Jordan triple system X. By substi­
tuting y = a = b = c = v in (5.76), we have 

D(v) = D(V)2 - Q(v)2 + D(v)2, 

implying that the operators Q(v) and D(v) are related by 

Q(V)2 = 2D(v)2 - D(v). (5.78) 

Similarly, by taking x = a = b = c = v, we have 
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Q(v) = D(v)Q(v) - Q(v)D(v) + D(v)Q(v), 

and by taking x = y = a = c = v, we have 

D(v)Q(v) = Q(v) - Q(v)D(v) + Q(v). 

Adding the last two equations, we obtain 

D(v)Q(v) = Q(v), (5.79) 

showing that the image of Q(v) is in the I-eigenspace of D(v). Multiply both 
sides of (5.78) by D(v) and use (5.79) to obtain 

2D(v)3 - D(v)2 = D(v)Q(v)2 = (D(v)Q(v))Q(v) = Q(v)2. 

Finally, substituting from (5.78) the expression for Q( V)2, we have 

2D(v)3 - 3D(v)2 + D(v) = 0, (5.80) 

which is an algebraic identity for the operator D(v) for any tripotent v. 
This identity implies that 

D(v)(D(v) - 1)(2D(v) - 1) = O. (5.81) 

Thus, if we define a map 

PI(v) = D(v){2D{v) -1) = 2D{v)2 - D{v), (5.82) 

then, for any x E X, from (5.81) we have 

D(v)PI(v)x = D(v)(2D(v) - l)x = PI (v)x, 

implying that PI (v) maps the space X into a subspace corresponding to the 
I-eigenvalue of the operator D(v). Since D(v)PI(v) = PI(v), we have 

so that PI(V) is a projection. Moreover, from (5.78) we have 

(5.83) 

Similarly, the operators 

P~ (v) = 4D(v) - 4D(v)2 and Po(v) = 2D(v)2 - 3D{v) + I (5.84) 
2 

are projections from the space X to the subspaces corresponding to the 1/2-
and O-eigenvalues of operator D(v), respectively. Note that 

PI (v) + P~ (v) + Po(v) = I. 
2 

(5.85) 
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This implies that the spectral values of the operator D(v) belong to the set 
{1, ~,O} and that the spectral decomposition of D(v) is 

1 
D(v) = P1(v) + "2P! (v). (5.86) 

If we denote by Xj(v) the j-eigenspace of D(v), for j E {1, 1/2, O}, then 
Xj(v) = Pj(v)X, and, by use of (5.85), the space X can be decomposed as 
a direct sum 

(5.87) 

This decomposition is called the Peirce decomposition of X with respect to 
a tripotent v. 

As mentioned in section 4.3.2 for quantum mechanics applications it is 
important to know which tripotents generate commuting Peirce decompo­
sitions. We will show now that for any two tripotents u, v in a Hermitian 
Jordan triple system X, we have 

implying that such tripotents generate commuting Peirce decompositions. 
Note that from (5.76), we get 

D(x,y)D(a, b)c = D(D(x,y)a, b)c - D(a, D(y, x)b)c + D(a, b)D(x,y)c, 

which can be rewritten as 

[D(x,y),D(a, b)] = D(D(x,y)a, b) - D(a,D(y,x)b). (5.89) 

Applying this formula with x = y = v and a = b = u and using the fact 
that D(v)u = ju with real j, we have 

[D(v), D(u)] = D(D(v)u, u) - D(u, D(v)u) = jD(u) - jD(u) = O. 

Thus, the operators D(v) and D(u) commute. Consequently, their spectral 
projections Pk(V) and Pn(u) also commute and (5.88) follows. 

5.4.4 Peirce calculus 

We will show now that each component of the Peirce decomposition is a 
Hermitian Jordan triple. We will also derive the rules for the product of 
different parts of this decomposition, which is called the Peirce calculus. These 
rules provide an important tool in working with the Jordan triple system. 

Let v be a tripotent in a Hermitian Jordan triple system X. By substi­
tuting in (5.76) x = y = v, we have 

D(v){a, b,c} = {D(v)a, b,c} - {a,D(v)b,c} + {a, b,D(v)c}, (5.90) 
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for any a, b, e EX. 
Assume now that a E Xj(v), b E Xk(V) and e E Xn(v) where j, k, and 

n all belong to {O,~, I}. Then, from (5.90) we have 

D(v){a, b, e} = {ja, b, e} - {a, kb, e} + {a, b, ne} = (j - k + n){a, b,e}, 

implying that the triple product {a, b, e} belongs to Xj -k+n (v). Thus, we 
have shown that 

(5.91) 

This relation is called the Peirce calculus and it shows how to compute the 
triple product on different parts of the Peirce decomposition. 

Note that if j - k + n does not belong to the set {I, 1/2, O}, then 
{Xj(v), Xk(v), Xn(v)} = O. For example, 

{XO(v),X1(v),XO(v)} = 0, {XO(v),X1(V),X1!2(V)} = 0, (5.92) 

implying that 

{XO(v),X1(v),X} = {XO(v),X1(V),P1(v)X}. (5.93) 

If j = k = n, then (5.91) yields 

{Xj(v), Xj(v), Xj(v)} ~ Xj(v), 

implying that Xj(v) is a Hermitian Jordan triple system. 
We will show now that 

{XO(V),Xl(V),X} = O. 

Let x E Xo(v), Y E X1(v) and e E X. From (5.93) we have 

{x,y,e} = {x,y,P1(v)c}. 

(5.94) 

Thus, in order to prove that {x, y, e} = 0, we may assume without loss of 
generality that e E Xl(V). Let us substitute into the main identity (5.76) 
a = b = v and assume that x E Xo(v) and y,e E Xl(V). Then this identity 
becomes 

{x, y, e} = {x, y, {v, v, en 

= {{x, y, v}, v, e}-{v, {y, x, v}, e}+{v, v, {x, y, en. (5.95) 

From (5.91), {y,x,v} ~ X1- 0+1(v) = {O} and {x,y,c} ~ XO-H1(V) = 
Xo(v), implying that {v, v, {x, y, en = O. Thus, if we assume for a moment 
e = v in (5.95), we have {x,y, v} = O. Then, for any c we have {x,y, c} = 0, 
proving (5.94). 

In a similar way, one may also show that 

(5.96) 
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5.4.5 Orthogonality in Hermitian Jordan triple systems 

Let X be a Hermitian Jordan triple system. We will say that two non-zero 
elements a and b are algebraically orthogonal, written a ..1 b, if there is 
a tripotent v such that a E X1(v) and b E Xo(v) and denote it as a ..1 b. 
From (5.96) and (5.94), it follows that if a and b are algebraically orthogonal, 
then D(a, b) = D(b, a) = O. In this case, 

(a + b)(3) = D(a + b)(a + b) = D(a)a + D(a)b + D(b)a + D(b)b. 

Since D(a)b = D(b, a)a = 0, we have 

a..l b =} (a + b)(3) = a(3) + b(3). (5.97) 

We can now define the notion of an algebraically orthogonal decomposi­
tion. We say that X is decomposed as a sum of two algebraically orthogonal 
subspaces Y and Z if X = Y EB Z and every element y E Y is algebraically 
orthogonal to every element z E Z. In this case, each subspace Y and Z is 
a Hermitian Jordan triple system. Moreover, they are ideals in X in the fol­
lowing sense. We say that a subspace Y of a Hermitian Jordan triple system 
X is an ideal if {a, b, c} E Y whenever one of a, b, c E Y. To see that if X 
is decomposed as a sum of two algebraically orthogonal subspaces Y and Z, 
then Y is an ideal; choose arbitrary a, b, c E X. Decompose a as a = a1 + a2 
with a1 E Y and a2 E Z. Do the same for b, c. Using the fact that the D 
operator of algebraically orthogonal tripotents is zero, if a E Y, then 

which is an element of Y. 
For algebraically orthogonal tripotents u and v, the equation (5.97) im­

plies that u ± v are tripotents. Conversely, if for two tripotents u and v, both 
u ± v are tripotents, then 

(u ± v)(3) = u ± v, 

implying that 

2D(v)u + Q(v)u ± 2D(u)v ± Q(u)v = 0, 

and thus 

2D(v)u + Q(v)u = O. (5.98) 

We decompose u by the Peirce decomposition with respect to v as u = 
U1 + U1/2 + Uo. Then (5.98) implies that 

2Ul + Ul/2 + Q(V)Ul = O. 
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Thus, U1/2 = 0, and, multiplying this equation by Q(v) and using (5.83), we 
have U1 + 2Q(V)U1 = 0, implying that Pl(V)U = o. Therefore, U = Po(v)u 
and the tripotents U and v are algebraically orthogonal. Thus, we have shown 
that 

U 1- v {::} U ± v are tripotents. (5.99) 

For two algebraically orthogonal tripotents U and v we have 

D(u ± v) = D(u) + D(v). (5.100) 

We can now introduce a partial order on the set of tripotents. We say 
that a tripotent v is dominated by a tripotent u, written u :; v, if v and 
u - v are algebraically orthogonal. It is obvious that 

v:; u and u:; w, => v:; w. 

A tripotent v in a Hermitian Jordan triple system will be called minimal if 
it is minimal in the order :;. This means that a minimal tripotent can not 
be decomposed as a sum of non-zero algebraically orthogonal tripotents. We 
call a tripotent maximal if it is maximal with respect to this partial order. 
The rank of a JB* -triple is defined as the maximal number of mutually 
algebraically orthogonal tripotents. 

5.4.6 The Jordan subalgebras 

Let X be a Hermitian Jordan triple system, and let a be any element of 
X. We denote by x(a) the space X with the binary linear and symmetric 
product 0a: X x X - X defined by 

X 0a Y = {x,a,y}. (5.101) 

This definition makes x(a) into a commutative, but in general non-associative, 
algebra. 

For any x E x(a) we can define a linear map (called the multiplication 
operator) L(x) on x(a) by 

L(x)y = XOa Y 

for any y E x(a). We will denote x2 = X 0a x. It is known that this product 
satisfies a weak associativity property, namely, for any element x E x(a), the 
multiplication operator L(x2 ) commutes with the operator L(x). This can be 
expressed as 

(5.102) 

and directly verified from the main identity by appropriate substitutions, 
(see [23], p.452). This defines the Jordan identity for the product 0a, and the 
space x(a) with the Jordan product 0a becomes a Jordan algebra. 
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An important case is when a is a tripotent, say v. If we restrict ourselves 
to the Hermitian Jordan triple system X1 (v), then the element v in the 
Jordan algebra xiv) is a unit, since 

v 0v b = {v, v, b} = b 

for any b E Xl (v). In this case, we can also define a conjugate linear map 

b* = {v, b, v} = Q(v)b. (5.103) 

Since by (5.83) we have b** = Q(v)2b = Pl(v)b = v, this map is a conjuga­
tion and is called the adjoint map on xiv). It can be shown that this map is 
a triple automorphism, meaning that 

Q(v){a,b,c} = {Q(v)a,Q(v)b,Q(v)e}. (5.104) 

This follows from the so-called fundamental identity 

Q(Q(b)a) = Q(b)Q(a)Q(b), (5.105) 

which follows from the main identity, see [23] p. 440. Indeed, if we substitute 
in this identity b = v and apply it on element e, we obtain 

{Q(v)a, e, Q(v)a} = Q(v){a,Q(v)e,a}. 

Substituting d = Q(v)e and using polarization, we arrive at (5.104). We will 
say that an element a E xiV) is self-adjoint if a = a* = Q(v)a. 

Note that from the main identity (5.76) we get, for any a, b,e E xiV) (v), 

{a, b*, e} = { a, {v, b, v}, c} 

= {b, v, a}, v, e} + {a, v, {b, v, e}} - {b, v, {a, v,e}} 

= (a 0v b) 0v e + a 0v (b 0v e) - (a 0v e) 0v b). (5.106) 

This identity defines the connection between the Jordan triple product and 
the binary Jordan algebra product. It is used in Jordan algebras to make a 
Jordan algebra into a Jordan triple system. 

We say that a Jordan algebra Z with product a ° b which is a complex 
linear space is a JB* -algebra if there is a norm II . lion Z such that for any 
two elements a, b E Z, we have 

Iia ° bll ::; Ilallllbll 

and 
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II{a,a*,a}11 = Ila11 3 , 

where {a, a*, a} is defined by (5.106) with respect to the product a ° b. It is 
known that xiV) (v) is a JB*-algebra. Note that for any tripotent u which is 
dominated by v, (u ~ v), we have 

{u, v, u} = u = u 0v u, 

and 

{v,u,v}=v=u*, 

implying that u is a self-adjoint projection in the JB*-algebra Z. So the spec­
tral decomposition for any self-adjoint element in Z by self-adjoint projections 
becomes a decomposition for any self-adjoint element a in the Hermitian Jor­
dan triple xiV) (v) by tripotents which are dominated by v. 

5.5 Bounded symmetric domains and JB*-triples 

In the previous sections, we constructed the triple product associated with a 
bounded symmetric domain D, in a Banach space E, from the Lie algebra of 
the group Auta(D) of automorphisms on the domain. We have seen that the 
space E with this triple product becomes a Hermitian Jordan triple system. 
In order to study the geometry of the domain D, we need to establish a 
connection between the norm and the algebraic structure. This is done here. 
We describe the results connecting the bounded symmetric domains with 
JB* -triples, which are Hermitian Jordan triple systems with additional norm 
axioms. 

5.5.1 JB*-triples and JBW*-triples 

A complex Banach space X is called a JB* -triple if there is a triple product 
on X which makes it a Hermitian Jordan triple system and in addition the 
following holds: 

1. the spectrum a(D(a)) is positive, and 
2. 

II{a,a,a}1I = Ila11 3 . 

It can be shown that (5.107) is equivalent to 

(5.107) 

(5.108) 

It was shown by W. Kaup [46] that for any bounded symmetric domain 
D in a Banach space X, the triple product associated with this domain turns 
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X into a JB* -triple if we use (5.108) for the definition of the norm. In this 
case, the domain D becomes the unit ball in this JB* -triple. Conversely, if 
X is a JB* -triple, then its unit ball D is a bounded symmetric domain. The 
homogeneity of the domain is given by the analytic map 'Pa, defined by (4.66) 
of Chapter 4, mapping the origin of the domain D to any point a in D. Thus, 
the categories of bounded symmetric domains and JB* -triples are equivalent. 

Let X be a JB* -triple. If X is the dual of some Banach space X *, then we 
can define on X a new type of convergence, called w* -convergence. We say 
that the sequence an in X converges w* to an element a if, for any f E X*, 
we have 

lim f(an ) = f(a). 
n ...... oo 

(5.109) 

If for the JB* -triple X with a predual X*, the triple product is w* -continuous, 
then we call X a JBW* -triple. 

It has been shown that the second dual of a JB* -triple is a JBW* -triple. 
We will show in Chapter 6 that any JBW* -triple can be decomposed into an 
algebraically orthogonal sum of its atomic part, spanned by minimal tripo­
tents, and its non-atomic part, containing no minimal tripotents. It has also 
been shown that a JB* -triple can be isometrically embedded into the atomic 
part of its dual, which is a direct sum of Cartan factors. 

5.5.2 Norm properties of Peirce projections 

Let X be a JB* -triple. We will show now that the Peirce projections are 
contractions. As we have shown in (5.75), for any element a, the map 
exp(itD(a)) , for real t, is a linear isometry of the unit ball D. Thus, for 
any tripotent v, by using the spectral decomposition (5.86) of D(v), we can 
define a family St (v) of isometries by 

(5.110) 

Since 

for any x E X we have II(P1(v) + Po(v))xll :=:; Ilxll, implying that 

(5.111) 

Now, we also have 

implying that 
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11P1(V)11 ~ 1, IIPo(v)1I ~ 1. (5.112) 

Similarly, 

(5.113) 

Consider now any two algebraically orthogonal elements a, b in (we are 
already assuming that X is a JB*-triple ) X such that a E X1(v) and 
b E Xo(v). Using (5.97) and iterating (5.107) n times, we have 

But from (5.112), we have 

Iiall = IIP1(v)(a + b)11 ~ Iia + bll 

and, similarly, 

Ilbll = IIPo(v)(a + b)11 ~ Iia + bll· 

Thus, 

a 1- b :::} Iia + bll = max{llall, Ilbll}, (5.114) 

which is the same property as for the operator norm. 

5.5.3 Spectral decomposition of elements of a JBW* -triple 

Let X be a JBW*-triple with predual X*' and let a be an element of X. 
Denote by F(a) the set of elements Pn(a) E X, where Pn is an arbitrary 
odd polynomial. We define the JBW* -triple singly-generated by a as the w*­
closure of the set F(a) and denote it by B(a). Recall that the spectral set 
of the operator D(a) is a set of non-negative numbers, as mentioned earlier. 
We will define the singular set o-(a) of a as the positive square roots of the 
spectral set of the operator D(a). It can be shown that for any piecewise 
continuous function f on the spectral set o-(a) , we can define an element 
f(a) in the singly-generated JBW*-triple B(a) as the w*-limit of Pn(a) for 
odd polynomials Pn converging w* to f on cr(a). 

For instance, if we take f(x) == 1 for all x E o-(a), then f(a) is a tripotent 
which is denoted by v(a) and is called the support tripotent of a. The support 
tripotent satisfies Q(v(a))a = a, implying that a is a self-adjoint element in 
the Jordan algebra xiv(a». Moreover a is positive in this Jordan algebra. 

For any A in the interval (0, Ilall), we define f>..(x) = X(O, A)(X), x E o-(a), 
where X(O, A), called the characteristic function, is equal to 1 for ° < x < A 
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and equal to 0 for all other x. Then VA = J>.(a) is a tripotent dominated by 
v(a) and a projection in the Jordan algebra xiv (a» . This defines the spectral 
decomposition 

(5.115) 

5.6 The dual of a JB*-triple 

In quantum mechanics, the observables are represented by self-adjoint opera­
tors on a Hilbert space, which form the real part of a JB* -algebra. The dual, 
or predual, to this space is used to represent the states of a quantum system. 
Hence, in our model, we will use a JB* -triple X to represent the observables 
and the dual or predual to represent the states of the systems. The measuring 
process defines filtering projections on the state space. Such projections are 
similar to the action of Peirce projections on the dual, representing the state 
space. In this section, we will study the properties of the dual X* and the 
predual X* of a JB* -triple X and their behavior under the action of Peirce 
projections. 

5.6.1 Norm of orthogonal states 

Let X be a JB* -triple. If X is the dual of some Banach space A, we will write 
X* = A. We define the norm of elements of the dual X* or the predual X* 
by 

Ilfll* = sup If(x)l, for f E X*(or X*), x E X. (5.116) 
IIxll=l 

For any tripotent v in a JB*-triple, we define the dual Pk(v) of the Peirce 
projections Pk(V), for k E {1, 1/2, O}, acting on the dual X* (or predual X*) 
by 

(Pk(v)f)(x) = f(Pk(v)x), for f E X*, x E X. (5.117) 

From (5.111) and the definition of the dual norm, we have 

II (P;(v) + P;(v))fll* = sup I «(P;(v) + P;(v))f)(x)1 
IIxll=l 

= sup If(P1(v) + Po(v))x) I :::; Ilfll*, for f E X*, x EX. 
IIxll=l 

Hence, 

(5.118) 
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Similarly, from (5.112) and (5.113), we have that 11Pk'(vll :S 1, for k E 

{I, 1/2, a}. 
By use of the projections Pk' (v) we can define the notion of orthogonality 

for elements of X*. We say that two elements f, g of X* are orthogonal if 
there is a tripotent v in X such that Pi(v)f = f and PO'(v)g = g. We want 
to describe the norm of the sum of orthogonal elements f, g in X*. Since 
Pi(v)f = f, for any c > 0 we can choose x E X1(v) with Ilxll = 1 and 
If(x)1 ::::: Ilfll* - c. Similarly, we can choose y E Xo(v) with Ilyll = 1 and 
Ig(y)l::::: Ilgll* - c. Since by (5.114) the norm Ilx + yll = 1, we have 

Ilf + gll* ::::: I(f + g)(x + y)1 ::::: Ilfll* + Ilgll* - 2c. 

Obviously, Ilf +gll* :S Ilfll* + Ilgll*, so by the arbitrariness of c, for orthogonal 
elements f, gin X*, we have 

(5.119) 

From this it follows that for any f E X*, we have 

II (Pi (v) + PO'(v))f)ll* = II(Pi(v)fll* + IIPO'(v)fll*· (5.120) 

5.6.2 Neutrality of Peirce projections 

We will now show that the projection Pi(v) is neutral, meaning that 

IIPi(v)fll* = IIfll* =} Pi(v)f = f, for f E X*. (5.121) 

Note that from (5.120), it follows that PO'(v)f = O. So it is enough to show 
that Pi/2(v)f = O. Without loss of generality, we will assume that Ilfll* = l. 
Let x E X1(v) be as above, that is Ilxll = 1 and f(x) ::::: 1 - c. Let y be any 
element in X1/2(V). By multiplying y, if necessary, by a constant of absolute 
value 1, we may assume that f(y) ::::: O. Our result will follow if we can show 
that f(y) = O. 

We want first to estimate the norm of x + ty for any small real positive 
t. By use of induction and (5.91), we have 

(x + ty)(3n ) = X(3n ) + t2n D(X(3n - 1
)) ••• D(X(3))D(x)y + O(e), 

implying, by use of (5.107) and (5.108), that 

Ilx+tyl13n = II(x + ty)(3n
) II :S 1+2n tllyll +O(e). 

Since we assumed that Ilfll* = 1, we have the following estimates: 

Ilx + tyll ::::: If(x + ty)1 ::::: 1 - c + tf(y). 

From the last two equations, we have 
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If we take the limit as EO -7 0 and divide by t, we have 

Now take the limit as n -7 00 and t -7 0 to get f(y) = 0, which proves 
(5.121). 

The same proofs also establishes the neutrality of the Peirce projection 
PO' (v), meaning that 

IiPO'(v)fll. = Ilfll. => PO'(v)f = f, for f E X'. (5.122) 

5.6.3 The facial structure of the predual of a JBW*-triple 

A non-empty convex subset G of a convex set K is called a face of K, if for 
any g E G and h, k E K satisfying g = Ah+(I- A)k for some A E (0,1), then 
also h, kEG. This means that if g belongs to a face G and belongs to some 
segment, meaning that the state g is a mixed state of two states h, k, then G 
also contains h, k. Thus faces can be considered as sets of states closed under 
the decomposition into mixed states. 

A norm-exposed face of a unit ball Zl of a Banach space Z is a non-empty 
set (necessarily i= Zl) of the form 

Fx = {f E Zl : f(x) = Ilxll}, (5.123) 

for some x E Z·. We will say that the element x exposes the face Fx. The 
physical interpretation of a norm-exposed face Fx is that it is the set of all 
states on which the observable x gets its maximal value. It is obvious that 
any norm-exposed face is norm closed. 

Let X be a JEW' triple with predual X •. Denote by S the unit ball in 
X •. It was shown in [18] that any norm-closed face in S is norm exposed by an 
element of X. Moreover, each norm-exposed face uniquely defines a tripotent 
v in X exposing the face, and the order on the norm-exposed faces, defined 
by inclusion, coincides with the order on the set of tripotents, as defined in 
section 5.4.4. 

5.6.4 Polar decomposition 

Let X be a JEW' -triple with predual X •. We can show that for any element 
f E X., there exists a unique tripotent v = v(f), called the support tripotent 
of f, such that 
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f = P~(v)f 

and f is a positive faithful functional on the Jordan algebra xiv). The support 
tripotent v(f) of a norm one element f exposes the minimal norm-exposed 
face containing f. 

A functional f E X* is called an atom if Ilfll* = 1 and its support tripotent 
v = v(b) is a minimal tripotent. A functional f E X* is an atom if and only 
if it is an extreme point of the unit ball S in X*. In this case, as in (3.106), 
we have 

P1(v)X = f(x)v. 

Such a functional corresponds to a pure state, since it is not a mixture of 
other states. 

5.7 Facially symmetric spaces 

In this section, we will review the results showing that a Banach space sat­
isfying some physically significant geometric properties is the predual of a 
JBW* -triple. We have already seen that a Banach space X is a JB* -triple 
if and only if its unit ball is homogeneous under the group of holomorphic 
automorphisms. Thus, the results described in this section reveal how the 
facial structure of the predual X * defines the homogeneity of the unit ball 
in X. If one considers the unit ball of X* as the state space of a quantum 
system, these results show that the set of observables X, which is the dual to 
X*' is equipped with a JBW*-triple algebraic structure. This structure pro­
vides a basis for spectral theory and other tools for modelling the quantum 
mechanical measuring process. 

The notion of a facially symmetric space for a two-state system was intro­
duced in section 3.3.5. In this section, we describe the structure of atomic fa­
cially symmetric spaces. We will explain why an irreducible, neutral, strongly 
facially symmetric space is the predual of one of the Cartan factors of types 
I to VI. 

5.7.1 The geometry of the quantum state space 

The Jordan algebra of self-adjoint elements of a C* -algebra A has long been 
used as a model for the bounded observables of a quantum mechanical sys­
tem, and the states, consisting of norm 1 functionals in the predual A*, as 
a model for the states of the system. The state space of this Jordan Banach 
algebra is the same as the state space of the C* -algebra A and is a weak*­
compact convex subset of the dual of A. With the development of both the 
structure theory of C* -algebras and the representation theory of Jordan Ba­
nach algebras, the problem arose of determining which compact convex sets 
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in locally convex spaces are aflinely isomorphic to such a state space. In the 
context of ordered Banach spaces, such a characterization has been given for 
Jordan algebras by Alfsen and Shultz in [2]. 

Here we consider an analogous result without assuming an order structure 
on the Banach space. We will consider only the geometry of the state space 
that is implied by the measuring process for quantum systems. We may define 
the norm of a point representing the state of a quantum system to be 1. The 
states will then belong to the boundary 88 of a unit ball 8 of a Banach space, 
which we will denote by X*. Any element f E S represents a state f/llfll E 8S 
that is obtained with probability Ilfll :::; 1. Recall that the state space consists 
of two types of points. The first type represents mixed states, which can be 
considered as a mixture of other states with certain probabilities. The second 
type represents pure states, those states which cannot be decomposed as a 
mixture of other states. 

A physical quantity which can be measured by an experiment is called an 
observable. The observables can be represented as linear functionals a E X 
on the state space. This representation is obtained by assigning to each state 
f E S the expected value of the physical quantity a, when the system is in 
state f. A measurement causes the quantum system to move into an eigenstate 
of the observable that is being measured. Thus, the measuring process defines, 
for any set ..1 of possible values of the observable a, a projection Pa{Ll) on 
the state space, called a filtering projection. The projection Pa{Ll) represents 
a filtering device that will move any state to a state with the value of a in the 
set ..1. It is assumed that if the value of a on the state f was definitely in ..1, 
then the filtering does not change the state f. Hence, applying the filtering 
a second time will not affect the output state of the first filtering, implying 
that Pa{Ll) is a projection. Moreover, these projections are neutral in the 
sense defined in sections 3.3.5 and 5.6.2. 

To each filtering projection Pa(Ll), we can associate an element U E X 
assigning for each state f the probability of passing through the filter. Obvi­
ously, u exposes a face Fu , containing all the states on which the value of a 
is definitely in the set ..1. Thus, the image of Pa(..1) is the span of Fu. More­
over, if we denote by Llc the complementary set to ..1 in the set of all possible 
values of a, then the projections Pa{Ll) and Pa{LlC) will be algebraically or­
thogonal. Thus, their sum Pa{Ll) + Pa{LlC) will also be a projection whose 
image is spanned by Fu and those states that definitely do not pass the filter 
Pa{Ll). This defines a symmetry 

Su = 2{Pa{Ll) + Pa{LlC)) - I 

on the state space S. Hence, to any norm-exposed face Fu in the state space, 
we can associate a symmetry Su, called the facial symmetry fixing the span of 
the face and its orthogonal complement. The exact meaning of orthogonality 
will be explained in the next section. 

By definition, a pure state is an extreme point of the state space S. They 
also satisfy the pure state properties, which were introduced in section 3.3.5. 
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5.7.2 Norm-orthogonality in a Banach space 

Here we explain the meaning of orthogonality in a Banach space, which cor­
responds to orthogonality of states. Let X* be a Banach space. Two non-zero 
elements f, g E X* are called norm-orthogonal, denoted by fOg, if 

Ilf + gil = IIf - gil = Ilfll + Ilgll· (5.124) 

Note that if fOg, then for any convex combination af + (3g, with a, (3 ~ 
0, a + (3 = 1, we have 

Ilfll + Ilgll = Ilf ± gil = II (a + (3)f ± (a + (3)gll = II (af ± (3g) + ((3f ± ag) II 

:::; Ilaf ± (3gll + II(3f ± agll :::; allfll + (3llgll + (3llfll + allgll = Ilfll + IIgll· 

Since we now have equality in all of the above inequalities, we obtain that 
the norm, a convex combination of norm-orthogonal elements, is a convex 
combination of their norms, meaning that 

Ilaf ± (3gll = allfll + (3llgll· (5.125) 

For any real linear combination af + (3g, we define 'Y = lal + 1(31 and 
f = ±f and g = ±g. Then 

(5.126) 

From this it follows that for any real numbers a, (3, we have 

fOg ¢:> afO(3g, (5.127) 

meaning that real multiples of norm-orthogonal elements are norm-orthog­
onal. This implies that the intersection of the unit ball of X* with the plane 
generated by the real span of two norm-orthogonal elements is as shown in 
Figure 5.2. 

There is an alternative characterization of norm-orthogonality. We will 
show now that f, g E X* are norm-orthogonal if and only if there exist 
elements u, v in X, the dual space to X*' such that 

Ilull = Ilvll = 1 = Ilu ± vii (5.128) 

and 

f(u) = Ilfll, g(v) = Iigll, f(v) = g(u) = O. (5.129) 

Note that Ilull denotes the norm in X. 
Without loss of generality, we may assume that Ilfll = Ilgll = 1. By a well­

known theorem, any element of a Banach space X*' considered as a functional 
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Fig. 5.2. The section of the unit ball with the real span of two norm-orthogonal 
elements fOg. 

on the dual space X, assumes its norm on the unit ball Xl of the dual. Thus, 
there are norm 1 elements x, y E X such that 

(f + g)x = 2 = (f - g)y. (5.130) 

Let u = !(x + y) and v = !(x - y). Obviously, Ilu ± vii = 1, Ilull ~ 1, and 
Ilvll ~ 1. From (5.130), it follows that 

f(x) = g(x) = 1 = f(y) = -g(y), 

implying (5.129). But since f(u) = 1 and Ilfll = 1, we have Ilull = 1. Con­
versely, if f, g E X* and u, v E X satisfy (5.128) and (5.129), then 

Ilfll + Ilgll = f(u) + g(v) = (f ± g)(u ± v) ~ Ilf ± gil ~ Ilfll + Ilgll, 

implying that fOg. 

5.7.3 Structure of facially symmetric spaces 

A norm-exposed face of the unit ball S of X* is a non-empty subset of S of 
the form 

Fx = {f E Zl : f(x) = I}, (5.131) 

where x E X, II xII = 1. Recall that a face G of a convex set K is a non-empty 
convex subset of K such that if g E G and h, k E K satisfy g = Ah+ (1- A)k 
for some A E (0,1), then h, kEG. An element u E X is called a projective 
unit if lIull = 1 and u(F~) = O. Here, for any subset A, AO denotes the set 
of all elements orthogonal to each element of A. 

Motivated by measuring processes in quantum mechanics, we define a 
symmetric face to be a norm-exposed face F in S with the following property: 
there is a linear isometry SF of X* onto X* which is a symmetry, i.e., S} = I, 
such that the fixed point set of SF is (spF) EB F O (topological direct sum). 
The map SF is called the facial symmetry associated to F. A complex normed 



234 5 The algebraic structure of homogeneous balls 

space X. is said to be weakly facially symmetric if every norm-exposed face in 
ZI is symmetric. For each symmetric face F, we define contractive projections 
Pk(F), k = 0,1/2,1 on X., as follows. First, PI/2(F) = (I - SF )/2 is the 
projection on the -1 eigenspace of SF. Next, we define PI(F) and Po(F) as 
the projections of X. onto spF and FO, respectively, so that PI(F)+Po(F) = 
(I+SF)/2. 

Define a geometric tripotent to be a projective unit u with the property 
that F = Fu is a symmetric face and Spu = u. In [32] it was shown that 
in a weakly facially symmetric normed space X*, every projective unit is a 
geometric tripotent. Moreover, there is a one-to-one correspondence between 
projective units and norm-exposed faces. 

The projections Pk(Fu ), denoted also by Pk(u), are called the geometric 
Peirce projections associated with a geometric tripotent u. The symmetry 
corresponding to the symmetric face Fu will be denoted by Suo A contractive 
projection Q on a normed space X is said to be neutral if for each ~ E 

X, IIQ~II = II~II implies Q~ = ~. A normed space X. is called neutral if for 
every symmetric face F, the projection PI (F) is neutral, meaning that 

IIPI (F)fll = Ilfll :::} PI (F)f = f 

for any f E X •. Two geometric tripotents u and v are said to be compatible if 
their associated geometric Peirce projections commute, i.e., [Pk(U), Pj(v)] = 
o for k, j E {O, 1/2, I}. In [34] was shown that if X* is a weakly fa­
cially symmetric neutral space and u, v are geometric tripotents such that 
Sv(Fu) = ±Fu, then u and v are compatible. In particular, if u E Xk(V) for 
some k E {I, 1/2, O}, then u and v are compatible. 

A weakly facially symmetric space X. is strongly facially symmetric if 
for every norm-exposed face F in S and every y E X with Ilyll = 1 and 
F c Fy, we have SpY = y. In [34] was shown that in a neutral strongly 
facially symmetric space X*, for any non-zero element f E X*, there exists a 
unique geometric tripotent v = v(f), called the support tripotent, such that 
f(v) = IIfll and v( {f} 0) = o. This is an analog of the polar decomposition 
for elements in the predual of a JBW·-triple. The support tripotent v(f) is 
a minimal geometric tripotent if and only iff/llfll is an extreme point of the 
unit ball of X*. 

Let f and g be extreme points of the unit ball of a neutral strongly facially 
symmetric space X*. The transition probability of f and g is the number 

(fig) := f(v(g)). 

A neutral strongly facially symmetric space X* is said to satisfy "symmetry 
of transition probabilities" (STP) if for every pair of extreme points f, g E S, 
we have 

(fig) = (glf), 



5.8 Notes 235 

where in the case of complex scalars, the bar denotes conjugation. We define 
the rank of a strongly facially symmetric space X * to be the maximal number 
of orthogonal geometric tripotents. A normed space X* is said to be atomic 
if every symmetric face of S has a norm-exposed extreme point. In [35] it 
was shown that if X* is an atomic neutral strongly facially symmetric space 
satisfying STP, then, if X* is of rank 1, it is linearly isometric to a Hilbert 
space, and if X* is of rank 2, it is linearly isometric to the predual of a spin 
factor. 

A neutral strongly facially symmetric space X* is said to satisfy property 
FE if every norm-closed face of S is a norm-exposed face. A neutral strongly 
facially symmetric space X* is said to satisfy the "extreme mys property" 
ERP if for every geometric tripotent u and every extreme point f of S, it 
follows that PI (u)f is a scalar multiple of an extreme point in S. We also say 
that PI (u) preserves extreme rays. A strongly facially symmetric space X* 
satisfies JP if for any pair u, v of orthogonal minimal geometric tripotents, 
we have 

The following is the main result of [36]: Let X* be an atomic neutral 
strongly facially symmetric space satisfying FE, STP, ERP, and JP. Then 
X* = maJo" where each Ja is isometric to the predual of a Cartan factor of 
one of the types I-VI. Thus, X is isometric to an atomic JBW*-triple. If Z 
is irreducible, then X is isometric to a Cartan factor. 

The proof of this theorem consists of contracting a grid basis, a technique 
we will use in the next chapter in order to classify JBW* -triple factors. In 
[56] it was shown that there is an atomic decomposition for strongly facially 
symmetric spaces with the above properties. 

5.8 Notes 

The group of holomorphic automorphisms of a domain in en was studied by 
H. Cartan [13]. He also obtained the uniqueness theorems. Bounded symmet­
ric domains of finite dimension were classified by E. Cartan [12]. M. Koecher 
[48] discovered the connection between bounded symmetric domains and the 
triple structure associated with them. L. Harris [40] extended the study of 
bounded symmetric domains to infinite-dimensional spaces consisting of op­
erators between Hilbert spaces. The connection between bounded symmetric 
domains and Jordan pairs, which are generalizations of Jordan triple systems, 
was developed by O. Loos [52]. 

The extension of the above results to infinite-dimensional Banach spaces 
was done independently by J. P. Vigue [70] and H. Upmeier [68]. A short 
survey of the subject can be found in [69] and in [5]. W. Kaup [46] proved 
that the category of bounded symmetric domains D is equivalent to the 
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category of JB* -triples, where D is the unit ball. For a survey of new results 
for the Jordan triple structure, see [23]. 

The dual space was studied in [31]. The fact that the second dual of a 
JB*-triple is a JBW*-triple follows from [47], [16] and [9]. The structure of 
facially symmetric space was studied in [34], [35] and [36]. 



6 Classification of JBW*-triple factors 

In the previous chapters, we have shown that homogeneous balls and bounded 
symmetric domains can be realized as unit balls of JB* -triples. Let X be a 
complex Banach space with the JB* -triple product. The JB* -triple X is 
called atomic if it is spanned by its minimal tripotents. It is known that the 
second dual X** of X is a JBW*-triple i.e., X** is a JB*-triple whose triple 
product is w* -continuous. Moreover, X can be isometrically embedded into 
the atomic part of its second dual. Hence, any JB* -triples can be considered 
as a subtriple of an atomic JBW* -triple. 

We will say that two atomic JBW* -triples X, Yare orthogonal if any 
element x of X is orthogonal to any element y in Y. We say that X is 
a factor if it cannot be decomposed as an orthogonal sum of two non­
zero JBW* -triples. Any atomic JBW* -triple can be decomposed (by Zorn's 
Lemma) into a sum (finite or infinite) of atomic factors. Thus, it is enough 
to classify the atomic JBW* -triple factors. 

The classification will be done by constructing a special basis, consisting 
of compatible tripotents, called a grid, in the JBW* -triple factor. We will 
show that there are six different types of factors. This classification reveals 
the difference between the spin factor and other classical factors and sheds 
light on the occurrence of the exceptional triple factors in this theory. 

At the end of the chapter, we obtain results on embeddings of JB*-triples 
into direct sum of Cartan factors and Jordan algebras. 

6.1 Building blocks of atomic JBW*-triples 

In this section, we will discuss the basic relations between two compatible 
tripotents with some condition of minimality. Algebraically orthogonal tripo­
tents u, v, meaning u E Xo(v), were studied in the previous chapter. Here 
we will concentrate on the case when u E X1/2(V). We will also study the 
subtriples generated by these tripotents. 

6.1.1 General outline of the method 

From now on, X will denote an atomic JBW*-triple factor. The classifica­
tion will be done by constructing a certain kind of basis, called a grid, for X. 
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This basis will consist of tripotents such that any pair u, v of them satisfies 
one of the following relations: u ~ v, uTv, u f- v, defined below. Each of 
the tripotents in the basis belongs to some Peirce component of the decom­
position of X by any other tripotent in the basis. As shown (5.88) in the 
previous chapter, the Peirce projections of such u and v commute, and the 
tripotents are called compatible tripotents. Hence, we can use the joint Peirce 
decomposition and not worry about the order in the decomposition. In each 
case, we will obtain a commutative decomposition of X into one-dimensional 
subspaces with well-defined rules for the product between these spaces. 

In JB*-triples, all of the subspaces occurring in the Peirce decomposition 
remain JB*-triples, and so the "analysis" can be carried out systematically. 

Since a grid consists of tripotents, we take a closer look at the set of 
tripotents. As mentioned earlier, a tripotent v is minimal in a JBW' -triple 
if it is not a sum of two orthogonal tripotents. If a tripotent v is minimal, 
then the JB* -algebra xiV) (v), defined as in section 5.4.5, is one-dimensional. 

We start our classification by choosing a minimal tripotent v in the atomic 
JBW' -triple factor X. If Xl (v) = {O}, then from the Peirce decomposition 

2 

we have X = X1 (v) + Xo(v) and since X is assumed to be a factor, X = 
X 1 (v) = Cv is a one-dimensional factor. Thus, we will consider only the case 
when Xl (v) -I {O} and study the relations between v and the tripotents in 

2 

Xl(V). 
2 

6.1.2 Basic relations between pairs of tripotents in a grid 

Let v be a minimal tripotent, and let u be any tripotent of the JB' -triple 
Xl (v), meaning that D(v)u = -21U. For any u E Xl(V), by (5.88) we have 

2 2 

[Pj(v), Pk(u)] = O. Thus, 

v = (P1 (u) + Pl (u) + Po(u))v = (P1(u) + Pl (u) + PO(u))P1 (v)v 
2 2 

Since v is minimal, the image Xl (v) of P1 (v) is proportional to v. Thus, 

for some constants )..k satisfying )..1 + )..2 +)..3 = 1. Since each Pk(u) is a 
projection and )..k is its eigenvalue, each )..k = 0 or )..k = 1, and so one and 
only one of )..k = 1. If )..1 = 1, then v E X 1(u), and we say that u governs v 
and denote this by u f- v. If )..1/2 = 1, then v E X!(u) and we say that u is 
co-orthogonal to v and denote this by uTv. If )..0 = 1, then v E Xo(u) and 
v~u. But then u E Xo(v), and this contradicts u E Xl(v). 

2 

Thus, we have shown that for any tripotent u E Xl (v), with v a minimal 
2 

tripotent, one of the following happens: either 
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v E X1(u), (6.2) 

and that u governs v, which is denoted by u f- v, or 

(6.3) 

and that u is co-orthogonal to v, which is denoted by u Tv. 

Let v, u be two co-orthogonal tripotents. We study first the norm of the 
linear subspace generated by v, u. Note that from the Peirce calculus, it 
follows that 

{v, u, v} C X1.5(u) = {O}. (6.4) 

By using this fact, for any complex numbers 0:,13, we get 

Thus, from the star identity (5.107), it follows that 

II00v + f3ul1 3 = (10:1 2 + If3l 2)llo:v + f3ull, 

implying that 

II00v + f3ull = v'10:1 2 + 1131 2 • (6.6) 

Note that from (6.5), it follows that the span of v, u is closed under the triple 
product and any element o:v + f3u is a tripotent when v'10:1 2 + 1131 2 = l. 

Let w = v.Au, which is a tripotent. Consider now the symmetry S27r(W) = 
Sw = P1(w) - P1/2(W) + Po(w), defined by (5.110), for the pair of co­
orthogonal tripotents. By use of (5.82) and (5.84) we have 

Sw = 1- 8D(w) + 8D(w)2. (6.7) 

To calculate the action of Sw on u, we will, by use of (6.4), calculate first 

4D(w)u = 2{v + u, v + u, u} = u + v + 2u = 3u + v 

and 

8D(w)2U = 4D(w)(2D(w)u) = 4D(w)(l.5u + 0.5v) 

= 4.5u + l.5v + 1.5v + 0.5u = 5u + 3v. 

Thus, from (6.7), we have 
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Fig. 6.1. The symmetry of co-orthogonal tripotents. The intersection of the real 
span of two co-orthogonal tripotents v and u with the unit ball is shown. The 
symmetry Sw exchanges u and v. 

SwU = U - 6u - 2v + 5u + 3v = v, (6.8) 

implying that this symmetry exchanges the co-orthogonal tripotents. See Fig­
ure 6.1. 

Thus, if v is a minimal tripotent and u is co-orthogonal to v, then the 
tripotent u is also minimal. Since the sum of orthogonal tripotents cannot be 
minimal, the sum u = Ul + U2 of any two mutually algebraically orthogonal 
tripotents Ul and U2, where each of them is co-orthogonal to a minimal 
tripotent v, must govern v, i.e., 

Ifu governs v, then, using the fact that v E Xl(u), any element a E Xo(u) 
will be algebraically orthogonal to v. This implies that Pl/2(v)a = O. Thus, 

U f- v => Xo(u) n X l/2(V) = {O}. (6.9) 

We can summarize the situation with tripotents in X l /2(V) for a minimal 
tripotent v. Let u be a tripotent in X 1/2 (v). Then exactly one of the following 
three cases occurs: 

(i) u is minimal in X. This occurs if and only if u and v are co-orthogonal. 
(ii) u is not minimal in X but is minimal in X l /2(V). In this case, u f- v 

and we say that (v, u) form a pre-trangle. 
(iii) u is not minimal in X l /2(V). Thus, u is not minimal in X either. In 

this case we can decompose u = Ul + iiI, where ul, iiI are two mutually 
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orthogonal tripotents of X, contained in X1/2(V). From (6.9), it follows that 
anyone of U1, U1 cannot be governing, so they must be co-orthogonal to v and 
thus minimal tripotents in X. We will call the triple of tripotents (U1' v, ud 
a pre-quadrangle. 

These relations are summarized in Table 6.1. 

Case v E Xk(U) minimal in X minimal in X1/ 2 (V) 

(i) v E X1/ 2 (U) yes yes 
(ii) v E Xl(U) no yes 
(iii) v E Xl(U) no no 

Table 6.1. Tripotent U in X1/2(V), with vasa minimal tripotent 

This implies that if v is a minimal tripotent in X, then rank X 1/ 2(V) ~ 2, 
that is, X 1/2(V) cannot contain more than two mutually orthogonal tripo­
tents. Moreover, if v, u, ware mutually co-orthogonal, then from (5.91), it 
follows that 

(6.10) 

We will say that two tripotents v, u are equivalent and write v ~ u if 
they generate the same Peirce decomposition, that is 

(6.11) 

Note that only in case (i) is the span of v, u closed under the triple prod­
uct. In the remaining cases, we can complete these tripotents to a collection 
which will be closed under the triple product. We will do this now. 

6.1.3 Trangles in JR*-triples 

Consider first the case u f- v i.e., (u, v) is a pre-trangle. Denote v = Q(u)v. 
Then the ordered triplet (v, u, v) is called a trangle. The elements of the 
trangle satisfy the following. From (5.91), it follows that v = {u, v, u} E 
Xl/2-H1/2(V) = Xo(v) and v = {u, v, u} E X 1- H1 (U) = X1(U). Thus v.lv 
and v, v E X1(U). Moreover, from (5.83), we have v = Q2(u)v = Q(u)v. 
By use of (5.100) we obtain D(v + v)u = D(v)u + D(v)u = ~u + ~u = u, 
implying that u E Xl (v + v). Thus, 

u f- v and v = Q(u)v => v.lv, u f- v, v = Q(u)v, u ~ (v + v). (6.12) 

Note also that from (5.76), we have 

_ 1 1 1 1 
{v, u, v} = {v, u, {u, v, u}} = 2 u - 2 u + 2u = 2u. (6.13) 
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As an example of a trangle, consider the spin factor 8 3 from Chapter 
3 with the triple product defined by (3.4), and take v = (~,O,~) and u = 
(0,1,0). Then v is a minimal tripotent and u r- v. From (3.4), we get 

v = Q(u)v = (~,O, -~). 

The map Q(u) is the conjugate linear map Q(u)(x, y, iz) = (x, y, -iz) and is 
a reflection in the x - y plane. Hence, the ball generated by the real span of 
these tripotents is as shown in Figure 6.2. 

Fig. 6.2. The unit ball generated by the real span of a trangle (v, u, v), where 
v = (~, 0, i), u = (0,1,0) and v = G, 0, -i). Q(u) acts as a reflection in the x - y 
plane. 

In addition to the conjugate linear symmetry given by Q(u), we can also 
define a linear symmetry using Sw defined by (6.7). Let w = (v + u + v)/2. 
Then, by direct verification, we see that w is a tripotent. Moreover, 

4D(w)v = {(v + v) + u, (v + v) + u, v} = 2v + u, 

2D(w)u = v+v+u = 2w, 

implying that 

8D2(w)v = 4D(w)v + 2D(w)v = 3v + v + 2u, D2(W)U = W. 

Thus, 
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Swv = v - 8D(w)v + 8D2(w)v = v, Swu = u, 

showing that the symmetry automorphism Sw of the triple structure acts on 
the trangle by 

Sw(v, u, v) = (v, u, v). (6.14) 

6.1.4 Quadrangles in JB*-triples 

An ordered quadruple (Ul' U2, U3, U4) of tripotents is called a quadrangle if 
ul.lU3, U2.lU4, Ul TU2 TU3 TU4 Tu! and 

(6.15) 

From (5.76) it follows that (6.15) is still true if the indices are permutated 
cyclically, e.g., Ul = 2{ U2, U3, ll4}, ... etc. Thus, cyclic permutations of a 
quadrangle remain quadrangles. We will represent a quadrangle by a diagram 
such as that in Figure 6.3 and denote it by Q. 

14-----ll3 

Fig. 6.3. In this diagram, two tripotents are orthogonal if they are on a diagonal, 
and are co-orthogonal if they are on an edge. The product of any three tripo­
tents (on consecutive vertices) is equal to ~ the remaining tripotent. For instance, 
{Ul, 114, U3} = ~U2' {Ul, Ul, U2} = ~U2' {Ul, U3, U2} = 0, ... etc. 

Suppose ul, U2, u3 are tripotents with u1.lu3, and Ul TU2 TU3' We say 
that (Ul, U2, U3) forms a pre-quadrangle. Let U4 be defined by (6.15). Then ll4 
is a tripotent, and we will show that Q = (Ul, U2, U3, ll4) forms a quadrangle. 
Moreover, 

(6.16) 

This can be shown in the following way. Consider the map Q(Ul + U3) on 
X1(Ul +U3), which is anti-linear and preserves the triple product. Obviously, 
Q(Ul + U3) fixes both Ul and U3. Moreover, from (5.91), {Ul, U2, ud = 0 
and {U3, U2, U3} = 0, implying that 

(6.17) 
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Therefore, U4 is a tripotent satisfying Ul TU4 TU3. Moreover, (5.91) shows 
that U4 = 2{Ul, U2, U3} E XO(U2). Thus (Ul' U2, U3, ll4) forms a quadrangle. 

Since Ul and U3 are mutually orthogonal and U2 is co-orthogonal to each of 
them, it follows that D(Ul +U3)U2 = D(Ul)U2+D(U3)U2 = U2, implying that 
U2 E Xl(Ul +U3). Similarly, U4 E Xl(Ul +U3). Thus, U2+U4 E Xl(Ul +U3). 
By the same argument, Ul + U3 E Xl (U2 + U4), showing that Ul + U3 and 
U2 + ll4 are equivalent tripotents. 

Also in this case, we can define a tripotent w = (Ul + U2 + U3 + u4)/2 
and a symmetry automorphism Sw of the triple structure satisfying 

(6.18) 

6.1.5 Joint Peirce decomposition of orthogonal tripotents 

We finish this section with the following observation for the joint decompo­
sition of two algebraically orthogonal tripotents. Let v and v be orthogo­
nal tripotents of a JR* -triple X. Since the Peirce projections associated to 
these tripotents commute, also the operators D(v) and D(v) are commuting. 
From (5.100), we have D(v + v) = D(v) + D(v). Thus, the 1/2-eigenspace 
X l/2(V + v) of this operator is a direct sum of two subspaces: the first one is 
the intersection of the 1/2-eigenspace of D(v) with the O-eigenspace of D(v), 
while the second one is the intersection of the 1/2-eigenspace of D(v) with 
the O-eigenspace of D(v). Thus, 

(6.19) 

Similarly, the I-eigenspace Xl(v+v) of D(v+v) can be decomposed into 
three eigenspaces: the first one is the I-eigenspace of D(v) which belongs to 
the O-eigenspace of D(v), the second one is the I-eigenspace of D(v) which 
belongs to the O-eigenspace of D(v) and the third one is the intersection of 
the 1/2-eigenspace of D(v) with the 1/2-eigenspace of D(v). Thus, 

Xl (v + v) = Xl(v) EB Xl(v) EB [Xl/2(V) n Xl/2(V)]. (6.20) 

6.2 Methods of gluing quadrangles 

By using both trangles and quadrangles as building blocks, we can construct 
Cartan factors of type III. The remaining Cartan factors are constructed 
primarily from quadrangles. How do we obtain the remaining five different 
types of factor from the same building blocks - quadrangles? The answer is 
that there are two construction techniques for gluing quadrangles together. 

6.2.1 Gluing by diagonal 

Two quadrangles Ql = (Ul, U2, U3, U4) and Q2 = (Vb V2, V3, V4) are said 
to be "glued" by diagonals if U2 = V2 and ll4 = V 4. The diagram of the 
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Fig. 6.4. Two quadrangles Ql and Q2 glued by the diagonal. Here, (Ul, Vl, U3, V3) 
forms an odd quadrangle, denoted OQ12. 

construction is as follows: Let Q1 = (Ub U2, U3, U4) and Q2 = (VI, V2, V3, V4) 
be quadrangles glued together along the diagonal (U2' U4). We assume that all 
of the vertices are minimal tripotents, and that one of UI, U3 is co-orthogonal 
to one of Vb V3. We will show now that (Ub VI, U3, -V3) forms a quadrangle. 

Without loss of generality, let us assume that UI TVI. To show that 
(UI' Vb U3, -V3) forms a quadrangle, it suffices to show that VI TU3 and 
{UI' Vb U3} = -!V3' By applying (5.91) to U3 = 2{U4, UI, U2}, we see that 
U3 E XI/ 2(VI)' Since VI is a minimal tripotent, VI E XI/2(U3) and VI TU3' 

To show that {Ub Vb U3} = -!V3, we have, from (5.76), 

{UbVbU3} = 2{UI,Vb{U4,UI,U2}} 

= 2( {{ Ul, Vbll4}, Ul, U2} + {{ Ub Vb U2}, Ul, U4} 

-{ ll4, {Vl' Ub uIl, U2})' (6.21) 

Since UI, Vb U4 are mutually co-orthogonal minimal tripotents, from (6.10) 
we have {Ub VI, U4} = O. Similarly, {UI' Vb U2} = O. Thus, 

1 
{UI' Vb U3} = -2{ll4, {Vb UI, uIl, U2} = -{U4' Vb U2} = -"2V3' (6.22) 

Let us call a quadruple (Ub U2, U3, U4) an odd quadrangle and denote it 
by OQ if (Ub U2, U3, -ll4) is a quadrangle. We will denote the set of all odd 
quadrangles by OQ. Odd quadrangles have all the properties of quadrangles 
described earlier, except that the triple product of three consecutive tripo­
tents will give -! of the remaining one. In order to preserve the symmetry 
of our construction, we replace the original quadrangles by odd ones. Since 
U3 = -2{ll4, UI, U2}, we will have a sign change in (6.21). Thus, (6.22) will 
become 
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Consequently, assuming that Ul, U3 are co-orthogonal, we obtain 

Thus, as we shall see, if we begin with an appropriate family of odd 
quadrangles, we will obtain a spin grid consisting of odd quadrangles pairwise 
"glued" together diagonally. To such a grid we may add one trangle. These 
grids form bases for Cartan factors of type IV, called spin factors. 

6.2.2 Side-by-side gluing 

Two quadrangles Ql = (Ul' U2, U3, U4) and Q2 = (Vl, V2, V3, V4) are glued 
side-by-side if U2 = V2 and U3 = V3. See Figure 6.5. 

Fig. 6.5. Two quadrangles Q1 and Q2 glued side-by-side, generating a new quad­
rangle Q12 = (UI, VI, V4, U4). 

Let Q1 = (Ul' U2, U3, U4) and Q2 = (Vl' U2, U3, V4) be quadrangles of 
minimal tripotents. Assume also that UI TVI. We will show that Q12 = 
(UI, Vl, V4, U4) forms a quadrangle. 

It suffices to show U4.lVI and {Vl, UI, U4} = ~V4. From (5.91), it follows 
that U4 = 2{UI, U2, U3} E Xo(vd, that is, U4.lVl. From (5.76), it follows 
that 

Since UI.lu3, from (5.94) we have {VI, Ul, U3} = 0, and, since ul, Vl, U2 
are mutually co-orthogonal tripotents, from (6.10) we have {Ul, VI, U2} E 
XI(UI), implying that {Ul, {UI, VI, U2,}, U2} = o. Thus, 

showing that Q12 = (Ul' VI, V4, U4) forms a quadrangle. 

1 
-V4 
2 ' 

(6.25) 
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Define a linear map ¢ from this grid to the natural basis ejk of the 2 x 3 
matrices, as follows: 

(see Figure 6.5). The above observations imply that ¢ is a triple product 
automorphism. 

If we take w = (Ul + U2 + U3 + 14)/2, as above, then 

A.( ) = (0.5 0.5 0) 
~ w 0.5 0.5 ° . 

By direct verification, using (6.7), we obtain 

(6.26) 

Note that if we had started out with odd quadrangles, we would still have 
obtained a quadrangle and not an odd one. Thus, it is more appropriate to 
apply side-by-side gluing to a family of quadrangles. Cartan factors of type 
I are obtained by applying side-by-side gluing to an appropriate family of 
quadrangles. 

6.2.3 Construction of new factors 

To construct the remaining three Cartan factors, we need to use both diagonal 
and side-by-side gluing. Basically, each of these factors consists of spin grids 
of the same dimension (partially) glued together side-by-side. 

To justify this construction, we need the following observation. If a 
quadruple (v, V, u, ii) forms a quadrangle and 

(6.27) 

then the spin grid dimension, defined to be m = dim Xl (v + v), is even and 
4 ~ m ~ 10. 

Note that from (6.27) and (6.19), it follows that one of the summands in 
(6.19) is not zero. So, without loss of generality, we may assume that 

X1/ 2 (V) n Xo(v) = X1/ 2 (V) n X1/ 2 (V + v) "# o. 

By applying (6.19) once more to the JBW*-triple X1/2(V) and orthogonal 
tripotents u, ii, and using the fact that by (6.16) v + v ~ u + ii, we may 
assume without loss of generality that 
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Ii w 

u 

Fig. 6.6. The position of w in the grid relative to the decomposition by v, V, U, u. 

Let w be a tripotent in this subspace. Since wand U are orthogonal 
tripotents in Xl/2(V) , from (6.9) it follows that w is a minimal tripotent of 
X. See Figure 6.6. Let Y = Xl/2(V) n Xl/2(V), located in the shaded area 
of the figure. Since w is minimal, Pl(w)Y = {O}. Thus, denoting Pk(w)Y 
by Yk(w)(k = 0,1/2), we have Y = Yl/2(W) + Yo(w). Using (5.91) and the 
fact that U T w.l v, it is easy to check that the mapping Q (v + v) = 2Q (v, v) 
is a bijection from Yl/2(W) onto Yo(w). Therefore, dim Yl/2(W) = dim Yo(w) 
and, by (6.20) , we see that the spin dimension 

m = dim Xl (v + v) = 2 + dim Y = 2 + 2 dim Yo (w) (6.28) 

is even. 
To show that m:S 10, let us assume that m = dimXl(v+v) 2: 12. Since 

Yo(w) is a JBW*-triple of rank 1, with dim Yo(w) 2: 5, and U = Ul E Yo(w), 
we can choose U2, U3, U4, U5 in Yo(w) such that {Ui}f=l is a co-orthogonal 
family of tripotents. Since v and v are co-orthogonal, each triplet (v, Ui, v) 
forms a pre-quadrangle, which can be completed to a quadrangle (v, Ui, v, Ui) 
with Ui = 2{u, Ui, v}. Using (5.91) and the fact that Ui are minimal in X, 
we have Ui TUj, for i =F j, implying that (w, Ui, Uj) forms a pre-quadrangle. 
Define 

Let us show that the family of tripotents {Ul' U23, U4s} is an orthogonal 
family. By (5.91), Ul is orthogonal to both U23 and U45, u23.lu5 and U23 E 
X l/2(U4). Since U23 is minimal in X, it follows that U4 E X l/2(U23). Thus, by 
(5.91) again, U45 E XO(U23), that is, U23 and U45 are orthogonal. The family 
of orthogonal tripotents {Ul' U23, U45} is in X 1/2 (v), contradicting that rank 
Xl /2(V) :S 2. Thus, m = dimXl(v + v) :S 10. 

From the above considerations, we see that if a triple factor contains a 
quadrangle and is not a spin factor, then the dimension of its spin grids can 
only be 4,6,8 or 10. The dimension 4 corresponds to a type I factor. The 
other dimensions give rise to three additional Cartan factors of types II, V 
and VI, respectively. Moreover, for each minimal tripotent v in these factors , 
the space Xl/2(V) is a JBW*-triple constructed from spin grids of dimension 
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two less than the dimension of the original grids. For factors involving spin 
grids of dimension 6, the space Xl/2 (V) is of rank 2 and the Cartan factors 
are of type I, which consist of all 2 x k matrices, for arbitrary k. Therefore, 
we have Cartan factors of type II of arbitrary size. 

However, if we wish to construct a factor from spin grids of dimension 
8, X l/2 (V) must be of rank 2 and Cartan type II, which is not a spin grid. 
Such a factor is unique - the 5 x 5 antisymmetric matrices. Thus, there is 
only one Cartan factor of type V of dimension 16. This factor, consisting of 
5 x 5 antisymmetric matrices, paves the way from the special to the excep­
tional factors. By "special," we mean types I-IV, which exist for arbitrary 
dimension and can be represented as operators on a Hilbert space, while the 
two "exceptional" ones, types V and VI, exist only for a specific dimension 
and do not have an operator representation. Thus, any system modelled by 
an exceptional factor must consist of the 5 x 5 antisymmetric matrices. Note 
that this factor, as well as the Cartan factor of type V constructed from it, 
which is the first exceptional factor, are not Jordan algebras. On the other 
hand, the next factor, which is constructed from spin grids of dimension 10, 
is the exceptional Jordan algebra, the Cartan factor of type VI. Since this 
one is already of rank 3, no factor other than type IV can be constructed 
from spin grids of dimension greater than 10. 

6.2.4 Extension of the triple product to the w*-closure 

Since we also want to consider infinite-dimensional JBW* -triple factors, we 
have to clarify how to extend the triple automorphism from the span of the 
grid, which gives only finite rank elements of the triple, to the w* -closure, 
which is needed for the classical domains of infinite rank. In order to extend 
a homomorphism to the w* -closure, we will need the following observations. 
Let X be a JBW* -triple. A functional f of X* is said to be an atom if there 
is a minimal tripotent v of X such that 

Pl (v)x = f(x)v (6.29) 

for every x in X. In this case, we will write f = fv. 
A JB* -triple X is called nuclear if any f in X* has a decomposition 

f = I: as Vi , where {Vi} is an orthogonal family of minimal tripotents in X 
and I: lail = Ilfll* < 00. Note that if X is a JBW*-triple and v is a minimal 
tripotent of X, then, since the left-hand side of (6.29) is w*-continuous, we 
conclude that fv is in X*. 

In our construction of the triple factors, we will define a basis for these 
spaces consisting of a family F of compatible tripotents, called the grid of the 
space. Denote by Xl the u'B* -triple which is the norm-closed span of elements 
of F. It can be shown that Xl is w*-dense in the JBW*-triple U = Xi*. 
Let M be a nuclear JB* -triple corresponding to compact operators on a 
Hilbert space, such that M** is a Cartan factor. Let ¢: Xl ----+ M be a triple 
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~omorphism. We will show that this isomorphism extends to an isomorphism 
¢: U -+ M**. 

The proof is as follows. Let fv be an atom of M* , and let v = ¢( w). Then, 
since ¢ is an isomorphism, we have 

(¢*fv,x)v = (fv,¢(x))v = PI (v)¢(x) = ¢(PI(v)x) = (fv,x)¢(v) (6.30) 

for any x E XI, proving that ¢*(fv) is an atom of Xi- It is known that each 
isomorphism is an isometry. Thus, ¢* is an isometry, implying that Xl is 
nuclear. 

Let w be a minimal tripotent of Xl' Since PI(w) is w*-continuous, 
we conclude that PI(W)XI = Cw is w*-dense in PI(w)U, implying that 
PI(w)U = Cw. Thus, every minimal tripotent of Xl is also a minimal tripo­
tent of U. Equation (6.30) defines f for all x E Xi* = U. Thus, each atom 
of Xi can be identified with an atom of the predual U*. This identification 
induces a natural embedding i : Xi -+ U*' with i(f)IM = f for any f in Xi­
Since Xl is w*-dense in XI/2 , we have i(gIM) = g for any gin Uh , implying 
that the map i is surjective. Thus, the map;; = (i ~¢*)* is an isomorphism 
from U to M**. A standard argument shows that ¢ is a w* -continuous ex­
tension of ¢. 

6.3 Classification of JBW*-triple factors 

6.3.1 Classification scheme 

Let v be a minimal tripotent of a JBW* -triple factor X. We will classify X 
according to the following scheme. 

Classification scheme: rank XI/2(V) is either 0,1 or 2. 
Case 0: Rank XI/2(V) = 0, that is, XI/2(V) = {O}. Then, obviously, 

X=Cv~C. 

If rank XI/2(V) = 1, let u be a minimal tripotent in XI/2(V). Then one 
of the following two cases occurs. 

Case 1: The rank of XI/2(V) is 1 and uTv. We will show that in this case, 
X is a Hilbert space, which is a special case of a Cart an factor of type I. 

Case 2. The rank of XI/2(V) is 1 and u f- V. We will show that in this 
case, X is a Cartan factor of type III, the "symmetric matrices." 

Suppose the rank of XI/2(V) is 2. Let u and u be two orthogonal tripotents 
in XI/2(V). Then, from (6.9), it follows that neither ofthese tripotents governs 
v, and, thus, from Table 6.1, it follows that they are co-orthogonal to v and 
minimal in X. Thus, (u, v, u) forms a pre-quadrangle. Let v = {u, v, u}. 
Then v is a minimal tripotent of X, and (u, u, v, u) forms a quadrangle. 
Exactly one of the following five cases occurs. 

Case 3. XI/2(V+V) = {O}. We will show that in this case, X is a Cartan 
factor of type IV, called the spin factor. 
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If Xl/2 (V + v) f:. {O}, then m = dim Xl (V + v) is even, and 4 ~ m ~ 10. 
Thus, we have: 

Case 4. Xl/ 2(V+V) f:. {O}, dimXl(v+v) = 4. We will show that X is a 
Cartan factor of type I, the "full matrices." 

Case 5. X l/2 (V + v) f:. {O}, dimXl(v + v) = 6. We will show that X is a 
Cartan factor of type II, the "anti-symmetric matrices." 

Case 6. X l/2 (V + v) f:. {O}, dimXl(v + v) = 8. We will show that X is a 
Cartan factor of type V, the exceptional JB* -triple factor of dimension 16. 

Case 7. Xl/2 (V+V) f:. {O}, dimXl(v+v) = 10. We will show that X is a 
Cartan factor of type VI, the exceptional JB* -triple factor of dimension 27. 

See the flowchart in Figure 6.7. 

Fix a minimal tripotent u in XI12(v) 

m=lO X-exceptional 
dim(X)=27 

m=8 X-exceptional 
dim (X)=l6 

no 

Fig. 6.7. The flowchart of the classification scheme. 

We will now discuss each case in detail. 

6.3.2 Case 1. The Hilbert space 

Let v be a minimal tripotent in a JBW· -triple factor X such that the rank 
of Xl/2 (V) is 1 and there is a tripotent u in Xl/2 (V), with uTv. We will show 
that X is isometric to a Hilbert space. 
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We will show first that if {uihEl is an arbitrary family of mutually co­
orthogonal minimal tripotents in a JB* -triple X, then the subspace W = 
span{uihEJ is a JBW*-triple which is isometric to a Hilbert space, with 
{UihEJ as an orthonormal basis. 

To see this, let {ui}f=l be a finite set of mutually co-orthogonal minimal 
tripotents. We claim that for all ai E C, 

n n 

II L a iu il12 = L Il a iuill2. (6.31) 
i=l i=l 

From (6.1O),itfollowsthat {Ui,Uj,Uk} = Ounlessitisoftheformu~3) =Ui, 
or {Ui' Ui, ud = !Uk, for k i= i . Thus, 

n 

(L a i ud 3) = LaiQjak{Ui,Uj,Uk} 
i=l i,j,k 

n 

L lail2aiui + 2 L L laiI2ak{Ui, Ui, Uk} = 
i=l i kf.i 

Therefore, 

n n n n 

II L a iUil13 = II(L a iud3)11 = (L lail2) II Lakukll, (6.32) 
i=l i=l i=l k=l 

implying (6.31). It follows from (6.31) that W is isometric to a Hilbert space 
with {uihEJ as an orthonormal basis. Moreover, since the family {uihEJ is 
closed under the triple product, W is a JBW* -triple. 

By Zorn's lemma, there are an index set I containing 1 and not containing 
o and a maximal family of co-orthogonal {uihEJ of tripotents in Xl/2(V), 
with Ul = u. Denote Uo = v and J = IU{O}. Since UiTul, it follows that 
each Ui is a minimal tripotent of X and Ui Tv. If niEJ Xl/2(Ui) i= {O}, let w 
be a tripotent in that space. Since every tripotent in the rank 1 JBW* -triple 
X1/2(V) is minimal, we can deduce that wTui for all i E I, contradicting the 
maximality of {uihEJ. Thus nEJXl/2(Ui) = {O}. 

If a is an element of X1/2(V), then L:iEPPl(ui)a converges in norm by 
the above observation, implying that 

a - L P2 (Ui)Z E n X 1/ 2 (Ui) = {O}. (6.33) 
iEJ iEJ 

Thus, X1/2(V) = span{uihEJ, and 

Xl (v) + X1/2(V) = span{uihEJ (6.34) 
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is a JBW* -triple isometric to a Hilbert space. Moreover, Xl (v) + X 1/2 (v) is 
clearly w* -closed in X. 

In order to show that X = X1(v) + X1/2(V), we only need to show that 
Xo(v) = {a}. Obviously, 

(6.35) 

Since Ui is minimal in X, P1(Ui)XO(V) = {a}. If P1/2(Ui)XO(V) ~ {O}, let 
v be a tripotent in that space. Since v, v are two orthogonal tripotents in 
X 1/ 2 (Ui), (v, Ui, v) form a pre-quadrangle which can be completed to a quad­
rangle with Ui = 2{ v, Ui, v}, which is orthogonal to Ui and is in X 1/ 2 (V), con­
tradicting the fact that the rank of X1/2(V) = 1. Thus, Xo(v) = PO(Ui)XO(V), 
implying that Xo (v) is orthogonal to Xl (v) + X 1/2 (v), and, since X is a fac­
tor, it must be equal to zero. So X = Xl (v) + X 1/2 (v) and is a JBW* -triple 
isometric to a Hilbert space. 

6.3.3 Case 2. The type III domain 

Let F = {uijli,j E I} be a family of tripotents in a Jordan triple system 
X, for some index set I. We will say that F is a Hermitian grid if for ev­
ery i, j, k, lEI, we have Uij = Uji and the tripotents satisfy the following 
relations: 

Uii -l Uij TUjk, if i,j, k are different, (6.36) 

Uij..lUkl, if {i,j} n {k,l} = 0, (6.37) 

every triple product among elements of F which cannot be brought to the 
form {Uij,Ujk,Ukl} vanishes, and for arbitrary i,j,k,l, the triple products 
involving at least two different elements satisfy 

(6.38) 

and 

(6.39) 

It is easy to see that the natural basis in a Cartan factor of type III is a 
hermitian grid whose span is w* -dense. 

We will show now that if v is a minimal tripotent of a JBW* -triple factor 
X, rank X1/2(V) = 1, and there is a tripotent U in X1/2(V) such that U f--- v, 
then X is a Cartan factor of type III. 

By Zorn's lemma, there is in X1/2(V) a maximal co-orthogonal family of 
tripotents {U1ihEI' which includes u, where I is some index set not con­
taining 1. If VTU1i, then Uli is minimal in X. But since UTUli, this would 
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imply that also U is minimal in X, a contradiction. Thus, we can deduce that 
Uli f- v for all i E I and (v, UIi) forms a pre-trangle. Let J = I U {I} and let 
Un = v. Define Uil = Uli and 

(6.40) 

for any i,j E I, where i -::j:. j. We will show that the family F = {uijh,j E J 
forms a hermitian grid. First, we show that the family F satisfies properties 
(6.36) and (6.37). 

Let l,i,j, be distinct indices. Since Un E Xl (Uli)' by (6.12), Uii = 
Q(Uli)Un is a minimal tripotent of X, and moreover, Uli governs both Un 

and Uii. On the other hand, by (5.91), 

(6.41) 

i.e., the two tripotents Uii and UIj are orthogonal. Thus W = (UIj + Uii) is a 
tripotent, and the map Q(w) is an anti-linear homomorphism of order 2 on 
XI(W). 

We claim that for distinct indices 1, i,j, the map Q(w) exchanges Un with 
Ujj, Uli with Uij and fixes UIj as well as Uii. In other words, it exchanges 1 
with j in the set of indices {I, i, j}. The action of this map can be represented 
as the symmetric reflection along the diagonal U Ij + Uii of the following table: 

un Uli Uij Ujj Uij Uij 

Uii Uii Uij Uij Uii Uli 

Uij Uij Ujj Uij Uti un 
Table 6.2. Reflection of the grid for type III. 

Let us check that Q(w) exchanges Uli with Uij. It suffices to show that 
Q(Ulj + Q(W)ii)Uli = Uij. But 

By (6.10), the first two terms are zero, implying that Q(W)Uli = Uij. The 
remaining statements of the claim are obvious. 

Note that from this observation, it follows that 

and Uij is a minimal tripotent of X 1/ 2 (Ujj). Moreover, {Uii} form a family 
of mutually orthogonal minimal tripotents in X. From (5.91) and (6.40), it 
follows that Uij TUjk if i,j, k are distinct and (6.36) holds. 
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On the other hand, if {i,j} n {k, I} = 0, then from (6.12), it follows that 
Uij ~ Uii + Ujj and Ukl ~ Ukk + Ull, implying (6.37). 

Next, from (6.37) and (6.10), it follows that every non-vanishing triple 
product among elements of F must be of the form 

To show that (6.38) holds in case the four indices i,j, k, I are distinct, it is 
enough to show that (Uij, Uil, Ukl, Ukj) form a quadrangle. Consider first the 
case when one of indices, say j, is 1. By use of (6.40),(5.76) and (5.91), we 
have 

Ukj = 2{ Ulk, Ulj, Ujj} = 2{ Ulk, Ulj, {Ulj, Un, Ulj}} = 2{ Ulk, Un, Ulj}. 
(6.42) 

Thus, 

verifying (6.38) for j = 1. For the general case, we use the results of sec­
tion 6.2.2 for side-by-side gluing applied to the quadrangles (Ulj, Ull, Uil, Uij) 

and (Ulj, Ull, Ukl, Ukj) to obtain that (Uij, Uil, Ukl, Ukj) is a quadrangle. The 
above construction is depicted in Figure 6.8 below: 

Ukj ------ Ulj ------ uij 

Ukl ______ Ull------ Uil 

Fig. 6.S. The grid gluing for type III. 

It remains to verify (6.39). Note that from (6.42) and (5.76), we have 

(6.43) 

implying (6.39) for i = 1. To get the result for arbitrary i, we use the sym­
metry Sw defined by (6.14), with W = (un + Uli + Uii)/2. Note that this 
symmetry exchanges Un with Uii. Since for j n {l,j} = 0, Ujj is orthogonal 
to w, it fixes all such Ujj. Since Sw is a triple automorphism, it moves a 
trangle to a trangle and a quadrangle to a quadrangle, so any Ukj will be 
mapped to uk]' where the indexes k3 are obtained from k,j by exchanging 1 
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and k, if necessary. By applying Sw to equation (6.43), we get (6.39). Thus, 
the family {Uij} defined by (6.40) forms a hermitian grid. 

Let P = EiEJUii. First, we show that X = spanw • {Uij}. It suffices to 

show XI(p) = spanw• {Uij} and XI/2 (P) = {O}. We know that 

XI(p) = spanw• {XI(Uii),XI/2 (Uii) nXI/2(Ujj): i,j E J}. (6.44) 

Since Uii is minimal in X, XI(Uii) = CUii. On the other hand, since Uij 
governs both llii and Ujj, the tripotents llij and llii + Ujj are equivalent, 
giving XI(Uij) = Xl (Uii + Ujj). By (6.20), we have 

(6.45) 

Since Uij is minimal in XI/2 (Uii), we conclude that XI/2 (Uii) nXI/2 (Ujj) = 
CUij. Thus, 

(6.46) 

For XI/2 (P) = {O}, it suffices to show that XI/2 (Uii) ~ XI(p) for all 
i E J. From the maximality of the family Uli in the construction of the grid, 
it follows that XI/2 (Ul1) = span{ulihEI ~ XI(P). For arbitrary i, we use the 
automorphism Sw, with w as above, to exchange XI/2 (Ul1) and XI/2 (Uii), 
preserving the set Uij. Thus, XI/2(Uii) ~ XI(P). Since X is a factor, this 
implies that X = XI(p) = spanw• {uijh,jEJ. 

Finally, we show that X is a Cartan factor of type III in the sense defined 
in Chapter 4. Let H be a Hilbert space with an orthonormal basis {ei : i E J}. 
Equip H with a conjugation Q defined by Q(EAiei) = E'Xiei. For i,j E J, 
let Sii = eii and Sij = eij + eji, for i =1= j, where eij and eji are matrix units 
corresponding to the basis {ei}. The family {Sij} is then a Hermitian gird. 
Let X 2 = span {Sij h,jEJ be its norm-closed span, consisting of all compact 
symmetric operators on H. Then X 2 is a JB*-triple. Moreover, X2* consists 
of all compact symmetric operators on H and is a Cartan factor of type 
III. Let Xl = spanw• {uijh,jEJ and define a linear map ¢: Xl --+ X 2 by 
¢(Uij) = Sij._Obviously, ¢ is a triple isomorphism. Thus, it extends to an 
isomorphism ¢: X --+ X2*' showing that X is a Cartan factor of type III. 

6.3.4 Case 3. Type IV factor 

Let v and v be minimal tripotents of a JBW*-triple factor X, such that rank 
XI/2(V) = 2 and XI/2(V + v) = {O}. We will show that in this case, X is a 
Cart an factor of type IV, called the spin factor. We studied the properties of 
spin factors in Chapter 3. 

Let UI = v and iiI = v. By Zorn's Lemma, there is a maximal co­
orthogonal family {uihEI of minimal tripotents of X which includes UI. For 
i E I, with i =1= 1, let iii = -2{ Ub Ui, iid. Then the quadruples (UI' Ui, iiI, iii) 
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form odd quadrangles glued together along the diagonal (Ul' iil). It follows 
from (6.24) that (Uj, Ui, iij, iii) form odd quadrangles for i i=- j. 

If niEI Xl/2(Ui) i=- {O}, let Uo be a tripotent in that JBW*-triple. From 
Table 6.1 and the maximality of the family {Ui hEI' it follows that Uo is a 
minimal tripotent of niEi Xl/2(Ui) and that Uo governs both Ui, iii for all 
i E I. Hence, 

n X l/2(Ui) = P2(UO)(n Xl/2(Ui)) = Cuo. (6.47) 
iEI 

By multiplying Uo by an appropriate scalar A if necessary, we can assume 
without loss of generality that Uo is a tripotent satisfying {uo, Ul, uo} = -iil . 
From (5.76) and (5.91), it follows that {uo, Ui, uo} = -Ui for all i E I. 
Since, from (6.31), both {Ui} and {iid span a Hilbert space, the summations 
LiEI P2(ui)a and LiEI P2(iii)a converge in norm for all a EX. Thus, X is 
the norm-closed span of either {Ui' iiihEI or {Ui' iii, uohE!· 

We can define an inner product on X by 

(L (¥iUi + aiiii + ;3uol L AiUi + );iiii + 8uo) = L (¥i:Xi + ai~i + 2;38. 
iEI iEI iEI 

We can define a conjugation on X by (Ui)* = iii, (Uo)* = Uo. Then the triple 
product on X can be expressed in terms of the inner product by 

2{a,b,c} = (alb)c+(clb)a-(alc*)b'. (6.48) 

A straightforward verification shows that this identity holds on the basis 
elements {Ui' iii, Uo hE! of X. Then, by passing to the limit, we conclude 
that it holds for arbitrary a, b, c in X. 

Since X is a factor, X = Xl(v + v) and is the norm-closed span of a 
family consisting of minimal tripotents {Ui' iiihEI and possibly a tripotent 
Uo such that 

(i) Uo f- Ui, Uo f- iii, Q(UO)Ui = -iii for all i E I, 
(ii) (Ui, Uj, iii, iij) are odd quadrangles for i i=- j, 
(iii) X = Xl(Ui + iii) for all i E I. 
Such a family {Ui' iii, Uo} will be called a spin grid. By use of transfor­

mation (3.114) of Chapter 3, we can replace the spin grid constructed from 
minimal tripotents with a basis of maximal tripotents, called a TCAR basis. 
In this basis, the triple product, defined by (6.48), coincides with the product 
defined by (3.4). 

6.3.5 Case 4. Type I factor 

Let I, J be index sets. A family of minimal tripotents {Uij }iEI,jEJ is said to 
form a rectangular grid if 
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(i) Ujk, Uil are co-orthogonal when they share a common row index (j = i) 
or a column index (k = l), and are algebraically orthogonal otherwise, 

(ii) for any j =I- i, l =I- k the quadruple (Ujk' Ujl, Ui/, 11ik) forms a quadran­
gle, and 

(iii) all products vanish unless they are of the form D(a)b or {a, b, c} 
when (a, b, c) forms a pre-quadrangle. 

It is easy to see that each Cartan factor of type I has a rectangular grid 
whose span is w*-dense. 

Let v be a minimal tripotent in a JEW· -triple factor X. Suppose there 
are minimal tripotents u, ii, v such that (v, u, v, ii) forms a quadrangle, and 
dim Xl (v + v) = 4. We will show now that X is a Cartan factor of type 1. 

We will consider the structure of XI/2(V). Since U + ii ~ v + v, we have 
Xo(u + ii) ~ Xo(v), and, thus, 

From our assumption that dim Xl (v + v) = 4, it follows that Xl (v + v) = 
Xl (u + ii) = span{ v, u, v, ii}. Hence, 

Xl (u + ii) n XI/2(V) = Cu E9 Cii. 

By use of (6.20), we get 

XI/2(U + ii) n XI/2(V) 

= XI/2(U) n Xo(ii) n XI/2(V) E9 Xo(u) n XI/2(ii) n XI/2(V) := MI E9 M 2. 

Note that any tripotent W E MI = XI/2(U) n Xo(ii) n XI/2(V) is orthogonal 
to ii in XI/2(V), and, thus, by (6.9), it cannot govern U and must be co­
orthogonal to U and a minimal tripotent. Hence, MI is of rank 1. By applying 
the classification scheme for the JEW· -triple XI/2(V) and the minimal tripo­
tent u, from Case 1 of our classification (see section 6.3.2), HI = Cu E9 MI 
is isometric to a Hilbert space and any orthonormal basis in it is given by 
minimal tripotents of X and is the JEW· -triple factor generated by u. So 
the subspace H2 = Cii E9 M 2, which is linearly independent of HI, must be 
orthogonal to HI' Moreover, the subspace H2 is also isometric to a Hilbert 
space and 

(6.49) 

is a direct sum of two orthogonal Hilbert spaces. 
Let us denote Un = v, U21 = U and Ul2 = ii. Complete {U21} via 

elements {uilhEl to an orthonormal basis in HI. Note that {UilhElU{2} 
forms a maximal family of co-orthogonal minimal tripotents in HI' Similarly, 
complete {UI2} via elements {Ulj}jEJ to an orthonormal basis in H 2 , which 
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forms a maximal family of co-orthogonal minimal tripotents in H 2 . It is 
obvious that for (i,j) E I x J, the triple of tripotents (Uil' Un, Ulj) forms a 
pre-quadrangle. Thus, one can define 

and complete them to a quadrangle (Uil' Un, Ulj, Uij). Since Uij is co­
orthogonal to a minimal tripotent Uil, it is also minimal. 

Let Y = I n {I}, J = J n {I}. We will show that the family 

F = {Uij: (i,j) E Y x J} 

forms a rectangular grid. Properties (i) and (iii) of the definition of a rectan­
gular grid follow from (5.91). To show (iii), i.e., that (Ujk' Ujl, Uil, Uik) forms 
a quadrangle (for i '" j and k '" l), we apply the side-by-side gluing of section 
6.2.2 to 

a) the pair of quadrangles (Ujl, Un, Ulk, Ujk), (Ujl' Un, Ull, Ujl) to yield 
the quadrangle (Ulk' Ull, Ujl, Ujk), 

b) the pair of quadrangles (Uil' Un, Ull, Uil), (Uil, Un, Ulk, Uik) to yield 
the quadrangle (Ulk' Ull, Uil, Uik), and 

c) the pair of quadrangles (Ulk' Ull, Ujl, Ujk), (Ulk, Ull, Uil, Uik), to yield 
the quadrangle (Ujk' Ujl, Uil, Uik). This process is illustrated in Figure 6.9 
and is similar to the one in Case 2. 

Ull------Ulk------ Ull 

~l------~k------~I 

Uil ______ Uik ______ Uil 

Fig. 6.9. The grid gluing for type I. 

From (6.49) and case 1 of section 6.3.2, we have 
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For any (i,j) E I x J, let w = (Ull + \lil + Ulj + uij)/2. Then the symmetry 
Sw, by use of (6.18), exchanges Un with Uij, and, since it is a triple automor­
phism, it maps X1/ 2{Un) onto X1/ 2{Uij)' Moreover, Sw maps the elements 
of the family F into itself, with a possible change of sign. Thus, we also have 

Denote by J(v) = spanw • F, which is the w*-closed ideal generated by v. 
If some element a E X has the property PI (Uij)a = 0 for any (i,j) E J x J, 
then from the above observation, we have 

Hence, a is algebraically orthogonal to J{v), and, since X is a factor, a = 0, 
implying that 

where Uij form a rectangular grid. 
To show that X is a Cartan factor of type I, let H, K be Hilbert spaces of 

appropriate dimensions, and let {eij: (i, j) E J x J} be a system of matrix 
units of L{H, K). The family {eij} is a rectangular grid. Let Ec be the norm­
closed span of {eij}. Then Ec is a JB* -triple and E~* = L(H, K) is a Cartan 
factor of type I. Let Xc be the norm-closed span of {Uij} and define a linear 
map ¢: Xc --t Ec by ¢( Uij) = eij' Then ¢ is a triple isomorphism and thus 
has an extension to an automorphism ¢: X --t E~* = L(H, K). 

6.3.6 Case 5. Type II factor 

A family of tripotents F = {Uij: i, j E I} in a JBW* -triple is called a 
symplectic grid if Uij are minimal tripotents with Uij = -Uji for all i,j E I, 
implying that Uii = 0 and 

(i) Uij and Ukl are co-orthogonal when they share an index and are or­
thogonal otherwise, 

(ii) (Uij, \lil, Uk/, Ukj) forms a quadrangle for distinct i,j, k, l. 
(iii) Non-vanishing triple products among elements of the family are of 

the forms 

and 

Each Cartan factor of type II is the w* -closed span of a symplectic grid. 
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Let v be a minimal tripotent in a JBW* -triple X such that rank 
X l/2(V) = 2. Suppose that there is a minimal tripotent v orthogonal to 
v such that dim Xl (v + v) = 6. We will show that X is a Cartan factor of 
type II. 

Since Xl (v+v) is a 6-dimensional spin factor, from the analysis of Case 3, 
it follows that X l/2(V)nXl (v+v) contains a quadrangle consisting of minimal 
tripotents, which we will denote by (Ul3, U14, U24, U23). Since dimXl/2(v) n 
Xl(Ul3 + U24) = 4, the JBW*-triple X l/2(V) satisfies the conditions of case 
4 from the previous section. Let J(Ul3) be the w*-closed ideal generated by 
Ul3. It follows from Case 4 that J(Ul3) is isomorphic to a Cartan factor of 
type I, and since it is of rank 2, it is the norm-closed span of a rectangular 
grid {Uli, U2ihE!, for some index set I not containing {l, 2}. Since J(Ul3) is 
a summand ofrank 2 in the rank 2 JBW*-triple Xl /2(V), we have Xl /2(V) = 
J(Ul3). Let Ul2 = v. Then 

X l /2(Ul2) = span{uli, U2ihE!' 

Let I = I U {I, 2}. For distinct i,j E I, let Ujl = -Ulj, ui2 = -U2i. 
From the definition of a rectangular grid, we have U2i-1Ulj, implying that 
(Ui2, Ul2, Ulj) forms a pre-quadrangle. Define 

= 2{Ul2' Ul2, Ulj} for distinct i,j E I, 

= 0 for all i E f. (6.50) 

We will show that 

F = {Uij : i, j E I} 

forms a symplectic grid. To show that Uij = -Uji for i, j E I, it suf­
fices to consider the cases i, j E I. By diagonal gluing of quadrangles (sec­
tion 6.2.1), the two quadrangles (UIi' Ui2, Uj2, UIj) and (Uij, Ui2, Ul2, Ulj) 
can be glued together along the diagonal (Ui2' UIj) to give the quadrangle 
(Uli, Uij, Uj2, -UI2), i.e., Uij = -2{Uj2, U12, UIi} = -Uji. This construction 
is illustrated in Figure 6.10. 

Property (i) of the definition of a symplectic grid can be verified easily 
with (5.91). Property (iii) follows from (5.91) and the fact that any two dis­
tinct non-zero elements of the family {Uij : i, j E I} are either orthogonal or 
co-orthogonal minimal tripotents. To verify (ii), note that (Uij, Uil, Ukl, Ukj) 

forms a quadrangle. We apply side-by-side gluing (section 6.2.2) to 
a) the pair of quadrangles (Ui2' U12, UIj, Uij), (Ui2, u12, Ull, Uit) to yield 

the quadrangle (Uij, UIj, UIl, Uil), 
b) the pair of quadrangles (Uk2' U12, Ull, Ukl), (Uk2' Ul2, UIj, Ukj) to yield 

the quadrangle (Ukj, Ulj, UIl, Ukl), and 
c) the pair of quadrangles (Uij, UIj, UIl, Uil), (Ukj, UIj, UIl, Ukl), to yield 

the quadrangle (Uij, Uil, Ukl, Ukj). 
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Utj 

Fig. 6.10. The spin grid gluing for type II. 

UI2'-----Ulj----- UI/ 

Ui2----- Uij ----- Uil 

Uk2 _____ Uq _____ Ukl 

Fig. 6.11. The grid gluing for type II. 

This gluing is shown in Figure 6.11. 
For any (i,j) E I x I, i -=I j, let w = (Ul2 + Ui2 + Ulj + uij)/2. Then 

the symmetry Sw, by use of (6.18), exchanges Ul2 with Uij, and, since it is a 
triple automorphism, it maps Xl /2(Ul2) onto X l/2(Uij). Moreover, Sw maps 
the elements of the family F into itself with a possible change of sign. Thus, 
we also have 

X l /2(Uij) =~ spanF. 

Denote by J(v) = spanw • F, which is the w·-closed ideal generated by v. 
If some element a E X has the property Pl (uij)a = 0 for any (i, j) E Y x J, 
then from the above observation, we have 

a = Pl(uij)a + Pl /2(uij)a + PO(uij)a = Po(uij)a. 

Hence, a is algebraically orthogonal to J(v), and, since X is a factor, a = 0, 
implying that 
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x = J(v) = spanw• F = spanw• {Uij}(i,j)eIxY, 

where llij form a symplectic grid. 
To show that X is a Cartan factor of type II, let H be a Hilbert space with 

an orthonormal basis {~ihEI and a conjugation Q defined by Q(E Ai~i) = 

E Ai~i' For i, j E J, i < j, let au = 0 and aij = eij - eji, where the eij 
are matrix units corresponding to the basis {~i}' The family {aij : i, j E J} 
is a symplectic grid. Let Xl be its norm-closed span, consisting of compact 
antisymmetric operators on H. Then Xl is a JB*-triple, and, moreover, Xi* 
is the space of bounded antisymmetric operators on H and is a Cartan factor 
of type II. 

Let Fc be the norm-closed span of {Uij} and define a linear map IjJ : Fc -+ 

Xl by IjJ(Uij) = aij' Obviously, IjJ is a triple isomorphism. It extends to an 
isomorphism ¢: J(v) -+ Xi*, verifying that X is a Cartan factor of type II. 

6.3.7 Case 6. Exceptional factor of dimension 16 

Throughout this case and case 7, we will use the following notation. Let 
I = to, 1,2,3,4, 5}, and for any i E I, denote Ii = I -{ i}. If IjJ is a permutation 
on I, then the sign of the permutation is denoted by sign(ljJ) and is equal to 
1 or -1, depending on whether IjJ is even or odd, respectively. 

For any fixed i E I, a family of minimal tripotents 

F = {Ui' Ujk, Un : j, k, 1 E Ii} 

is called an exceptional grid of the first type if: 
(i) The family of tripotents {Ujk : j, k E Ii} form a symplectic grid. 
(ii) For any j, k, 1 E h we have 

{

Ui TUjk, Ui .1. Uk 
Ul .1. Ujk if 1 E {jk}, 
ulTujk if l,j,k are distinct, 

Ul TUk if k =f: l. 

(iii) The elements of F generate three types of quadrangles: 
(a)(Ujk' Ujl, uml, Umk), for (j, k, l, mE Ii), 

(6.51) 

(b) (sign (ip)Ui' Ujk, Ul, umn ), where ip = (i,j, k, l, m, n) is a permuta­
tion of I, and 

(c) (Uj, Uk, -Ujl, Ukl), for j, k, 1 distinct in h 
(iv) The non-vanishing products among elements of F are of the form 

D(a)b or {a, b,c} where (a, b,c) forms a pre-quadrangle of one of the quad­
rangles in (iii). 

Let v and v be two orthogonal minimal tripotents in a JBW* -triple factor 
X. We will show that if dim Xl (v + v) = 8 and X 1/ 2(V + v) ::f {a}, then X 
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is 16 dimensional and spanned by an exceptional grid of the first type. X is 
called a Cartan factor of type V. 

Choose two algebraically orthogonal tripotents u, U in X1/2 (V)nX1(v+v). 
Then dim(X1/2 (V) n X1(u + u)) = 6. By use of (6.19), we may assume that 
X1/2 (V) n X1/2(U + u) 1= {O}. Otherwise, we replace v by v. By the previous 
case, the ideal generated by U in X1/2(V) is isomorphic to a Cartan factor of 
type II. Since rankX1/2(V) = 2, this ideal and X1/2(V) must be isomorphic 
to the 5 x 5 antisymmetric matrices, which is the only type II factor of rank 2 
which is not a spin factor. Let {Ujk : j, k E f o} be a symplectic grid spanning 
X 1/2(V). 

Let Uo = v. For any integer l E fo, let CPI be the unique permutation 

CPI = (O,j,k,l,m,n) (6.52) 

such that j < k < m < n. Note that (Ujk' UO, umn) forms a pre-quadrangle. 
Thus, we can define a new tripotent in X by 

(6.53) 

completing the pre-quadrangle to a quadrangle 

(6.54) 

From the quadrangle construction, each Ul is a minimal tripotent in X. 
We will show now that the family F = {uo, Ujk, Un : j, k, n E f o} is an 

exceptional grid of the first type. 

Assume that i = 0 in the definition of an exceptional grid of the first type. 
We claim that if cP = (j, k, l, m, n) is any permutation on 1o, then 

is also a quadrangle, weakening the restriction in (6.52). 
Indeed, since every permutation is a product of transpositions, i.e., per­

mutations that exchange only two elements of the set and leave the other 
elements fixed, we can assume that cP is a transposition of CPL. Moreover, if 
cP exchanges k with j, or n with m, then the claim holds, since Ukj = -Ujk 

and Unm = -Umn. Thus, we can assume further that cP exchanges j with 
m and is cP = (O,m,k,l,j,n), and, thus, signcp = -sign CPL. Byapply­
ing the diagonal gluing to the two quadrangles (SignCPIUO, Ujk, Ul, umn) and 
(Umk' Ujk, Ujn, umn) which are glued together along the diagonal (Ujk' umn), 
we obtain the quadrangle (-signcpluo, Umk, Ul, Ujn), which is equal to 

(6.55) 

verifying our claim. This construction is shown in Figure 6.12. 
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sign(<p)Uo 

Umn 

Fig. 6.12. The grid diagonal gluing for type V. 

Property (i) of the definition of an exceptional grid of the first type follows 
from the construction of the family F. Type (a) quadrangles follow from the 
construction and type (b) from (6.55). 

To obtain quadrangles of type (c), let cp = (O,k,l,j,m,n) and cp' = 
(O,j,l,k,m,n). Then signcp = -sign cp'. Thus, we have two quadrangles 
(sign cp Ui, Ukl, Uj, umn ) and 

(6.56) 

which can be glued together along the side (sign cp Ui, umn ), using side-by-side 
gluing, to obtain the quadrangle 

(6.57) 

See Figure 6.13. 

Ukl-----sign(<p)Ui -----Ujl 

Uj ----- Umn _____ Uk 

Fig. 6.13. The side-by-side grid gluing for type V. 

Property (ii) follows from (6.55), (6.57) and the construction, by use of 
(5.91). So F is an ortho-co-orthogonal family of minimal tripotents, mean­
ing that every pair of elements of F is either orthogonal or co-orthogonal. 
Therefore, (iv) holds as well, showing that F is an exceptional grid of the first 
type. 
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Next, we show that J(v) = span F and is a summand. Now Uo can 
be exchanged by an automorphism Sw with any Ujk and any Uk, for any 
distinct indices j, k. Since Sw moves any element of F to a multiple of F, 
we get Xl/2(Ujk)J(V) c J(v) and X l / 2 (Uk)J(V) c J(v). Thus, J(v) is a 
summand, and, since X is a factor, we have 

X = J(v) = span F, 

where F is an exceptional grid of the first type. 

6.3.8 Case 7. Exceptional factor of dimension 27 

Let c = ±l. When c occurs as an index, we will use only the sign + or -. A 
family of tripotents F = {uj, Uij : i, j E I, c = ±1} is called an exceptional 
grid of the second type if 

(i) {Uij h,jEI is a 6 x 6 symplectic grid, 
(ii) for any i E I and c = ±1, the family {-en;, Ujk, uj : j, k E Ii} is an 

exceptional grid of the first type, 
(iii) the quadrangles of the family F are those determined by parts (i) 

and (ii) above or of the form 

(uj, ut, uke , uO for distinct j, k E I, (6.58) 

(iv) the family F is ortho-co-orthogonal, and, therefore, all non-vanishing 
products among elements of F are either of the form D(a)b, or {a, b,c}, 
where (a, b, c) forms a pre-quadrangle. 

Let v be a minimal tripotent in JBW*-triple X. If there is a minimal 
tripotent v such that dim Xl (v + v) = 10 and Xl/2(V + v) "# {O}, then 
X is spanned by an exceptional grid of the second type and is isomorphic 
to the Jordan algebra H3(O) consisting of 3 x 3 hermitian matrices over the 
octonians. 

Let Uo be a minimal tripotent in Xl/2(V), and let J(uo) be the ideal 
in Xl/2(V) generated by uo. The same argument as in case 6 shows that 
J(uo) = Xl/2(V) and is spanned by an exceptional grid {uo, Ujk, u~ : 
j, k, mE Io} of the first type. 

Let v = -uri, and, as above, for any 1 E 10, let c.pl = (O,j, k, l, m, n), where 
j < k < m < n. Note that (sign( c.pz)Ujk' -uri, umn ) defines a pre-quadrangle 
which can be completed to a quadrangle by 

u l = sign (c.pl) 2{Ujk, -uri, umn }. 

Similarly, the pre-quadrangle (Uij, -uri, un can be completed to a quadran­
gle by 
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UiO = 2{Uij,-Ut,uj}, (6.59) 

where i E 10 , and j is some element of 10 n h 
Note that for i, l E 10 , Ul- and UiO are also minimal tripotents of X and 

that the family {-uo +, Ujk, Un - : j, k, n E Io} is also an exceptional grid of 
the first type, by construction. Moreover, the definition of UiO in (6.59) does 
not depend on the choice of j. 

To see this, let l be another element of 10 n Ii n I j . Since {no - , Ujk, Un +} 
is an exceptional grid of the first type, 

(6.60) 

is a quadrangle. Thus, by use of diagonal gluing, it can be glued to the 
quadrangle (UiO, Uij, -no+, Uj+) to obtain that 

(6.61) 

is a quadrangle, implying that UiO = 2{Uil, -uo+, Ul+}. This construction 
is shown in Figure 6.14. 

Uij 

U·+ 
~ 

Fig. 6.14. The grid gluing for type VI. 

Let Uoo = 0 and UOi = -UiO. Let i,j, k be arbitrary elements of 10 , with 
j "# k. From (5.91), it follows that UiO TUjk, if i E {j, k}, and Uio.lUjk, if i, j, k 
are distinct. Moreover, if i,j, k are distinct, we can glue the quadrangles 
(UiO,Uij,-UO+,Uj+) and (UkO,Ukj,-UO+,Uj+) side-by-side to obtain that 
(UiO, Ujk, Ukj, UkO) is a quadrangle. Thus, since the family {uijh,jEIo is a 
5 x 5 symplectic grid, the family {Uij h,jEI is a 6 x 6 symplectic grid, showing 
that (i) holds. 

Let <p = (O,i,j,k,l,m). Then we have two quadrangles 

(-sign(¢)uo -, Uij, Uk -, Ulm ), (sign(¢)uo -, Uij, Uk +, Ulm ) 
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which can be glued along the diagonals (Uij, Ulm ) to obtain the quadrangle 
(uo +, Uo -, Uk -, Uk +), for arbitrary k =/: O. Now, if j =/: 0 and j =/: k, then the 
two quadrangles (uo +, Uo -, Uj -, Uj +) and (no +, Uo -, Uk -, Uk +) can be glued 
side-by-side to obtain the quadrangle (Uj +, Uj -, Uk -, Uk +). Thus, (6.58) are 
quadrangles for any distinct j, k E I. 

Next, we show that 

(6.62) 

are quadrangles, for any i E I and any c. From (6.59), we obtain the 
quadrangle (uo + , Ui + , UjO, Uij). By gluing this quadrangle with the quad­
rangle (uo +, Uo -, Ui -, Ui +), obtained from (6.58), we obtain the quadrangle 
(no+, Uo -, UjO, Uij). Thus, (6.62) are quadrangles. 

As noted previously, part (ii) holds if i = O. For i =/: 0, we can apply (5.91) 
to verify that U;TUjk for all distinct j, k E h Thus, it suffices to show that 

(6.63) 

are quadrangles for any 'ljJ = (i,j, k, l, m, n). Since {-cub, Ujk, Un: j, k, n E 
10} are exceptional grids of the first type, elementary properties of permu­
tations imply that (6.63) are quadrangles if 0 E {i, l}. Thus, it remains to 
consider the case when 0 E {j, k, m, n}. By applying a transposition, if nec­
essary, we may assume that k = O. 

Let u = (0, i,j, l, m, n) and cp = (i,j, 0, l, m, n). From (6.62), we obtain the 
quadrangle ({w;,wb, Uij, Ujo). Gluing to it the quadrangle (cub, Uij, Ul-e , 

-sign(u)umn), we obtain the quadrangle 

It is easy to verify that sign(u)=sign(cp), implying that (-sign(cp)cuD, 
UjO, u1e , umn) is a quadrangle for cp = (i,j, 0, l, m, n). Thus, (ii) is verified. 

We have already verified that (6.58) are quadrangles. The remaining claim 
of (iii) can be verified by inspection, using (i) and the relations (6.51). Part 
(iv) follows from (i) and (ii). Therefore, we have shown that F is an ex­
ceptional grid of the second type and consists of minimal tripotents. Next, 
observe that each element in F is co-orthogonal to exactly 16 other elements 
of F. From property (i), the family F contains three minimal orthogonal 
tripotents UOl, U23 and U45. If we let e = UOl + U23 + U45, then e is a tripo­
tent and X = X1(e) is a rank 3 Jordan algebra with e as an identity. The 
JB* -triple X can be decomposed with the joint Peirce decomposition with 
respect to the three minimal tripotents as 
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The subspaces X1{Ujk) = CUjk are one-dimensional, while the dimension 
of X 1/ 2{Ujk) n X 1/ 2{Ulm ) is 8, and this space can be identified with the 
octonians. Thus, the space X can be considered as the space of 3 x 3 hermitian 
matrices over the octonians, known as the exceptional Jordan algebra. 

6.4 Structure and representation of JB* -triples 

The first corollary of our Classification Theorem is the decomposition of a 
JBW* -triple into atomic and non-atomic parts. For every JBW* -triple X, 
we can define two w* -closed ideals A and N, where A is an ideal generated by 
minimal tripotents and is called the atomic pari of X, and N, which contains 
no minimal tripotents, is called the non-atomic pari of X. 

Let {Ji}iEI be the set of w* -closed ideals generated by minimal tripotents 
of X. As we have shown in the previous section, each of them is a Cartan 
factor and a summand. Denote the orthogonal complement of Ji in X by J/-. 
Let 

A = (fJiEIJi , N = n J/-. 
iEI 

A and N are orthogonal w* -closed ideals in X. 

(6.64) 

For each i E I, let Pi be the contractive projection from X to Ji with ker­
nel J/-. Moreover, since their ranges, the ideals Ji , are mutually orthogonal, 
L:iEI Pi{x) converges w* for each x E U. For j E I, 

Pj{X - LPi{x)) = Pj{x) - LPjPi{x) = Pj{x) - Pj{x) = 0, 

(6.65) 

implying that x - L:i Pi(X) EN. Thus, any JBW*-triple decomposes into 
an orthogonal sum as 

X = A(fJN, (6.66) 

which is called the atomic decomposition. Moreover, A can be decomposed as 
an orthogonal sum of Cartan factors. 

Recall that in our constructions, each Cartan factor other than those of 
type III is spanned by a grid consisting of minimal tripotents. On the other 
hand, the Cartan factors of type III are spanned by hermitian grids {Uij} 

with Uii minimal, and Uij not minimal for i =I- j. However, it is easy to verify 
that such Uij (i =I- j) can be written as the sum of two minimal tripotents: 

(6.67) 

Thus, A is the w* -closed span of the minimal tripotents. 
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We are now ready to verify the so-called Gelfand-Naimark Theorem for 
JB' -triples. The original Gelfand-Naimark theorem showed that any C'­
algebra can be realized (isometrically embedded) as a subalgebra of operators 
on a Hilbert space. For JB* -triples, we get the following: Every JB* -triple can 
be isometrically embedded (as a triple system) into a direct sum of Cartan 
factors. 

To see this, let X be a JB* -triple. Then its bidual X** is a JBW* -triple 
in which X can be isometrically embedded. Denote this embedding of X into 
X** by 7r. Since X** is a JBW* -triple, it has a decomposition into atomic and 
non-atomic parts: X** = A EB N, as described above. Denote the projection 
from X** onto A with kernel N by P. Let T = Po 7r : M ----; A. Obviously, 
P is a triple homomorphism and IITxl1 ~ Ilxll for all x E M. We will show 
T is isometric. 

Let x EM, with Ilxll = 1. The set {'P E M* : 'P(x) = 1 = II'PII} is closed 
and convex and, hence, contains an extreme point 'I/J. An elementary argument 
shows that 'I/J is also an extreme point of the unit ball of X*. Thus, there is a 
minimal tripotent v E M** such that 'I/J(v) = 1 and 'I/J(a) = 'I/J(P1(v)(a)) for 
all a E M**. In particular, 

'I/J(T(x)) = 'I/J(P1(v)T(x)) = 'I/J(P1(v) 0 P 0 7r(x)) = 'I/J(P1(v) 07r(x)) 

= 'I/J(7r(x)) = 'I/J(x) = 1. 

Thus IIT(x)11 = 1. 
Finally, from our construction, it follows that any Cartan factor either 

has a basis consisting of an ortho-co-orthogonal family of tripotents or can be 
embedded as an invariant subspace of a symmetry acting on a space spanned 
by an ortho-co-orthogonal family. This follows immediately from the fact that 
a triangle can be embedded into a quadrangle in a natural way. 

Moreover, any JB*-triple can be isometrically embedded (as a triple sys­
tem) into a Jordan algebra with the triple product on it. First of all, the 
classical domains are embedded into L(H), which is a Jordan algebra. Next, 
the spin factor itself is a Jordan algebra. Finally, every type V domain is a 
subspace of a domain of type VI, which is itself a Jordan algebra. 

6.5 Notes 

This chapter is based mainly on the work in [15]. The Gelfand-Naimark 
Theorem for JB*-triples was proven in [33]. The classification of grids for 
Cartan factors was also done in [53] and [57]. 

For possible applications of the exceptional domains to physics, see [58] 
and the references therein. We want to thank Prof. N. Kamiya for bringing 
this reference to our attention. 
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one-parameter subgroup, 33, 210 
operator 
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left, 160, 176 
right, 159, 176 

support tripotent, 116, 160 
element, 226 
functional, 229 

symmetric velocity, 16, 55 
symmetry 

operator, 5 
projective, 31 

synchronization, 8, 12 
system 

inertial, see inertial system 

tangent hyperplane, 112 
tangent on boundary, 124 
tangent space, 207 
tensor product, 186 
trace norm, 110 
trangle, 241 
transformation 

black-box, 8 
Galilean, 15 
linear, 3 
Lorentz, 5, 15 
Mobius-Potapov-Harris, 174 
Mobius, 59 
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