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Measurement results are information.
Without knowledge concerning its determination

and its uncertainty, however, it is just rumour.



Preface

A more systematic introduction of metrological concepts in the chemical meas-
urement community is taking off at the beginning of this twenty-first century:
the introduction of metrology in chemistry (“MiC”) is proceeding.

What is now needed is a better knowledge of basic concepts of measurement
(and associated terms “labeling” these concepts) for the chemical measurement
community. That requires better understanding and a more systematic expla-
nation of these concepts, in order to produce the necessary justification of
metrology in chemical measurement.

Is all of that really needed? The answer is “yes”. A measurement result cannot
be a mere declaration of an isolated figure. Any author of a measurement result
must be able to demonstrate where his/her result comes from (its metrological
traceability) and locate this measurement result in a larger conceptual frame-
work that is common to all measurement. In addition, since we communicate
more intensively as well as globally about measurement results, and by means
of measurement results, in a large variety of applications, we need to do so
using concepts and operational procedures which are intercontinentally un-
derstood and which are described (“labeled”) by means of intercontinentally
agreed terms.

In communication between parties, languages are needed as vehicle for
the ideas that we want to exchange. When measurement results are involved
in such a vehicle language, concepts about measurement are needed that are
understood in the same way by all parties concerned. Commonly, which nowa-
days means intercontinentally, agreed terms in one language are necessary as
“labels” for these concepts.

Terms are the tools in the writings we use in our relations, especially in
relations of a border-crossing and culture crossing nature. That leads to the
need of a correct translation of such intercontinentally agreed terms into (ne-
cessarily different) terms in many other languages, perhaps 30–40 or more. All
of this must first be achieved in one language, presumably English, otherwise,
any translation attempt from English into other languages would be futile. We
also need to talk clearly to ourselves in the first place, in order to precisely
formulate our thoughts. There too, clarity is of the utmost importance. Lack
of clarity in conceptual thinking about measurement and all its features only
generates lack of clarity of the text we write. Lack of clarity in our writings
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also influences, albeit unwillingly, the clarity of our thinking. Lack of clarity
in thinking always constitutes a major impediment to understanding, and
therefore to any agreement in whatever field of application, whether it be in
intercontinental agreements on trade, on monitoring the implementation of
border-crossing environmental regulations, or of dispute settlements at the
World Trade Organisation.

Clarity about a measurement result also requires knowing and understand-
ing its limitations, i.e. evaluating the degree of doubt which must be associated
with any measurement result. In measurements of the twenty-first century,
we call that measurement uncertainty. That is a delicate matter, since we have
a large (sometimes very large!) tendency to underestimate that uncertainty.
We do want to look “good” with the “uncertainty” of our measurement result
by displaying small “error bars” (obsolete wording) and do not realise that the
price to pay for incorrect small “error bars” is high: many so-called significant
differences in measured quantity values do not mean anything at all.

In a time where the teaching of basic and general concepts in measurement
has almost vanished from the chemistry curricula in universities and technical
schools throughout the world, this book is a valuable contribution to remedying
this worrying deficiency.

Professor Dr. P. De Bièvre
Editor-in-Chief
‘Accreditation and Quality Assurance – Journal for Quality, Comparability and
Reliability in Chemical Measurement’
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Introduction

Metrology in chemistry is a rather young discipline within metrology. The
development of metrology in chemistry affects all fields relying upon informa-
tion derived from chemical measurement. Not only chemistry itself is affected
from introducing metrological concepts in chemistry, but also food chemistry,
clinical chemistry and environmental chemistry, as well as geochemistry, hy-
drogeology and climatic research, to name a few examples. In many situations,
the people working in these fields will face the evolving metrological require-
ments unprepared. It is not an uncommon experience of the authors that the
term “metrology” is considered to be a misprint of “meteorology”. In tradi-
tional professional training of chemists, metrology in chemistry has not played
any role and the concepts of metrology are at present largely unknown. Instead,
traditional concepts, e.g. detection limit, repeatabilities or expert judgement,
are common. Those concepts have their merits, but only metrological prin-
ciples can assure comparability within different measurements of the same
quantity. These principles, despite their urgent necessity, are not at present
an element of chemical measurement. Taking a look to other faculties, e.g.
engineering sciences (especially production engineering) quickly highlights
the enormous perspectives chemical measurements can offer in future, on the
condition of a metrological network properly implemented and maintained.

The first part of this treatise gives an introduction into metrology, in gen-
eral focusing on metrology in chemistry. The key concepts of metrology, e.g.
metrological traceability, the complete measurement uncertainty budgets and
cause-and-effect analysis with application to chemical measurements, are pre-
sented on the basis of selected examples. These examples include some sta-
tistical concepts such as robust regression and computer-intensive resampling
methods. The second part deals with geochemical modeling with a focus on
the limitations imposed on computer calculations due to the limited accu-
racy and precision of input data. The third part illustrates the application of
metrological principles to hydrology. Guidelines are presented to judge field
measurement values, e.g. for permeabilities, on the basis of fundamental crite-
ria. While the first two parts have been written by G. Meinrath, the third part
is mainly written by P. Schneider.

The topics presented in this book are of interest to a wide audience. The
analytical chemist may take this book as a primer in metrology, while the
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hydrogeologist may learn to judge measurement uncertainty of field data.
Chemical engineers will get inside the limits of accuracy to which chemical
data can be determined, which in turn form a basis to judge the reliability of
their computations, simulations and predictions. Water resources managers,
both on the local and national level, will find some support in judging propos-
als arriving on their desks. Last but not least, metrology in chemistry interferes
with political issues, e.g. regulatory discharge limits for contaminants, nuclear
waste disposal and mining site remediation. In the field of waste management
in general, chemical measurements are essential and often lead to controversy,
where the language of metrology may become an important tool to improve
communication. Nuclear waste disposal is a prominent field where mutual
trust is essential to master future challenges. Decision-makers on all adminis-
trative and political levels will profit from the book, as metrology provides the
common language to communicate about data, their quality and limitations
within the framework of international contracts and agreements.

It is our pleasure to acknowledge the suggestions and comments obtained by
our valued colleagues Professor Dr. Bernd Delakowitz (Zittau/Germany) and
Professor Dr. Broder Merkel (Freiberg/Germany). Further input came from
Petra Spitzer at Physikalisch-Technische Bundesanstalt Braunschweig, Profes-
sor Dr. Christian Ekberg and A. Ödegaard-Jensen at Chalmers University of
Technology Göteborg/Sweden and the group of Professor Dr. S. Lis at Adam
Mickiewicz-University Poznań/Poland. While all persons involved in the pro-
duction of this book have done their best to avoid any shortcomings, we are
fully aware that the book may contain errors and misprints. We are thankful
to the readers who will direct us to such cases. The CD shipped with this book
holds computer programs. The programs are meant as illustrations of how
the concepts outlined in this book may work in practise. However, none of
the programmers is a professional. In addition, the enormous complexity and
variety of modern operating systems makes it impossible to generate computer
code running on all machines without problems. We ask your leniency in case
of trouble with the programs.

G. Meinrath and P. Schneider
Passau & Chemnitz March 2007
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1 Concepts of Metrology

“The search for truth is more precious than its possession.”

(A. Einstein)

Metrology is an essential element of daily life, but goes almost unnoticed.
A meter rule has become a common tool in most households. A length is
measured, its value is noted, and in another place, another meter rule is used
to compare the length of an item with the figures noted previously. It rarely
occurs that this procedure results in significant deviations. In fact, using a ref-
erence (meter rule) to determine a value of a quantity (length) by comparison
(measurement) is a basic metrological activity. The procedure described above
works, because the meters involved in this comparison relate to the same refer-
ence meter. The deviations between that reference meter and the custom tools
available in most households of the economically developed countries are not
relevant for daily application needs – the meters are fit-for-purpose. It would,
on the other hand, be considered as unreasonable by most people to use these
tools for measurement in the sub-millimeter range. The metrological concepts
of measurement and fitness-for-purpose have become a matter of course.

Most data cannot be obtained with arbitrary accuracy. Obtaining informa-
tion by comparison in most cases includes some doubt on the accuracy of
this information. This doubt needs to be communicated between the parties
involved in a decision-making process. It is, for example, a basic requirement
that the meter rules used in the assessment of a part’s dimensions are compa-
rable to each other on the level of the part’s acceptable tolerance. Consequently
the tolerance itself needs to be assessed. The fundamental framework of estab-
lishing quality, fitness-for-purpose, and metrological traceability is provided
by metrology. Metrology is, in short, the science of measurement and its com-
munication within the parties affected by the result of the measurement.

It has become a common requirement in economic and social life to give
some statement on the future effects of a measure taken. Often, these statements
include a certain liability for the effects of the measure, because at least two
parties are involved in the activity. These parties do not usually have common
interests. A simple example is the seller-client situation, where the seller is
interested in his profit and the client in cheap products with long lifetime
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of products and services. Such situations will be referred to as “situations
of conflicting interests”. In situations of conflicting interest, agreement by
convention is not possible. The measure may be the delivery of a part with
specified dimensions and the effect may be to fit into some machine. The
measure might be the remediation of a contaminated site and the effect can be
the improvement of water quality in a close-by water body.

The major response to the emerging relevance of metrological concepts
in the field of chemical measurement is the introduction of the “Guide to
the Expression of Uncertainty in Measurement” (GUM), issued by the Inter-
national Standard Organisation (ISO). The GUM was issued in conjunction
with the International Organisation for Legal Metrology (OIML), the Interna-
tional Electrotechnical Commission (IEC), the International Union for Pure
and Applied Chemistry (IUPAC), the International Union of Pure and Ap-
plied Physics (IUPAP), and the International Federation for Clinical Chemistry
(IFCC). Thus, an international convention exists for expressing uncertainty in
measured data that is valid in many fields of technology, science and com-
merce. Within this convention, metrology became an essential aspect in fields
where other conventions (expert judgement, bi-lateral agreements etc.) had
been acceptable before. Alternative conventions have commonly been in use
with data obtained by chemical analysis. Such local agreement on the basis of
mutual consensus is no longer acceptable, as soon as it will be applied out-
side this restricted range and, most importantly, in situations of conflicting
interests.

1.1
Organisation and Framework

“In questions of science, the authority of a thousand is not worth the humble
reasoning of a single individual.”

(G. Galilei)

1.1.1
Metrology – An Introduction into its History and its Organisation

Metrology is a very old practice. A measurement is a comparison. To compare
is a basic human activity. The written documents from the earliest civilisa-
tions give testimony of a complex social framework whose economic basis was
maintained by collecting and distributing valuables, food and ground. This es-
sential task does not only require the ability to write, to count and to calculate.
A successful ruler had to install and to maintain a system of measures in his
territory for length, weights, time and volumes. We may recall the need for the
administration of the Egyptian pharaohs to reassess the boundaries of fields
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along the Nile River following each flooding period without causing major dis-
satisfaction among the affected population. Structured administrations were
needed to accomplish these tasks. In short, metrology is an essential element
of civilisation.

The application of metrological concepts to chemical data is not a new sub-
ject either. The content of precious metals in ores may be taken as a prominent
example. Salt is another important chemical compound where the amount
had to be assessed as accurately as possible. Due to their high purity, these
amounts were measured on a by weight basis, and a constant subject of fraud
and treachery.

Physical measures are accepted on a conventional basis. Each authority
could (and usually did) establish its own units, which in turn were overthrown
with the change of authority. So, an enormous number of measures for, e.g.
length have been established, modified and abolished during the history of
human civilisation. Commonly it is difficult to translate the size of a his-
torical base unit into currently accepted units. We may remind to the first
known determination of Earth’s circumference by Eratosthenes of Alexandria
in 250 BC. He estimated 250 000 stadiums. Because we do not know exactly
the length of a stadium in Eratosthenes’ days in meters, all we can say is that
his measure corresponds to about 37 000km assuming a conversion factor
of 1stadium = 148.5m. The multitude of weights and measures with often
very local and short-term acceptance flourished with the emerging trade and
manufacturing structures in late medieval societies. In 1789, more than 200
different units of the quantity “length” were used in France, all of which were
named “toise”. More than 2000 different measures for weight and lengths were
in use.

A fundamental task of modern metrology is to build and to safeguard trust
into the values obtained from a measurement (Price 2000). This trust in the
measurement procedures and measurement results becomes an essential ele-
ment in situations of conflicting interests which are a basic feature, e.g. of all
trade actions: the client wants to acquire an item as cheaply as possible, while
the vendor wants to get a price as high as possible. In medieval times, the
larger settlements in Europe, often protected by massive walls, realised that
trade was a beneficial activity for their own development. Local administration
started to control the transactions by establishing fundamental measurement
units for all relevant trade activities of mostly local validity. This activity pro-
moted trade by establishing trust. Setting and control of the measurement units
became an essential element of sovereignty and power. In pre-revolutionary
France, the noble class controlled the units and measurement instruments. It
is known from historic records that the abuse of this control sparked consider-
able dissatisfaction in the French population, finally giving rise to the French
Revolution (Guedj 2000).

It is therefore not surprising that despite all chaos and bloodshed following
the year 1789, a metrological commission was established. This metrological
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commission, whose noted members were (among others) Lavoisier, Laplace,
Lagrange, Coulomb and Condorcet, created those base units which are in
world-wide use today: meter, kilogram, and second. The almost universal
application of these base units in international relationships owes much to
the far-sighted decision by the members of the metrological commission to
select references which were independent from subjective decision. Instead
they are derived from nature. Delambre and Méchain spent years in determin-
ing the length of the Paris meridian by triangulation between Barcelona and
Dunkerque. Its length serves as a basis for the unit of the quantity “length” for
which the term “mètre” was invented.

In 1875, the Meter Convention was signed among 17 nations to secure the
world-wide equivalence of the unit “meter” and the derived mass unit “kilo-
gram”. Today, a complex system of international and national metrological
institutes ensures equivalence of the seven base units of the metrological sys-
tem: meter, kilogram, second, Kelvin, Ampère, candela, and mole. The mole is
the most recent unit in the SI, added in 1972. While the mole is defined as the
number of atoms equivalent with the number of atoms in 12g of carbon-12,
the process of comparing a given sample with 12g of carbon-12 is rather
complicated. There are, for example, a wide variety of matrices in which the
amount of only one substance needs to be determined. There are also an enor-
mous number of different chemical species that need to be distinguished. In
some cases, not only the chemical composition but also the specific three-
dimensional arrangement of the atoms within the molecule matters. There are
the often rather limited stabilities of chemical compounds, e.g. some coordi-
nation compounds in solution may “exist” only in a time-average in a dynamic
equilibrium where an individual entity exists only for a very small fraction of
a second. To separate a species of interest from its matrix, a number of opera-
tions such as filtration, ion exchange or distillation may become necessary. In
many analytical procedures, the quantity actually determined is not the atom
itself, but rather some other quantity, e.g. light intensity (UV-Vis spectroscopy)
or electrical current (amperometry). In such situations, calibration is neces-
sary where the analyst has to rely on the availability of appropriate calibration
standards.

The inclusion of the quantity “amount of substance” with the unit “mole”
and symbol “mol” into the Système International (SI) as the seventh base
unit is less a recognition of the scientific importance of analytical chemistry
than a consequence of the important role the quantification of chemical ele-
ments and compounds plays in modern life and industry. The importance of
SI results from an international agreement (Meter Convention) by currently
51 independent states, denouncing their sovereign rights of defining units of
measurement in favour of the seven base units of meter, second, kilogram,
Ampère, Kelvin, candela and mole. To ensure that, for example, a kilogram in
each member state of the Metre Convention was as close together as possible,
a hierarchical structure of institutions was created with the Bureau Interna-
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tional des Poids et Mésures (BIPM) in Paris-Sèvres at top cooperating with the
national metrological institutes (NMIs) as head laboratory in each member
state. The BIPM is organised in committees. The highest authority is the CIPM
(Comité International des Poids et Mésures). The CCQM (Comité Consultative
Quantité de Matière) is responsible for the quantity “amount of substance”
with unit mole and symbol mol.

The raison-d’être of this structure is economic interests. Scientific consider-
ations play, if at all, only a marginal role. The renunciation of sovereign rights
is balanced by economic benefits. It must be kept in mind that metrology is
a power game, not a scientific sand box. Those who control the measurement
instruments have the advantage due to superior access to information. Waiv-
ing sovereignty in a crucial subject such as weights and measures, however,
cannot be solely motivated by economic benefits. In addition (and with equal
importance), it is based upon a key element of human interaction: mutual trust
(Quinn 2004).

In 1977, the CIPM recognised the lack of a common metrological basis to
communicate uncertainty. The BIPM formed a working group in 1980 for-
warding the recommendation INC-1. This recommendation should allow the
expression of uncertainty in a unified manner for all technical, commercial and
scientific situations. In 1986, CIPM asked the International Standard Organi-
sation (ISO) to work on the details. ISO should derive a guide on basis of the
recommendation INC-1 to establish rules for the statement of measurement
uncertainty in the field of standardisation, calibration and accreditation of
laboratories and metrological services.

In 1993, ISO came forward with the “Guide to the Expression of Uncertainty
in Measurement” (GUM). The purpose of this guide is to “inform complete
how to derive uncertainty statements” and to “create a basis for international
comparability of measurement results”. Several organisations are working for
adapting the requirements specified in GUM to chemical measurements, espe-
cially for the determination of values of the quantity “amount of substance”.

A key element of metrology is metrological traceability. Metrological trace-
ability is a property of a value determined by a measurement which allows
one to relate this value back to an accepted reference. It is the property of
metrological traceability which allows to use one meter rule at home to deter-
mine a value for the length of an item and another meter rule at another place
or time to reassess this length without dissatisfaction in the result. If a value
is traceable, it can be reassessed at other times and other locations with the
help of measurement tools that themselves are traceable to the same reference
(Hässelbarth 1998).

Since 1993, the Co-operation on International Traceability in Analytical
Chemistry (CITAC) has worked to communicate metrological principles to
the analytical chemistry community, as well as to create understanding within
the metrological community about the specific problems in chemistry. Mean-
while, metrological traceability in analytical chemistry has developed from the



6 1 Concepts of Metrology

BIPM to the regional metrological and chemical organisations, and is required
at a laboratory accreditation according to the ISO/IEC 17025 standard. Today,
CITAC’s mission is to “improve metrological traceability of the results of chem-
ical measurements everywhere in the world” (Kuselman 2004). An important
result of the CITAC activities are the guides to metrological traceability in
chemical measurement (EURACHEM 2004), quantification of measurement
uncertainty (EURACHEM 2002) and quality assurance in the analytical labo-
ratory (EURACHEM 1998).

Only a few of the organisations involved in the development and distribution
of metrological concepts have legal authority. Metrological concepts are not
always enforced by law. These concepts are mainly enforced by convention, that
is a mutual agreement between partners over the widest possible range. There
are countries, with the USA as a prominent example, where in daily life the SI
units “meter”, “Kelvin” and the derived unit “liter” are replaced by the “yard”,
“Fahrenheit” and “gallon”. In scientific and trade affairs, however, the SI units
are enforced due to the membership of the USA in the Meter Convention and
the Mutual Recognition Agreement.

The fundament of mutual agreement is trust. A practical example is the
Mutual Recognition Agreement (MRA) signed in 1999 by the directors of
all 51 member states to the Meter Convention and the associated member
states of the Meter Convention (MRA 1999). The objectives of the MRA are
to establish the degree of equivalence of measurement standards by the NMIs
and to provide for the mutual recognition of calibration and measurement
certificates issued by the NMIs, providing governments and other parties with
a secure technical foundation for wider agreements that relate to international
trade, commerce and regulatory affairs. Trust in metrological procedures is
a much more powerful instrument than legislation. As long as the information
serving as a basis of a decision isn’t questioned by the parties affected by the
decision, there is no need to discuss data quality. As soon as there is conflict
of interest, a common basis is needed. The world-wide metrological network
is providing this basis. With the GUM, a new element has been added to this
basis: a measure for the quality of information expressed by the complete
measurement uncertainty budget.

The number of methods of identifying and quantifying atoms in different
aggregation states and matrices has increased dramatically, spurred consider-
ably by the field of instrumental analysis. From insights generated by quan-
tum chemistry and quantum physics, electronic devices were manufactured
allowing convenient and rapid identification and quantification of chemical
elements with an ease and economy unimaginable a decade before, and that
development seems set to continue. However, it is a common experience that
comparable samples sent to different laboratories will not result in compa-
rable information on the amount of substance in the samples. Metrology
in chemistry can provide a more detailed substantiation of these observa-
tions.
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1.1.2
The International Framework in Metrology

International trade, globalisation, standard of living and use of natural re-
sources are affecting modern life to an extent unthinkable almost 20 years
before. Information and commodities are increasingly being exchanged on
a global scale. At the same time, access to natural resources is becoming more
and more restricted even in developed countries. Water is a prominent ex-
ample. Food quality is another issue of global importance, as are the effects
of climate change. It is important to have an internationally accepted system
to overcome measurement disagreement. Such a system is the International
System of Units (SI). By the use of traceable measurements, the SI provides an
international infrastructure for comparable measurements. This is true for all
type of measurements, including chemical measurements.

The head office of the metrological infrastructure is the Bureau International
des Poids et Mésures (BIPM), established by the Meter Convention. The BIPM is

Figure 1.1. A graphical representation of the infrastructure for international comparison
(according to Wielgosz 2002)
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organised in consultative committees where topics on relevant issues in specific
areas are discussed. In the case of metrology in chemistry, the Consultative
Committee for Amount of Substance (CCQM; Comité Consultative de Quantité
de Matière) is the relevant body. The members of the committees come from the
respective sections of the national metrological institutions (NMIs) (Wielgosz
2002).

The NMIs are organised in regional metrological organisations (RMOs):
APMP (Asia/Pacific region), EUROMET (Western Europe), COOMET (Cen-
tral/Eastern Europe), SIM (Americas), SADCMET (Southern Africa) and
MENAMET (Middle East/North Africa).

A central task of BIPM and the RMO is the organisation of international
key comparisons. By these comparisons, the competence of the NMI and the
equivalence of the results from the respective measurements are assessed.
The results of the key comparisons are available to the public (KCDB 2005).
These key comparisons are performed under the MRA and, most importantly,
accompanied by a statement of uncertainty. These statements of uncertainty
are reviewed carefully during the process laid down in the MRA and reviewed
in the light of the results obtained in the key comparisons. Trust in these
procedure is sufficiently high to allow the NMI to accept a measurement result
obtained by another NMI. Thus, the value is not required to be repeated, thereby
saving cost and time: “Measured once, accepted everywhere”. Figure 1.1 gives
a graphical representation of the infrastructure for international comparisons.

In Fig. 1.2, an example for the result of a key comparison organised by the
BIPM is given. In the BIPM key comparison data base (KCDB 2005) further

Figure 1.2. Results of key comparison “CCQM-K2” reported by different national metro-
logical institutes (PTB: Germany; NMi: The Netherlands; NIMC: Japan; KRISS: Korea; LGC:
UK; NRC: Canada, IRMM: CEC; NIST: USA; LNE: France) (according to BIPM)
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examples are available for the quantity “amount of substance”. Within the
key comparison “CCQM-K2” concentrations of lead (Pb) in water were deter-
mined. The results of individual NMI are given, together with an measurement
uncertainty budget. The amount content of Pb in the sample was determined
previously by a reference method and specified together with an uncertainty
budget (dashed horizontal lines). Details of this key comparison can be found
at the respective website.

Such key comparisons are performed to assess the equivalence of national
primary measurement procedures used to determine the amount content of
lead in aqueous solutions. Even though key comparisons are performed for
a wide range of chemicals, it will not be possible to investigate all materials in
all matrices. This complexity of analytes and matrices is one of the challenges
for metrology in chemistry (Wielgosz 2002; Clark 2003).

1.2
Convention and Definitions

“Convictions are more dangerous to truth than lies.”

(F. Nietzsche)

1.2.1
A Definition of Convention

Many aspects of human life are based on conventions. Conventions are agree-
ments between different parties. Commonly, such agreements are made in
situations of mutual interests. Often conventions are abandoned if the mutual
interest has disappeared. Language itself is a good example of a convention.
The meaning of words is fixed in some way and the grammar rules are accepted
because it allows communication. No formal treaty is necessary. We follow the
rules because we enjoy the benefit of communication. There are alternatives.
This is realised when we travel into a region where different language con-
ventions are followed. We may decide to learn a foreign language because we
would enjoy communicating with those people following the different con-
vention. Somehow it would be comforting if one language convention would
be valid globally. Wherever we are we could be sure to be able to communi-
cate.

This situation is similar for the results of measurements. It would be good
if the measures themselves would be globally valid. Furthermore, we want to
be sure that a length we have determined here corresponds to the same length
elsewhere. For international trade, such a situation is essential. Ordering parts
from a foreign company requires that the dimension of the parts fit into the



10 1 Concepts of Metrology

intended equipment. They also need to have the required quality. That is: being
suitable for the intended use.

It is helpful for an understanding of the importance of metrology to consider
the following definition of convention (Lewis 1969):

“A behavioural regularity R within a population P in relevant recurrent
situations is a convention if (and only if):

1. There are alternatives to R.
2. Everyone conforms to R.
3. Everyone expects everyone else to conform to R.
4. Everyone prefers to conform to R, rather than any of the alternatives on

condition that everyone else conforms to it.
5. The result of R is of advantage for the members of P.”

An example will make this definition more evident. We are educated to the
convention of stopping our cars at a red light and continuing our ride at
a green light. (1) The alternative would be to stop at the green light and to drive
at the red light. (2) We stop at the red light. (3) We expect everyone to stop at
a red light. (4) We prefer to stop at a red light and to drive at a green light only
as long as everyone does the same (some people, even though conforming as
car drivers behave different as pedestrians at a red light) and (5) we enjoy the
safety resulting from this convention.

It is crucial to understand that conventions are restricted to a popula-
tion profiting from the consequences of adhering to the behavioural reg-
ularity R – that is in cases of mutual interest where criteria 1–5 apply.
Systems of measurement units are conventional, as the name “Meter Con-
vention” says (Price 2001). If criterion (5) is not fulfilled because there is
conflict of interest, a convention does not apply. In case of conflict of interest,
a measurement convention can only persist if both parties have independent
means to assess the situation according to common rules and protocols. Such
rules and protocols are developed under the auspices of the Meter Conven-
tion.

1.2.2
Terms of Metrology: A Measurement is a Comparison

It is important for communication that a term has the same meaning for all
users. Hence the terminology of metrology needs clear definitions (de Bièvre
2004a). These definitions are summarised in the “International Vocabulary
of Basic and General Terms in Metrology” (VIM) (VIM 1994). The vocab-
ulary has been prepared simultaneously in English and French by a joint
working group consisting of experts appointed by BIPM, IEC, IFCC, ISO,
IUPAC, IUPAP and OIML and published in the name of these organisa-
tions.
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It is outside the scope of this book to present all definitions given in the
VIM. To illustrate its organisation, the following definition of a (measurable)
quantity is given:
“measurable quantity”:
Attribute of a phenomenon, body or substance that may be distinguished qual-
itatively and determined quantitatively.

Notes:
1 The term “quantity” may refer to a quantity in a general sense or to a particular
quantity.

Examples:
a) Quantities in a general sense: length, time, mass, temperature, electrical
resistance, amount-of-substance concentration;

b) Particular quantities: length of a given rod, electrical resistance of a given
wire, amount-of-substance concentration of ethanol in a given sample of wine.

2 Quantities that can be placed in order of magnitude relative to one another
are called quantities of the same kind.

3 Quantities of the same kind may be grouped together into categories of quan-
tities, for example:
work, heat energy
thickness, circumference, wavelength.

4 Symbols for quantities are given in ISO 31.

Important for the discussion in this book are the following conventions. They
are taken from VIM (VIM 1994) and, in most cases, given without examples,
notes and annotations available in VIM.

Measurement procedure:
“A set of operations, described specifically, used in the performance of partic-
ular measurements according to a given method.”

Measurand:
“Particular quantity subject to measurement.”

Influence quantity:
“Quantity that is not the measurand but that affects the result of the meas-
urement.”

Result of a measurement:
“Value attributed to a measurand, obtained by measurement.”
The definition includes the following note: “A complete statement of the result
of a measurement includes information about the uncertainty of measure-
ment”.
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Repeatability:

“Closeness of the agreement between the results of successive measurements of
the same measurand carried out under the same conditions of measurement.”

Reproducibility:
“Closeness of the agreement between the results of measurements of the same
quantity carried out under changed conditions of measurement.”

The following definition is central for the discussion in this book. Therefore,
it will be given together with the Notes.

Uncertainty of measurement:
“A parameter, associated with the result of a measurement, that characterises
the dispersion of the values that could reasonably be attributed to the measur-
and.”

Notes:

1. The parameter may be, for example, a standard deviation (or a given
multiple of it) or the half-width of an interval having stated level of
confidence.

2. Uncertainty of measurement comprises, in general, many components.
Some of these components may be evaluated from the statistical distri-
bution of the result of series of measurements and can be characterised
by standard deviations. The other components, which can also be charac-
terised by standard deviations, are evaluated from assumed probability
distributions, based on experience or other information.

3. It is understood that the result of the measurement is the best estimate of
the value of the measurand, and that all components of uncertainty, includ-
ing those arising from systematic effects, such as components associated
with corrections and reference standards, contribute to the dispersion.

Measurement standard:
“Material measure, measuring instrument, reference material or measuring
system intended to define, realise, conserve or reproduce a unit or one or more
values of a quantity to serve as a reference.”

(Metrological) traceability:
“Property of the result of a measurement or the value of a standard whereby it
can be related to stated references, usually national or international standards,
through an unbroken chain of comparisons all having stated uncertainty.”

Calibration:
“The set of operations that establish, under specified conditions, the relation-
ship between values of a quantity indicated by a measuring instrument or
measuring system, or values represented by a material measure or a reference
material, and the corresponding values realised by standards.”
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1.2.3
Concepts of Metrology

The discussion as to whether true values actually exist is very much a philo-
sophical one. It is clear that the “true value” of the mass of the kilogram
prototype at BIPM is known to be 10 000 kilogram, by definition. In most situ-
ations, however, the true value of a measurand cannot be known with arbitrary
accuracy. On the other hand, experimenters implicitly assume that a measur-
and has a fixed value. The speed of light in vacuum, for instance, is assumed
to have one value which does not change in space and time. Otherwise, the
theories of Albert Einstein would not be valid, as they have been proven experi-
mentally and theoretically. On the other hand, our knowledge of this value is
affected by some doubt, which nevertheless has reduced considerably during
the past 200 years. A glimpse of this discussion on true values can be obtained
from de Bièvre (2000d), Meinrath (2002) and Fuentes-Arderiu (2006).

1.2.3.1
True Values and Conventional True Values

In most cases, to measure also means to approximate to a true value. By sci-
entific measurement, information can only be obtained about reproducible
phenomena. Singular events, interesting as they might be, cannot be subject to
scientific experimentation. Even in a sample which undergoes chemical analy-
sis to obtain a value for an amount concentration of an element or compound,
the emphasis is on the reproducible phenomena which allow establishment of
a relationship between a measurement signal and the amount of substance.

On the other hand, true values cannot be a stable basis for a measurement
network, which serves the interests of the sciences only as a kind of collat-
eral effect. A metrological framework therefore relies on artificially produced
reference materials instead of mostly inaccessible “true values”. To avoid con-
fusion, the agreed values of a measurand in a reference material will be termed
“conventional true value”. These conventional true values always carry a meas-
urement uncertainty. The true values, which lie in the heart of scientific inves-
tigations, do not carry a measurement uncertainty, but our knowledge of these
true values necessarily carries some unavoidable doubt. Hence, while the pun
is on slightly different facets, the machinery of metrology in chemistry serves
both interests simultaneously.

1.2.3.2
Uncertainty and Error

The introduction of the Guide to the Expression of Uncertainty in Measurement
(GUM) (ISO 1993) has stressed the importance of a reliability estimate also for
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chemical measurement. While uncertainty in the broad sense is no new con-
cept in chemistry, the GUM underpins that a statement of uncertainty must
be meaningful information on the accuracy of the result. Meaningful estimate
implies comparable estimate. Hereby, comparability does not only mean com-
parability to other values obtained by the same method in the same laboratory
for the same sample, but comparability over space and time. A correct interpre-
tation of accuracy ensures that results are judged neither overly optimistically
nor unduly pessimistically (Ellison et al. 1997).

Uncertainty is different from error. Error, according to VIM, is a single
value: the difference between a measurement value and the true value. Hence,
error can be corrected if it can be quantified. The uncertainty is an inherent
component of measurement. It can be quantified but not corrected. Figure 1.3
illustrates this difference schematically. The GUM explicitly excludes gross er-
rors of procedure from consideration within an assessment of the complete
measurement uncertainty budget. Gross error of uncertainty refers, for exam-
ple, to inappropriate protocols, incorrect calibration and mistakes (e.g. using
the wrong calibration standard). The GUM uncertainty estimates apply only
to measurement processes under statistical control. Proper quality control
measures therefore are a prerequisite to apply the GUM concept.

Measurement uncertainty is a quantitative expression of doubt. Doubt is
a psychological phenomenon. It cannot be the subject of a measurement pro-
cess. However, it can be communicated in an objective manner. Like many
other elements of human life, it is a subject of convention, based on mutual
consensus and trust. There is the surprising fact that such an agreement can
be reached even in situations of conflicting interest despite the differences and
incompatibiities of human psychology (von Weizsäcker 1981).

The GUM specifies two types of uncertainty. These uncertainties result
either from a “type A” evaluation or a “type B” evaluation. There is no funda-
mental difference between the both types of uncertainty. The main purpose of
distinguishing both types is to ease discussion. Furthermore, the both types
do not intend to replace the more familiar types “random” and “systematic”.

Figure 1.3. Schematic representation of the concept of error and uncertainty
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Both types of evaluation of uncertainty components result from probability
distributions, and are represented quantitatively by variances or standard de-
viations.

An uncertainty component of type A is derived from an observed probability
distribution, while type B uncertainties result from other means, e.g. assumed
probability distributions. The standard uncertainty of a value of a measurement
is termed “combined standard uncertainty” with symbol uc if it is obtained
from several uncertainty contributions. Furthermore, an “expanded uncer-
tainty” with symbol U is defined, which results from uc by multiplication with
an expansion factor k. The expansion factor k must be reported together with
an expanded uncertainty U, e.g. U = 0.12 (k = 2).

Already in recommendation INC-1 (BIPM 1980), it is stated that there is
not always a simple correspondence between the categories A and B and the
familiar classification into “random” and “systematic”. However, the term
“systematic uncertainty” is likely to result in erroneous interpretation and
should be avoided in a metrological discussion.

1.2.3.3
Complete Measurement Uncertainty Budget

To measure means to compare. All measurement is a comparison with a ref-
erence. The value of the measurand is given in multiples of that reference.
A result of a measurement is always given as a combination of a numerical
value and a name identifying the reference (Price 2001). Even Eratosthenes
followed this convention when he reported the circumference of the Earth to
be 250 000 stadiums. A problem is that today the reference “stadium” is known
only rather imprecisely.

To perform a measurement, a measurand must be chosen and a meas-
urement procedure applied. By comparison with a reference, a value will be
obtained. Giving the measurand, the value and the reference, the result of the
measurement can be communicated:

quantity of measurand = value × reference . (1.1)

After introduction of the Guide to the Expression of Uncertainty in Meas-
urement (ISO 1993), this statement is incomplete. According to the note in the
definition of the “result of a measurement”, information about the uncertainty
of a measurement has to be included. Thus, the result of a measurement must
be communicated in a form

quantity of measurand = (value ± uncertainty) × reference . (1.2)

The task of assigning a meaningful estimate of uncertainty to the value obtained
by a measurement is a comparatively recent one. For chemists, this requirement
is almost completely new. An estimate of, for example, an amount-of-substance
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concentration is rather rarely seen with an associate estimate of uncertainty.
Here, pH may be taken as a prominent example. The quantity pH plays an
important part in medical science, food science, environmental science, health
science, chemistry, biology and many other fields. Thus, a considerable effort
has been spent by BIPM and NMI to derive a procedure for assignment of
meaningful estimates of uncertainty toward values of the quantity pH (Baucke
2002; IUPAC 2002; Spitzer and Werner 2002).

The protocols for assignment of meaningful measurement uncertainty to
the value of a quantity are not quantity-specific. Hence, each experimenter
is required to carefully study the applied measurement procedure. A first
step towards this goal is the identification of relevant influence quantities
(EURACHEM/CITAC 2002). A second step will be the quantification of the
magnitude a relevant influence quantity may reasonable have on the value of
the measurand. In the last step, the uncertainty components are combined into
the complete measurement uncertainty budget.

Identifying influence quantities and their magnitude is an important step
towards comparable measurement values. The following example may illus-
trate the need for a careful assessment. Table 1.1 lists weights obtained by
students for pipetting 1 ml distilled water into a baker. Here, the calibrated
balance is used as a reference. The pipette has been an Eppendorf pipette. The
students have been given the freedom to change the tip after each sampling or
to use the same tip for all ten samplings.

The tabulated value for the density δ of water at 20◦C is δ = 0.9982kgdm−3.
In Fig. 1.4, the respective mean values and confidence intervals from the meas-

Table 1.1. Weights (in kg dm−3) obtained by pipetting 1ml distilled water into a beaker

Group no. 1 2 3 4 5 6
Sampling no.

1 1.0023 1.0124 0.9561 1.0191 1.0129 1.0125
2 1.0023 1.0117 1.0082 1.02 1.0132 1.0044
3 1.0028 1.0107 1.0017 1.0167 1.0112 1.0052
4 0.9993 1.0038 1.0108 1.0138 1.0128 1.0039
5 0.9903 1.012 1.0074 1.0112 1.0132 0.9978
6 1.0015 1.0096 1.0047 1.0171 1.0089 1.0108
7 0.9982 1.0109 1.0094 1.0141 1.018 1.0051
8 1.0139 1.0093 1.0031 1.015 1.0096 1.0123
9 1.0079 1.0085 1.0052 1.0121 1.0088 1.0023
10 1.0067 1.0103 1.0083 1.0064 1.0062 1.0048
Mean 1.0025 1.0099 1.0015 1.0146 1.0115 1.0059
SD 0.0063 0.0025 0.0162 0.004 0.0033 0.0047
0.95% CI 0.0143 0.0057 0.0366 0.009 0.0075 0.0106

SD standard deviation; CI confidence limit
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Figure 1.4. Graphical representation of the data given in Table 1.1

urement values are compared to the reference value for the density of water at
20◦C. The mean values of all groups are above the reference value. Some bias
might be suspected. The data in group 3 have a 95% confidence interval with
sufficient spread to cover the reference value. Its result is least precise but the
most accurate.

Considering only the mean values, the value for the density of water δ(H2O)
from the six groups is δ(H2O) = (1.0077±0.0052) kg dm−3; whereby the figures
behind the “±” symbol represent the standard deviation. This value for the
density considers only repeatability.

If the volume transfer is an influence quantity of a measurement, its uncer-
tainty contribution must not be ignored. Instead of, say, 1ml of a reagent almost
0.5–2% more would be transferred according to the data above. Because such
volume operations play an important role in the preparation of stock solutions,
titrants and calibration standards, the effects accumulate.

Despite the fact that only a simple operation has been performed, the dif-
ferent groups have obtained different mean values and the variance of re-
sults also differs. Different equipment, different calibration standards and
other factors cause further variability in the result. This is schematically il-
lustrated by Fig. 1.5. The horizontal bars represent possible results consid-
ering the complete effect of influential quantities in each step of the ana-
lytical procedure. The spread of the bars represents the distribution of the
results in the respective step of the measurement process. Ignoring influ-
ential contributions, the experimenters will propagate only their respective
(random) value. Eventually a result is achieved. In chemistry, the result is
commonly only the mean value without a statement of uncertainty. Conse-
quently, only the difference in the results can be acknowledged. In the case
of experimenter A, the result is outside the conventional true value (say, of
a standard), while experimenter B’s result is within the range of the con-
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Figure 1.5. Illustration of the possible outcome from chemical analysis of a reference sam-
ple (with a conventional true value) under neglect of the uncertainty contributions from
influential quantities. The forwarded mean values (arrows) differ. If the uncertainties are
evaluated, a range (grey bars) is obtained. The resulting uncertainties may look wide but
they overlap and they cover the range of the conventional true value (de Bièvre 2002). Note
that this figure is an extension of Fig. 1.3

ventional true value range. Nevertheless, this difference is merely accidental.
(It may be argued that the experimenters have just performed an operation
to obtain random numbers. As with dices, where six different outcomes are
possible but only one outcome is finally realised, the experiments illustrated
in Fig. 1.5 have a range of possible outcomes. In the light of possible out-
comes in each step of the analysis it is mere accident which value is finally
realised).

If influential quantities are neglected and only the resulting mean values
are used in the evaluation of the experiment, the uncertainty contributions
which result from the choice of the method, from the type of calibration
and from the method of evaluation are not appropriately considered. Hence,
starting from the same material, both experimenters A and B will achieve
differing results. Including the measurement uncertainty (grey bars), the both
uncertainty ranges overlap and indicate the region where the conventional
true value may be found. Note that evaluation of the measurement uncertainty
neither improves the measurement process, nor does it reduce the magnitude of
the uncertainty or protect against erroneous experimentation and inadequate
data evaluation.

In the schematic representation of Fig. 1.5, the sample was assumed to
be a well assessed reference sample with stated uncertainty. Often, however,
the amount concentration of the measurand in the sample is unknown. To
fully appreciate the message of Fig. 1.5, let us assume that the measurand
is the amount concentration of ethanol in blood. In many countries limit-
ing values for the amount concentration of alcohol in blood exist. Exceeding
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these limits may have drastic consequences for the car driver, including loss
of the driver’s licence with subsequent social consequences. A blood sam-
ple given to experimenter A would have exceeded that limit, a blood sam-
ple given to experimenter B would not have exceeded this limit (on the
basis of the mean values): the outcome, however, is purely random under
the premises of Fig. 1.5. Measurement uncertainty of breath-alcohol analysis
has been discussed under metrological aspects (Gullberg 2006) underscor-
ing the necessity of metrological traceability and comparable measurement
values in daily life. Hence, assessment of the complete measurement uncer-
tainty budgets for determination of amount concentrations is by no means
a theoretical exercise. It affects many important decisions which itself affect
our life. The problem of conforming to legal limits will be treated further in
Chap. 1.7.

1.2.3.4
Metrological Traceability

A measurement is a comparison. Comparison is a relative process. To compare
measurement values it is important that they relate to the same reference. This
simple fact is the raison d‘être of the SI units and their realisations. There is
no use to have a definition of a reference – it must be realised and available for
comparison. It is of equal importance to have these material standards all over
the world. The meter rule used in a household in Northern Germany should
correspond to a meter rule used in India; some granite plates ordered in India
may have to fit into a building constructed in Northern Germany.

The comparability of measurements done at different places and at different
times, using different methods and different personnel is of great importance
(Golze 2003). This comparability is achieved by linking a measurement to an
internationally accepted standard, be it a SI unit or some derived standard
(Price 1996). The link between the standard and the accepted reference is
the traceability chain. The definition of metrological traceability requires to
have accepted standards and to have laboratories with demonstrated link be-
tween their measurements and the accepted reference (de Bièvre and Williams
2004). Metrological traceability, as a key element in metrology, is the subject
of a CITAC Guide (EURACHEM/CITAC 2004).

If two parties want to compare their measurement values, they need to
make the measurement values traceable to a common reference. On the in-
ternational scale, the units of SI are a natural choice because these references
are agreed upon by various treaties and supported by large measurement
programs. Nevertheless, a traceability chain between a reference and a meas-
urement value will look like shown in Fig. 1.6.

A common reference material has to be found, e.g., a suitable high-purity
material. For the mole reference, carbon-12 has been chosen. Due to the prop-
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Figure 1.6. Hierarchy of measurement standards. The leftmost tip of the triangle is formed
by the definition of the unit, e.g. the kilogram prototype which is without uncertainty.
Any reference derived from this prototype has an uncertainty. In going from a primary
standard to a laboratory standard will include several comparison steps, each contributing
its own measurement uncertainty. Hence the complete measurement uncertainty budget,
with symbol uc, will increase with each comparison

erties discussed in connection with Fig. 1.5, the assignment of a reasonable
complete measurement uncertainty budget is of considerable relevance for
the comparability of measurements based upon the respective standards. The
standard with the smallest uncertainty uc is the highest in the metrological
hierarchy. To achieve metrological traceability on an international level, an
involvement of the national metrological institute and the interest of a nation
to fund an appropriate framework is unavoidable (Richter and Güttler 2003).

The concept of metrological traceability in its details is still under discus-
sion (de Bièvre 2000a,b,c). A meaningful statement of uncertainty is supposed
to play a central role in all fields where decisions will be based upon the
values obtained by measurements. A wide range of socio-economic activities
are underpinned by measurements (EURACHEM/CITAC 2004). A very large
number of chemical measurements every day support decisions on food safety,
health, medical care, environmental protection, legislation and legal prosecu-
tion. In most cases, the parties involved into or being affected by the decisions
require accurate and reliable measurement results (Zschunke 1998; Källgren
et al. 2003).

In chemical measurement, traceable calibration standards are of prime
interest. In almost all fields of chemical measurement, the relationship between
a signal of a measurement instrument and the amount concentration of an
analyte is established by calibration. The calibration standards used to establish
the relationship between the measurement signal and the value assigned to the
measurand are crucial elements in maintaining the traceability chain.
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1.2.3.5
Cause-and-Effect Diagrams

The recommendation INC-1 (BIPM 1980) and the GUM (ISO 1993) refer to
all technical, economic and scientific fields without special focus to one field.
Nevertheless, the implementation of the concepts outlined in this chapter re-
lies on a quantitative model of the measurement system, typically embodied in
a mathematical equation including all relevant influential quantities (Ellison
and Barwick 1998). There are challenges in applying the GUM methodology in
analytical chemistry. It is, for example, not uncommon to find that the largest
contributions to uncertainty result from the least predictable effects. Exam-
ples are matrix effects, recovery, filtration or components interfering with the
measurement signal and sieving (Gluschke et al. 2004). It is difficult to include
these influence quantities into a mathematical model of a chemical analy-
sis. Furthermore, a reasonable estimate of their contribution to the complete
measurement uncertainty budget can often only be obtained from separate
experimentation. The introduction of the GUM together with the ISO 17025
(ISO 1999) has given emphasis to the metrological approach to quality meas-
ures for experimental data in chemical analysis. In several important fields
of chemistry, for instance environmental chemistry, traditional practice in es-
tablishing confidence and comparability relies on the determination of overall
method performance parameters, e.g. detection limits, recovery, linearity as
well as repeatability and reproducibility, most of them being mainly precision
measures. In evaluating these traditional measures, a part of the observed vari-
ability may include contributions from some but not all influential quantities.
Combining such performance information with the GUM approach carries the
risk of double-counting uncertainty contributions.

To ensure comparability of a measurement result over space and time, care-
ful documentation of the influence quantities and their magnitude is essential.
It is not uncommon to find relevant influence quantities not included into the
complete measurement uncertainty budget (Holmgren et al. 2005). Thus, these
results would be almost meaningless. With adequately documented influence
quantities and their magnitudes, the complete measurement uncertainty bud-
get could be corrected. The cause-and-effect approach is a powerful instrument
to communicate these elements of the measurement process in a highly struc-
tured and concise way (Ellison and Barwick 1998). Cause-and-effect analysis is
well known from quality management studies. The characteristic diagrams are
also known as “fish-bone” or Ishikawa diagrams (ISO 1993b). Such a diagram
is given in Fig. 1.7.

Figure 1.7 is derived for the evaluation of the complete measurement uncer-
tainty budget of a copper solution serving as calibration standard. The copper
standard is cleaned, weighted and dissolved in acid in a volumetric flask. In
standard situations (in distinguishing from the complex situations discussed
later in this text) the quantitative relationships between influential quantities
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Figure 1.7. Ishikawa or cause-and-effect diagram presenting the influential quantities for
the preparation of a copper calibration standard. The main axis of the diagram directs to the
measurand, the amount concentration of copper (Cu). (According to EURACHEM/CITAC
2002)

and the measurand is represented by a mathematical equation. In the present
example, this equation is given by Eq. (1.3):

[Cu] =
1000 · P · m

V
(1.3)

where [Cu]: amount concentration of the standard in [mgdm−3]; P is the purity
of the metal; m is the mass of the metal in [mg]; V is the volume of the liquid
in the volumetric flask in [ml]. A more detailed discussion of an equivalent
example is available in EURACHEM/CITAC (2002).

A cause-and-effect diagram should be accompanied by a table giving the
magnitudes of the relevant uncertainty components. The individual compo-
nents are combined by use of the classical rules of error propagation. These
rules are derived from the statistics of normal distributions and are practi-
cally applied almost exclusively in their first-order approximation. Its formal
expression is given in Eq. (1.4):

u[y(x1, x2, …, xj)] =

√
√
√
√
√
√

j
∑

i=1

[
∂y
∂xi

u(xi)
]2

+
j
∑

i, k = 1
i �= k

∂y
∂xi

∂y
∂xk

cov(xi, xk)

(1.4)

The uncertainty u of the measurement result y depends on the influences
x1, …, xj. The first term of the root sums the variances of these influences,
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where the terms ∂y/∂xi are commonly referred to as the sensitivities. The
second term under the root represents the effects of covariances between the
influences xi and xk. Often the assumption is made that the two derivatives (ac-
cording to xi and xk) make this term negligibly small. A standard uncertainty
from an influence quantity is denoted by the symbol u and related to a 68%
coverage probability of a normal distribution. Hence, the measurement uncer-
tainty is assumed to be normally distributed. From the complete assessment of
uncertainty contributions from all relevant influence quantities the combined
standard uncertainty uc is obtained. The combination of uncertainty compo-
nents u is done via classical progression-of-error concepts (discussed below).
To increase coverage, the combined standard uncertainty can be expanded by
an expansion factor k (commonly k = 2) to obtain the expanded standard Uc.

Thus, the concept of the complete measurement uncertainty budget relies
heavily on the normal distribution with its requirement of independently and
identically distributed observations. Correlation is also not considered. Since
the publication of ISO’s GUM, sufficient evidence has accumulated requiring
a discussion of correlation effects (e.g. Hässelbarth and Bremser 2004; Ellison
2005).

There are meanwhile ample examples for the derivation and application of
cause-and-effect analysis to simple situations (e.g. Ruth 2004; Hirano et al. 2005;
Kolb and Hippich 2005; Osterc and Stibilj 2005), in addition to the examples
given in the appendix of ISO (1993) and EURACHEM/CITAC (2002).

1.3
Statistics

1.3.1
Statistical Basics

“There are three kinds of lies: lies, damned lies and statistics”

(attributed to B. Disraeli by M. Twain)

Statistics is not a favourite among chemists (Thompson 1994). Nevertheless,
the language of statistics is almost exclusively used to communicate about data
sets and their properties. The successes of statistics are impressive and have
contributed broadly to the development of science and technology. Appropriate
statistics may strongly contribute to create trust in measurement values.

There is no intent to present an introduction to statistics in a closed
form. The following pages merely intend to prepare the field for the dis-
cussion of metrological concepts in complex situations. Hence, some terms
must be defined and some criteria discussed to underpin the concepts out-
lined in the subsequent sections. It is, nevertheless, hoped that the ab-
breviated discussions including examples will improve an understanding
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of the fundamental concepts because the almost “archetypal” facts de-
rived from the normal distribution will be contrasted with approaches from
non-parametric distributions focusing on the empirical probability distribu-
tion.

“The prime requirement of any statistical theory intended for scientific use is
that it reassures oneself and others that the data have been interpreted fairly”

(B. Efron 1986)

1.3.2
Distributions

A large amount of varied information is difficult to communicate. We may think
about the inhabitants of a larger city, their age and their numbers of siblings,
to take a practical example. Furthermore, different types of data exist. Age is
numerical but discrete, while sex is categorical. Income is almost continuous
with a discrete value at zero. In the same way, measurement results can be of
various types: continuous, discrete, numerical, categorical, etc. In most cases
it is possible to communicate the information in the form: (value, frequency).
Under certain circumstances it might be helpful to bin data [e.g. ages (in years):
0−5, 5−10, …, 90−95, …]. Instead of tabulating thousands of items, a list of
values can be given together with the frequency a certain value occurs. Such
a presentation is a distribution.

Measurement results are almost unpredictable, in other words, meas-
urement results are subject to random variation. Distributions are also helpful
in communicating random variations. In fact, random variation of certain vari-
ables is a very common observation in the field of measurement. Comparisons
in the real world are affected by a large number of influence quantities from the
environment around the measurement location. Thus, the sum of influences
cannot be controlled to an arbitrary level. The resulting lack of predictability of
a measurement result is one reason for random variation of the measurement
result.

1.3.3
Normal Distribution

The prototype of a distribution is the normal distribution. The normal dis-
tribution refers to a continuous variable. A continuous variable is a variable
that can take any value in an interval [a, b] (in which a can be −∞ and b
can be +∞). The normal distribution is used commonly to express and in-
terpret measurement results that its fundamental properties and the resulting
limitations are commonly unaware or ignored. The GUM often refers to the
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properties of the normal distribution, e.g. the mean value, the standard devi-
ation and the variance. Despite its abundant use, it is important to note that
the concepts outlined in the GUM are not restricted to normal distribution of
data and variables. Triangular or uniform distributions are simple examples
for distributions other than the normal distribution.

The distribution of a random variable X for which the probability func-
tion f (X) is given by Eq. (1.5)

f (X) =
1

σ
√

2π
exp(

(X − μ)2

2σ2 , −∞ < X < +∞ , (1.5)

is called the normal distribution of X. Because the normal distribution is
completely described by the parameters σ and μ, it is often abbreviated as

f (X) = N(σ, μ) . (1.6)

The graph of f (X) = N(σ, μ) is the well-known bell-shaped curve given in
Fig. 1.8 for σ = 0.5 and μ = 40.

The normal distribution N(σ, μ) gives a probability density. The area un-
der the curve gives the probability to observe a value within that area. The
probability to observe a value in the interval [−∞, +∞] is, by definition, 1. In
the special case f (X) = N(0.5, 40) shown in Fig. 1.8, the area below f (X) in the
interval (39.5, 40.5) is filled. The area in the interval is 0.682. This observation

Figure 1.8. Graphical representation of N(0.5,40). The white central down arrow represents
μ = 40. The black area covers the area below the curve between 39.5 (μ − σ) and 40.5 (μ + σ).
The area below N(0.5, 40) = 1. The area over the abscissa interval (μ − σ) and (μ + σ) is 0.68



26 1 Concepts of Metrology

can be generalised: For a normally distributed variable X, the probability to
have an observation in the range (μ − σ, μ + σ) is 0.682. In other words, in
about 68% of all observations the value of the variable X will be found within
this interval.

This property of the normal distribution devices a way to get the parameters
σ and μ for a given set of data: From a large set of observations choose the
smallest range having 68% of all data. The range is 2σ and the central value is μ.
This procedure, however, is tedious and needs a large number of observations.
From the definition of the normal distribution (cf. Eq. (1.5)), closed formulae
can be derived to evaluate the parameters μ and σ by analytical expressions
from n observations:

μ =
1
n

n
∑

i=1

xi , (1.7)

and

s =

√
√
√
√
√

n∑

i=1
(xi − μ)2

n − 1
. (1.8)

By means of Eqs. (1.7) and (1.8), it is rather simple to evaluate the parameters
μ and σ from experimental observations. The parameter μ (Eq. (1.7)) is known
as the mean value, while σ is known as the standard deviation, introduced by
Pearson in 1893 as the square root of the variance v:

s =
√

v . (1.9)

Equations (1.7)–(1.9) are well known. Calculation of mean values and standard
deviations is a common task for experimental scientists. Performing these
calculations daily, it is often it is forgotten that the observations xi of the
variable X must be normally distributed. Commonly there is no test performed
to control this important requirement for the use of Eqs. (1.7)–(1.9). There
is no a priori knowledge on the likely distribution of a set of observations
(x1, …, xn).

It should be remembered that there are other parametric distributions. As
an example, the Poisson distribution of a variable X is given in Eq. (1.10):

P(X = r) =
e−λλr

r!
. (1.10)

The Poisson distribution gives the probability to have r (non-negative, integer)
observations if the probability to have such an observations is p after n attempts
(to see one side of a tossed coin is p = 1/2, to see one face of a dice is p = 1/6).
Then, λ = np. The mean value μP = λ and σP =

√
λ. The normal distribution
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and the Poisson distribution are special cases of the binomial distribution.
Thus, distributions are a common way to discuss probabilities.

The “average” scientist’s familiarity with the normal distribution and its
parameters μ and σ is to some part due to the convenience to obtain these
parameters from some experimental observations. There is, however, a further
reason. This reason is the “central limit theorem”.

1.3.4
Central Limit Theorem

The central limit theorem has been proposed by Laplace (who was a member
of the metrological commission in Paris in 1790). There are several versions of
the central limit theorem. The shortest implies: Averaging almost always leads
to a bell-shaped distribution.

The following three statements are given:

1. The mean of the sampling distribution of means is equal to the mean of
the populations from which the samples were drawn.

2. The variance of the sampling distribution of means is equal to the vari-
ance of the population from which the samples were drawn divided by
the sample size.

3. If the original population is distributed normally, the sampling distri-
bution of means will also be normal (this statement is exact). If the
original population is not normally distributed, the sampling distribu-
tion of means will increasingly approximate a normal distribution as
sample size increases.

By measuring an effect, it is implicitly assumed that the magnitude of the effect
has a defined value. If speed of light is measured, it is assumed that the speed
of light is a constant and variability of the observed values of the measurand
is caused by random influences resulting from influence quantities during the
measurement process. Thus measurement results are samples of mean values
(the measurand) from random distributions. Most important is statement c.
Even if the original populations are not normal, the sampling distribution of
means will be normal with increasing sampling size (number of experimental
observations). A computer simulation demonstrating the central limit theorem
is given elsewhere (Meinrath and Kalin 2005).

The normal distribution is derived from two central assumptions. The
first assumption is that the samples lie within [−∞, +∞], the second is the
independence of the random observations. No correlation may exist between
independent samplings (measurements) (Williams 1978).

There are, however, exceptions known from the central limiting law.
A prominent example is the Cauchy distribution. The Cauchy distribution has
very wide tails. Increasing the number of draws from this distribution does not
tend to reduce the error bar about the mean by a

√
N rule (Sivia 1996). aaaaaaa
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1.3.5
Cumulative Normal Distribution

The normal distribution of Eq. (1.5) is a probability density function. The
probability P to observe a value between x1 and x2 for a given probability
density function f (X) is

P(x1 < X < x2) =

x2∫

x1

f (X) . (1.11)

In Fig. 1.8, the filled area beyond the curve is the integral of the normal
distribution N(0.5, 40) between x1 = 39.5 and x2 = 40.5 or

P(39.5 < X < 40.5) =

40.5∫

39.5

1

0.5
√

2π
exp−

(X − 40)2

0.25
. (1.12)

This integral, however, cannot be solved analytically. Either tables with the
values have to be used (in some cases requiring standardisation), or approx-
imations need to be applied. In the special situation, where the limits of in-
tegration correspond to the standard deviation of the distribution, the area is
known to be 0.68. The cumulative normal distribution (Eq. (1.13)) is given in
simplified form by

Φ(X < x1) =

x1∫

−∞
N(σ, μ) . (1.13)

Hence, the cumulative normal distribution answers the question: what is the
probability to observe a value smaller than x1. If the area in the interval
[x1, x2] is of interest, the probability F(X < x1) has to be subtracted from the
probability F(X < x2). Figure 1.9 gives the cumulative probability distribution
of the normal distribution shown in Fig. 1.8. The mean value μ, in the center
of a symmetric distribution, is at Φ(μ) = 0.5. The filled area A between μ − σ
and μ + σ in Fig. 1.8 is obtained from the cumulative distribution via A =
Φ(μ + σ) − Φ(μ − σ) = 0.84−0.16 = 0.68. The range [μ − σ, μ + σ] is therefore
sometimes referred to as the 0.68 confidence interval.

By the same reasoning, the confidence interval [μ − 2σ, μ + 2σ] can be
obtained from Fig. 1.9 with Φ(μ − 2σ) = 0.023 and Φ(μ + 2σ) = 0.977 and
Φ(4σ) = 0.954, corresponding to a 95% confidence region. The confidence
interval [μ − 3σ, μ + 3σ] covers 99.7% of all observations, implying that from
1000 observations only three observations should be outside the 3σ confidence
region. In practice, however, observations outside this range occur much more
often than predicted by the normal distribution and giving rise to the field of
outlier analysis (Barnett 1978; Beckman and Cook 1983; Meinrath et al. 2000),
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Figure 1.9. Cumulative probability distribution of the function f (x) = N(0.5, 40) shown in
Fig. 1.8. The mean value (μ = 40) is in the center of the symmetric distribution, and hence
Φ(μ) = 0.5. With Φ(μ + σ) = 0.16 and Φ(μ − σ) = 0.84, a difference Φ(2σ) = 0.68 results

an important field which, however, lies outside the focus of this book. It must
be emphasised that whatever is done to check a set of data for extraneous
or influential observations, and whatever decision is taken to account for
them (weighing, removing, ignoring) in the evaluation of parameters, has
a considerable influence on the reported measurement values.

1.3.6
Empirical Distribution Function (EDF)

These more theoretical considerations are relevant to understand the concept
of the normal distribution. The predominance of the normal distribution in
data analysis is mainly a consequence of the central limit theorem. A further
benefit results from the availability of closed formulas for the calculation of
mean value (Eq. (1.7)) and standard deviation (Eq. (1.8)) from a set of numer-
ical experimental observations, i.e. measurement results. These parameters
characterise a normal distribution completely.

Alternatives to the normal distribution exist. The empirical distribution
function (EDF) does not need assumptions on its distribution, but gives the
distribution of observations directly. The median is obtained by ordering
a set of n observations of a variable. The median of this ordered set is the
(0.5 × n) + 1st observation in the ordered list if n is odd, and the mean of the
(0.5 × n)th + (0.5 × n) + 1)th observation, if n is even.

In Table 1.2 the data from Table 1.1 (group 1) are given in original and
sorted sequence. The number n of observations is even. The 0.5 × nth entry
in the sorted column is 1.0023, the 0.5 × n + 1th entry is also 1.0023. Hence,
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the median is 0.5 × (1.0023 + 1.0023) = 1.0023. In this example, the median is
rather close to the mean value.

The example shows an important deficit of the median. There is no closed
formula to derive the parameter with ease comparable to the mean value. To
derive a median, sorting is necessary. For ten observations, sorting by hand
is feasible. However, to derive the median of all 60 observations in Table 1.1,
a calculator is a welcome support. From the 60 entries in Table 1.1, the median
is the mean of the summed 30th and 31st sorted entry, resulting in a median of
1.0091kgdm−3.

Like the cumulative normal distribution, the empirical distribution function
returns the probability to observe a measurement value smaller than a certain
value xi. In a formal expression, the empirical distribution function EDF(x) is
defined as

EDF(x) =
1
n

n
∑

i=1

H(x − xi) , (1.14)

where H(u) is the unit step function jumping from 0 to 1 at u = 0; n
gives the total number of observations. The ordinate values, hence, are fixed
(0, 1/n, 2/n, …, n/n). The shape of the function results from the ordered set
of observations.

The observations from Table 1.2 are given in Fig. 1.10 (black squares), while
the empirical distribution function EDF(x) is represented by the connecting
lines. EDF(x) = 0 for x < 0.9903g because there is no smaller observation. At
x = 0.9903g, the EDF jumps to 1/10. At x = 0.9982, the EDF jumps to 0.2 and

Table 1.2. Observations of group 1 in units of kg dm−3 (cf. Table 1.1)

Group 1
no. Original sequence Sorted sequence

kg dm−3 kg dm−3

1 1.0023 0.9903
2 1.0023 0.9982
3 1.0028 0.9993
4 0.9993 1.0015
5 0.9903 1.0023
6 1.0015 1.0023
7 0.9982 1.0028
8 1.0139 1.0067
9 1.0079 1.0079
10 1.0067 1.0139

Mean: 1.0025 Median: 1.0023
SD ±0.0063 SD (0.0041, 0.0056)

95% CI ±0.0143

SD standard deviation; CI confidence interval
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Figure 1.10. Empirical cumulative distribution function of the data given in Table 1.2. The
grey circles show the EDF of all 60 observations from Table 1.1 for comparison

so on. It is also possible to get an estimate of uncertainty in analogy to the
cumulative normal distribution in Fig. 1.9 by using the values, where the EDF
has a cumulative probability of 0.16 and 0.84, respectively. These estimates are
not symmetric about the median; therefore both values are given in Table 1.2.

1.3.7
Comparing EDF and Normal Distribution: Kolmogorov–Smirnov Test

An EDF becomes the smoother the more observations are included as is shown
in Fig. 1.10 for the EDF of all 60 observations from Table 1.1. The question arises,
how to express the similarity/dissimilarity between the two EDFs, and to what
extend the both EDFs are “normal”?

The Kolmogorov–Smirnov distribution offers a quantitative estimate by
comparing an EDF with a given normal distribution by returning a probability
that the EDF is a random sample from the given cumulative normal distribu-
tion. The Kolmogorov–Smirnov test searches for the largest difference d(max)
between the EDF and the cumulative normal distribution. The probability that
this difference might occur by chance is evaluated (Massey 1951).

It is thus possible for a given data set to identify the cumulative normal
distribution with the minimum d(max). Note that this is not a least-squares
fit (where “least-squares” stands short for “least sum-of-squared-residuals”).
From the result of this procedure, an estimate is obtained that the experimen-
tal data is derived from this normal distribution with the deviations being
accidental. The result of such a procedure is shown in Fig. 1.11 for the data of
Table 1.2.
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Figure 1.11. Data from Table 1.2 interpreted by the cumulative normal distribution which
minimises the largest difference between experimental data and parametric distribution

The minimum distance d(max) is 0.093, evidently resulting from the small-
est observation. It is possible to find normal distributions reducing this dis-
tance, however for the price of increasing the difference between normal curve
and observations for another observation. Nevertheless, the Kolmogorov–
Smirnov statistics gives a probability of >99.9% that the observations are
normally distributed.

The Kolmogorov–Smirnov statistics can also be applied to two different
EDFs, and return a probability that both EDFs result from the same specific
distribution with observed differences being random. Thus, these statistics
form an important link between the most important parametric distribution
and empirical distribution functions and offers a convenient way to analyse
and communicate properties of empirical distribution functions.

1.3.8
Linear Regression

The linear regression is the simplest of all statistical regression models. The
model states that the random variable Y is related to the variable X by

Y = a′ + b′x + ε (1.15)

where the parameters a′ and b′ correspond to the intercept and slope of the
line, respectively and ε denotes random disturbance. It is common to refer
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to ε as the “errors”. In the metrological framework, the word “error” (cf.
Fig. 1.3) may cause misinterpretation. The disturbances should be seen as
measurement uncertainty if the observations are obtained from measurement.
Residuals (unexplained variance) from a curve-fitting procedure are often the
only available estimates for the disturbances.

With n observations (x1, y1), (x2, y2), …, (xn, yn), it is assumed that the
disturbances are random and independent observations from a normal distri-
bution with mean 0 and standard deviation σ.

The estimates a and b of the parameters a′ and b′ can be obtained by closed
formulae.

a = y − b x (1.16)

and

b =
Sxy

Sxx
(1.17)

where x is the mean of all xi and y is the mean of all yi. The sums Sxx and Sxy
are defined as follows:

Sxx =
n
∑

i=1

x2
i − nx2 (1.18)

Sxy =
n
∑

i=1

xiyi − nxy . (1.19)

The variance estimate s2
e is obtained from Eq. (1.19):

s2
e =

SxxSyy − Sxy

(n − 2)Sxx
(1.20)

where Syy is formed analogous to Sxx.
Linear regression is a convenient way to obtain estimates of a trend in

data. It is included in most calculators and does not need iteration to find the
slope and intercept parameters. Equations (1.15)–(1.19) are derived from the
least-squares approach, assuming that a and b are the best linear unbiased
estimators (BLUE), provided the assumption on which this result is based are
fulfilled. There are seven requirements (Bates and Watts 1988):

List 1.3.1: Requirements for obtaining BLUE regression parameters

a) The expectation function (Eq. (1.15)) is correct.
b) The response is expectation plus disturbance.
c) The disturbance is independent of the expectation function.
d) Each disturbance has a normal distribution.
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e) Each disturbance has zero mean.
f) The disturbances have equal variances.
g) The disturbances are independently distributed.

It is common to use the linear regression model without testing these as-
sumptions. In part, they may be difficult to verify. There exist a wide range
of diagnostic means for analysis which are, however, commonly not applied
in chemistry publications. It is important to realise that there are also closed
formulas to evaluate uncertainty limits for the parameters estimates a and b.

A (1 − α) confidence interval for slope b can be obtained from

b ± tn−2, α

√

s2

Sxx
(1.21)

while the upper and lower confidence limits so
y and su

y for an estimated Y value
at x = x0 is given by Eq.(1.22) for n observations:

so
y

su
y

= ±tn−2, α

√

s2

{

1 +
1
n

+
(x0 − x)2

Sxx

}

. (1.22)

Hence, it is possible within the assumptions of linear regression to derive un-
certainty estimates for the parameters derived by linear regression. Keeping
in mind that linear regression is the most common way to obtain linear cal-
ibration curves in instrumental analysis, this feature allows the evaluation of
measurement uncertainty estimates for calibration data and an approximate
quantification of the influence quantity “calibration”.

1.3.9
Coverage and Confidence Regions

The confidence limits derived by Eqs. (1.21) and (1.22) are marginal confi-
dence limits at a confidence level 100(1 − α)%. This confidence level implies
that the mean of the sampling distribution (the unknown “true” value) will be
found with a probability 1 − α within the given limits. For small sample sets
[(n − 2) < 30] the confidence region must be adjusted. This adjustment is an
effect of the normal distribution assumption which is an intrinsic part of linear
least squares regression. However, the normal distribution is only a large sam-
ple approximation to the incomplete beta distribution. Thus, without appropri-
ate correction, the confidence would be overestimated, especially at small sam-
ple sizes. In calibration it is not uncommon to use just three to five calibration
standards. The smaller the data set (or more correctly, the degrees of freedom),
the higher the probability of overestimating the precision of the result.

With the help of a computer simulation, the overestimation of the confidence
in a mean value from experimental data can be demonstrated. Figure 1.12 shows
(solid line) a normal distribution with mean = 10 and σ = 1, N(1, 10). The
mean value of this distribution represents the “true value”. This value is usu-
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Figure 1.12. An example of an experimental test of the coverage probabilities using a sam-
pling distribution N(1, 10) and n draws from this distribution for estimation of the mean
and a confidence region for the mean by application of Eqs. (1.7) and (1.8). The n = 3
distribution is derived from the three “observations” represented by lines with an open
square top. The five individual observations from which the n = 5 distribution results are
not shown for sake of clarity. This simulation does not intend to estimate the spread of the
parent distribution but only the probable location of the mean value

ally unknown in a real measurement, but known here because the fundamental
process investigated by measurement (sampling from this distribution) is sim-
ulated. This distribution represents the mean value of an observable and the
normally distributed disturbances (which represent the measurement uncer-
tainty). Random samples from N(1, 10) are obtained n times (representing n
measurements). The mean value of these samples is obtained by Eq. (1.7) and
a confidence interval to find the true value (10) inside the confidence region is
obtained by repeated sampling. According to Fig. 1.4, the “true value” should
be found in 68% of all samplings within an interval of 2σ about the sampling
mean and in 95% of all cases within a 4σ interval around the sampling mean.
Figure 1.12 shows two examples of the sampling distributions obtained from
testing the “true” mean, for n = 3 and n = 5. Form the distribution obtained
for n = 3, the “true” mean is not within the 2σ interval but within the 4σ inter-
val. For the n = 5 distribution, the true mean is not within the 2σ and the 4σ
interval. It should be kept in mind that the both sampling distributions are just
illustrating examples. To obtain estimates of the coverage, many repetitions of
this analysis must be done.
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An outcome of this procedure, where the coverage probabilities have been
obtained from 5000 repetitions for different numbers of n is shown in Table 1.3.
The samples were drawn, and the sample mean and its standard deviation were
evaluated. The result was tested whether the true mean (10) was inside a certain
confidence region of the estimated distribution. Each simulation was repeated
6 times. Table 1.3 gives the percentage of successes which can be compared to
the expected value of 90%.

However, the coverage is generally found lower than 90% for n = 3, 5, 10
and 30. The discrepancy between expected and observed coverage is the larger
the smaller the sample size. The six repetitions show that the discrepancies are
not a random, accidental effect but occur systematically.

This discrepancy has been observed already much earlier. In 1906, W. Gos-
set derived a correcting distribution, which he had to publish under the
pseudonym “Student”. This distribution is known as the Student’s t distri-
bution and is tabled in almost all textbooks of statistics (Student 1908). By
increasing the width of the estimated distribution of the mean using the re-
spective values of the t distribution leads to coverages very close to 90% in
each case and each run.

This simulation experiment practically shows the appropriateness of the
Student t correction. The t distribution is a parametric distribution depending
on more parameters than just two in the case on the normal distribution. It
is tabled for the desired confidence level (1 − α) and the degrees of freedom
df. The df are obtained from the sample size n minus the estimated parame-
ters. In the present case, only one parameter (a mean value) is estimated, so
df = n − 1. Included into Table 1.3 are the respective values for td.f., α together
with the resulting coverage after expanding the confidence region by the factor
td.f., α. This experiment shows that the neglect of an appropriate correction
for small sample size may easily result in some 10–15% of neglected uncer-
tainty. Whether this magnitude is of relevance within a complete measurement
uncertainty budget must be decided case by case.

Table 1.3. Comparison of coverage probability for a mean value on basis of n = 3, 5, 10 and
30 samples drawn from the parent distribution (μ = 10, o = 1). Expected coverage is 90%
(5000 simulations per run)

n = 3 df = 2 n = 5 df = 4 n = 10 df = 9 n = 30 df = 29
td.f., .10 2.92 2.132 1.833 1.697

Run 1 74.90% 89.70% 82.80% 90.50% 86.60% 89.90% 88.70% 89.5
Run 2 76.10% 89.40% 83.20% 90.20% 85.60% 89.20% 89.40% 90.2
Run 3 76.60% 90.00% 82.30% 90.00% 87.30% 90.30% 88.50% 89.3
Run 4 76.30% 89.60% 82.60% 89.90% 86.10% 90.50% 89.10% 90.0
Run 5 76.70% 90.60% 82.50% 90.60% 86.60% 90.00% 88.70% 89.6
Run 6 74.90% 89.80% 82.90% 90.60% 86.60% 90.00% 89.30% 90.9
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1.3.10
Correlation

Linear regression is also applied in the evaluation of experimental data, e.g.
in the standard-addition method, in Gran analysis etc. The slope of a fitted
line, e.g. in a solvent extraction study, can be compared to a value from stoi-
chiometry. The value of blank solutions may be related to the intercept of
a regression line. However, the intercept and the slope of a regression line
are not independent of each other. In contrary, they are strongly correlated
(Mandel and Linnig 1957). The confidence intervals of a slope (Eq. (1.21)) and
intercept (Eq. (1.22) for x0 = 0) enclose a square area in a diagram with the
variables intercept a and slope b forming the axes. These are so-called marginal
confidence regions if corrected by multiplication of an appropriate td.f., α to give
a confidence interval.

The joint confidence region (which results independently from sampling
theory, likelihood inference and Bayesian inference (Bates and Watts 1988)) is
an ellipse in (a, b) space and given by

2F2, n−2,αs2
e = n(a − a)2 + 2

(∑

xi

)

(b − b)(a − a) +
(∑

x2
i

)

(b − b)2

(1.23)

where F2, n−2, α is Fisher’s F at 2 and n − 2 degrees of freedom with confidence
level (1 − α) and s2

e is the standard deviation of the regression line defined as

s2
e =

1
n − 2

(∑

y2
i − a

∑

yi − b
∑

xiyi

)

. (1.24)

The discrepancies between marginal and joint confidence region can be con-
siderable, as is shown in Fig. 1.13. In fact, the areas of the both regions are also
rather different. The use of marginal confidence regions may overestimate the
uncertainty considerably. Furthermore, it should be noted that almost 20% of
the joint confidence region are outside the marginal confidence region. There-
fore, the correlation between regression parameters a and b introduces risks for
both overestimation and underestimation of the regression parameter values!

The importance of these effects for assessing comparable measurement
uncertainty budgets is not yet investigated in detail. Correlation does not
only affect linear calibration curves but is relevant for all parameters being
simultaneously evaluated by curve fitting from a data set. A practical example
may be found for spectroscopic data (Meinrath 2000).

1.3.11
Progression of Error

Metrology is applying statistical concepts partly because the concept of a nor-
mal distribution is suitable to communicate uncertainty in a concise and con-
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Figure 1.13. Square marginal and elliptical joint confidence regions (α = 0.05) for slope b
and intercept a of the data given in the figure

venient way. The complete measurement uncertainty budget is an attempt to
characterise the underlying distribution of a measurand under the assump-
tion that the spread of this distribution is caused by identifiable influences.
The central limit theorem gives this assumption a theoretical basis. In fact,
comparison of empirical distributions with a normal distribution by applica-
tion of the Kolmogorov–Smirnov statistics supports this assumption as long
as the correlation between disturbances and parameters of the model function
are negligible. The presentation of a measurement value y of a measurand m
including its measurement uncertainty uc in the common form m = y ± uc
corresponds to the abbreviated notion of a normal distribution N(uc, y). The
mean value y is the best estimate of the measurand value, while uc gives the
spread of the underlying distribution corresponding to a symmetric 0.68 con-
fidence interval about the mean. By the same rationale Uc (k = 2) corresponds
to a 0.90 confidence region.

The complete measurement uncertainty budget is obtained by combining
the uncertainty contributions of the influence quantities. Since it is assumed
that all influence quantities result from normal distributions, the complete
measurement uncertainty budget is obtained by progression of standard de-
viations. Statistics devices the following relationships for the progression of
standard deviations:

a) addition and subtraction: s = x + y − z

uc =
√

σ2
x + σ2

y + σ2
z (1.25)
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b) multiplication and division: s = xy
z

uc

s
=

√
(

σx

x

)2

+
(

σy

y

)2

+
(

σz

z

)2

. (1.26)

These relationships immediately indicate that the identification of influence
quantities not need to be done to the extreme. If an influence quantity has
a contribution of 10% and two others contribute 3% and 1%, respectively, then
the resulting value for the combined standard uncertainty uc is

uc = (102 + 32 + 12) = 10.5 . (1.27)

Thus, the largest uncertainty contribution is commonly determining the com-
plete measurement uncertainty budget. On the other hand, a detailed analysis
of the magnitudes of different uncertainty components can will be essen-
tial in optimising measurement processes because an overall improvement
can only be obtained if the predominant influence quantities are identified
(de Bièvre 2004b).

1.4
Metrology in Standard Situations

“Doubt is uncomfortable, certainty is ridiculous:”

(Voltaire)

1.4.1
Assessing Measurement Uncertainty

At present, there are three independent approaches for an evaluation of the
complete measurement uncertainty budget in use in metrology in chemistry.
These are termed “top-down”, “bottom-up”, and the Nordtest approach (Mag-
nusson et al. 2004). The bottom-up approach will be discussed in some detail,
while only an abbreviated presentation of the remaining two approaches will
be given.

1.4.2
Top-down Approach

The top-down approach relies on interlaboratory comparisons. A sample is
prepared, where the measurand is quantified by a laboratory with the neces-
sary competence (commonly a national metrological institute or an accredited
laboratory) by a reference method (ideally a primary method) and distributed
among other competent laboratories. The complete measurement uncertainty
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budget results from the variability of the values returned by the laborato-
ries together with the measurement uncertainty budgets. This approach does
not need a detailed analysis of the measurement process. This approach is
most suitable for samples that can be prepared with necessary accuracy, where
a suitable primary method for analysis is available. The requirement of suit-
ability includes stability during transportation and up to the measurement.
Furthermore, a sufficient number of competent laboratories for this measur-
and must be available for participation. The logistic and economic burden can
be considerable. Commonly, only larger organisations, e.g. NMIs and national
accreditation institutions, can afford the expenses. However, a large number
of proficiency tests are performed in this way on a routine basis (e.g. CAEAL
2004; EPTIS 2005).

1.4.3
Nordtest Approach

The Nordtest approach was developed for environmental testing laboratories in
the Nordic countries (Norway, Finland, Sweden and Denmark). It uses quality
control and validation data. Such data are available to the target laboratories as
a component of the European accreditation guideline (EA 2002). The Nordtest
measurement uncertainty model is based upon the GUM and uses the fishbone
diagram approach. However, the quantities considered are not the individual
influence quantities but general terms like reproducibility in the laboratory,
method and laboratory bias and reproducibility between laboratories. Thus,
the Nordtest approach also requires information from proficiency tests or other
interlaboratory comparisons. The measurement uncertainty model from the
Nordtest approach is shown in Fig. 1.14. The fishbone diagram covers the

Figure 1.14. Nordtest approach measurement uncertainty model. Reproducibility within-
laboratory is combined with estimates of the method and laboratory bias (from Magnusson
et al. 2004)
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analytical process from sample arrival in the laboratory to the report forwarded
to the client/decision-maker.

For routine measurement, laboratories often use various kind of control
charts which allow a control of the analytical performance over time. Thus
various effects on the result, e.g. differences between sample replicates and
trends over time, can be assessed. The use of such charts is required by vari-
ous accreditation bodies and good laboratory practice guide lines for quality
assurance/quality control.

The Nordtest approach requires information from routine analysis of an
analyte performed in the laboratory over a longer period of time. Furthermore,
the analyte must also be subjected to proficiency testing schemes in order to get
access to between-laboratory performance information. Only in those cases is
the Nordtest approach applicable. Clearly, for field measurements, which play
a crucial role in environmental analysis (e.g. hydrogeological studies (Meinrath
et al. 1999)), such control charts are not available. Furthermore, due to the fact
that the analyte, e.g. uranium, occurs in a matrix specific for a certain location,
proficiency tests are unlikely to become available.

1.4.4
Bottom-up Approach: Measurement of pH in a Low-Ionic Strength Water

The bottom-up approach has been established mainly by the Co-operation in
International Traceability in Analytical Chemistry (CITAC) and EURACHEM,
an association of European analytical laboratories. Its principles are laid
down in two essential guides: “Quantifying Uncertainty in Chemical Measure-
ment” (EURACHEM/CITAC 2002) and “Traceability in Chemical Measure-
ment” (EURACHEM/CITAC 2004). Both guides give examples for the appli-
cation of the bottom-up approach to non-routine measurements for which
the Nordtest approach cannot be applied. The bottom-up approach is the an-
swer to the enormous variability of analytical tasks a laboratory may face
due to the millions of known chemical compounds in three aggregation
states and an almost infinite number of possible matrices with concentra-
tion ranges covering 18 (and more) orders of magnitudes in amount con-
centrations (Jenks 2004). The measurand is often rather specific, especially
in combination with the concentration range, matrix and interfering sub-
stances.

As a specific example, the estimation of a complete measurement uncer-
tainty budget for the quantity pH will be given to illustrate the application
of the GUM implementation by EURACHEM/CITAC. The quantity pH plays
an important role in many fields, also outside chemistry, e.g. food safety,
health science and medical care, hydrogeology and environmental protec-
tion/restoration etc. (Kalin et al. 2005). Hence pH is measured routinely, how-
ever reported almost exclusively without statement of uncertainty (Spitzer
and Meinrath 2002). The link between the value of pH in an unknown sam-
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ple and the measured potential of a glass combination electrode is com-
monly obtained from a calibration using two standard buffer solutions of
known pH. This procedure has been criticised and a multi-point calibration
procedure has been proposed (Meinrath and Spitzer 2000; Naumann et al.
2002).

The measurand pH is defined as:

pH = − lg aH = − lg
mHγH

m0 (1.28)

where a is relative activity, m is molality, γ is the activity coefficient and m0 is
standard molality (1molkg−1) (Baucke 2002).

Given a sample with unknown pH, pH(X), and two standard solutions, S1
and S2, with known pH, pH(S1) and pH(S2), the pH(X) is obtained from the
straight line equation:

pH(X) − pH(S1)
pH(S2) − pH(S1)

=
E(X) − E(S1)
E(S2) − E(S1)

(1.29)

where E(S1), E(S2) and E(X) give the experimental potential of the glass combi-
nation electrode in the pH standards, and the unknown sample X, respectively.
From Eq. (1.29) the mathematical expression for the measurand, pH(X), is ob-
tained:

pH(X) = pH(S1) + pH(S2) − pH(S1)
(E(X) − E(S1))
(E(S2) − E(S1))

. (1.30)

In the second step, the influential quantities must be identified. These influen-
tial quantities come from (examples):

a The environment: (temperature).
b The equipment: (resolution of the pH meter, stability of the electrode

potential).
c The standards: (measurement uncertainty of the pH(Si) and the poten-

tials E(Si)).
d The sample: (measurement uncertainty of the measured potential, ionic

strength).
e The method: (stirring effects, calibration buffer selection).
f The operator: (electrode pretreatment, rinsing, attitude to comply with

norms).

In the third step, a cause-and-effect diagram is developed (Fig. 1.15). The main
branches to the measurand are formed by the quantities in the mathematical
expression in Eq. (1.30). The influence quantities for these main influences
must be identified from experience. It is essential that no major influence
quantities must be ignored.
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Figure 1.15. Cause-and-effect diagram for a pH measurement of unknown sample X by the
two-point calibration approach (Spitzer and Werner 2002; IUPAC 2002)

The following influence quantities are included into the cause-and-effect
diagram:

• For all values obtained from measured quantities, e.g. E(S1) and E(S2),
repeatability must be assessed.

• Temperature is affecting almost all quantities in various ways. Because these
various ways must be assessed independently for each influence quantity,
“temperature” cannot be combined into a single branch as is suggested in
EURACHEM/CITAC (2002).

• The influence quantities affecting the glass combination electrode are valid
for all measured potentials. The ionic strength of the standards S are con-
trolled, while the ionic strength of the sample is commonly unknown. Ionic
strength affects the activity coefficient γH of the H+ and thus (cf. Eq. (1.29))
has a direct influence on the value obtained for the quantity pH.

• The pH meter contributes to the uncertainty due to the reading value.
Modern digital pH meters are rather robust equipment. The number of
decimal positions on the display may vary and contribute a small amount
of uncertainty, commonly taken into account by uΔ = Δx/

√
3, where Δx is

0.1 for one, 0.01 for two, 0.001 for three and so forth, available significant
decimal positions on the display.

• Liquid junction potentials are a major reason for the difficulties in determi-
nation of pH by glass combination electrodes. Liquid junction potentials are
consequences of diffusion of ions over liquid–liquid boundaries within the
electrochemical cells. These potentials may become considerable (Baucke
et al. 1993; Naumann et al. 1994).
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• Stirring affects the distribution of ions in the vicinity of the liquid junctions,
and hence the potential of the complete electrochemical cell. A possible way
to minimise the stirring effect is to stop stirring before the measurement and
wait for a stabilisation of the potential before recording the potential value.

• Drift is a time trend in the potential shown by an electrochemical cell.
Modern high-quality combination glass electrodes should not exhibit a sig-
nificant drift. Otherwise, the electrode should be replaced.

In a third step, influence quantities have to be quantified. In the present ex-
ample a linear relationship is assumed to exist between the electrode potential
in the sample and its pH, expressed by the Nernst relationship. The theoretical
slope at 25◦C would be k = 2.303dpH/dE = 0.059V−1. The experimental slope
k′, however, is commonly less (Meinrath and Spitzer 2000). This relationship
is commonly quantified by linear calibration. In the present situation, the rela-
tionship has to be obtained from only two points from which two parameters
(slope and intercept) have to be determined. Hence, there are zero degrees of
freedom. It is not possible to assess the contribution of measurement uncer-
tainty from the calibration process because two points always define a straight
line.

In such a case, sensitivity coefficients can be used. A sensitivity coeffi-
cient, c, can be obtained by simple derivation from the mathematical model in
Eq. (1.30):

∂pH(X)
∂pH(S1)

= c(pH(S1)) = 1 −
E(X) − E(S1)
E(S2) − E(S1)

(1.31)

∂pH(X)
∂pH(S2)

= c(pH(S2)) =
E(X) − E(S1)
E(S2) − E(S1)

(1.32)

∂pH(X)
∂E(S1)

= c(E(S1)) =
pH(S1) + pH(S2)

E(S1) − E(S2)
(1.33)

+
{

pH(S2) − pH(S1)
} E(X) − E(S1)

(E(S2) − E(S1))2 (1.34)

∂pH(X)
∂E(S2)

= c(E(S2)) = pH(S1) − pH(S2)
E(X) − E(S1)

(E(S2) − E(S1))2 (1.35)

∂pH(X)
∂E(X)

= c(E(X)) =
−pH(S1) + pH(S2)

−E(S1) + E(S2)
. (1.36)

Through these five equations, the quantitative information on the uncertainties
in the influence quantities can be transformed into numerical information
about the complete measurement uncertainty budget of the measurand, pH(X).

Example data from a two-point calibration is used to see the machinery
work. Table 1.4 gives data obtained from field measurement of a low-ionic
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Table 1.4. Experimental data and uncertainty contributions from influence quantities for
a pH measurement by two-point calibration

Calibration data pH E
S1 4.01 169.8mV
S2 7 1.8mV
E(X) 41.5mV

Branch Influence quantity x u(x)
pH(S) Temperature 0.2K

Standard uncertainty 0.01

E(S) Glass electrode Drift 0.2mV
Temperature 0.3K
Liquid junction potential 1mV
Stirring 0mV

pH meter 0.06mV
Repeatability 0.05mV

E(X) Glass electrode Drift 0.014mV
Temperature 0.02mV
Liquid junction potential 1mV
Stirring 0mV

Repeatability 0.5mV
pH meter 0.06mV
Sample Ionic strength 0.2mV

strength water from a drinking water well, measured after thermal equili-
bration to 18◦C outside air temperature. A portable voltmeter is used, giv-
ing potentials with one decimal position. The sample was very low in ionic
strength. A stable reading could be obtained only after almost 12 min equi-
libration time while drift was not significant with the limited resolution
of the meter. Stirring effects have been tested but found to be insignifi-
cant.

Due to the very limited number of calibration points, no statistical approach
can be applied to obtain information on most uncertainties. These are mostly
only ISO type B uncertainties. The repeatability of E(X) has been assessed by
measuring different samples of the unknown solution. The repeatability was
determined by evaluating mean value and a 68% confidence limit. The latter
is given in Table 1.4. The magnitude of these uncertainties must come from
separate experimentation, or experience. Table 1.4 summarises the available
information.

The expectation value of the measurand is evaluated from the mathematical
model in Eq. (1.30):

pH(X) = 4.01 + 7.00 − 4.01
(

41.5mV − 169.8mV
1.8mV − 169.8mV

)

= 7.95 .
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It is now necessary to evaluate the measurement uncertainty for each branch.
This is done by additive progression-of-error evaluation according Eq. (1.24).

a) pH(S1), pH(S2)
The certificate of the pH standard solution indicates that the pH changes for
0.004 units K−1. The 0.15K uncertainty attributed to the influence of varying
temperatures during measurement contribute uT = 6 · 10−4, while the standard
uncertainty of each solution is 0.01. Thus

u(pH(S)) =
√

(6 · 10−4)2 + (10−2)2 = 0.010017 = 0.01 (1.37)

thus being a practical demonstration of Eq. (1.26).

b) E(S1), E(S2)
The temperature effect on the potential is about 60 times higher than on pH and
amounts to about uT = 1.5 · 10−3 mV. The drift of the electrode was assessed
separately by following the potential in a pH standard solution (equilibrated
with the surrounding) over some time. From this observation, the value given
is a reasonable estimate of doubt. Thus, the combined standard uncertainty,
uGCE, of the glass combination electrode is

uGCE =
√

(1.5 · 10−3)2 + (0.2)2 + (1)2 = 1.02mV = 1.0mV (1.38)

It is obvious that only uncertainty effects of similar magnitude need to be con-
sidered. Thus, the liquid junction potential defines the uncertainty contributed
to the potentials measured in the pH standards and the standard uncertainty
is

uE = 1mV

c) E(X)
By the same reasoning, the liquid junction potential defines the magnitude of
the combined standard uncertainty contributed by the glass electrode to E(X).

uGCE = 1mV

The other influences, repeatability, pH meter and sample are clearly smaller.
For the measurement uncertainty of the influence quantity E(X), uX

uX =
√

(0.5)2 + (0.06)2 + (0.2)2 + (1.0)2 = 1.14mV = 1.1mV ,

where the uncertainty upHM of the pH meter reading results from upHM =
0.1/

√
3.

From this information, the complete measurement uncertainty budget of
this measurement can be evaluated. The necessary steps are performed in
Table 1.5.
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Table 1.5. Evaluation of the complete measurement uncertainty budget of a field pH meas-
urement

Quantity Value xi Standard Sensitivity Uncertainty Percent
uncertainty coefficient contribution uncertainty
ui ci u2

i, pH(x) = u2
i × c2

i contribution
ui, pH(x) %

pH(S1) 4.01 0.01 0.236 5.57 · 106 1
pH(S2) 7 0.01 0.763 5.82 · 105 10
E(S1) 169.8mV 1mV 0.004 1.60 · 105 2
E(S2) 1.8mV 1mV 0.014 1.96 · 104 33
E(X) 41.5mV 1.1mV −0.018 3.24 · 104 54
Σ[ui, pH(X)2] 6.0 · 104 100

Combined standard uncertainty uc =
√
∑
[

u2
i, pH(x)

]

0.025

Expanded combined standard uncertainty Uc (k = 2) 0.05

The right column of percentile uncertainty contributions shows that po-
tential measurements, especially in the solutions S2 and X, have the highest
contribution to the measurement uncertainty budget of a low ionic strength
sample. There is little effect in reducing the uncertainty contributions of the pH
standard solutions. Since E(X) and E(S2) have the highest contribution to the
complete measurement uncertainty budget (87%) and the uncertainty mainly
results from liquid junction potential effects, the complete measurement un-
certainty budget of the value of the unknown sample is due to liquid junction
effects. These effects are, however, difficult to assess experimentally. Thus,
a measurement of the quantity pH by a two-point calibration depends con-
siderably on the subjective estimation of the magnitude of liquid junction
potentials.

The water sample thus has a pH = 7.95 ± 0.03. The second decimal position
is uncertain, hence the result should be given as 7.9(5) ± 0.03. A value for pH
of a water sample from the same source at a later time, e.g. another sampling
campaign, should be considered significantly different if the both expanded
measurement uncertainty budgets do not overlap.

The number of calculations may seem daunting on first view. However, pH
measurements are typical routine measurements. The evaluation procedure
can readily be implemented in a spread sheet or a small computer program.
For the assessment of the individual uncertainty components an intensive
discussion will be necessary giving rise to appropriate research to substan-
tiate subjective judgement. Methods for measuring pH involving more Type
A uncertainties will avoid subjective judgements and inclusion of possibly
inadequate information from separate experimentation.



48 1 Concepts of Metrology

1.5
Metrology in Complex Situations

“We know accurately only when we know little; with knowledge doubt in-
creases.”

(J.W. von Goethe)

1.5.1
Calibration by Linear Relationships

In some measurement tasks, it is possible to write down a mathematical equa-
tion that relates the measurand with its contributing effects. An example of
this approach, evaluated to a large part by EURACHEM/CITAC and with ap-
plications documented in numerous examples in the metrological literature
(cf. http://www.measurementuncertainty.org), has been given in the previous
sections for one of the most important chemical measurands, pH.

In a large number of situations, a mathematical formula is not available for
the complete measurement process leading to value for a measurand. Prime
examples are all analytical methods in which two and more parameters are
derived from one set of measurements. In such situations, it is sometimes
possible to write down a separate mathematical equation for each measurand,
but important information, e.g. on correlation of the measurands, is not in-
cluded. Further examples are those methods where the measurand(s) must be
evaluated by iterative procedures. Non-linear equations are practical examples.

Those situations will be termed “complex situations” in the following. Com-
plex situations also include those analytical procedures, where a closed math-
ematical formula could be applied, but where alternative methods give more
satisfactory results, especially in terms of building confidence into the derived
value of the measurand. Complex situations are found, e.g. in linear and non-
linear calibration, in the evaluation of thermodynamic data from a variety of
common techniques or in situations where theoretical parameters need to be
obtained from measured data by iterative curve-fitting procedures.

The GUM gives some examples that in most cases refer directly or indi-
rectly to the normal distribution. It is important to notice that the assumption
of normally distributed measurement values is not required from the GUM.
Furthermore, the GUM states explicitly that “if all quantities on which the re-
sult of a measurement depends are varied, its uncertainty can be evaluated by
statistical means” (ISO 1993). It is always preferential to build the confidence in
a measurement value from the information obtained during experimentation.
Relying on parametric distributions and often unprovable assumptions on the
magnitude of certain influence quantities always carries the risk that the data
was affected by outlying data (Dean and Dixon 1951; Beckman and Cook 1983),
correlation (Box and Draper 1986; Beran 1992) or non-normal distribution of
parameters and/or disturbances (Alper and Gelb 1991; Meinrath 2000b).
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1.5.2
Calibration by Ordinary Linear Regression (OLS)

1.5.2.1
Example: Measurement of pH by Multi-Point Calibration

There is some criticism of the two-point calibration approach to pH meas-
urement. A crucial point is the extremely small sample size obtained by just
two data points in order to evaluate a complete measurement uncertainty bud-
get. The discussion in the section “Coverage and confidence regions”, especially
in connection with Table 1.3, has shown that a small sample size drastically
reduces the probability that the true value (that is, the measurand), is actually
within the confidence limits (with a probability of approximately 68% for the
combined standard uncertainty uc and approximately 95% for the expanded
uncertainty Uc). By using two data points to establish the straight line relation-
ship between the measurement signal and the measurand, the degree of free-
dom is zero and valid statistical reasoning is not possible. Statistical experience
shows, however, that the uncertainty margins may vary widely in such situa-
tions. In addition, other supporting data analysis, e.g. analysis for extraneous
data, analysis of linearity and analysis of disturbance distribution, cannot be
performed. Thus, under the aspect of building confidence into a measurement
result, the two-point calibration is a procedure attracting some criticism.

An important alternative is the so-called multi-point calibration, where the
calibration line is built by using several standard solutions with known pH. The
2002 IUPAC recommendation on the measurement of pH (IUPAC 2002) lists 13
suitable solution compositions together with the pH of the resulting solutions.
There is no need to rely on just two calibration points. The calibration line can
be found by linear regression. Confidence limits on the regression line can be
obtained from regression statistics, Eq. (1.21) and Eq. (1.22). An estimate of
the unknown pH can then be derived from Eq. (1.39):

sy = tn−2, α/2se

√
√
√
√
√

1 +
1
n

+
(x0 − x)2

n∑

i=1
(xi − x)2

(1.39)

where se is given by Eq. (1.20) and n is the number of data points from
which the regression line is derived. The standard deviation sy is transferred
into a confidence level (1 − α) by multiplication with the appropriate Student
tn−2, α/2. An application of this methodology can be found in Meinrath (1997).
Equation (1.39) describes a bone-shaped confidence band about the regression
line with a minimum at pH = x. The uncertainty increases with increasing
difference (xo − x), where xo is the measured pH. Multi-point calibration
performed in such a way may yield more reliable estimates for the standard
uncertainty uc of the value derived for quantity pH.
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There are, however, at least two weak points in this procedure. First, linear
regression requires that the abscissa values are known without uncertainty.
Standard solutions with known pH always carry an uncertainty. Fortunately,
this uncertainty is commonly small compared to other uncertainty contribu-
tions (Meinrath and Spitzer 2000). Second, calibration is a two-step procedure
(Osborne 1991). First, a regression line is evaluated under the assumption
that the abscissa values are free of uncertainty. Then, an ordinate value (the
potential in the unknown sample) is determined and a pH is read from the
calibration line.

An alternative is to evaluate the regression line including the measurement
uncertainty from Eq. (1.39). In the second stage of the procedure, the meas-
urement uncertainty of the value of pH(X) in the unknown sample X is read
from the intercepts of the measured potential E(X) ± uc with the confidence
band derived for the regression line. This procedure is shown in Fig. 1.16.

The necessary mathematical expression may be obtained by evaluating the
intercept between E(X) with the regression line and the ordinate values E(X)+uc
and E(X) − uc with the lower and upper confidence bands, respectively. The
resulting expressions are given in Eq. (1.40):

u(pH)o
u(pH)u

= (pH(X) − pHm)g ±

t se

b

⎧

⎪
⎨

⎪
⎩

(

pH(X) − pHm
)2

∑

i

(

pH(i) − pHm
)2 +

1 − g
n

⎫

⎪
⎬

⎪
⎭

1
2

1 − g
(1.40)

Figure 1.16. Calibration of a glass combination electrode by a multi-point calibration pro-
cedure. For an unknown solution with a potential E(X) = 60.3mV and an (exaggerated)
standard uncertainty uc(E(X)) = 10mV, a pH 6.05 ± 0.09 is evaluated
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where

g =
t2

⎧

⎪⎨

⎪⎩

b/

√
√
√
√

s2
e

∑

i
(pH(i) − pHm)2

⎫

⎪⎬

⎪⎭

2 . (1.41)

and pHm gives the mean value of pH values of the calibration pH standards.
The Student t correction for the sample size is represented by t, where t is
abbreviated for tn−2, α/2. Formally, Eq. (1.40) is correct. However, the numerical
result may differ considerably with the number of significant decimal points.
One reason is the dependence of the resulting standard uncertainty uc on g
(Eq. (1.41)). The parameter g is obtained from several quotients of differences.
These quotients of differences are rather susceptible to rounding effects. The
following numerical example will illustrate the point.

About 30% of the calculated standard uncertainty (Table 1.6) varies due
to differences in rounding by two significant decimal positions and by four
significant decimal positions. Nevertheless, numerical effects like rounding are
not yet considered in the normative guides on the evaluation of the complete
measurement uncertainty budget.

Linear regression is based on the assumption of uncertainty-free abscissa
values. In case of pH measurement it has been shown that this assumption
is acceptable for pH standards with standard uncertainties in the order of
uc = 0.1. Under the usual conditions of a pH measurement with well-
maintained equipment in low ionic strength media, the ordinate uncertainties
are much larger than the abscissa uncertainties. In such cases, the abscissa
uncertainties can be neglected (Meinrath and Spitzer 2000).

An often-heard argument against multi-point calibration is the increased
demand of time and economic resources due to the need of additional cali-
bration standards. It must be understood that data quality cannot be obtained
by some mathematical or statistical manipulations, e.g. by using two-point
calibration where the confidence limits cannot be tested due to zero degrees of
freedom. Under aspects of quality control and quality assurance, such proce-
dures may draw criticism.

Table 1.6. Value of the combined standard uncertainty of a value of pH from a multi-point
calibration procedure using five pH standard solutions (with calibration data given in
Fig. 1.16). For uc(E(X)) an estimated standard uncertainty of uc = 3.5mV is assumed

Decimal positions g uc(pH(X))

2 6.9916 · 10−4 0.06
3 4.1707 · 10−4 0.05
4 3.9596 · 10−4 0.04
5 3.9600 · 10−4 0.04
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Linear regression is a standard application to obtain a calibration line in
analytical chemistry. It is common, for instance in calibration of AAS or ICP-
OES instruments, to use only two or three calibration standards. The use of
inadequate statistics, omission of relevant uncertainty contributions, e.g. Stu-
dent’s t corrections, may result in considerable overestimation of the reliability
of a measurement result. The methodology outlined in this section provides
a viable way towards reliable calibration. It is applicable under those circum-
stances where calibration standards with controlled standard uncertainty are
available.

1.5.2.2
Pitfalls of Linear Regression

Ordinary linear regression, as discussed in the previous section, is bound to
several requirements (cf. Chap. 1.3). If one or several of these requirements
are not fulfilled, the estimates for slope and intercept are not any longer best
linear unbiased estimators. Alternative schemes to identify these parameters
can be applied. The discussion of linear trends, however, has focused mainly
on finding the most appropriate straight line. Several methods have been
discussed. For these methods, appropriate estimators for confidence limits are
commonly not available.

For calibration, standard solutions with known content must be available.
These solutions should have amount concentrations of the desired measurand
homogeneously distributed over the calibration range. Hence, outlying data,
high leverage points and other, often severe, pitfalls of linear regression should
not occur (Chatterjee and Hadi 1986). There are, however, other applications
in environmental analysis on basis of chemical data where the methodology
outline in the preceding section would result in meaningless data.

A regular misinterpretation is the use of the Pearson coefficient of correla-
tion as a measure of linearity (Thompson 1994; Hibbert 2005). The Pearson
correlation coefficient r is obtained from Eq. (1.42):

r =
n
∑

xiyi −
(∑

xi
) (∑

yi
)

√
[

n
∑

x2
i −
(∑

xi
)2
] [

n
∑

y2
i −
(∑

yi
)2
]

. (1.42)

The coefficient of correlation has been a helpful figure before the advent of
computing machines with graphical output. It indicates the connection be-
tween the ordinate and abscissa values and the least-squares regression line.
Nowadays, the coefficient of correlation is easily calculated from Eq. (1.42)
and routinely presented in the output of many linear least-squares regression
codes. It has been amply outlined (e.g. Huber 2004; Hibbert 2005) that there is
not much information in r in case of linear regression.
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1.5.3
Alternative Methods for Obtaining Straight Line Parameters

Linear regression must be applied only in such situations where the uncertain-
ties in the abscissa data can be assumed to be negligible. For other situations,
alternative models exist to find a linear relationship between abscissa values x
and responses y. Among these, the following methods will be briefly outlined:

a orthogonal least squares regression
b weighted least squares regression
c bivariate least squares regression
d robust regression techniques

1.5.3.1
Orthogonal Least Squares Regression

While in linear least squares regression the optimisation criterion is to reduce
the sum of squares disturbances between the regression line and the y data
points, orthogonal least squares regression minimises the distances between
a data point and the regression line. This condition is met if the vector pointing
to a data point is orthogonal to the regression line. This difference in assessing
the disturbances is shown schematically in Fig. 1.17.

A closed formula is available to calculate an estimate of the slope b′ from
the data:

b =
OR
2

+ sg(r)

√
(

OR
2

)2

+ 1 (1.43)

Figure 1.17. Schematic representation of the difference in calculating the disturbances in
linear regression and orthogonal regression
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where sg(r) is the sign of the Pearson correlation coefficient r (Eq. (1.42)) and
OR is obtained via Eq. (1.43):

OR =
∑

(y − y)2 −
∑

(x − x)2
∑

(x − x)(y − y)
(1.44)

where x and y are the arithmetic means of the x and y data. As soon as b is
available, the intercept a is obtained from Eq. (1.16).

1.5.3.2
Weighted Least Squares Regression

Weighted least squares linear regression is a regression method which ac-
counts for disturbances which seem to result from different distributions. This
behaviour is termed heteroscedasticity. Heteroscedastic data result, for in-
stance, if the uncertainty in a signal increases with measurand concentration.
Weighted linear regression takes into account heteroscedasticity, but still re-
quires that the uncertainties in the abscissa values are negligible. While the
linear regression line results from minimisation of the sum of squared distur-
bances ε,
∑

ε2
i → min ! (1.45)

in weighted regression a weight is assigned to each disturbance ε satisfying the
condition
∑
(

ε2
i

wi

)

→ min ! (1.46)

The weights wi are reasonably chosen as the variances σi of each εi:

wi =
1

σ2
i

(1.47)

The final weights are obtained from a normalisation:

Wi = wi(
n

n∑

i=1
wi

) (1.48)

The estimator for the slope, bw, is obtained from Eq. (1.16) as

bw =
∑

Wixi
∑

Wiyi − n
∑

Wixiyi

(
∑

Wixi)2 − n
∑

wix2
i

(1.49a)

and

aw =
∑

Wiyi
∑

Wix2
i −
∑

Wixiyi
∑

Wixi

n
∑

Wix2
i − (

∑

Wixi)2 (1.49b)



1.5 Metrology in Complex Situations 55

Again, the estimate of aw is available from Eq. (1.14). With the definition of the
disturbance ε by Eq. (1.13) rewritten to include the weights, an estimate for the
weighted residual variance s2

w (Eq. (1.50)) is obtained

s2
w =

n∑

i=1
Wi(yi − aw − bw xi)2

(n − 2)
. (1.50)

The confidence region is available from Eq. (1.51):

2F2, n−2, αs2
w = n(αw − aw)2 + 2

(∑

Wi xi

)

(bw − bw)(aw − aw)

+
(∑

Wix2
i

)

(bw − bw)2 . (1.51)

A confidence band sw, y for the predicted y at an abscissa value x can be derived
from Eq. (1.52):

so
w, y

su
w, y

= ±tn−2, α

√
√
√
√
√
√
√

s2
w

⎧

⎪⎪
⎨

⎪⎪
⎩

1 +
1
n

+
(x0 − x)2

n∑

i=1
Wi x2

i − nxw

⎫

⎪⎪
⎬

⎪⎪
⎭

. (1.52)

The intercept between the ordinate value y + uc and y − uc and the confidence
bands are obtained from equations analogous to Eqs. (1.40) and (1.41):

u(x)o
u(x)u

= (x − xw)g ±

tn−2, α/2 sw

bw

⎧

⎨

⎩

(

x − xw
)2

∑

i
Wi(xi − xw)2 +

1 − g
n

⎫

⎬

⎭

1
2

1 − g
(1.53)

with

g =
t2
n−2, α/2

⎧

⎪
⎨

⎪
⎩

bw/

√
√
√
√

s2
w

∑

i
Wi(xi − xw)2

⎫

⎪
⎬

⎪
⎭

2 . (1.54)

The confidence limits obtained by weighted regression are usually smaller
compared with those obtained for the same data set by linear regression due
to the fact that the higher variances for high concentration values are down-
weighted.

Weighted linear regression is an appropriate method for instrument calibra-
tion where the uncertainty increases with the absolute amount concentration
of the measurand. There is little reason to be put off by Eqs. (1.47)–(1.53). These
equations are easily implemented into a few lines of computer code. There is
more concern about the appropriate determination of the weights. The pro-
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cedure includes repeated determinations to obtain the standard deviations σi
(Eq. (1.47)). It is easily possible to “generate” nice standard uncertainties by
applying “suitable” weights. The forwarded results in such a case would be,
however, neither comparable nor reasonable.

1.5.3.3
Bivariate Regression

Bivariate linear regression is recommended if the uncertainties in the ab-
scissa data are not negligible. There are several techniques for accounting for
uncertainty in both axes. The technique discussed here provides the variance–
covariance matrix and is therefore helpful in assessing prediction uncertainties
(Lisy et al. 1990; Riu and Rius 1996). The model function differs from Eq. (1.55):

y + εy = a′ + b′(x + εx) , (1.55)

whereby σy and σx are the standard deviations of the disturbances εy and εx.
The standard deviations may be different for each data pair (εx, i, εy, i). The
parameter estimates a and b can be obtained by a weighted regression scheme
where the ith disturbance is defined as

Ri = yi − f (xi, a, b) (1.56)

S =
∑

wi R2
i (1.57)

σ2
i = wi = s2

y, i + b2s2
x, i − 2b cov(xi, yi) (1.58)

where sy, i and sx, i stand for the variances of each (εx, i, εy, i) and cov(xi, yi,)
accounts for covariance effects between x and y.

It is helpful to derive the derivatives which minimise Eq. (1.57). The resulting
equations will provide matrices from which confidence bands can be obtained.
The sum S (Eq. (1.57)) is minimised with the equations

∂S
∂a

= 0 =
n
∑

i=1

[
Ri

σ2
i

]2 ∂σ2
i

∂a
(1.59a)

∂S
∂b

= 0 =
n
∑

i=1

[
Ri

σ2
i

]2 ∂σ2
i

∂b
. (1.59b)

The partial derivatives of R2
i are

∂R2
i

∂a
= 2(a + b xi) − 2yi (1.60a)

∂R2
i

∂b
= 2
(

a xi + b x2
i
)

− 2xi yi . (1.60b)
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Substituting Eq. (1.60b) into Eq. (1.59b) results in

a
∑ 1

σ2
i

+ b
∑ xi

σ2
i

=
∑

{

1
2

[
R2

i

σ2
i

]2 ∂σ2
i

∂a
+

yi

σ2
i

}

(1.61a)

a
∑ xi

σ2
i

+ b
∑ x2

i

σ2
i

=
∑

{

1
2

[
R2

i

σ2
i

]2 ∂σ2
i

∂b
+

xi yi

σ2
i

}

. (1.61b)

Equation (1.61b) look rather clumsy, but can be conveniently written as ma-
trices

Ra = g (1.62)

with

R =

⎡

⎢
⎢
⎢
⎣

∑ 1
σ2

i

∑ xi

σ2
i

∑ xi

σ2
i

∑ x2
i

σ2
i

⎤

⎥
⎥
⎥
⎦

(1.63)

a =
(

a
b

)

(1.64)

g =
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⎢
⎣
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(1.65)

∂σ2
i

∂a
= 0 (1.66)

and

∂σ2
i

∂b
= 2b s2

x, i − 2cov(xi yi) , (1.67)

where in most practical situations few information on the covariance cov(xi yi)
is available. Eq. (1.62) is solved by Eq. (1.68)

a = R−1g . (1.68)

Hence, the parameters a and b are obtained for given σ2
i (Eqs. (1.58), (1.67)).

Thus, this method is iterative.
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Multiplying matrix R−1 by the experimental sum of weighted sum of dis-
turbances, wSOR

wSOR =
1

n − 2

∑ 1
wi

(yi − a − b xi)2 (1.69)

gives the variance-covariance matrix X

X = wSOR R−1 (1.70)

A (1 − α) marginal confidence limit is obtained from Eq. (1.71b)

a ± tn−2, α/2

√

wSOR R−1
11 (1.71a)

b ± tn−2, α/2

√

wSOR R−1
22 (1.71b)

where R−1
ii represent the ith diagonal element of R−1.

The joint confidence ellipse is given by Eq. (1.72) (cf. Eq. (1.22)):

2wSORF2, n−2, 1−α =
∑ 1

wi
(a − a)2 + 2

∑ xi

wi
(a − a)(b − b)

+
∑ x2

i

wi
(b − b)2 . (1.72)

The (1−α) confidence bands about the regression line for an expected response
at xo are obtained from

sy, o
sy, u

= ±tn−2, α/2

√

wSOR
(

1 x0
)

R−1
(

1
x0

)

(1.73)

1.5.3.4
Robust Regression

L1 regression. The familiar least sum of squared disturbances (SOR) criterion
for finding the “best-fit” parameters of a straight regression line (which is
also common in non-linear regression) is valid only if seven requirements (cf.
List 1.3.8) are valid. If the data are non-normal, if heteroscedasticity is present
or if the observations are not independent of each other, then the preference
of the SOR criterion is lost. The disadvantages, e.g. the high influence of data
points with large distances on the position of the straight line (high leverage)
remain. Thus, a valid strategy to obtain some (without any preference over
straight lines obtained by minimising other criteria) straight line parameters
is to modify the optimisation criterion. Within the maximum likelihood the-
ory, the common least squares criterion is termed L2 criterion. The L1 criterion
minimises

SOR =
∑∣
∣yi − yi

∣
∣ . (1.74)



1.5 Metrology in Complex Situations 59

The overemphasis on data pairs with large deviations (a result of squaring the
disturbances) is reduced. On the other hand, a closed formula for the least SOR
parameters, a and b, is not available and iterative search algorithms must be
applied.

Least median of squares (LMS). Among the pitfalls of all linear regression are
its rather poor break-down characteristics. Due to the minimisation criterion
(sum of squared disturbances), the disturbance with the largest deviation
from the least-squares estimate will have the highest influence on the position
of the straight line and, hence, the values of a and b. Given a straight line,
a single extraneous observation may shift this line considerably. Such data
points are therefore termed “influential data”. Influential data points do not
necessarily qualify as incorrect data or “outliers”. The normal distribution
does not exclude the occasional occurrence of values far from the mean. There
are ample techniques to analyse data on influential data points, high leverage
points and outlying data (Dixon 1950; Dean and Dixon 1957; Draper and
Smith 1981; Chatterjee and Hadi 1986; Rohrabacher 1991). The fact remains
that an ordinary least squares regression line will shift its position if a single
extraneous observation occurs, where an extraneous observation is defined
as an observation not belonging to the distribution of the observed quantity.
Thus, breakdown of least-squares regression is zero. L1 regression is a method
reducing the influence of extraneous data points. Nevertheless, its break-down
is also zero. Break-down describes how many extraneous data may be in a data
set before the regression parameters shift. For linear regression, no extraneous
data must be in the data set. There are methods, however, where almost 50%
of the data set may be outliers without influencing the parameter estimates for
slope and intercept.

An example is robust regression with a breakdown of almost 50%. This im-
plies that the regression line will not shift even if almost 50% of the data points
are extraneous observations (Rousseeuw 1993) A robust regression technique
is “least median of squared disturbances” (LMS). In LMS, the position of the
regression line is not defined by the minimum sum of squared disturbances be-
tween measured ordinate values and fitted values, but by the minimum median
value of the squared disturbances.

LMS requires that a straight line is fitted, the disturbances calculated and
sorted (cf. Table 1.2 and associated text). The median value is recorded and
another line is tested with the goal to find a line with a smaller median residual.
To obtain such a line, only a random walk search algorithms is available
(Rousseeuw and van Zomeren 1990). No “best estimator” criterion is available
for LMS. On the other hand, LMS will in most situations very rapidly identify
outlying observations by comparing an OLS straight line with its LMS analogue.
On the basis of such a comparison, further investigation on the structure of
a data set may be performed.
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1.5.4
Application Examples

1.5.4.1
Comparing Inference Regions

Calibration in analytical chemistry may either relate instrument signals with
analyte concentrations or concentration estimates from two different methods.
Under certain circumstances, time and cost considerations require to apply an
analytical method that will not recover the complete amount of the measurand,
for instance in wet digestion of silicate sediments. Possibly methods are avail-
able which recover the total amount of the analyte but which are not available
on a routine basis. Depending on the circumstances, the latter method can
be applied to calibrate the former. Under these circumstances, ordinary linear
regression (OLS) is not the first choice because some of its assumptions are
violated. Some example data are given in Table 1.7. To determine meaningful
weights, the required number of analyses and samples multiplies because the
estimates of the weights need to mirror as close as possible the variances of the

Table 1.7. Calibration data for two analytical methods of uranium determination in sedi-
ment. Method 1 is a non-destructive neutron activation method, while method 2 includes
digestion of the sample

Method 1 s2
x (= uc(xi)2) Method 2 s2

y (= uc(yi)2)
(μg dm−3) (μg dm−3)

1 1.1 2.72 10 2.482
2 7 1.7 10 2.482
3 9 2.108 5 1.77547
4 10 2.108 25 4.38
5 62.4 8.16 21 3.94201
6 79 8.84 5 1.679
7 105 10.88 36 5.694
8 116 11.56 34 5.475
9 119 12.24 41 6.278

10 188 17.68 89 11.68
11 228 20.4 127 15.33
12 639 48.28 400 38.106
13 753 55.08 438 40.88
14 972 69.36 550 49.64
15 1130 81.6 710 62.05
16 1140 78.2 670 59.13
17 1140 78.88 600 53.29
18 1400 93.84 780 67.16
19 1590 104.72 849 72.27
20 1690 110.16 930 77.38
21 2190 138.04 1330 105.12
22 2980 180.88 1830 153.3
23 3250 197.2 2100 182.5
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Figure 1.18. Comparison of joint 0.95 confidence regions (OLS, WLS and bivariate regres-
sion) and location estimates for slope b and intercept a for the data of Table 1.7

parent distributions. Method comparison/calibration must necessarily based
upon the standard uncertainties. Using merely repeatability estimates would
bias the resulting calibration curve and the associated confidence estimates
of the calibration line. From the standard uncertainties, weights are obtained
from Eq. (1.47), where the variances correspond to the squared standard uncer-
tainties uc for each data point. As in case of WLS, bivariate regression requires
these standard uncertainties.

The joint 0.95 confidence regions from OLS, WLS and bivariate regression
are given in Fig. 1.18, together with the expectation values for slope b and
intercept a for OLS, WLS, bivariate regression, orthogonal regression and least
median of squared disturbances.

OLS, LMS and orthogonal regression do not make use of the additional
information available in the variances s2

x, i and s2
y, i. Weighted least squares uses

the variance information for the ordinate values, while only bivariate regression
considers the full information. In the present situation, the positions of the
joint confidence regions and location estimates of slope b and intercept a
of WLS and bivariate regression are close together. The respective location
estimates of the other estimation methods are either outside or at the border of
the joint 0.95 confidence regions of WLS and bivariate regression. Any of these
estimates may claim to be superior over the others. The LMS result as well
as the sensitivity of the confidence regions towards weighing of data should
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trigger a more detailed investigation whether the distributional assumptions
underlying OLS and orthogonal regression are fulfilled.

1.5.4.2
Establishing Confidence Bands of a Calibration Line

It is evident that a calibration relationship may differ depending on the method
used for establishing the position. Furthermore, the number of data points
considerably influences the confidence bands. Establishing a calibration line

Table 1.8. As(V) in 30 natural waters determined by two methods. Results in μg dm−3, sx,i
and sy,i are the standard errors of the mean used to calculate weights by Eq. (1.47) (from
Ripley and Thompson 1987)

Method 1 sx, i Method 2 sy, i
(μg dm−3) (μg dm−3)

1 8.71 1.92 7.35 2.07
2 7.01 1.56 7.92 2.23
3 3.28 0.76 3.4 0.96
4 5.6 1.26 5.44 1.53
5 1.55 0.39 2.07 0.59
6 1.75 0.43 2.29 0.65
7 0.73 0.22 0.66 0.19
8 3.66 0.84 3.43 0.97
9 0.9 0.25 1.25 0.36

10 9.39 2.07 6.58 1.85
11 4.39 1 3.31 0.93
12 3.69 0.84 2.72 0.77
13 0.34 0.13 2.32 0.66
14 1.94 0.47 1.5 0.43
15 2.07 0 3.5 0.99
16 1.38 0.36 1.17 0.33
17 1.81 0.45 2.31 0.66
18 1.27 0.33 1.88 0.54
19 0.82 0.23 0.44 0.13
20 1.88 0.46 1.37 0.4
21 5.66 1.27 7.04 1.98
22 0 0.06 0 0.01
23 0 0.06 0.49 0.15
24 0.4 0.15 1.29 0.37
25 0 0.06 0.37 0.12
26 1.98 0.48 2.16 0.62
27 10.21 2.24 12.53 3.51
28 4.64 1.05 3.9 1.1
29 5.66 1.27 4.66 1.31
30 19.25 4.18 15.86 4.45
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with a minimum of only three data pairs requires the confidence estimates to
be corrected for small sample sizes by F2, 1, 0.95 = 200 while for four calibration
points F2, 2, 0.95 = 19 and five calibration points require F2, 3, 0.95 = 9.55. Thus,
the neglect of an appropriate correction will reduce coverage (cf. Table 1.3)
drastically and will underestimate the influence of the calibration step on the
complete measurement uncertainty budget drastically.

The following example illustrates that a straight calibration line cannot be
selected only on basis of the location estimates of slope and intercept. Table 1.8
presents 30 pairs of determinations of As(V) in natural river waters (Anderson
et al. 1986, cited in Ripley and Thompson 1987). Method 1 applies selective
reduction in combination with atomic absorption spectroscopy. Method 2
collects As by cold trapping and optical emission spectroscopy. These data

Figure 1.19. Linear fits to 30 data points of concentration of As(V) in river water (Table 1.8).
The figure gives mean values of intercept a and slope b together with 0.95 confidence bands
for bivariate regression, linear regression (OLS) and weighted regression (WLS)
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are analysed by bivariate regression, ordinary linear regression and weighted
regression. The results are given graphically in Fig. 1.19.

The mean values of the location estimates a and b are identical with those
given by Ripley and Thompson (1987) for OLS and WLS within rounding
errors. The confidence bands however indicate that the higher concentration
values are overly down-weighted by WLS causing wide confidence intervals
for data points estimated from the WLS straight line. The data sets Table 1.8
is an example set resulting in similar mean values from different methods, but
widely varying confidence regions.

1.5.4.3
Importance of Robust Regression Techniques

Regression is not foolproof. This fact has been shown in the preceding sec-
tions. Having obtained calibration parameters alone is no criterion for quality.
In some situations, it is a single data point which dominates the data eval-
uation procedure. If a calibration line is built on such data the results are
meaningless. There is no subsequent amelioration possible. In most situa-
tions, the erroneous calibration will not even be detected. Such a case will be
discussed in the following section to demonstrate high break down character-
istics of LMS.

It is a common laboratory situation that a calibration line is determined
in a certain amount concentration region of a measurand that needs to be
extended later. Often, for instance for cost and time reasons, a single calibration

Table 1.9. Synthetic data illustrating the influence of high leverage and outlying data on the
position of a least squares regression line

Amount concentration Signal
(μg dm−3)

1 0 0
2 0.4 0.49
3 0.73 0.66
4 0.82 0.44
5 0.9 1.25
6 1.27 1.88
7 1.38 1.17
8 1.55 2.07
9 1.75 2.29

10 1.81 2.31
11 1.88 1.37
12 1.94 1.5
Extraneous data D1 10 10
Extraneous data D2 10 4
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Figure 1.20. Sensitivity of calibration lines obtained from OLS on the presence of extraneous
data points D1 and D2, respectively. Graph a shows the calibration line together with the
0.95 confidence bands without both D1 and D2. In graph b, data point D1 is included into the
regression analysis, and in graph c D2 is included. A comparison of the resulting calibration
lines shows that D1 and D2 determine the slope of the regression line. The 12 data points
in the lower amount concentration region are almost without effect. A least median of
squared disturbances (LMS) regression line is insensitive towards presence/absence of the
extraneous data points
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point is added to extend the calibration line. Table 1.9 presents some synthetic
calibration data with 12 data points. The extraneous data points are D1 and D2.
These both data are not necessarily outlying data but they are at a considerable
distance from the point cloud of the original data.

Three different calibration lines can be obtained: the line without D1 and
D2, the line including D1 and the line including D2. The calibration data by the
12 data points will compared to calibration where either the extraneous data D1
(Fig. 1.20b) or D2 (Fig. 1.20c) is included. The OLS calibration lines are given
in Fig. 1.20a–c together with respective 0.95 confidence intervals. Inclusion of
each of the extraneous data points into an OLS regression yields two completely
different calibration lines. Obviously, the original 12 data points in the lower
concentration range do not have any significant influence on the position of
the calibration line while the single extraneous data point alone determines
the slope. The calibration line always passes very close to either D1 and D2.
Hence, both D1 and D2 are highly influential points.

The location estimates resulting from each choice of calibration data set are
given together with the graphs. Adding an extraneous data point considerably
extends the abscissa range and causes lower marginal 0.95 confidence limits
for the slope. Including data point D1 also raises the Pearson coefficient r (cf.
Eq. (1.42)). This value of r close to unity has any relevance for the reliability
of the regression line. There is no reason to claim that the regression line
Fig. 1.20b is more reliable than the line Fig. 1.20c.

A robust regression by the least median of squares (LMS) criterion, however,
provides the same regression line independent of the presence or absence of
extraneous data points. These lines are shown in all three graphs of Fig. 1.20.
LMS analysis indicates the need for more detailed data analysis due to the
rather large discrepancy between the LMS lines and the OLS lines.

1.5.5
Analysis of Linear Calibration Curves: A Summary

The examples given in Chap. 1.5 refer to the numerical establishment of a lin-
ear relationship between two parameters, including a confidence estimate for
the parameters and values estimated from the calibration line. Calibration is
a fundamental activity in chemical analysis, where linear relationships are
commonly applied to relate electrical signals (generated by equipment of in-
strumental analysis) to analyte concentrations. A main focus of the discussion
has been on methods also providing an estimate on the uncertainty inherent
in the assessment of a calibration line. In practice, ordinary linear regression
(OLS), weighted regression (WLS) and bivariate regression are the major cal-
ibration methods in use. For these three methods, closed formulae to derive
confidence estimates for the regression parameters can be given.

Examples for other relevant methods for establishing a straight line rela-
tionship between two observables are orthogonal regression and least median
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of squared disturbances (LMS) regression. For these methods, no closed for-
mulae exist to assess confidence regions for the parameters of a calibration line.
Here, alternative approaches need to be considered, e.g. the iterative build-up
of information via response surface curvature close to the minimum of the re-
sponse surface (e.g. Spendley 1969; Box and Draper 1987; Brumby 1989; Ellison
et al. 2001), Monte Carlo techniques (Rubinstein 1981; Alper and Gelb 1991)
or computer-intensive statistics (Efron 1979; Efron 1981; Stine 1990). Some of
these techniques will be introduced in the later sections.

The introduction of the GUM into metrology has put emphasis on estimates
of uncertainty. OLS, WLS and bivariate least squares are able to provide mean-
ingful confidence estimates together with the location estimators. However,
they do this within a theory implicitly relying upon certain assumptions about
the distribution of random effects. These assumptions are commonly related
to the normal distribution of random influences and lack of correlation of
observations and disturbances. These are required to be identically and inde-
pendently distributed (i.i.d.). The application examples show that the three ap-
proaches may react sensitively to violation of the fundamental assumptions (cf.
List 1.3.8). There is no a priori “best” method for establishing a calibration line.

Due to the importance of instrumental methods of chemical analysis, where
the relationship between an analyte concentration and a signal is commonly
established by a linear model function, calibration is a central element in the
complete measurement uncertainty budget. The common practice to use only
two or three standards to establish a relationship between amount concentra-
tion and signal, together with the neglect of appropriate corrections for the
low degrees of freedom, suggests that here a potential for further improvement
of comparability may be found. At present, the results of proficiency tests, e.g.
obtained from the International Measurement Evaluation Programme (IMEP),
organised regularly by IRMM, suggest that some relevant uncertainty contri-
butions are not appropriately included by all participants (e.g. van Nevel et al.
1998; Aregbe et al. 2004; Papadakis et al. 2004; Visser 2004). It is an essen-
tial element of proficiency testing schemes, interlaboratory comparisons and
round-robin studies to detect differences in the evaluation of data (Papadakis
and Taylor 2004).

The standard uncertainty is not measurable. It is assessed on a subjective
basis following some guidelines. It should be kept in mind that uncertainty
expresses doubt. Doubt is a psychological phenomenon. A survey of literature
on the determination of thermodynamic data for aqueous metal ion species
revealed that words such as “verified” and “validated” are commonly applied to
communicate the impression of “quality”. The meaning of such words, however,
is not defined, and it is impossible to extract what criteria are used to qualify
certain measurement values. This example shows that the metrological concept
of complete measurement uncertainty budgets is a considerable achievement
carrying the potential for further improvement with growing experience.
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1.6
Metrology in Complex Situations: Non-Normality, Correlation
and Non-Linearity

“If a man will begin with certainties, he shall end in doubt; but if he will be
content to begin with doubts, he shall end in certainties.”

(F. Bacon)

1.6.1
Resampling Methods – An Introduction

Classical statistics relies considerably on the assumption of normal distribu-
tion of random influences. This assumption is backed by the Central Limit
Theorem (cf. Chap. 1.3) if the random influences are identically and inde-
pendently distributed (note the existence of exceptions!). On basis of these
assumptions, randomness can be treated analytically by mathematical means,
giving rise to a large part of statistical science being developed during the
past about 250 years – and giving statistics a slightly appalling appeal (Sals-
burg 1985; Thompson 1994). Statistics tries to express the degree of knowledge
to be obtained or available. Most statistics applied in the sciences, engineer-
ing and humanics deals with frequencies of observations; thereby replacing
the measurand and the limited knowledge about its values (= doubt) by the
frequency of observing a certain value of the measurand in repeated exper-
iments. Frequency of observation is, however, only a crutch and does have
its limitations. Its major advantage is its applicability during eras of scientific
investigations where the major tool for the application of probability theory,
the computer, was not available.

Therefore, a large part of the decisions which may affect our lives is influ-
enced by statistical frequentist considerations. Metrology needs to quantify
randomness in an objective manner. The incorporation of basic statistical
concepts, e.g. mean value and variance, therefore is a natural choice.

Sometimes, the data gathered from a scientific investigation may lead to
complicated statistical models where it may not be possible to implement
“standard” statistical techniques to summarise the data. The estimators of
the parameters may have a complicated expression, or the distribution of the
parameters is unknown. A major point in chemical analysis is that complex
experiments do not allow for unlimited repetition. All conclusions on the likely
random processes causing variation of the measurands have to be made from
a limited set of experimental data. In some cases, e.g. for parameters evalu-
ated by neural network methods, clear formal dependencies of the parameters
and measurands are not even available (Dathe and Otto 2000). Resampling
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methods, especially the “bootstrap” and related methods, are powerful alter-
natives (Efron 1979). Introductions to the bootstrap are available (Efron and
Tibshirani 1986; Stine 1990; Meinrath et al. 2000; Wehrens et al. 2000).

Resampling methods rely on the information available: the experimental
data. These data carry with them all information on the fundamental process
of which they are a result. Thus, in the resampling methods, the observed
data take the role of an underlying population. The statistics, e.g. variances,
distributions and confidence intervals are obtained by drawing samples from
the sample. The importance of resampling methods comes from the experience
that standard errors and confidence intervals are commonly more reliable
than alternatives that rely on untested assumptions (Stine 1990). Instead of
concentrating on the mathematical tractability of a problem, the analyst can
concentrate on the data and the information of interest.

Resampling methods are typically demanding in the computational burden.
Thus, they replace mathematical computation by brute computing power. At
a time where one computer represents the total annual computing power of
the world in the early 1970s and predominantly being used to create computer
game graphics, this burden is an easy yoke. A typical resampling plan runs as
follows:

List 1.6.1: Random resampling scheme

a obtain a sample of k empirical observations
b create a large number f of sub-samples of size k by sampling randomly

(with replacement) from the original observations
c calculate the statistics t of interest for each of the f sub-samples
d calculate the mean of the statistics t, t.

e obtain the standard error for t by se(t) =

√
√
√
√

b∑

i=1
(ti−t)2

f −1 (1.75)

Eq. (1.75) is rather close to the common standard error estimator for the sample
mean, Eq. (1.75). A neat formula for the standard error is only available for
the sample mean. Standard errors for other statistics are difficult to evaluate.
A motivation for the introduction of resampling methods is an extenuation of
Eq. (1.75) to estimators other than the sample mean.

An important point of the scheme given in List 1.6.1 is the magnitude of f.
The resampling scheme replaces difficult mathematics with an increase of
several orders of magnitude in the computing needed for a statistical anal-
ysis. While the classical approach may require calculation of some regres-
sion coefficients, resampling schemes may require several thousands of sub-
samples (Efron 1979). These resampling methods are therefore also named
“computer-intensive resampling methods”. Upon their introduction in 1979,
Efron (1979) intended to name these methods “shotgun” methods, because
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they are able to “shoot the head off of any problem if you can live with the
mess it creates”. Instead, these methods have been termed with the less mar-
tial name “bootstrap methods”. The name refers to a story by KFH Freiherr
von Münchhausen, where he escaped from a peat bog by lifting himself and
his horse on his own hair. In the English translation, he does so by tear-
ing his bootstraps. The name seems to have been introduced by Finifter
(1972). In a similar way, bootstrap methods allow the analyst to solve his
statistical problem by using the means he has at his hands: the experimental
data.

Probability distributions play an important role in bootstrap methods. The
cumulative distribution F with F(x) giving the probability Pr(xi < x) has been
introduced in Chap. 1.3. In this notation, each xi is a random observation
having the cumulative distribution F. In classical statistics, the population
distribution is assumed to be normal (cf. Eq. (1.5)). The sample-to-sample
variation of the sample average is well known. If the sample mean x is given by
Eq. (1.7), then its variance v at n observations is

v(x) =
σ2

n
(1.76)

If σ is not known it is replaced by the sample standard error s (Eq. (1.8)),
resulting in

v(x) =
s2

n
. (1.77)

If F is not the cumulative normal distribution, then v will perform poorly as
an estimator of V, the population variance (Hampel et al. 1986).

The idea behind the computer-intensive resampling methods is to replace
the unknown function F, which describes a population which cannot be resam-
pled, with an estimator F, which describes a population that can be sampled
repeatedly (Stine 1990). The theory of the resampling methods shows that the
cumulative empirical distribution function of the statistic t obtained according
the resampling scheme given in List 1.6.1 is the optimal estimator for F.

A practical example (Table 1.10) will illustrate resampling procedure using
the data of group 1 from Table 1.1. Seven data sets resampled from the original
data set are given. Of course, f = 7 is much to small for a reliable resampling
estimate but this example is only given to illustrate the procedures.

The resampled data sets contain some observations more than once, while
others are not included at all. In the other data sets, a previously omitted datum
can be included while others are omitted. In fact, the probability that a datum
is not included into a data set is

P(xi /∈ Xboot) =
(

1 −
1
n

)n

≈ 0.36 (1.78)
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Table 1.10. A set of seven resampled data sets from the original data set (taken from group 1
in Table 1.1) together with the statistics of interest (here the statistics of interest is the mean)

Original Resampled sets (sorted) (kg dm−3)
set

1 2 3 4 5 6 7

0.9903 1.0015 0.9993 0.9903 0.9903 0.9982 0.9903 0.9903
0.9982 1.0023 1.0015 0.9982 1.0015 0.9982 0.9903 0.9903
0.9993 1.0023 1.0015 1.0023 1.0023 0.9982 0.9903 0.9982
1.0015 1.0023 1.0015 1.0023 1.0028 0.9993 0.9903 1.0015
1.0023 1.0023 1.0023 1.0023 1.0028 0.9993 0.9982 1.0023
1.0023 1.0023 1.0023 1.0067 1.0028 0.9993 1.0015 1.0023
1.0028 1.0028 1.0023 1.0067 1.0028 1.0067 1.0067 1.0023
1.0067 1.0028 1.0028 1.0079 1.0067 1.0067 1.0067 1.0023
1.0079 1.0079 1.0139 1.0139 1.0067 1.0067 1.0079 1.0079
1.0139 1.0139 1.0139 1.0139 1.0139 1.0139 1.0079 1.0079
Mean 1.0043 1.0041 1.0045 1.0033 1.0027 0.999 1.0005

if n are large. The total number of different combinations G with resampling
(without considering ordering within the combinations) is

Gn
n =

(2n − 1)!
n! (n − 1)!

. (1.79)

Table 1.11 shows G for n = 2−15. Bootstrapping can be performed with sample
sizes as small as seven observations. As a rule of thumb, the size b of a typical
bootstrap sample B should be in the range b = 200−500 for an estimate of the

Table 1.11. Number of resampled data set variation for given n

n Gn
n

2 3
3 10
4 35
5 126
6 462
7 1716
8 6435
9 24 310

10 92 378
11 352 716
12 1 352 078
13 5 200 300
14 20 058 300
15 77 558 760
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standard error of a mean and in the range b = 1000−2000 for the estimate of
a confidence region.

The mean t of all means obtained from the resampled data sets is:

t = (1.0043 + 1.0041 + 1.0045 + 1.0033 + 1.0027 + 0.9990 + 1.0005)/7

= 1.0026kg dm−3 .

The estimate for the standard error se(t) is obtained from Eq. (1.75):

se(t) =

√

0.00172 + 0.00152 + 0.00192 + 0.00072 + 0.00012 + 0.00272 + 0.00212

6

= 0.0018kg dm−3 .

The necessary numerical operations are rather tiresome even for a small data
set of ten samples and seven resamplings. For larger data sets and adequate
numbers of resamplings b, these calculations need to be performed by a com-
puter. In Fig. 1.21, the results for resampling the original data set in Table 1.10
with b = 25 and b = 1000 are given as cumulative empirical distribution
functions. The resampling set with b = 1000 is compared to its closest fitting
normal distribution by Kolmogorov–Smirnov criterion.

Figure 1.21. Comparison of resampling results obtained by 25 and 1000 resamplings from
the original data set in Table 1.10. The resampled set with b = 1000 is compared to its closest
fitting cumulative normal distribution. For both resampled data sets, the probability that
the underlying distribution is normal is > 99%
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1.6.2
Bootstrapping Regression Schemes

1.6.2.1
Random Regressors

A connection between computer-intensive resampling methods and paramet-
ric statistics from Chap. 1.5 can be made by resampling regression schemes. It
is possible to use computer-intensive resampling from an original data set, e.g.
Table 1.7, to evaluate the bootstrap standard error of slope and intercept. To
obtain the experimental data, random samples have been taken from the field.
Sampling randomly from the original data therefore preserves the random
structure of the experimental design.

A result of 5000 bootstrap pairs from the data in Table 1.7 evaluated by
using the OLS procedure is shown in Fig. 1.22. The somewhat overly large
sample has been chosen to obtain a clear picture of the distribution of the
data points which describe an own confidence region. This confidence region
covers almost all regions established previously by OLS, WLS and bivariate
regression.

Figure 1.22. A comparison of confidence regions (cf. Fig. 1.18) for slope a and intercept
b with results from 5000 bootstrap samples randomly drawn from the data in Table 1.7
and its 0.95 confidence region. The bootstrap estimates are: intercept a = −26 ± 11, slope
b = 0.61 ± 0.02
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Interpretation of a data set by classical regression schemes assumes im-
plicitly that there exists an internal relationship between the parameters of
the model and the disturbances: The optimum parameters are characterised
by a minimum of the sum of disturbances. Because the disturbances are gen-
erally not accessible (being true quantities), the regression scheme replaces
the disturbances by the residuals. This is a situation comparable to the boot-
strap where the unknown cumulative distribution function Φ is replaced by an
estimator F. There is, however, no requirement in the bootstrap for a relation-
ship between the optimum estimate and the residual structure. The bootstrap
accepts any criterion to evaluate a statistics from a data set.

The spatial distribution of a and b from the 5000 resampled bootstrap
sets describes an own confidence space which is not nicely elliptically, but
cudgel-shaped, a not uncommon observation from correlated distributions
(Meinrath 2000b). The fact that the 5000 estimates from bootstrapped samples
generate a rather homogeneous distribution shows that the assumption of
independently and identically distributed disturbances is only approximately
fulfilled, but not severely violated.

It is important to note that random resampling from a data set following
the bootstrap scheme does not create independently distributed disturbances
with constant variance. If this assumption is violated in the original data

Figure 1.23. Empirical distribution function (right axis) and probability density (left axis)
of slope b for synthetic data set in Table 1.9 obtained from randomly resampling data sets.
The distribution is notably non-normal and multi-modal with distinct modes indicating
highly
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set, the OLS regression scheme has a problem of misinterpreting the data
due to its intrinsic assumptions. Computer-intensive resampling is indicating
such a nuisance situation as shown in Fig. 1.23 for the synthetic data set
Table 1.9. The right axis gives the cumulative distribution function, while the
left axis relates to its derivative, the probability density. Both distributions have
the same relationship as the cumulative normal distribution and the normal
distribution. The distributions in Fig. 1.23, however, are obviously non-normal
but non-symmetric and multi-modal, that is, the probability density has several
maxima. The bootstrap does not cure the problem of presence of extraneous
data but it highlights it.

1.6.2.2
Fixed Regressors

A resampling scheme with fixed regressors is the alternative to random re-
sampling. In controlled situations, for instance instrument calibration, the
regressors are carefully chosen. In multi-point calibration for measurement
of pH, the calibration samples are commonly chosen to homogeneously cover
the expected experimental range of observations. A resampling scheme ran-
domly modifying these often carefully selected experimental designs would be
inadequate. In such situations, the experimental design must be maintained
by ensuring that information is included in the resampled data set at the
fixed positions. The strategy answering to this request is to resample from the
disturbances.

List 1.6.2: Fixed regressors resampling scheme.

a Obtain the disturbance for each regressor and the expected values (com-
monly the ordinate values calculated from the best-fit parameters) by
appropriate numerical interpretation of the experimental data.

b Create a large number f of sub-samples by adding a randomly selected
(with replacement) disturbance to the expected value for each regressor.

c Calculate the statistics t of interest for each of the f sub-samples.
d Calculate the mean of the statistic, t.

e Obtain the standard error for t by se(t) =

√
√
√
√
√
√

b∑

i=1
(ti − t)2

f − 1
.

The disturbances are, as has been outlined previously, a product of the model
interpreting the data. The OLS assumptions (cf. List 1.3.8) to a large part rely
on a world ruled by the normal distribution. The bootstrap has the property
to “smooth” the disturbances over the experimental design; an extraneous
disturbance will be combined randomly with all regressors. The heteroscedas-
ticity of the disturbances will thus result in homoscedastic bootstrap samples.
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Figure 1.24. Probability density (left axis) and cumulative probability (right axis) obtained
for slope b interpreting data set Table 1.9 by a fixed regressors scheme. Because the distur-
bances of the extraneous data points are smoothed over the complete experimental design,
a mono-modal smoothed curve results

This behaviour is illustrated by Fig. 1.24, where the empirical distribution
function (left axis) and probability density (right axis) are shown for fixed
regressors resampling for the data set Table 1.9. The heteroscedasticity due to
the extraneous data is smoothed into a nicely normal curve.

1.6.3
Bootstrap Confidence Bands and Inference Regions

Even though the strength of computer-intensive resampling methods is not
focused on linear regression schemes, it offers some clear advantages:

• No unproven assumption of fundamental distributions.
• Not limited to L2 optimisation criterion; may also include robust regression.
• Provides an estimate of the empirical distribution function underlying the

sample.
• Offers several resampling schemes (e.g. fixed and random regressors, re-

spectively) to model the experimental design.
• Provides uncertainty estimates for statistics other than the mean.

The quantification of linear trends is among the most important tasks in
metrology in chemistry that the bootstrap analogue of ordinary linear regres-



1.6 Metrology in Complex Situations: Non-Normality, Correlation and Non-Linearity 77

sion is given in the following. Matrix formulation will be used for sake of
brevity.

1) From a given sample of k observations (xi, yi) draw a random sub-sample
of size k with replacement.

2) From the k sub-sampled observations (f xi, f yi) form the vector X and Y by

X =

⎡

⎢
⎢
⎢
⎢
⎢
⎣

1 bx1

1 bx2

1 bx3
...

...
1 bxk

⎤

⎥
⎥
⎥
⎥
⎥
⎦

Y =

⎡

⎢
⎢
⎢
⎢
⎢
⎣

by1
by1
by1

...
by1

⎤

⎥
⎥
⎥
⎥
⎥
⎦

(superscript f refers to an observation in a sub-sample)
3) Calculate the least squares estimates of the parameters a and b from

Eq. (1.80):
[

f a
f b

]

=
(

XTX)−1XY
)

. (1.80)

4) Repeat steps 1–3 to obtain f bootstrap samples of f values for a and f values
forb.

5) Calculate the mean of a and b from the b bootstrap samples
6) Calculate the vector Δ of differences between the means a and b of all f a

and f b, respectively, and the f individual bootstrap values with elements

δai = f a − a δbi = f b − b Δ =

⎡

⎢
⎢
⎢
⎢
⎢
⎣

δa1 δb1
δa2 δb2
δa3 δb3

...
...

δab δbb

⎤

⎥
⎥
⎥
⎥
⎥
⎦

7) Obtain the variance-covariance matrix V for a and b from Eq. (1.81):

V = DDT/(b − 1) . (1.81)

The marginal standard deviations s of parameters result from the square roots
of diagonal elements of V:

s(a) =
√

V11 s(b) =
√

V22 .

The confidence band at a confidence level α is obtained from Eq. (1.82):

sy, o
sy, u

= ±tn−1, α

√

V11 + 2V12xo + V22x2
o (1.82)
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where Vij is again the element of V in the i-th row and j-th column of the
variance-covariance matrix V (Eq. (1.81)).

The confidence ellipse at a confidence level α is obtained from Eq. (1.83):

2F2, k−2, α = (a − a)2ζ11 + 2(a − a)(b − b)ζ12 + (b − b)2ζ22 (1.83)

where elements ζij are taken from the inverse of the variance-covariance matrix
V (Eq. (1.81)).

Figure 1.25 compares the results from OLS, bootstrap regression and robust
LMS for the data from Table 1.7. There is no other method for evaluating LMS
confidence limits. Figure 1.25 shows that for well-behaved data sets, the results
of common OLS and bootstrap regression are comparable.

Bootstrap methods do have a wide application in linear models (Davi-
son and Hinkley 1997). The previous chapter briefly introduced bootstrap
strategies to univariate linear models mainly to gain some familiarity with
these methods and related concepts like empirical distribution functions and
their derivative, the probability densities. In metrological situations, especially
calibration, the differences between OLS and bootstrap regression are small
because the situations are controlled and, almost more importantly, the num-
ber of calibration samples is small. Bootstrap methods may become important

Figure 1.25. Comparison of mean straight line and respective 95% confidence bands ob-
tained by OLS, bootstrap regression and robust LMS from the data in Table 1.7. For LMS,
only a mean line can be obtained. Thee is no method to derive a confidence estimate
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in method comparison and for robust regression. As a method of robust re-
gression some focus was put onto the least median of squares criterion (LMS).
LMS belongs to a group of trimmed squares methods that also includes, for
instance, trimmed median absolute deviation regression (de Angelis et al.
1993). For such methods, there are no other confidence estimates with similar
theoretical foundation.

The major importance of computer-intensive resampling method is in multi-
parameter models, where the correlation between the parameters, the relation-
ship between parameters and disturbances, the difficulty for efficient analysis
of extraneous data and experimental limitations do not provide a “standard”
method for the quantification of uncertainty limits.

1.7
Metrology in Complex Situations: Examples

“He who evaluates carefully the two digits after the decimal point can estimate
those before.”

(an unknown fellow reviewer)

1.7.1
Importance of Complex Situations in Environmental Sciences
and Geochemical Modeling

If a model function after differentiation by a model parameter P still depends
on other parameters, it is non-linear. Hence, Eq. (1.84) shows a linear equation,
while Eq. (1.85) gives a non-linear equation

f (p1, p2, p3) = p1 x2 +
√

2p2 log(x) − p3 (1.84)

f (p) =
K p

1 − K p
(1.85)

Finding the optimum parameter and appropriate confidence limits for p can be
challenging, or even impossible. The task of deriving meaningful parameter
estimates and their confidence limits is an old one, and fitting curves to data
is an important field of statistics and numerical mathematics. The well-known
Newton–Raphson algorithm is one iterative least-squares fitting method, the
Powell–McDonald algorithm another (Powell and McDonald 1972). The Sim-
plex algorithm (Nelder and Mead 1965; Caceci and Cacheris 1984) is an efficient
algorithm that does not need derivatives. The rapid development of computing
machines in the late 1960s gave rise to a larger number of concepts for the eval-
uation of parameters for large data sets and complex model functions. While
before experimental designs had to be followed where the parameters could
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be extracted after suitable linearisations by graphical methods, computers did
so with model functions of almost arbitrary complexity.

In these days, everything became possible if it could transferred into com-
puter code, while the presence of measurement uncertainty became almost
completely ignored (Chalmers 1993). Criteria were missing to which degree
a data set could be interpreted and where the addition of an additional parame-
ter would interpret mere noise. In chemistry, addition of a parameter could also
mean to have identified a new species. Consequently, an enormous collection
of chemical species came into being which still today fill the thermodynamic
data bases of geochemical modeling codes (Grauer 1997).

Searching for objective criteria for limiting the numerical interpretability
of chemical data is an essential task of metrology in chemistry. It is the logical
next step in the development of chemical data interpretation. Geochemical
application of chemical data often give rise to complex models. Individual in-
formations, e.g. obtained from a Langmuir isotherm Eq. (1.85) are combined
with species information from a geochemical modeling code to predict the
likely fate of a contaminant in an aquifer. Both site-specific chemical informa-
tion, possibly obtained by chemical analysis from samples collected at the site
and fundamental thermodynamic data on chemical species of a contaminant,
may become combined to support far-reaching decisions, for instance, closure
of a well, size of groundwater body with associated limitations in agricultural
production and obligation to compensate damages induced by the polluter to
others.

Those affected negatively by a decision have the right to question the de-
cision. This possibility puts strain on the decision-makers to inquire for the
basis on which the data have been interpreted. In such situations of conflict-
ing interests conventions will not reconcile the parties. On the contrary, the
weakness of the evidence will turn against itself (Walsh 2000).

Not only do the data from chemical analysis of individual samples serve
as a basis for important decisions. Chemical thermodynamics plays an im-
portant role, especially in environmental science and geochemical analysis.
Homogeneous solution equilibria of chemical entities are laws of nature by
their relationship with the fundamental laws of thermodynamics:

ΔG◦
r = −RT lnK (1.86)

where ΔG◦
r is Gibbs free energy of reaction r at standard condition, T is the

absolute temperature in K, R is the gas constants and K is the equilibrium
constant of reaction r under standard condition. A consequence of Eq. (1.86)
is the importance of thermodynamic data for chemical species. Such data are
investigated on a world-wide basis during the past at least 100 years. Due
to the difficulties with the complicated numerical and statistical problems,
the quality of the vast majority of data has not been assessed by objective
criteria (Meinrath et al. 2000b, 2004). In fact, depending on the method of data
evaluation, a variety of different “best fit” mean values may be obtained form
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the same data set. In the majority of publications the numerical data and their
statistical interpretation (if done at all) are not available for an independent
assessment. For the view-point of metrology such data represent “rumours”.

The sum of numerical operations necessary for an assessment of a large
number of measurements and manipulations involved in the evaluation of
thermodynamic data cannot be expressed by a closed mathematical formula.
Thus, “classical” statistics on basis of linear progression-of-error (cf. Eqs. (1.25)
and (1.26)) is not possible. If “metrology is becoming the language of the
(inter)national marketplace” (de Bièvre 2001), means must be provided to
adopt appropriate protocols to considered these situations (Meinrath 2001).
Computer-intensive resampling statistics in combination with simulation pro-
cedures, as for instance applied in risk analysis (Burmaster and Anderson 1994;
Helton 1994; Hoffman and Hammonds 1994; Ades and Lu 2003; Li and Hy-
man 2004), will do.

1.7.2
Non-Linearity, Correlation and Non-Normality: A Working Example

Interpreting non-linear models by linear equations results in bias (Box 1971).
The magnitude of bias varies with the degree of non-linearity and magnitude of
disturbance (Bates and Watts 1988). It might be in some situations possible to
quantify the bias from model and experimental data provided the fundamental
distribution would be known. As an example the following model function will
be discussed:

F(x) =
K
x

+ Kβ1 + Kβ2x + Kβ3x2 (1.87)

where x is the carbonate concentration in a thermostated vessel holding an
aqueous solution in a steady state with solid UO2CO3(s). The atmosphere is
pure CO2. Parameters K, β1, β2 and β3 represent the solubility product of
the solid phase and formation constants βn (n = 1−3) of solution species
UO2(CO3)(2−2n)

n . The regressors are free carbonate concentrations calculated
from the thermodynamic formation constants of the CO2−

3 species and the
measured pH. The measurand F(x) is the total uranium(VI) concentration in
solution at a given total amount concentration of CO2−

3 .
The chemistry of the system has been discussed elsewhere (Meinrath and

Kimura 1993; Meinrath et al. 1996; Meinrath 1997). The solubility studies have
been followed spectroscopically and the solution species are corroborated by
following the spectral changes with changing pH, comparison with solubili-
ties under different CO2 partial pressures and comparison with fluorescence
spectra (where available) (Meinrath et al. 1996a, 1998; Meinrath 1997a). There
is no source of information in the data set giving an idea on the likely number
of species legitimately to be considered as “relevant solution species”. The
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experimental data displayed in Fig. 1.26 have been taken from the respective
reference. An evaluation on basis of a least-squares optimisation criterion us-
ing weighted residuals (with the datum itself being the weighing factor) by
a balanced bootstrap scheme (Gleason 1988) has been performed. Results are
given below.

The model function in Eq. (1.87) is linear in its first term, while the other
terms are non-linear. The magnitude of the parameters varies widely. While
K has a magnitude of 10−13.5, β1 is about 109, β2 is 1015.5 and β3 is 1022.
Such figures may pose numerical difficulties and, commonly, the logarithms
are communicated. For the numerical evaluation, however, the optimisation
criterion is important. Depending on the criterion (e.g. L1 or L2 with linear or
logarithmic parameters), the results might be quite different. In particular, the
cumulative distribution functions are strongly modified by an ordinate axis
transformation. The median and the confidence limits, however, remain the
same, irrespective of whether they are tabled in linear or logarithmic form.
The mean values, however, may differ considerably.

It has been shown previously that a normal approximation, e.g. response
surface approximations or likelihood regions, does not provide a reasonable
description of uncertainty regions (Meinrath 2000). Progression-of-error con-
cepts will also fail because the parameters are correlated. It is not possible to
shift one parameter without affecting the position of another because corre-

Figure 1.26. Solubility data of UO2CO3(s) as a function of pH
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Figure 1.27. Cumulative probability distributions of parameters β2 and β3, compared to the
closest fitting Normal distribution. Horizontal lines indicate the median and the upper and
lower 0.68 and 0.95 percentiles, respectively

lation coefficients Š (linearly approximated) are found to be in the range of
|Š| ≥ 0.6.

The empirical probability distributions of the parameters (Fig. 1.27) reveal
a seemingly normal distribution. A Kolmogorov–Smirnov test, however, sug-
gests the following probabilities: K: 85%, β1: 98%, β2: 7% and β3: 0.02%. The
distributions of parameters β2 and β3 are characterised by distinct tails; β2 has
a distinct tail to lower values, β3 has a distinct tail to higher values. Such tails
look rather innocent, but may become a nuisance in a least-squares interpre-
tation relying on normal distribution of the population under investigation.
Table 1.12 summarises the median values, together with the upper and lower
0.68 and 0.95 confidence percentiles.

The asymmetry in the distribution of parameters β2 and β3 makes a rigid
use of the symmetric coverage concept of the GUM unsatisfactory in these
complex situations. It is quite possible to use normal statistics and express the
uncertainty contributions from the solubility data by some figure for u, and an
expansion factor k = 2 to obtain U. However, these symbols carry a meaning to
represent 68% and 95%, respectively, coverage. In case of β2, it remains unclear
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Table1.12. Median values and confidence percentiles of the parameters β2 and β3 (Eq. (1.87))

Statistics Confidence Parameter Value Log Difference Mean log SD
percentile (value) from (value)

median

β2
Lower 0.95 9.348 · 1014 14.97 0.54
Lower 0.68 2.234 · 1015 15.35 0.16
Median 3.243 · 1015 15.51 15.47 0.24
Upper 0.68 4.110 · 1015 15.61 0.10
Upper 0.95 4.765 · 1015 15.68 0.17

β3
Lower 0.95 4.570 · 1021 21.66 0.12
Lower 0.68 5.245 · 1021 21.72 0.06
Median 6.030 · 1021 21.78 21.79 0.09
Upper 0.68 7.176 · 1021 21.86 0.08
Upper 0.95 1.081 · 1022 22.03 0.25

which side should express u. Using (on the log basis) u = 0.10 would result in
U = 0.20 failing to cover a large part of the upper tail, while u = 0.16 gives
U = 0.32, thereby oversizing towards the lower side.

On the other hand, the uncertainty contributions expressed in Table 1.12
by percentiles of empirical probability distributions provide only one influ-
ence factor to the complete measurement uncertainty budget. There have
been numerous attempts to express meaningful uncertainty estimates for
parameters from non-linear multi-parameter equations (e.g. Spendley 1969;
Schwartz 1980; Brumby 1989; Caceci 1989; Alper and Gelb 1990, 1991, 1993; Ko-
lassa 1991; Kragten 1994; Roy 1994). Nevertheless, the majority of publications
in the field of chemical thermodynamics ignore the problem of communicat-
ing the doubt associated with numerical information. If available at all, the
discussions were broadly restricted to account for reproducibility.

It has been, on the other hand, demonstrated that uncertainty contributions
on the level of those given in Table 1.12 have an influence on the predictive
capabilities of, e.g. geochemical speciation codes and reactive transport models
(Nitzsche et al. 2000, Meinrath and Nitzsche 2000; Ödegaard-Jensen et al. 2003;
Denison and Garnier-Laplace 2004). The second part of this treatise will offer
a further discussion.

1.7.3
Cause-and-Effect Approach to Quantities from Complex Situations

The rules issued in the GUM do not preclude the assignment of a complete
measurement uncertainty budget to a quantity resulting from a metrologically
complex situation. The GUM states (GUM, Sec. 1.3.4) that a measurement
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uncertainty can be calculated by statistical means if all quantities influencing
a measurement result, are varied. On the basis of this statement, a combination
of Monte Carlo methods with computer resampling methods fulfils the request.

A cause-and-effect diagram for the data set in Fig. 1.26 is given in Fig. 1.28.
The diagram has a different look to those familiar from standard situations (cf.
Fig. 1.7). The fishbone part is present at the left-hand side, while a new feature
appears on the right-hand-side. The left-hand side features comprise the uncer-
tainties obtained by ISO type B evaluation (in short: ISO type B uncertainties).
These uncertainties come from separate experimentation, e.g. from an analysis
of measurement uncertainty associated with pH measurement and literature
values for the formation of the CO2−

3 species from gaseous CO2 in aqueous
solutions. The right-hand side comprises the effects influencing values of
parameters from the solubility data. These effects can be accounted for by
computer-intensive resampling methods. These effects may be considered to
be the ISO type A uncertainties. In case of complex situations it is not possible
to separate the individual contributions. The model equation commonly de-
scribes a scientific relationship, not the definition of a measurand. Therefore,
the central ray of Fig. 1.28 does not end in an arrow with the measurand at
its end. In fact, the experimental data do not define a specific measurand.
Instead, the quantities of interest (K, β1, β2 and β3) are accessible only from
a systematic study of an effect [variation of U(VI) amount concentration in
steady state with a solid phase under well-defined conditions] as a function

Figure 1.28. Cause-and-effect diagram illustrating the relevant influence quantities for the
evaluation of thermodynamic formation constants for dissolution of UO2CO3(s) and forma-
tion of solution species UO2CO◦

3, UO2(CO3)2−
2 and UO2(CO3)4−

3
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of one or more other parameters. The evaluation process also does not con-
centrate on the decomposition of the analytical process in individual groups,
the identification of their magnitude of influence, and final combination of
the respective variance contributions. In complex situations, the measurement
process is simulated by resampling with the intention to derive the empirical
cumulative probability distribution of the complete measurement uncertainty
budget. This is the only reliable and comparable quantity.

This intention is not different from standard situations. However, in stan-
dard situations, the approximation has been made (mainly on basis of wishful
thinking) that the empirical cumulative probability distribution is normal. It
must be stated expressis verbis that the standard approach is not in contradic-
tion to the approach outlined here, but is more appropriately understood as
a drastic simplification of the process outlined here. For complex situations, the
evaluation is necessarily computer-based. Thus, the cause-and-effect diagram
serves as a basis for the coding of the measurement procedure in a computer
model.

The measurement process consists of the simultaneous determination of two
quantities: the total metal ion concentration and the value of pH. The number
of influence quantities is quite limited. The main effects are temperature and
the uncertainty associated with the thermodynamic constants for dissolution
and dissociation of CO2 in aqueous solution. There are plenty of values in the
literature, the quality of which, however, has never been assessed in a trackable
way. Derivation of traceable values for relevant thermodynamic quantities
remain a task for the future. The prospects for traceable thermodynamic data
will be discussed in the final sectionof this part of the book.

For the time being, reasonable estimates must replace the Type B influence
quantities. The influences will be summarised as follows:

a) pH

pH has been determined by the multi-point calibration protocol using five
different calibration standards. Partly as a consequence of the small sample size
the variability of the uncertainty estimates may vary by 50–100% (Meinrath
and Spitzer 2000). Therefore, the measurement uncertainty of uc(pH) = 0.037
evaluated from a set of 50 representative pH measurements (Meinrath and
Spitzer 2000) has been accepted. The uncertainty is normally distributed.

b)
∑

lgK(CO2−
3 )

The concentration of CO2−
3 can be derived from the following overall equation

within acceptable approximation:

lg[CO2−
3 ] = lgKH + lgK1 + lgK2 + lgp CO2 + 2pH (1.88)

For data at ionic strength I = 0, the data from Harned et al. (Harned and Scholes
1941; Harned and Davies 1943; Harned and Bonner 1945) are still widely ac-
cepted with

∑

lgK = −18.145 ± 0.127. Extrapolations to different conditions,
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notably salt concentrations, do carry considerable and unquantified uncertain-
ties (Meinrath 2002b). Previously, a value of

∑

lgK = −17.67 ± 0.10 has been
used (Meinrath 2001). In the light of the varying values reported in literature,
the uncertainty has been increased to uc

∑

lgK = 0.15. The uncertainty is
uniformly distributed.

c) [U(VI)]t

The molar concentrations of U(VI) (denoted by square brackets) have been de-
termined by fluorimetry, making use of the fluorescence of U(VI) in phosphate
medium. The method has been cross-checked with ICP-MS measurements. At
the time of experiment, traceable standards have not been available. The sam-
ples have been filtered prior to analysis by 220 nm cellulose acetate filters. By
REM/EDX, residues on the filters could not been detected by various probes
investigated at different pH values in the course of the experiment. The sample
solutions have been clear except at the extremes of the solubility curve. For
analysis, the samples were further diluted by water and uranium-free phospho-
ric acid. Thus, a relative measurement uncertainty uc([U(VI)]t) = 8% seems
justified including the approximately 1% relative uncertainty associated with
sampling by a mechanical pipette. The uncertainty is normally distributed.

d) Temperature

Ionic equilibria between actinides and carbonate are hard-hard interactions
which are not sensitive towards temperature. The vessel has been thermostated
to ±0.1K. Temperature is critical influence in pH measurement, where the
electrode tip rests in a solution at, say, 25◦C while the head of the electrode
including wiring is exposed to room temperature between 18◦C and 22◦C. Such
temperature differences over a glass combination electrode may induce bias.
In a solubility study of actinides and carbonate, temperature effects should not
be detectable.

e) Ionic strength

Ionic strength may affect an ionic equilibrium. In a controlled environment
where the loss of water from the vessel is minimised due to gas flows equili-
brated with flasks of appropriate ionic strength, ionic strength may be ex-
pected to vary within a few percent, inducing only negligible effect. The
situation, however, may be drastically different at the extremes of the sol-
ubility curves, especially in the alkaline region where high carbonate and
UO2(CO3)4−

3 concentrations are present. It may be supposed that the consider-
able increase in uncertainty of parameter β3 may be at least partly due to such
effects.

The effects summarised in the right-hand box will be cared for in the
computer-intensive resampling cycle of the evaluation program. A random
regressor scheme has been chosen avoiding accidental larger fluctuations in the
relative use of each data point by a balanced bootstrap design (Gleason 1988).
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1.7.4
Random Sampling by Uniform and Normal Deviates

The computer is designed to follow a set of given instructions without any
variation. It seems a contradiction to ask this deterministic machine to engage
into perfect random processes. Nevertheless several procedures exist to obtain
random numbers from a computer (Marsaglia and Tsang 1984). The built-
in random number generators of all higher language computer codes have
a sufficient quality but are repetitive, either. Improvements have been proposed
(Bay and Durham 1976). If randomness is crucial, an additional randomisation
stage can be added by the following procedure:

1. Select a group of, say, 100 random numbers into a pool.
2. Select randomly one number out of this pool.
3. Replace the selected random number by a new one.
4. Repeat steps 2–4 each time a random number is needed.

Random number generators return a random number RND between 0 and 1.
To obtain a integer number i between 1 and x, the pseudo code is

i = 1 + int(RND ∗ x)

A square distribution is a distribution which is uniform between a lower value,
lo, and an upper value, up. A value i that is uniformly distributed is obtained
from RND by the pseudocode

i = lo + RND ∗ (up–lo)

A normal distribution N(1, 0) is obtained from the following sequence of
operations (Box and Muller 1958), where u1 and u2 are independently normally
distributed with mean zero and standard deviation 1.

repeat

u1 = 2 ∗ RND − 1

u2 = 2 ∗ RND − 1

s = u1 ∗ u1 + u2 ∗ u2

until(s > 0 and s < 1)

s = sqr(−2 log(s)/s)(Note: sqr = square root, log = natural logarithm)

u1 = u1 ∗ s

u2 = u2 ∗ s

Complete measurement uncertainty budget. The complete measurement uncer-
tainty budget of the parameters is shown in Fig. 1.29 from which follows that
the distribution is by no means normal. All probability densities are skewed.
Table 1.13 summarises some relevant properties of the distributions for param-
eters β1 and β3. For K and β1 the respective values are given in Table 1.13 for



1.7 Metrology in Complex Situations: Examples 89

Figure 1.29. Probability densities (relative units) of the complete measurement uncertainty
budget of solubility product K of UO2CO3(s) and formation constants β1, β2 and β3 of
solution species UO2CO◦

3, UO2(CO3)2−
2 and UO2(CO3)4−

3 , respectively

Table 1.13. Median values and confidence percentiles of the parameters K and β1 (Eq. (1.85))

Statistics Confidence Parameter Value Log Difference Mean log SD
percentile (value) to (value)

median

K
Lower 0.95 3.03 · 1014 −13.52 0.03
Lower 0.68 3.14 · 1014 −13.50 0.01
Median 3.27 · 1014 −13.49 −13.49 0.02
Upper 0.68 3.41 · 1014 −13.47 0.02
Upper 0.95 3.55 · 1014 13.45 0.04

β1
Lower 0.95 1.15 · 109 9.06 0.08
Lower 0.68 1.26 · 109 9.10 0.04
Median 1.38 · 109 9.14 9.14 0.04
Upper 0.68 1.49 · 109 9.17 0.03
Upper 0.95 1.60 · 109 9.21 0.07

sake of completeness. Parameter K is linear, while the factor holding parame-
ter parameter β1 is a constant. Therefore both parameters have a quite narrow
distribution. The narrow distribution is further caused by the low scatter in
the experimental observations.
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Mean and median are the same for both parameters within the resolution
capabilities of this study. Despite this narrow distribution, the median values
attributed to the four parameters have an only limited comparability because
the metrological traceability between the uranium measurements performed
during the present study and other investigations of the same chemical system
remains unclear.

1.7.5
Correlation Within the Disturbances and Parameters –
The Moving Block Bootstrap (MBB)

In standard situations, the disturbances are assumed to be identically and in-
dependently distributed. This assumption is often not fulfilled. Even in simple
situations, it may become necessary to assume correlation not only with the
parameters of a multi-parametric model but also within the disturbances (Häs-
selbarth and Bremser 2004). In complex situations accounting for correlation
within the disturbances is required because the effect of correlation is difficult
to be predicted and to be quantified a priori. Hence, preserving the correlation
structure also within the disturbances keeps a data analysis on the safe side.

The linear relationship between two separate observations of the same ran-
dom variable is determined by autoregression analysis. Autoregression (AR)
assumes that a certain observation is not independent from another (com-
monly previous) observation over a distance of d neighbours. An autoregres-
sion analysing the influence of an observation at a distance d is abbreviated
AR(d). The distance d is called the “lag”. Assuming a lag of d = 2, the numerical
expression is given by Eq. (1.89):

εt = βεt−1 + γ εt−2 + zt (1.89)

This equation assumes that there are two non-zero parameters, β and γ, which
depend on the first and second neighbour of an observed disturbance ε at
position t. The residual is z (here the term “residual” is used to distinguish
the parameter z from the disturbances ε which form our observations in this
analysis. Ambiguity is thus avoided).

To demonstrate autoregression, a set of 200 disturbances is created by ran-
dom draws from a normal distribution N(0.01, 0). To this data set, model (1.89)
is fitted using a SIMPLEX algorithm. The resulting parameters are β = −0.0554
and γ = 0.0810. Both parameters are small but non-zero. Hence the question
arises: are these figures significantly different from zero? An answer can be
given on basis of a bootstrapping scheme using resampling from the residuals
z according to the fixed regressor scheme (cf. List 1.6.2.2). For the present set
of normally distributed residuals the bootstrap results are β = −0.053 ± 0.073
and γ = 0.096 ± 0.072. The β mean value is smaller than one standard devia-
tion and thus not significantly different from Zero. In case of γ mean value the
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standard deviation is a bit smaller but a significance test would accept the null
hypothesis on the 95% confidence level because the γ mean value is smaller
than two standard deviations.

The autoregression scheme will be applied in the following to disturbances
obtained from a UV-Vis spectroscopic analysis. By spectroscopy, a large
number of individual observations are collected providing sufficient mate-
rial for an autoregression analysis. Figure 1.30 shows that the parameters
β = 0.6163±0.069 and γ = 0.3405±0.0708 are capable of reproducing the pat-
tern of the observed disturbances. The mean values of both AR(2) parameters
β and γ are significantly different from zero.

The presence of a correlation within the disturbances has a consequence
for assessment of measurement uncertainty by computer-intensive resampling
techniques because both the random resampling scheme as well as the fixed
regressors resampling scheme would destroy this pattern. Classical linear re-
gression will misplace the confidence regions and forward biased mean values.
These effects of correlation in the disturbances will be demonstrated in a sec-
ond case study.

The AR(2) regression scheme is the most simple autoregression model.
A full-fledged autoregression analysis would increase the lag until the param-
eters get insignificant. Such an analysis is, however, outside the scope of the
present discussion. The purpose of the AR analysis was to provide evidence
for correlation in the observed disturbances. Figure 1.30 gives visual evidence
for the correlation because the AR(2) scheme is evidently able to create the
pattern in the observations with only small residuals.

Figure 1.30. Observed disturbances and generated disturbances from parameters obtained
by an AR(2) autoregression scheme



92 1 Concepts of Metrology

Some interesting observations can be made by using synthetic data sets.
In Fig. 1.31a, two absorption bands are shown which do not overlap. The
fundament of quantitative spectroscopy is the Bouguer–Lambert–Beer law:

a = εcd (1.90)

where a is the absorption at a wavelength λ, c is concentration of an absorber
at wavelength λ with molar absorption coefficient ε and d is the pathlength
of the light beam through the absorber. The linear relationship in Eq. (1.91)
is commonly valid up to a limiting concentration. Above that concentration,
deviations from linearity occur which commonly render the usefulness of the
Bouguer–Lambert–Beer law void.

If the intensity of a light beam is weakened by m absorbers, Eq. (1.90) is
extended:

a = ε1c1d + ε2c2 + … + εmcmd + ξ (1.91)

where ξ again represents a disturbance.
Figure 1.31a shows an example for m = 2. The both absorption bands

are generated from Gaussian curves with known center positions and band
widths. The both curves do not overlap and, hence, the correlation between
the parameters c1 and c2 is negligible.

Synthetic data have the advantage that the true values of the parameters
are known. In the case shown in Fig. 1.32, the concentrations of the hypothet-
ical species are 1mol dm−3. These spectra may be analysed by least squares
regression. From this analysis the mean value and joint confidence regions
may be obtained. Results are shown in Fig. 1.32 for two different treatments
of the disturbances. In one case, the disturbances have been randomised by
random resampling. Random resampling destroys the residual correlation but
does not alter the overall frequency in the set of disturbances. In the other case
the disturbances have been left unchanged.

Both 95% confidence regions clearly differ. The randomised disturbances in
the present case create a much larger confidence region. In fact, randomisation
of the disturbances may produce quite varying sizes of the confidence region.
It should be emphasised that the mean value of the disturbances is zero and
the standard deviation of all 751 disturbances used for the synthetic data is
equal for randomised and original disturbances. The reason for this variability
in the confidence region calculated by least-squares regression is the fact that
the disturbances are not normally distributed and not uncorrelated. Thus, by
relying on least squares regression techniques a rather wide distribution of un-
certainty values for calculation of complete measurement uncertainty budgets
should be expected. Here, too, computer-intensive resampling methods may
provide more stable results (Meinrath 2000).

The synthetic spectroscopic data also allows investigation of the effect of
parameter correlation. The correlation in the concentration parameters can be
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Figure 1.31. Synthetic spectral data of a two-species system with disturbances (right side
axis) borrowed from an experiment. The Gaussian absorption curves are successively shifted
together to obtain spectral overlap with increasing parameter correlation: a correlation
Š = 0; b correlation Š = −0.2; c correlation Š = −0.9

varied by increasing the overlap between both spectral bands. The result of this
procedure is shown in Fig. 1.31a–c, where Fig. 1.31a shows a situation with a pa-
rameter correlation of zero, Fig. 1.31b with correlation Š = −0.2 and Fig. 1.31c
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Figure 1.32. Effect of correlation-destructive randomisation of disturbances on the 95% con-
fidence regions for the mean value of concentration parameters (cf. Fig. 1.31a) of synthetic
UV-Vis absorption data

with correlation Š = −0.9. Some 95% confidence regions are calculated in
Fig. 1.33, together with the least-squares means and the bootstrap means.

The size of the least-squares 95% confidence regions varies considerably.
There is no trend with the correlation. This observation underpins the previ-
ously given statement that the magnitude of a least-squares regression uncer-
tainty may vary considerably, depending on the structure of the disturbances.

Another relevant observation is the rather wide scatter of the least-squares
regression mean values, especially when compared to the moving block boot-
strap (MBB) results. Evidently, bootstrapping provides results that are closer
to the true value and less sensitive to parameter correlation than least-squares
regression results. In studies on the basis of synthetic data, the MBB results
were always found close to the true values, provided the disturbances were not
too large compared with the measurement signal(s). An essential requirement
to obtain stable bootstrap results is a resampling method which preserves the
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Figure 1.33. Elliptical 95% confidence regions for synthetic spectral data (cf. Fig. 1.31) with
parameter correlation 0, −0.2, −0.4, −0.6, −0.8 and −0.9. The mean values from the least-
squares regression analysis (original disturbances) are given together with bootstrap means
obtained by a correlation preserving Moving Block Bootstrap analysis

correlation structure within the disturbances. MBB and threshold bootstrap
are such approaches.

The classical bootstrap, implemented either as a fixed regressor scheme
or a random regressor scheme, randomly resamples either from the distur-
bances or the experimental data set. In the case of correlated disturbances this
correlation is destroyed. The consequences of this destruction are difficult to
predict. A possible consequence is a bias, or an over-estimated measurement
uncertainty contribution. However, it is acknowledged in statistical literature
that assessing the effect of correlation in the disturbances may be quite difficult
(Carlstein 1986; Künsch 1989). Consequently methods are required to preserve
the correlation structure if possible.

The MBB is a statistically sound way to generate resampled data sets having
the favourable properties of a bootstrap sample and at the same time preserving
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correlation. In practise, the block size is much larger than four if a sufficient
number of data are available.

Figure 1.34 also illustrates one of the two major theoretical weaknesses
associated with the MBB: often the number of disturbances in a data set is not
a multiple of the MBB block size. Hence, at the end of the series one or more
data points are not included in the bootstrap scheme. Furthermore, the last
n − 1 data points (where n gives the block length) of a set have a much lower
chance of being included into the resampling procedure. The second problem
of the MBB is the arbitrary selection of a block size r. These deficiencies, which
are usually not severe but theoretically unsatisfactory, have given rise to other
resampling schemes, for instance, the threshold bootstrap.

A result of applying the MBB to the synthetic data set (cf. Fig. 1.31) is shown
in Fig. 1.35 for the same correlations as in Fig. 1.33. The point clouds created by
the MBB are plotted over each other using a different symbol for each data set.
It is obvious that the MBB confidence regions are much more homogeneously
scattered around the true value compared to the least-square 95% confidence
ellipses. The elongation of the confidence region with increasing magnitude of
the parameter correlation cannot be avoided, since this effect is a property of
the investigated system.

While the MBB is relying on a user-defined lag (in the present situation lag
is 20), the threshold bootstrap has a variable lag depending on the structure
of the disturbances. The threshold bootstrap has been implemented into an
analysis tool for spectroscopic data on basis of factor analysis, the computer-
assisted threshold bootstrap computer-assisted target factor analysis (TB CAT)
(Meinrath and Lis 2001). There, a detailed description of the threshold boot-
strap is given. TB CAT evaluates a chemical system followed by spectroscopy
and provides the empirical distribution function of the complete measurement
uncertainty budget of relevant chemical information, for instance the forma-
tion constants of identified species, the single component spectra and the
component concentrations. TB CAT also identifies situations where multiple

Figure 1.34. A schematic representation of the moving block bootstrap scheme. The 17
circles represent specific values of a series of disturbances. Blocks (here with block size 4)
are randomly chosen from the original series (top) and arranged to form a new sequence
of disturbances (bottom)
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Figure 1.35. Moving block bootstrap generated confidence regions. For comparison with
the least-squares 95% confidence regions (cf. Fig. 1.33) the least-squares confidence ellipse
for Š = −0.9 correlation is included

interpretations of the same data set are possible. In presence of measurement
uncertainty straightforward statements on the composition of a chemical sys-
tem are not possible on basis of a given data set. Ignoring measurement un-
certainty in the assessment of a system, incorrect conclusions may be drawn.

1.7.6
Predictions in Presence of Measurement Uncertainty:
Efficient Sampling from Multidimensional Distributions

The complete measurement uncertainty budget is an essential element to
achieve comparability of measurement results on basis of traceable values.
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Metrological traceability cannot be achieved without an appropriate as-
sessment of the complete measurement uncertainty budget (Meinrath and
Kalin 2005). The derivation of the uncertainty budget seems straightforward
for standard situations where the measurement process can be expressed by
a mathematical formula. As soon as the measurement process becomes more
evolved, the quality assessment of measurement values becomes also more
complex. The unified statement of the quality of numerical information ob-
tained by experimental measurements is an important element in scientific
communication. A numerical value of the complete measurement uncertainty
budget may ease, on the one side, comparison of information obtained by
different methods and validate claims on improvements in the measurement
process. Thus, the complete measurement uncertainty budget will take its place
in assessing, for instance, progress in analytical measurement.

Much more attention needs to be directed to the numerical and statistical
procedures applied in the evaluation process. Complex measurement situa-
tions where the measurement process cannot be expressed by a mathematical
equation or situations where different types of correlation are involved occur
frequently in chemical measurement. Often standard recipes are not available.
The insight into the numerical and statistical effects influencing the evaluation
process of a measurement value will be helpful at least to ask the right questions
and to find advice. A measurement value being not traceable to accepted units
or standards is meaningless outside a very narrow local and temporal range of
its determination.

1.7.6.1
Handling Data with Assigned Measurement Uncertainty Budget

In many situations, the interest in a quality assessment of measurement values
goes beyond direct comparison of measurement values obtained at different
places and times. Measurement values of chemical quantities often serve as
a basis for subsequent decisions. These decisions may affect many people, e.g.
in food chemistry or medical science. Drinking water quality is another impor-
tant example. In other situations, measurement values will enter as ancillary
information for further evaluations. An example is the use of measured pH
values in EH/pH diagrams or calculation of HCO−

3 concentrations in ground
water or tap water.

Prediction is an important application of measurement data. From an un-
derstanding of the fundamental behaviour of physicochemical processes and
their formal, usually mathematical, description an extrapolation into the future
may be attempted. Quantum chemical modeling and geochemical transport
simulation are typical examples of such applications. Especially with geochem-
ical applications, measurement values, e.g. formation constants of relevant
chemical species, play an important role. The processes may have time spans
and spatial dimensions that cannot be studied experimentally. The geological
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settings where the processes evolve are often located inaccessibly in the sub-
surface. Human interference, e.g. the construction of monitoring wells, may
alter these geological settings. Thus, prediction by reactive transport modeling
is of great relevance. Of course, the fact that measurement values cannot be
obtained with arbitrary accuracy also needs to be taken into account in these
applications (Nitzsche et al. 2000).

While it is quite possible to account for measurement uncertainty in a meas-
ured value by methods outlined in the previous chapters of this book, e.g. by
sampling from a normal distribution (using, for instance, Box and Muller’s
method) or the empirical distribution function if available, this classical Monte
Carlo approach (Rubinstein 1981) requires a larger number of repetitions of the
same simulation, depending on the accuracy the simulation should provide.

Resampling from a given distribution by Monte Carlo resampling carries an
inherent problem due to the fact that most resampled values will come from
the center of distribution, while the tails of the distribution will contribute only
a small number of values. This simple fact is shown by Fig. 1.36, where two
regions with the same probability are given.

The corresponding abscissa interval in the center of distribution is consid-
erably smaller compared with the interval in the tail region of the distribution.
This imbalance in the resampling probability increases further if a region even
further to the tail of the distribution had been chosen. Hence, in order to
appropriately include the tails into a Monte Carlo sample of values from the
distribution, a larger number of Monte Carlo samples needs to be drawn.

It should be remembered that this inequality in the probability to obtain
values from different parts of normal distribution is the rational for the Stu-
dent t correction for small samples. Because the higher probability to obtain
values predominantly from the center of a normal distribution, there is a risk
to underestimate the spread of the distribution. This risk decreases with sam-
ple size. Consequently, Student t depends on the degrees of freedom (df). It
decreases with increasing sample size and approaches the normal distribution
with df ∼ 30.

The number of Monte Carlo samples further increases with the number
of parameters. If, for instance, a two parameter system is to be studied and
a number of 60 Monte Carlo samples from one distribution are found satis-
factory to achieve the desired accuracy, then 60 times 60 = 3600 samples are
required to achieve the same level of precision for a two-parameter system. If
a system with five and more parameters needs to be considered, Monte Carlo
resampling is not feasible any longer even on high-performance main frame
computers. A concise discussion focusing on aspects of uncertainty analysis
in geochemical modeling is given, e.g. by Ekberg (1996).

There exist alternative and more efficient approaches to sampling from
multidimensional distributions. Without going into much detail, the Gibbs
sampler should be mentioned (Smith and Gelfand 1992; Smith and Roberts
1993). Implementing the Gibbs sampler, however, is a complicated task.
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Figure 1.36. Cumulative probability curve Φ(0.5, 40) (cf. Fig. 1.9) showing two abscissa
intervals with the same cumulative probability. In the tails, the interval is much larger
compared to the distribution center. Hence, when sampling from a distribution by Monte
Carlo methods, the majority of data will be sampled in the distribution center. To ensure
inclusion of sufficient values from the tail regions of a distribution, a larger number of
samples needs to be taken

Latin Hypercube Sampling (LHS) in an alternative which should be con-
sidered in most situations encountered in chemistry (McKay et al. 1979).
An implementation of the LHS is the LJUNGSKILE code (Ödegaard-Jensen
et al. 2004). LJUNGSKILE code calculates speciation diagrams from ther-
modynamic data of solution species affected by measurement uncertainty.
An example is given in Fig. 1.37 for an iron system in natural waters at
pH 7.95. The distribution is shown as a modified Box plot: the central
line gives the mean values of the species concentrations while the square
encloses the 68% confidence region. The whiskers enclose the 95% con-
fidence regions. Table 1.14 gives the species, their respective formation
constants, the associated uncertainty and the distribution of the uncer-
tainty.
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Figure 1.37. Distribution of iron species in a groundwater at pH 7.95 calculated by the
LJUNGSKILE code on basis of formation constants from JESS database given in Table 1.14
(May and Murray 1991b, 2001; Meinrath and May 2002). The central line represents a mean
values, the boxes enclose 68% confidence limits while the whiskers enclose 95% confidence
intervals. (Species Fe3+ is a master species and, therefore, has no uncertainty)

Table 1.14. Species, formation constants and uncertainties for calculation of Fig. 1.37 by the
LJUNGSKILE code (data from JESS data base (Meinrath and May 2002))

Species Log (formation constant) Uncertainty (1σ) Distribution

Fe2+ 0 0 Master species
Fe3+ −13.0 0.2 Normal
FeOH2+ −15.2 0.2 Normal
Fe(OH)+

2 18.7 0.1 Normal
Fe(OH)◦3 26.6 0.1 Normal
Fe(OH)−

4 34.6 0.2 Normal
Fe2(OH)2−

4 29.0 0.2 Normal
Solid phase Solubility product lg Ks Uncertainty Distribution
Fe(OH)3, am 0.89 – –

Despite the fact that the uncertainties in Table 1.14 are in the order of
only 0.1–0.2 log units, the consequences for the uncertainties in the species
concentrations are considerable. Species above 10−7 mol dm−3 are Fe(OH)3
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and Fe(OH)−
4 . On the 68% confidence level, the uncertainty interval for the

concentration is about 1 order of magnitude. It is important to realise the
different levels of information that are carried by Fig. 1.37. That information
is giving rise to multiple questions.

First, the numerical speciation on basis of numerical data obtained com-
monly in laboratory environments at much higher concentrations is the only
way to obtain at least some information on the species distribution in an aque-
ous medium with the composition of a natural ground water. For a direct
speciation analysis, the concentrations are much too low. Hence, it is unlikely
to obtain experimental verification of the simulation shown.

Second, the speciation calculation depends on information provided in
literature which is not homogeneous. The existence of Fe(OH)−

4 or dimmer
species Fe2(OH)2+

4 is questionable. The reported evidence for these species
often comes from experiments where a statistical data analysis has not been
performed at all. In the vast majority of cases, the “best-fit” criterion on basis of
mean value fitting using linear least-squares models has been applied. Such an
analysis can be rather misleading, especially if the varying confidence ranges
of least-squares approaches are not properly accounted for. The weakness of
statistical analysis in most chemical analysis is well documented (for instance,
Thompson 1994). In fact, there is very little discussion on the minimum sta-
tistical criteria required to accept a solution species (Filella and May 2005).
Statistical misfit alone is a rather poor criterion – but which other criteria could
be applied? it is it not much more important to attract attention by announcing
the detection of a new species instead of starting a tedious discussion about
acceptance/rejection criteria for solution species?

Third, the calculation depends crucially on the algorithms applied in the
computational code. Thus, the LJUNGSKILE code is based on the PHREEQC
code made available by the US Geological Survey (Parkhurst 1995). PHREEQC
is based on the master species concept and uses linear least-squares proce-
dures to minimise the optimisation criterion. In Fig. 1.37, Fe2+ is used as
a master species. What solution composition would be calculated if other so-
lution species would be used as master species? Ionic strength corrections are
built into PHREEQC and also affect the outcome shown in Fig. 1.37. Due to the
limited understanding of complex electrolyte solutions, alternative approaches
to ionic strength correction exist. Furthermore, it is unclear to what degree
a LJUNGSKILE-type calculation depends on the underlying geochemical code.

Fourth, the uncertainties given in Table 1.14 are mere estimates. Thermo-
dynamic data are mostly reported without an assigned uncertainty estimate.
Even though uncertainties of 0.01–0.2 log units are not uncommonly reported,
these 1σ uncertainties correspond to a span of a 0.5–1 log unit on the 95%
confidence level (4σ) for each input distribution. Four of the Fe(III) species
reach the maximum concentration of 2.5 · 10−6 mol dm−3. Anything goes? If
so, what is the raison d’être of a determination of thermodynamic constants.
Pondering on the magnitude of all influence contributions to the measurement
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uncertainty budget, is it possible at all to determine thermodynamic forma-
tion constants with higher accuracy? Or, said otherwise, what are the target
uncertainties a measurement value needs to be associated with in order to be
a meaningful contribution to chemical simulations?

Fifth, if already a simulation at a given pH carries such widely varying
concentration estimates, what might be the result for a speciation diagram
over a wider range of pH? Such diagrams are commonly given in literature
but almost exclusively show mean concentration values only (e.g. Hartley et al.
1980; Sigg and Stumm 1996).

Sixth, if the simulated species concentrations may vary that widely why
aren’t there more codes with at least the capabilities of the LJUNGSKILE code?

The fifth question can be answered by another LJUNGSKILE calculation
doing multiple runs in the range pH 4–9.4 in intervals of 0.2pH. The result is
given as a species distribution plot in Fig. 1.38. Three different informations
are given: the mean values of the species distributions, the upper and lower
68% confidence limits (dashed lines) and the corresponding 95% confidence
limits (dotted lines). Thus, the diagram holds multiple curves. The clear picture
communicated by the common mean value graphs is replaced by a diagram
requiring more careful inspection.

On a mean value level, the LJUNGSKILE simulation indicates Fe(OH)2+,
Fe(OH)+

2 and Fe(OH)−
4 as the species of major importance, provided an am-

photeric Fe(III) species exists. Fe(OH)3° plays a minor role in the range pH
7–9. The question on the dominating species can be reasonably well answered
on the 68% level. However, on the 95% level, the species Fe(OH)+

2 and Fe(OH)3
compete with each other in the range pH 4–8!

A critical comment on Figs. 1.37 and 1.38 immediately follows: why is it
necessary to calculate such diagrams if they cannot provide a clear answer? And
how meaningful can such diagrams be if metrologically sound thermodynamic
data are not available?

Such questions are highly justified. On the current state of the discussion,
it is important to realise that a mere mean-value based discussion can be
extremely misleading (Finkel 1994). If, for instance, speciation diagrams are
interpreted without a clear understanding of its limitations, completely wrong
conclusions can be derived. Speciation calculations are, for example, an im-
portant element in the derivation of sorption data (Jakobsson 1999; Meinrath
et al. 2004a). Taking the surface complexation approach of metal ion-surface
interaction as an illustrative example, it is commonly assumed that a specific
form of a metal ion binds to a reactive site on a surface. This interaction is
often assumed to be comparable to a complex in homogeneous, aqueous phase
and described by surface complexation constants. Such calculations can be
meaningful if a species’ concentration in solution can be assessed with appro-
priate accuracy. However, despite the fact that the determination of surface
complexation constants is a rather active field of research, an assessment or,
at least, a discussion of the limitations of the approach due to metrological re-
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Figure 1.38. Simulated species distribution of in the range pH 4–9.4 for a natural ground
water in equilibrium with atmospheric CO2 partial pressure and a solid phase Fe(OH)3, am.
Data from Table 1.14 are used with the LJUNGSKILE code

strictions (cf. Figs. 1.37 and 1.38) is virtually absent. How precise and accurate
can the surface area be determined? How precise and accurate can the solution
composition be assessed? How precise and accurate can the total amount of the
metal ion be determined? What are the inherent uncertainties in the numer-
ical approach fitting model functions to measurement data? The list of such
questions can be extended. If an agreed and proven concept for the assessment
of measurement uncertainty in solution does not exist, there is no use to ask
for such a concept in case of heterogeneous equilibrium models in aqueous
chemistry. Some attention to this point will be devoted in Part II of this treatise.
The answers to these questions are of interest to those having to make and to
defend decisions based on chemical measurement data.

1.7.6.2
Stratified Sampling

The further discussion here will focus on the machinery providing the infor-
mation displayed in Figs. 1.37 and 1.38. Table 1.14 shows six species with their
formation constants and an estimated uncertainty (next to Fe2+ which is free
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of uncertainty). To achieve a simulation precision of approximately 95% by
Monte Carlo resampling, about 1012 runs at each pH value would be necessary.
Because solution composition has been simulated in 0.2 pH steps, the number
of total number of repetitions by a Monte Carlo approach would be in the order
of magnitude 101 × (102)6 = 1013 runs. Obviously, a Monte Carlo approach is
not feasible.

In the case of the normal distribution, a Monte Carlo approach requires
a large number of samples because the samples are rather inhomogeneously
distributed over the axis of values. Most samples are coming from the center
of the distribution, only few from the tails. This imbalance in the sampling
probability exists not only for the normal distribution but for all distributions
having one or more modes and tails. A possible remedy is to balance the sam-
pling probability (Satterwhite 1959). Whatever is done to reduce the imbalance
in the sampling probability from given distributions must allow calculation of
a mean and some measure for the spread of the outcome (McKay et al. 1979;
Garthwaite et al. 2002) in a statistical sound way.

A strategy is stratification. The distribution is divided in various sections.
Subsequent sampling is made from the different sections. If a distribution is
stratified into strata of equal probability the problem of imbalance in sampling
probabilities can be drastically reduced. Figure 1.39 shows a cumulative dis-
tribution function stratified in ten strata of equal sampling probability of 0.1.

Figure 1.39. A stratified distribution divided into ten strata with equal sampling probability.
Note that the range of parameter values covered by each stratum narrows in the center of
the distribution and widens toward the tails
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It is now possible to sample from each sections of the distribution with
a largely reduced risk to introduce bias by neglect of one section of the distri-
bution. Within each stratum, a specific value is randomly chosen, representing
its stratum in the further procedure.

If sampling has to be made from n distributions, the outcome of the strat-
ification procedure are n stratified distributions. It is now possible to select
randomly values from each distribution combining them to a vector of in-
put data into a simulation run. In the Fe hydrolysis examples (cf. Figs. 1.37
and 1.38), m = 6 parameters have been used, each parameter having assigned
a normal distribution. Staying for the time being with n = 10 strata per distri-
bution, a total of m × n = 60 values Rij(i = 1 − m, j = 1 − n). With these 60
values, a total of ten simulation runs can be performed. One of a large number
of possible combinations of parameter values is shown in Fig. 1.40, whereby
the Rs are selected randomly.

The output of i = (1, q) Monte Carlo simulations, Yi, has a mean value

Y =
1
q

q
∑

i=1

Yi (1.92)

and variance

s2
y =

1
q − 1

q
∑

i=1

(Yi − Y)2 . (1.93)

Figure 1.40. A stratified random lattice. Note that some column indices appear multiply in
a column, for instance in case of R22, R52 and R62 in run 6. This situation represents stratified
random sampling where no restriction exists for distributing the column indices within the
lattice
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These statistics will be denoted YR and sR, respectively where the subscript R
stands for random. The following statistics are given for stratified random
sampling (McKay et al. 1979).

The mean is given by Eq. (1.92) for n strata with equal probability pi =
n−1 and one representative value randomly chosen from each stratum. The
corresponding variance s2

S is given by Eq. (1.92):

s2
S = s2

R −
1
q2

q
∑

i=1

(Y − Yi)2 , (1.94)

where s2
S is the variance of the stratified random sampling scheme. Stratified

random sampling is more efficient compared to Monte Carlo sampling because
the second term in Eq. (1.94) is always ≤0.

Upon inspection of Fig. 1.40, columns can be found where certain column
indices appear twice or even triply, for instance the column index 2 in column 6:
R22, R52 and R62. The lattice is similar to the one shown in Fig. 1.40, but with the
additional restriction that no column index may occur twice in a column and
a row is a j-dimensional extension of a Latin lattice, a Latin Hypercube lattice.
Figure 1.41 shows a square Latin Hypercube lattice. Note that in each of the six
runs all strata of the sample distribution are equally present. By evaluating the
simulation output based on all six sets of input parameters, the distributions of
the input parameters are exhaustively sampled with a minimum of total runs.

Thus, the number of uncertainty affected input parameters of a simulation
defines the minimum number of runs required to sample the complete pa-
rameter space. However, it is rarely sufficient to perform just this minimum
number of simulation runs because the variance of the output decreases with
the number of runs. Figures 1.37 and 1.38 are calculated on the basis of 100
runs. Therefore, the Latin Hypercube lattice was a 6 ×100 lattice. The variance
estimator s2

L for Latin Hypercube Sampling is:

s2
L = s2

R +
(

q − 1
q

)(
1

qm(q − 1)m

)
∑

R

(Yh − Y)(Yg − Y) (1.95)

where R denotes the restricted subspace of all pairs Yh, Yg having no column
coordinates in common. For small lattices where n < 2m, such a situation
cannot occur. With larger n, however, such pairs exist and R increases with n.
The variance of a Latin Hypercube sampling scheme is smaller than a Monte
Carlo sampling scheme only if the sum over subspace R is negative. This is true
in almost all practical situations with a mathematical proof given by McKay
et al. (1979).

The LJUNGSKILE code is not a ready-to-use program, but is intended to
show the relevance of progressing uncertainties in thermodynamic data to
the computed simulation output. There has been no other code available with
abilities comparable to the LJUGSKILE code, despite the fact that speciation
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diagrams such as Fig. 1.38 can be found abundantly in the respective literature
(on a mean value basis). A preliminary assessment of the impact of uncer-
tainty on the results of numerical speciation in the field of uranium mining
remediation in the eastern part of Germany indicated the limited precision of
speciation calculations being not fit-for-purpose of improving communication
between operators and public authorities (Meinrath et al. 2000b).

As shown above (cf. Fig. 1.29 and related discussion) the empirical distribu-
tions of the complete measurement uncertainty budget may be non-normal.
Nevertheless, LJUNGSKILE currently does not allow to specify distributions
other than normal or rectangular. The number of available empirical distri-
butions is yet too small to justify such an extension. Empirical distributions
can be approximated for instance by Chebyshev polynomials and reported
by a small number of polynomial coefficients. It is important to note that
the statistics given in Eqs. (1.92)–(1.95) are independent of the cumulative
distribution functions, provided these are monotonous (McKay et al. 1979).

Currently, the LJUNGSKILE code allows the definition of water composition,
solution species, a solid phase, temperature and a CO2 partial pressure. If
multiple runs are performed to create curves as a function of a running variable,
almost all component and physical parameters can be used as abscissa values.
The ionic strength correction is done on the PHREEQC level. The Davies
equation approach is used limiting the applicability of the code to moderate
levels. An uncertainty for the solubility product of the solid phase cannot be

Figure 1.41. A square Latin Hypercube lattice. Note that no column index appears twice in
a column and a row
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specified. The evaluation of the probabilistic output however is performed in
a rather short time (depending of course also on the clock rate of the computer)
in the range of a few minutes to a few hours for larger jobs.

1.7.7
Deciding when a Limit Value has been Exceeded: Measurement Uncertainty and Law

1.7.7.1
Compliance with Legal Limits

National and international regulations require give limits for concentrations
of chemical substances in various materials and media. Exceeding such values
may be heavily sanctioned. In an environment where mean values only were
considered, the keeping of a limit could be unambiguously surveyed. A meas-
urement value below the limit was accepted, a measurement value above the
limit was sanctioned. Non-compliance with legal limits can have drastic con-
sequences, e.g. in international trade (Källgren et al. 2003; Marschal 2004).
The risks and the difficulties in assessing a given situation may be severed
by differences in legal and scientific concepts, e.g. of truth (Rechberger 2000;
Walsh 2000). In this way, it is often unclear how non-compliance with a limit
value is assessed if it is associated with a measurement uncertainty.

As long as the limit value and the measured value differ widely, this decision
in most situation will be made in consent. However, if the both values are close,
the probability increases that a conflict of interest is present (cf. Chap. 1.2.1).
In such situations, a conventional concept will not provide a solution. Hence,
protocols and concepts are required which can be accepted by both parties
despite the conflict of interest.

A limit value may be understood as the maximum permissible concentration
of a substance in a particular compartment (e.g. sample) which may not be
exceeded. Justification of the limit value concept on the legal level is based on
the assumption that its application generates legal certainty, allows more rapid
judgement, and eases the civil acceptance of authority decisions (Neidhardt
et al. 1998).

Limit values are mostly set by public authorities. However, also in the scien-
tific environment limit values exist. Examples are limits of detection, limits of
identification and limits of determination. The relevant issue with these limit
values is not to comply with them but to evaluate them appropriately. Signifi-
cant differences in these values may result by different evaluation procedures
(Vogelsang and Hädrich 1998) with consequences for the economic situation
of the issuing bodies in a competitive environment (Kaus 1998).

A limit value makes only sense if compliance can be assessed with a min-
imum of unambiguity. Hence, measurement values have to correspond to
the true (but almost always unknown) concentration. The concept of “true
values” is not without critical inquiry (de Bièvre 2000; Meinrath 2002); even
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so, it forms an essential basis of all metrological sciences. The legal system re-
quires “fact finding beyond all reasonable doubt” (Rechberger 2000) while for
a metrologically trained chemist, doubt in a measurement value is an essential
element. Mathematically speaking, a normal distribution never becomes truly
zero even at wide distances from its mean. Hence, the discussion about limit
values, compliance and sanctions rests with the word “reasonable”.

Since limit values form an interface between science and law, the different
legal systems in different parts of the world interfere. One reason for this mutual
interference is globalisation. Liability for non-compliance with strict limit may
be costly as is the surveillance. Insurance costs may become a non-negligible
part of the calculation. On the other hand, production, trade and commerce
may profit from generous or even non-existing limit values. Therefore, on
a competitive global market national policy with regards to environmental
protection and labour security may become an important factor. In a country
requiring strict compliance with ISO 17025, greater care need to be given to
limit values compared to countries where reporting mean values is sufficient.
Another reason is the different legal systems. Sanctions are easier to avoid if
“fact finding beyond all reasonable doubt” is required instead of convincing
a jury that decides by majority vote.

Limit values are therefore an important issue in metrology in chemistry. Due
to the strong relationship of the current measurement uncertainty concept to
the normal distribution, the following discussion will be based on the con-
cept of complete measurement uncertainty budget expressed by an expanded
standard uncertainty U (k = 2).

A limit value is commonly stated without uncertainty, while the meas-
urement value carries a measurement uncertainty. A variety of situations may
exist, shown schematically in Fig. 1.42.

Situation A is safely below the limit value. No further analysis of the sit-
uation is required. Two cases are shown for situation B. The mean values of
both measurement results are below the limit value, but the expanded stand-
ard uncertainty states that the right hand side value may exceed the limit
value. The left-hand-side measurement value has a higher mean value, but its
measurement uncertainty is lower. Situation B shows a first complication in
assessing the compliance with the limit value in presence of measurement un-
certainty. The complication increases for situation C. The measurement value
is above the limit value. However, there is doubt whether the limit value is
exceeded. If sanctions are imposed by the authorities, the polluter would prob-
ably disagree. Situation D is likely to cause more intense disputes. If authority
would accept situation D as compliance, the polluter would be able to use
a method with much higher standard uncertainty and by this way extending
the acceptability range of a measurement value far above the limit value, as
is shown on the right hand side of situation E. The left hand side of situation
E shows a clearly non-complying value. By expanding the measurement un-
certainty (e.g. by using a less precise method), the polluter would be able to
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Figure 1.42. Five possible situations (A–E) to be encountered in comparing a limit value
with uncertainty affected measurement values. The measured value is given as a horizontal
bar. The size of the enclosing boxes gives the expanded combined standard uncertainty U
(k = 2) of the respective measurement value

claim compliance because the non-compliance is not beyond all reasonable
doubt.

Figure 1.42 illustrates existence of a critical region about a limit value where
non-compliance is difficult to assess and, consequently, to enforce. It is there-
fore necessary to find logical criteria to assess compliance and non-compliance.
This issue is the more urgent if a third party is affected by the decision made by
authority and polluter. Such a third-party may be the population around the
locality of concern, agricultural production, animal habitat etc. Limit values
are usually issued to protect important values.

A possible approach might be to assign a target uncertainty to a limit
value. A limit value with associated target uncertainty will be able to avoid
an unpleasant situation E where non-compliance is covered by an inadequate
analytical method with large measurement uncertainty. Taking into account
the often time-consuming efforts to establish a limit value, further complica-
tions are to be expected if additional target uncertainties would be required.
In the end, a situation might be reached where “one has to be careful not
to design a diabolic machine of complexity which will lead to the practical
impossibility to make any decision and take any action” (Shakespeare’s razor)
(Shakespeare 1596; Marschal 2004).

1.7.7.2
Assessing Compliance on Basis of Normal Approximation

The complexity of compliance testing may be appreciated from the discus-
sion of Christensen et al. (2002). These authors suggest two complementary
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approaches. The first approach judges the measurement value for compli-
ance or non-compliance, depending whether the risk resulting from a wrong
statement is higher in case of compliance (stating compliance incorrectly) or
non-compliance (stating non-compliance incorrectly). If the situation occurs
that neither compliance nor non-compliance can be stated beyond all reason-
able doubt, statistical tests are suggested on basis of a normal distribution of
the measurement uncertainty. The second approach combines two different
procedures. The first procedure is the one-stage procedure which consists of the
first approach given above. The two-stage approach requires the determination
of additional measurement values if neither compliance nor non-compliance
can be stated. As an example for the sophistication of these rules, the number n
of measurements necessary to declare compliance (one-stage procedure) can
be calculated from the following four factors:

1. The standard deviation of the measurement result (here: combined
standard uncertainty uc).

2. The pre-set degree of confidence for the uncertainty interval (1 − α).
3. The closeness of the measurement value, μ, to the limit value, LV at

a pre-set probability (1 − β).
4. the probability 1 − β of declaring conformity for a value of (μ − LV).

Then,

n =
(

(u1−β + u1−α/2)uc

LV − μ

)2

. (1.96)

The equations for assessing compliance or non-compliance can be found in
the cited paper. It might be difficult to communicate a cyclist’s exclusion from
a competition because his blood hematocrit is higher than 50% (set by the
Union of International Cycle Racing) established by a reasoning including
equations such as Eq. (1.96). This approach is another example of “Shake-
speare’s razor”. Only statistically trained metrologists will be able to follow
such argumentation. It is important to note that approaches and protocols are
urgently needed. The logical, mathematical and statistical arguments given by
Christensen et al. are correct and trackable.

1.7.7.3
Loophole

While legal limits are set with the expectation to comply with them, ensuring
compliance may become a headache. A reason for the headache may be found
in the definition of convention presented in Chap. 1.2.1. If measurement values
are accepted without measurement uncertainty the following convention ap-
plies: Compliance with a limit is demonstrated by forwarding a measurement
(mean) value below the legal limit. When, however, measurement values have
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to carry a measurement uncertainty, demonstration of compliance will be less
straightforward. The measurement uncertainty is set by those forwarding the
measurement value. A situation shown for case E in Fig. 1.42 states that the
measurement mean value is above the legal limit. A possible consequence might
be to carry out costly remediation activities for the party being responsible for
exceeding the limit value (polluter). For the polluter, this unfortunate situation
can be “improved” by extending the measurement uncertainty (right hand side
of case E). Thereby, it should be noted that the error bars not necessarily need
to be symmetrical. Because it is the interest of the (accused) polluter to avoid
remediation operations it may be simpler to find arguments increasing the
error bar of the measurement value. Figure 1.42 and related discussion should
prompt a considerably higher interest of the law-makers in metrological issues
than shown up to now. At present, the metrological discussion offers some
strong points for (accused) polluters to circumvent the consequences of their
action.

The situation may require, despite all scepticism, to introduce target uncer-
tainties for analytical methods and measurands (de Bièvre 2004b; Marschall
2004). Proficiency tests and a strict application of the requirements of ISO
17025 will drastically reduce the possibilities to arbitrarily increase the meas-
urement uncertainty. National standards and norms will form a framework
within conformity, and non-conformity with limit values has to be demon-
strated. The concepts of Good Laboratory Practice (GLP) can form a further
defence line against weakening the role of stated limit values if properly applied
and enforced.

1.7.8
Further Considerations

Most discussions of compliance assessment with limit values are based on
a normal distribution of the measurement uncertainty. What happens in situ-
ations where a polluter claims non-normality of the measurement result? Can
a regulator judge a suspected pollution on basis of the EURACHEM/CITAC
guide (EURACHEM/CITAC 2002) if the presumed polluter shows that the pol-
lution is inferred (quasi as an artefact of the assessment procedure) only due
to the EURACHEM bottom-up approach and would not be judged as non-
conformity if a different evaluation procedure, e.g. on the basis of a complex
method as outlined in the respective sections of this chapter, is used? If skewed
distributions or even multimodal distribution come into consideration, the
topic of compliance with limit values may become highly confusing.

The discussion of compliance with limit values has many facets. The prob-
abilistic approach briefly outlined above is familiar because it is built upon
classical t-test acceptance/rejection argumentation. Such studies are at least
occasionally done by most chemists during their professional life. In chemistry
such argumentation, however, faces criticism (Hibbert 2001). A common basis
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for these concepts is the commitment of the (suspected) polluter or a scientific
attitude towards the evaluation of the measurement value and its associated
combined standard uncertainty uc. Given such boundary conditions, the nu-
merical problem can apparently be solved.

In the real world, however, the conflict of interest between authority/regu-
lator and (suspected) polluter puts a different taste to the situation. Because
metrology is becoming the language on the international market place, the
partners on this market place need to explore and to use the margins of their
field. In contrast to the measurand, which is usually supposed to have a “true”
value, the measurement uncertainty is an element of psychology. It is assessed
and evaluated according to principles in many situations also involving per-
sonal judgement. The margins for “professional judgement” are different to be
set. On the other hand, it should be kept in mind that metrology and market
have a long and intense relationship. This relationship has worked out to the
better of all partners including customers, in manufacturing industries and
commodities, if not (yet) in chemistry.

At the practical level of the discussion, mutual agreement and logical argu-
mentation seems to be a practical way to fulfil the intentions associated with
the issue of limit values: to ensure protection of values, habitats and quality of
life. The main driving force to comply with limit values, to establish quality
assurance systems, to invest into accreditation and participate into proficiency
testing, is the desire to create trust; trust of clients in the abilities of the pro-
ducer, trust of the authorities into the practices of the manufacturers and, last
but not least the manufacturers into their own abilities.

On the theoretical level, however, compliance with limit values remains
a challenge and a touchstone capable of guiding the discussion of metrology
in chemistry in the years to come.

1.8
DeficitAnalysisofExistingThermodynamicDataforEnvironmentalSimulation

“The greatest friend of truth is time, her greatest enemy is prejudice, and her
constant companion humility.”

(C.C. Colton)

Environmental modeling is an important application field of values obtained
from complex measurement processes. These data are mostly formation con-
stants of chemical species, solubility products of solid phases and solubility
data of gases in aqueous solutions. The reasons for the interest in thermody-
namic data is associated with Eq. (1.86): thermodynamic data are constants
of nature. Even though most of these data are determined in laboratories un-
der controlled conditions in concentration ranges and in media which do not
occur abundantly in nature (e.g. perchlorate media), Eq. (1.86) justifies their
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application under widely differing conditions. It is understood that the data
must be adequately corrected, e.g. for temperature and ionic strength effects
but their almost universal applicability is not questioned.

1.8.1
Uncertainty Contributions from Methodology and Practice

Most topics of the first section of this book have, up to now, never been al-
lowed to play a role in the discussion of quality assurance of thermodynamic
data. The versatility of, for instance, computer-intensive statistical approaches
to compare different data sets at least on the basis of repeatabilities from
lack-of-fit (Meinrath et al. 1999) is shown, and the concept of complete meas-
urement uncertainty budgets has been discussed also for thermodynamic data
(Meinrath 2001). The vast majority of thermodynamic data, however, were
determined decades before ISO’s GUM has been published. There have been
various attempts to “smooth” the available data according to some criteria.
As the result of such an approach, the Joint Expert Speciation System (JESS)
data base is available (May and Murray 2001; JESS 2006). JESS is a rather
unique system, as the data available in literature enter the procedure to simu-
late the desired information without pre-selection, expert reviewing etc. The
commercial JESS program package is designed to reach internal consistency
automatically, in part depending on the boundary conditions of the given
simulation task. “It attempts to deal with the serious discrepancies that often
occur between published equilibrium constants, allowing a consistent set of
mass balance equations for chemical speciation modeling to be produced by
systematic means” (Filella and May 2003). The problem of discrepancies is
abundant within thermodynamic data. Hefter (Bond and Hefter 1984) states:
“It is an unfortunate, but only too well known, fact of solution chemistry
that different techniques may yield different values of stability constants. In-
tending investigators therefore need to recognise and understand the known
limitations of any method they are considering to use and to bear in mind the
possibility of unknown limitations”. Grauer’s (1997) analysis is almost a dia-
tribe against the varied activities in chemical thermodynamics in the view of
extremely few reliable information. It is interesting to balance his statements
and examples with the claims and interpretations by other authors in the re-
spective publication. In some cases, the search for obvious inconsistencies by
scrutinising the existing universe of thermodynamic data yields clarification
(Hummel 2000), but these cases are rare. Some reasons for the existence of
a wide variety of data, augmented by numerous recalculations, medium and
temperature corrections, reinterpretations of the species compositions, criti-
cal evaluations, inter- and extrapolations, are given by Filella and May (2005):
“The specific problem addressed in this paper is that many formation con-
stants now being published in the literature are calculated and reported in
disparate ways so that it is difficult to incorporate them into thermodynamic
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databases and to make valid comparisons between the results from different
investigators”. Further: “There are at least three reasons why this difficulty
has become acute in recent years. First, there has been a proliferation of com-
puter programs to determine formation constants (even though some of these
codes contribute little, or nothing, new). Secondly, many possible methods
of calculation, each capable of producing significantly different answers, have
become readily available. Thirdly, and perhaps most importantly, formation-
constant determination remains necessary, but is less fashionable than it used
to be. So, results are now often performed by researchers with less back-
ground and experience in this field.” Available reference manuals are either
old and do not encompass the use of computer calculation-based approaches
(Rosotti 1978) or are restricted to a particular calculation program (Martell
and Motekaitis 1992).

These few selected voices from experienced representatives of the scientific
community (alternative choices are available) highlight the key issue: exist-
ing thermodynamic data are not reliable, are inconsistent and/or produced by
inexperienced experimenters. The statements of Filella and May in their frank-
ness focus on the effect of overoptimistic (uncritical) use of computation tools,
increasing the variance within thermodynamic formation constants. But even
in their analysis (highly recommended for reading), the terms “metrology”,
“comparability”, “traceability of measurement values” do not occur. Alterna-
tive concepts are not presented.

The advent of computers in the 1980s increased interest in thermodynamic
data of environmentally relevant metal ions and their species. This interest
was further motivated by the increasing ease of determining metal ion con-
centrations in aqueous solution due to more and more sensitive and rapid
automatic analytical equipment. Over the past century, analytical chemistry
has taken a strong development from a more or less qualitative subject to
a quantitative science encompassing single atom detection capabilities, de-
structive and non-destructive methods up to speciation options in inorganic
and organic matter, including biosubstances. To a large extent, this develop-
ment was made possible by instrumental methods in chemical analysis. These
methods have originated largely between 1970 and 1985. The period 1985–2000
was largely devoted to refining the instrumental tools and to the development
of methods that could cope with the increasing amount of data generated by
these instruments. Chemometrics provides powerful data treatment tools to
get “the best out of the complex data structures” generated by these methods.
The question of the reliability of these data was overpowered by belief in the
computer’s abilities and the increasingly sophisticated graphical data displays
(Chalmers 1993; de Bièvre 1999). It is teaching for chemists to follow the dis-
cussion of some chemometric regression tools (Frank and Friedman 1993a)
together with invited comments by fellow statisticians and chemometricians.
While statisticians worry about the reliability and variability of parameters
derived from ridge regression, factor analysis (PCR) and partial least squares



1.8 Deficit Analysis of Existing Thermodynamic Datafor Environmental Simulation 117

(PLS) (Hastie and Mallows 1993), the chemometrician emphasises interpre-
tation and insight gained from measurement data otherwise not accessible
(Wold 1993). The chemometrician argues on basis of “independent variables
that are correlated”. The problem of reliability is of less importance to the
chemometrician. He defends both PCR and PLS despite the fact that both tech-
niques give different solutions for the same data set (Frank and Friedman 1993).
The statisticians point out the importance of assessing the variability of all es-
timated quantities before they are interpreted (1993b), suggesting bootstrap
methods (Efron and Tibshirani 1986).

The computer offered an enticing perspective to aqueous chemistry: hav-
ing the thermodynamic data for all possible solution species at hand makes it
possible to calculate the species composition of a solution from measured com-
ponent concentrations. The speciation diagrams shown in Figs. 1.37 and 1.38
even though without the uncertainty limits, give examples for such calcula-
tions. By hand it is almost impossible to perform the necessary calculations
even for the simpler situation of Fig. 1.37.

At the same time, groundwater models were developed capable to predict
the transport of water in porous media. Reactive transport models combining
the ground water flow with numerical speciation were created with the hope
to simulate and predict the transport of matter in the subsurface formations.
The situations was described by CI Voss (1998) for the hydrological models:
“The fact that a ground water model is really a simple device is often obscured
by the manner in which it is applied. Uninitiated model users and even many
experienced model users believe that the numerical model can be made to
give an accurate representation of reality if only enough detail and data are
included.” In chemistry, a large number of thermodynamic data points were
determined with the intention to predict future developments. The disposal of
nuclear wastes in deep geological formations is a typical, an important appli-
cation where the time-scale is by far too great to be explored by experiment.
A large number of thermodynamic data aim at the safety assessment of nuclear
waste repositories.

Almost all of these data have been determined without even the least anal-
ysis of their reliability. They have also determined without an idea on the
required quality. It is, even today, completely unclear what target uncertainty
a thermodynamic datum is required to have to be fit-for-purpose (Thompson
and Fearn 1986) in performance assessment of nuclear wastes.

The main goal of metrology is to gain trust in a measurement value. The
users of chemical information should trust the data produced by a meas-
urement procedure. Of importance also is the trust the producer gains into his
own abilities and the experience of his limitations. In those situations where
the decisions based on certain data may affect others, academic freedom is
probably not an acceptable attitude in the determination of these data.

It happens often that chemists complain about their low reputation in the
general public. In Germany, which merits a lot to chemistry and chemical
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industry, the reputation of chemistry and chemical education may be appre-
ciated from the German Law on Chemicals. This law states that the required
knowledge to handle hazardous chemicals should be held by: pharmacists,
pharmaceutical engineers and pharmacy assistants, pharmaceutical-technical
assistants, and qualified pharmacists and pest controllers. Others, among them
academically trained chemists, have to prove their knowledge by passing a sep-
arate examination. Does this law underpin a high esteem for chemical educa-
tion?

The decision not to accept an academic degree in chemistry as a suffi-
cient proof for the ability to handle hazardous chemicals may be considered
as an indication of poor lobbying. However, a recent textbook on Analytical
Chemistry (Kellner et al. 1998) co-authored by a renowned German analytical
chemist and based on FECS’s Eurocurriculum of analytical chemistry does not
give even the most basic informations on concepts of metrology in chemistry
(Plzák 2000). The EURACHEM/CITAC guide “Quality Assurance for Research
and Development and Non-routine Analysis” (EURACHEM/CITAC 1998) does
not play a sufficient role in academic analytical chemistry. The lack of quality
management in research and education is well known (Cammann and Kleiböh-
mer 1998; Prichard 1999). An important factor is, obviously, time (Libes 1999).
Education towards a critical attitude and living with uncertainty and doubt
is certainly a difficult task. Society life is based on convention. The nail that
sticks out is the one that is hammered, in almost all societies. Therefore, it
is of outmost importance to scrutinise all information on which important
decisions are built whether it is universal (reproducible within given limits in-
dependent of space and time), site-specific (reproducible only within a certain
local and/or temporal interval) or conventional (an agreement within a certain
group having an advantage from adhering to the convention) (Price 2001).

It is important to recall the definition of convention given in Chap. 1.2.
The fact that the group adhering to a convention is large cannot replace
trust generated by comparability of measurement values. Here, the focus is on
“measurement value”. It is not acceptable to modify measurement values in-
dependent from the detailed information of their measurement. Measurement
results are information. Without knowledge concerning their determination
and their uncertainty, however, they are just rumours. Subsequent corrections
and modifications, in case of thermodynamic data, e.g. by ionic strength cor-
rections, require detailed information about the measurement process and the
evaluation of the value.

1.8.2
Uncertainty Contributions from Ionic Strength Corrections

Rumours cannot be “corrected” into reliable measurement values. If meas-
urement values are transformed, corrected or modified, the uncertainty contri-
bution resulting from the procedure must be adequately assessed and included
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into the combined standard uncertainty of the measurement value. A typi-
cal modification that thermodynamic data are subjected to is ionic strength
correction. Unfortunately, there is little knowledge about the uncertainty in-
troduced by ionic strength corrections.

There are a small number of ionic strength correction equations in use. The
basis for ionic strength correction is the Debye–Hückel equation (1.97):

lg γi = −Az2
i

√
I . (1.97)

The mean activity coefficient γ of substance i results from a constant A, charge
zi of substance i and the ionic strength I of the medium

I =
1
2

∑

i

mi z2
i , (1.98)

whereby mi is the molal concentration of substance i (mol kg−1 solvent). With
Eq. (1.97), electrolyte solutions at very low concentrations can be described
well. Above ∼ I = 10−3 mol kg−1, the Debye–Hückel (DH) equation is not
satisfactory any longer. There are several modifications of the DH equation
that try either to overcome certain approximations in the derivation of the DH
equation, or to create a broader range of applicability by empirical extensions.
The so-called extended DH equation

lg γi =
−Az2

i
√

I

1 + Bai
√

I
(1.99)

with A = 1 824 928 · 10106 Š1/2
o (∈ T)−3/2. B = 0.3(∈ T)−1/2. Šo gives the density

of water, ∈ the dielectric constant of water and T is the absolute temperature
in Kelvin. At 25◦C, A = 0.509 and B = 0.3283. Term ai is the effective radius of
the solvated substance i (in units of 10−8 m). The effective size of a metal ion is
2.5−4.5 for most univalent ions, 4−8 for divalent, 4−9 for trivalent and 5–11
for tetravalent ions. Typical magnitudes for effective sizes are: a(H2O) = 3.5,
a(ClO−

4 ) = 3.5, a(CO2−
3 ) = 4.5 and a(Cl−) = 3.

While the extended DH equation is claimed to be applicable up to I =
0.1mol kg−1, the WATEQ-DH equation (Eq. (1.100)) is applied up to ionic
strength I = 1mol kg−1.

lg γi =
−Az2

i
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I
+ bi · I . (1.100)

This equation has further ion-specific factors bi.
The Davies Eq. (1.101) is closely related to the extended DH equation

lg γi = −Az2
i

√
I

1 +
√

I
+ 0.3 · I . (1.101)
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Comparison of Eqs. (1.99)–(1.101) shows that Davies equation is closer to the
extended DH, missing the constants B and ai. Statistically speaking, the degree
of freedom is reduced, while allowing a higher flexibility of the equation in
fitting its curve to data. The SIT equation (specific interaction theory) has
additional parameters added to the DH equation

lg γi = −z2
i D +

∑

k

∈ (i, j, I) mj (1.102)

with Debye–Hückel term D : 0.5901
√

I
1+1.5

√
I

at 25◦C. Terms ∈ (i, j, I) represent so-

called interaction coefficients of ion i with ion j. Summation is done over
all counter ions j of a given ion i. The SIT equation (Eq. (1.102)) is almost
exclusively used in the context of the thermodynamic database of OECD’s
Nuclear Energy Agency. The interaction coefficients are derived from given
thermodynamic data. The statistical basis as well as details of its derivation
remained unclear even after several contacts with OECD/NEA.

All these extensions of the DH equation fail at ionic strengths I > 1molkg−1.
Pitzer (Pitzer 1986; Pitzer and Simonsen 1986) has proposed virial extensions of
the DH equation that are able to describe even highly concentrated electrolyte
systems I > 6molkg−1. Of course, all the parameters of Pitzer’s equations
(binary coefficients and ternary coefficients) have to be obtained from experi-
mental measurements. Marshall et al. (1985) have given a statistical analysis of
binary Pitzer coefficients on basis of linear statistics. Their analysis has been
supported by a non-parametric study of statistical variability using bootstrap
methods (Meinrath 2002b).

Due to the abundance of mean value-based analysis of the interaction and
mixing parameters in Pitzer’s equations, there is very little insight into the
limitation of the Pitzer approach. Pitzer’s equations are apparently complex
(cf., e.g. Kim and Frederick 1988). Seen mathematically, these equations are
linear and can be interpreted by classical linear statistics (Marshall et al. 1985).
Such an analysis does not provide a complete measurement uncertainty budget
of the experimental data from which the parameters of Pitzer’s equations are
derived. But an interesting insight into the variability of the parameters due
to different assumptions regarding their distribution and different analysis
methods can be obtained.

In this analysis, the single salt parameters β(0), β(1) and CΦ for the single
salts NaCl and KCl need to by used as auxiliary data from a previous analysis
of experimental data obtained by different authors. The compilation by Hamer
and Wu (1972) is a standard source for these data. A result is shown in Fig. 1.43,
where the distribution of the binary parameter CΦ of NaCl is shown as resulting
from a bootstrap resampling analysis using two different optimization criteria:
the classical least-squared residuals result (L2) and the more robust least abso-
lute residual (L1) criterion. The both distributions are compared to the mean
value given by Kim and Frederick Jr. (1988) (KF) and the normal distribution
derived by Marshall et al. (1995) (MMH). The L2 bootstrap distribution is
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Figure 1.43. A comparison of values and distributions derived for the binary Pitzer param-
eter CΦ of NaCl from the same data set under different assumptions

obviously non-normal while the L1 bootstrap distribution nicely corresponds
(with a slight shift) to the normal distribution derived by MMH. MMH’s mean
value is close to the value given by KF.

Again it is shown that even with the limited scope to study only repeatability,
different values/distribution of values will be obtained from a given data set.
This observation is not unexpected given the discussion in the preceding
chapters of this book. Here, however, a different aspect is emphasised because
the value(s) obtained for the binary Pitzer coefficients are required as auxiliary
data in the evaluation of the ternary mixing parameters. Hence, these auxiliary
information has to be derived from a six-dimensional empirical probability
distribution.

If binary and ternary mixing parameters of all binary and ternary salt
combinations in given complex salt mixture are available, the Pitzer approach
will be able to predict the activity coefficients in these salt mixtures. The point
of interest here focuses on the reliability of such an application. The evaluation
of a complete measurement uncertainty budget for the Pitzer parameters is not
possible, because the necessary information on influence quantities and their
magnitude, which are a requisite to evaluate the cause-and-effect diagram,
have never been reported. An interesting aspect, however, is the evaluation
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of ternary parameters in presence of statistical uncertainty coming from the
auxiliary, binary parameters. To do so, a Monte Carlo approach is insufficient
and the LHS approach has to be used. A total of 25 LHS runs were performed on
basis of the EDFs obtained from analysing the binary salt mixtures. For each
of the 25 runs, 2000 bootstrap samples were obtained amounting to 50 000
simulated data for the ternary parameters.

Experimental data on the activity coefficients of Na/K/Cl mixtures have
been obtained from Huston and Butler (1969). This paper is the standard source
from which a the respective ternary mixing parameters, θNa, K and ψNa, K, Cl, are
derived. To allow a clear display of the results, only the 20 activities obtained by
electrode C are included into this analysis. These data are given in Table 1.15.
Kim and Frederick Jr. (1988) report θNa, K = 0.007 and ψNa, K, Cl = −0.0098
from linear least-square fitting of all data in Huston and Butler (1969).

The result is shown in Fig. 1.44a and b. In Fig. 1.44a, the ternary parameters
have been set to zero. In Fig. 1.44b, these parameters take the values given
by Kim and Frederick Jr (1988). As can be seen immediately the effect of the
ternary parameters is marginally to non-existent and supports the conclusion
that the evaluation of ternary parameters for the given salt mixture interprets
at large random effects from unaccounted measurement uncertainty.

Table 1.15. Activity coefficients of NaCl in ternary Na/K/Cl solutions (Huston and But-
ler 1969). Only data reported from measurements with “electrode C” are used

Total ionic strength γ(NaCl) x(NaCl) Sample number

0.4805 0.68171 1 1
0.4834 0.70291 0.8564 2
0.4876 0.68234 0.6585 3
0.4911 0.68486 0.4722 4
0.4952 0.69599 0.2706 5
0.4983 0.69775 0.1145 6
0.9323 0.65826 1 7
0.9466 0.67655 0.703 8
0.9548 0.67999 0.5329 9
0.9703 0.66252 0.2111 10
3.1134 0.72044 1 11
3.0675 0.68992 0.7492 12
3.021 0.67671 0.4957 13
2.9522 0.65283 0.2667 14
2.9791 0.63753 0.1202 15
4.3393 0.81096 1 16
4.3006 0.78524 0.7884 17
4.2547 0.72344 0.5329 18
4.2129 0.68533 0.3099 19
4.1743 0.65615 0.0986 20

x(NaCl) mol fraction of NaCl in the NaCl/KCl mixture
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Figure 1.44a. An interpretation of the activity coefficients of NaCl-KCl mixtures by Pitzer’s
equations ignoring ternary mixing parameters. The distribution of the calculated activity
coefficients is shown by error bars (1σ) and crosses (+) giving the observed extreme values.

Figure 1.44b. An interpretation of the activity coefficients of NaCl-KCl mixtures by Pitzer’s
equations using ternary mixing parameters as determined by Kim and Frederick Jr. (1988).
The distribution of the calculated activity coefficients is shown by error bars (1σ) and crosses
(+) giving the observed extreme values
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This example may unintentionally have been applied here to a salt combina-
tion where the ternary coefficients in fact were negligible. Further unpublished
analysis, however, is available corroborating the results shown here for the
Na/K/Cl system. The purpose of the discussion, however, has been to illustrate
the inadequacy of merely mean value-oriented analysis of multi-parameter
models. Pitzer’s equations are complex, and a full analysis of the complete
measurement uncertainty is a challenge. If these data are, however, applied
for important decisions outside the academic world, a detailed analysis has
to be performed. Pitzer’s equations are applied for ionic strength correction
in solutions at higher ionic strength were the other ionic strength correction
methods (Eqs. (1.97)–(1.102)) cannot be applied. Ionic strength correction may
have a non-negligible impact on the magnitude of the complete measurement
uncertainty budget of thermodynamic data. The higher this budget, the more
restricted is the reliability of simulations and predictions performed on a basis
of these data. The discussion of simple iron hydroxide equilibria (cf. Figs. 1.37
and 1.38 and related discussion) is an example illustrating this aspect.

1.8.3
Uncertainty Contributions from pH

The traceability chain in case of pH measurement includes all stages shown in
Fig. 1.6. The equivalence to measurement capabilities in the national metro-
logical institutes in the EUROMET region has been tested and documented
(Spitzer 1996, 1997, 2001; CCQM-9 1999). Key comparisons under the aus-
pices of BIPM have established the measurement uncertainty of the highest
metrological quality. The problems of establishing a traceability chain for the
non-measurable quantity pH are well documented in the 1985 IUPAC compro-
mise recommendation (IUPAC 1985) and the 2002 IUPAC recommendation on
pH measurement (IUPAC). The primary standards for pH with stated uncer-
tainty uprim therefore are available. Calibration solutions traceable to primary
reference materials are now commercially available.

Nevertheless, measured values of the quantity pH are reported without
associated uncertainty. It is mostly unclear in which way these values have
been derived. Some information on the likely measurement uncertainty of
values of quantity pH comes from round-robin studies. An early example is
provided by Metcalf (1987).

From 485 measurement values, the binned distribution Fig. 1.45 is obtained.
The spread of the distribution is 0.05 pH units. Note that no information is
given on the meaning of the “±” symbol: a standard deviation, perhaps, or
a confidence interval?

In Fig. 1.46, results from a recent proficiency test are given (BAM 2003). The
abscissa shows the laboratory codes while the data are represented as boxes
with a central bar representing the mean value and the box giving the estimated
standard uncertainty.
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Figure 1.45. Distribution of (binned) values of quantity pH in solutions (5.00±0.0) ×10−5 M
H2SO4 (Metcalf 1987)

The reference value (nominal true value) is given as pH 4.450. The tolerable
limits (|z|score < 3.000) is pH 4.152 and pH 4.752, resulting in a standard
deviation of about 0.1 pH units.

A similar result is obtained by a French proficiency test, where values of
pH in drinking water where determined (IUPAC WP 2007). The results of
that study are given as a cumulative empirical distribution function, which is
compared to its closed fitting normal distribution in Fig. 1.47. The respective
normal distribution is N(0.186, 7.074). The spread is even wider compared
with the BAM study (Fig. 1.46).

Numerical results from proficiency test can be used, e.g. within the Nordtest
approach (Magnusson et al. 2004), to estimate the combined standard uncer-
tainty of pH measurement. Thus, in combination with traceable calibration
standards for pH measurement these data allow to link laboratory pH meas-
urements to the primary standards and, ultimately, to the definition of the
mole in SI.

Returning to thermodynamic data of hydrolysis reactions of metal ions
in aqueous solution, it must be kept in mind that reference laboratories, for
example for pH in the NMI, were unavailable before 1993. The majority of
hydrolysis data, however, has been determined at times long before the concept
of metrology reached the chemical sciences (Baes and Mesmer 1976). The
importance of including uncertainty in pH measurement into thermodynamic
data was shown (Meinrath 1997, 1998; Meinrath and Nitzsche 2000). Thus, the



126 1 Concepts of Metrology

Figure 1.46. Results of a proficiency test on pH measurement with 30 participating labora-
tories (BAM 2003). The boxes given the estimated standard uncertainty as estimated by the
participating laboratories

importance of including measurement uncertainty in pH into the evaluation
of thermodynamic data is demonstrated in literature. Methods for achieving
this goal are available (Meinrath 2000a, 2001; Meinrath and Spitzer 2000).

From 1983 (Covington et al. 1983) to 2002, two pH scales were in use. For
the time before 1983, little information exists on the metrologically relevant
details of pH measurement. The calibration materials often have been in-
house produced solutions with nowadays unknown measurement uncertainty.
The electrode design has improved during the past years considerably and
the glass material of the electrode also has undergone considerable modifica-
tion to improve stability and repeatability of potential measurements (Baucke
1994). A common calibration procedure included the use of the theoretical
Nernst slope (59mV at 25◦C) which is meanwhile understood to introduce
considerable bias (Baucke et al. 1993; Baucke 1994; Naumann et al. 1994). Cur-
rently, the focus is on liquid junction potentials and design of the diaphragms
(Baucke et al. 1993; IUPAC 2002). With the current IUPAC recommendation
(IUPAC 2002), a unified approach on basis of metrological principles is avail-
able (Baucke 2002), and electrode characteristics as well as protocols for an
evaluation of measurement uncertainty can be based upon this document
(Naumann et al. 2002). Norms and standards including these principles into
normative documents are currently under preparation.
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Figure 1.47. Results of a proficiency test “pH in drinking water” under the auspices of French
national metrological institute, LNE (2005) with 95 participating laboratories. The results
are given as empirical cumulative distribution curve together with its closest fitting normal
distribution (using Kolmogorov–Smirnov test). The probability of normality is > 98%

For the existing data, however, these metrological traceability features have
not been available. The round-robin results (cf. Figs. 1.45–1.47) give evidence
that a value from a measurement does not need to correspond to the true (or
conventional true) value. Small variations in an influence quantity may give rise
to considerable variation in the measurement value derived for a measurand.

The quantity pH is an excellent showcase example on what is necessary to
get an understanding of the accuracy and precision of the SI unit “amount of
substance”. The quantity pH is the most frequently measured chemical quan-
tity, playing an important role in the medical field, in food and pharmacentical
industries, in the management of the environments and in the control and
preservation of resources.

It is of crucial importance to understand that measurement of pH values is
not an issue for academic sand-box games, but strongly influences our daily life
and important decisions from tap water surveillance to climatic change. Often,
resources are either limited or the demand exceeds the supply. Various powerful
social groups reflect on short-term exploitation of essential resources indis-
pensable for the well-being of others (Price 2002). Within an over-populated
world, conflicts can only be avoided or at least mediated by accepted criteria;
proven and controlled measurement capabilities are indispensable. Therefore,
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metrological institutes are essential elements of sovereignty. Their relation-
ships are fixed by international treaties (MRA 1999, IRMM 2000). Deficiencies
in such capabilities must rise concern (Jenks 2003). Trust is easily lost but
difficult to (re-)install (Zschunke 1998).

1.8.4
Uncertainty Contributions from Metal Ion Concentration Determination

While routine pH measurements are made in a broad range of fields by per-
sonnel with a widely varying expertise, measurement of amount of substance
of metal ions in aqueous solutions is mostly left to trained analytical per-
sonnel. Instrumental methods of analysis, for instance ICP-OES (inductively
coupled plasma optical emission spectroscopy) and ICP-MS (inductively cou-
pled plasma mass spectrometry) are known for their often low detection
limits at routine measurements. The little information on the measurement
uncertainty of ICP-OES determination of metal ions indicates a relative ex-
panded standard uncertainty of 1–3% in the 100mgdm−3 metal concentra-
tion region (Drglin 2003). Compared with pH measurements, measurement
values from proficiency test of metal ion determination in moderately con-
centrated aqueous matrices may be expected give a rather homogeneous re-
sult.

The International Measurement Evaluation programme (IMEP) is a service
offered by the Institute of Reference Materials and Measurement (IRMM),
the metrological authority of the European Commission. The programme
offers SI-traceable reference values, established by the primary methods of
measurement, against which participating laboratories can evaluate their per-
formance. The degree of performance is thus established against the most
objective reference possible and available at present. Participating laborato-
ries may work under normal conditions with their own choice of techniques,
procedures, and instrumentation. IMEP is open to all laboratories on a volun-
tary basis, and full confidentiality with respect to the link between results and
identity of each participant in guaranteed.

A result from IMEP-6 is shown in Fig. 1.48. In IMEP-6 a total of 180 labora-
tories from 29 countries participated in the analysis of 14 elements in a natural
water. Figure 1.48 shows results for Pb from 75 laboratories declaring to follow
guidelines from the quality management system EN 45000/EN 45001 (van Nevel
et al. 1998). The central grey bars represent the certified Pb content displayed
with the combined relative standard uncertainty U (k = 2). Without going
too much into detail, the general message from these graphs is a considerable
variation in the reported measurement results by participating laboratories,
despite the fact that the measurement tasks should be a routine. In everyday
life we would not accept, say, a kitchen balance giving values varying on a reg-
ular basis by 20%. Most people would sharply protest receiving a wooden stick
of, say, 1.20 m when 1.35 m was ordered. Modern industry would not exist if
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Figure 1.48. Results for Pb in the natural water material as obtained by “accred-
ited/certified/authorised” (self-declaration) laboratories. Results which fall outside ±50%
of the reference value are shown in the text box. Grey bar indicates certified reference value
with uncertainty (van Nevel et al. 1998)
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assessment of the quantities length, mass and time would carry uncertainties
comparable with present-day chemical measurements.

The IMEP example shown in Fig. 1.48 is a typical result of such a study. These
studies ask for cautions with routinely determined concentration values. It is
certainly necessary to contrast the message of Fig. 1.48 with the evaluation re-
ported by, for instance, Drglin (2003). The determination of metal ion contents
in aqueous samples is an essential step in the analysis of solution equilibria. In
case of the general equation

Mz+ + Ly− ⇐⇒ ML(z−y)+ (1.103)

with formation constant K

K =
[ML(z−y)+]
[Mz+][Ly−]

(1.104)

the value for the standard uncertainty of the metal ion concentration enters
twice into the value of the measurand, K. The same is true for the standard
uncertainty of the ligand, Ly−.

1.8.5
Uncertainties from Subsequent Manipulation, Selection and Recalculation

There is no doubt associated with obtaining a value for a formation constant
K for a mean-value based evaluation. Such data are abundant in the litera-
ture, and collections are published, e.g. Bjerrum et al. (1957) or Smith and
Martell (1989). The OECD/NEA is running a project to collate available data
with potential interest in nuclear waste disposal. The OECD/NEA Thermody-
namic Database project terms its data elicitation “critical” and guidelines for
the evaluation process are issued (OECD/NEA 2000a,b,c). These guides do not
include any reference to the normative and internationally agreed metrological
documents. The word “metrology” is not found in the three guidelines. Uncer-
tainty evaluation (OECD/NEA 2000b) is restricted to repeatability estimation
(mean values and standard deviations). The guide holding the guidelines for
data judgement (OECD/NEA 2000c) holds the unfortunate term “indepen-
dent peer review”, implying that there were actually “independent” reviewers
available in the highly political field of nuclear waste disposal with a some-
how superior ability to recognise “good” data if they see it. This ability must
necessarily go with all reviewers of this project with its truly challenging di-
mensions.

The OECD/NEA thermodynamic data base project is a good example for
the difficulties to judge measurement values without a stable framework of
traceable references and carefully evaluated measurement uncertainty budgets.
Again, the definition of convention is invoked (Lewis 1969) here. A conventional
agreement is of course possible and may be a valuable tool in creating a unified
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data collection to perform comparable studies in the field of modeling and
simulation. However, the rules and guidelines imposed by OECD/NEA are not
able to create trust into the review process as shown by the heavy dispute about
the judgement handed down to some publications on Np (Vitorge 2005). These
arguments document the current state in discussing chemical data and are
available also on the CD accompanying this book. The conflict of interest within
the OECD/NEA reviewer group has not been solved by applying adequate
protocols, but by exchange of the reviewer by hierarchical structures within the
OECD/NEA data base project. Of course, people outside the population P (e.g.
due to death, change of research subject, ignorance etc.) cannot interfere with
the evaluation process were persons not involved into the measurement process
of the respective measurand value judge mostly peer-reviewed publications
upon merely subjective impressions on the basis of a supposed neutrality.

To be meaningful, elicited reviews require access to a comparable amount of
information to that used by the author(s) in preparing the manuscript. Up to
now, the original data of an experiment are not usually available for subsequent
re-analysis. Even worse, as outlined by Peter Medawar (Medawar 1964) in an
essay, a scientific paper is always an idealisation which from its very intention
does not attempt to give an accurate account of the actual measurement process.
It should be seen rather as an idealised account a researcher gives about the
object of his studies.

This situation is not a new one. It is well known for measurement values
from the era before the introduction of the basic quantities meter, gram and
second. The discussion of measurement data did not address the question
“which data are right” but “who is right”. Data quality was bound to authority,
not to criteria. The introduction of the metrological network by the Meter
Convention in 1875 has given emphasis to the measurement process. Proper
training in handling of measurement devices, demonstration of proficiency
and independent calibration services form the current-day basis for trust in
weight and measures.

Can we expect that any person accepts an unpleasant decision on basis
of conventional data, for instance construction of a waste incinerator plant
or even a nuclear waste disposal site in direct neighborhood? It is certainly
interesting to ponder the question whether a car-driver would accept loss of
his driver license for driving under alcohol if the measurement signal would be
judged upon criteria similar to those of thermodynamic data base compilers,
especially if it is known that the measurement instrument gives quite variable
signals if exposed to the same amount of alcohol. Can trust in a measurement
result can be built on authority? Metrology is the only system having proven
its ability to create trust in measurement values. The MRA (MRA 1999) is the
most obvious sign of this ability.

The SI is the result of the cultural and philosophical development in Europe
over a period of several hundreds of years. It incorporates over 2000 years of
inquiry into the fundaments of our world (von Weizsäcker 1990). The prob-
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abilistic nature of our world is a part of the results of this endeavour. The
ISO “Guide to the Expression of Uncertainty in Measurement” (ISO 1993) is
based on this experience. A consequence is shown schematically in Fig. 1.49.
Two measurements, A and B, are performed to obtain a value for the same
measurand. Both measurements do not necessarily need to be performed at
the same location and the same time. Both measurements consist of the same
basic elements: reference standards are used to calibrate an instrument. The
measurement is performed and the experimental data are evaluated using some
auxiliary data. The rows of lines represent the distribution of the measurement
uncertainty of the respective step. The both measurements are, however, eval-
uated on a mere mean value basis. The value shown by the measurement
equipment is taken for granted.

The examples in the preceding chapters, however, have shown that a single
value need not be the true one! In measurements A and B (cf. Fig. 1.49)
slightly different mean values are obtained. Because an assessment of the
complete measurement uncertainty budget is not performed, the magnitude
of uncertainty in each step of the measurement process remains unknown.
As a result, the values from both measurements are different, but the fact of
a difference in the values is all what can be stated. The likely position of the
true value, which was aimed upon, remains obscure. Notwithstanding obvious
errors in the experimental set-up, the measurement process or the evaluation,

Figure 1.49. A schematic representation of two measurement processes of the same meas-
urand in presence of measurement uncertainty. The true value is aimed on but unknown.
Note that this figure is a modification of Fig. 1.5, although without a (known) conventional
true value. How far away from the true value may each datum be?
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it is impossible to judge the data without detailed information on the influences
and effects having caused a deviation.

It may be argued that the both measurement processes in Fig. 1.49 are
shown in a way such that the both results separate from each other. Taken
the probabilistic background, it is also possible that the obtained mean values
at each stage compensate and the final results are much closer. In fact, the
set-up shown in Fig. 1.48 is reminiscent of a Galton board where balls form an
approximate normal distribution, provided enough balls (measurements) are
available to run over a small but sufficient number of steps. In case of a Galton
board, however, the balls have only two choices. Therefore, a Galton board is
only a crutch to illustrate a complete measurement process. The more complex
the measurement process, the less is the probability that two measurement
values accidentally coincide.

1.8.6
Overestimation of Measurement Results

In the case of thermodynamic data, a larger number of values for the formation
constant of the same species is rarely available. Hence, the difference between
various thermodynamic constants may be large, or in a group of a few data
one value may be farther away from the other two or three. Removing this
supposedly “extraneous” value by some argument is a common “variance re-
duction” technique. Figure 1.48 illustrates that without an assessment of the
measurement uncertainty of each influence quantity, the likely position of the
true value cannot be assessed. All variance reduction argument is more or less
arbitrary in such a situation. Another situation may arise if measurement un-
certainty is evaluated for a limited number of influence quantities, for example
repeatability. Repeatability estimates, for example derived on basis of lack-of-fit
(cf. Sect. 1.8.2), are sometimes available for a number of thermodynamic data.

An example is given in Table 1.16 for the U(VI) hydrolysis species
(UO2)2(OH)2+

2 . Because it is unclear whether the “±” symbol represents
a standard deviation or a confidence region, the individual literature values
are considered to represent mean values and standard deviations of normal
distributions.

An experiment has been performed where 33 U(VI) solutions in sulfate
medium at room temperature have been characterised UV-Vis spectroscopi-
cally (Meinrath et al 2006). The respective spectra can be found on the book CD.
The data analysis was performed by target factor analysis in combination with
a threshold bootstrap scheme using computer-assisted target factor analysis
(TB CAT) (Meinrath and Lis 2001). The respective cause-and-effect diagram
is given in Fig. 1.50. As has been discussed in detail elsewhere, the majority
of effects given in the fishbone part of the diagram can be neglected. Impor-
tant uncertainties in influence quantities are the free OH− concentration, the
total sulfate concentration and the U(VI) concentration. The ISO Type A un-
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Table 1.16. Comparison of some formation constants lgKa
22 available in literature for 0.1M

perchlorate solutions and ambient temperatures (Meinrath et al. 2006)

Method lgK22 Reference

P −5.95 ± 0.04 1
P −5.89 ± 0.37 2
P −5.85 ± 0.02 3
P −6.09 ± 0.06 4
P −6.09 ± 0.02 5a
S −6.28 ± 0.02 5b
S −5.97 ± 0.06 6
S −6.14 ± 0.04 7
S −6.17 ± 0.03 8
S −5.80 ± 0.20b 9

a For reaction 2 H2O + 2 UO2+
2 ⇐⇒ (UO2)2(OH)2+

2 + 2H+

b Recalculated from lg β22 = 21.76 ± 0.11 with lgKw = −13.78 ± 0.02
P potentiometric titration; S UV-Vis spectroscopy
1 Overwoll P, Lund W, Anal Chim Acta 142 (1982) 153
2 Maya L, Inorg Chem 21 (1982) 2895
3 Vainiotalo A, Mäkitie O, Finn Chem Lett (1981) 102
4 Tsymbal V, Rapport CEA-R-3476, CEA, Saclay (1969)
5a,b Bartusek M, Sommer L, Z Phys Chem 67 (1963) 309
6 Meinrath G, Kato Y, Yoshida Z, J Radioanal Nucl Chem Articles 174 (1993) 299
7 Meinrath G, Schweinberger M, Radiochim Acta 75 (1996) 205
8 Meinrath G, Radiochim Acta 77 (1997) 221
9 Meinrath G, Lis S, Piskula Z, Glatty Z; J Chem Thermodynamics 38 (2006) 1274–1284

certainties are given in the right hand side box. These must be evaluated by
computer-intensive statistics. The threshold bootstrap has been implemented
to evaluate the spectra.

In Fig. 1.51, a comparison of the resulting probability density of the for-
mation constant lgK22 species (UO2)2(OH)2+

2 with the normal distributions
obtained from the literature values given in Table 1.16 is shown. The distribu-
tion of the complete measurement uncertainty budget is much wider than the
data given in Table 1.16. Upon inspection of the normal distributions repre-
senting the literature data, only the curve of Maya (cf. legend of Table 1.16) is
comparably distributed and strongly overlaps with the complete measurement
uncertainty distribution.

The other normal distributions are much narrower and imply a higher
precision; however, in several cases, the normal distribution do not overlap
with each other! Thus they imply a large discrepancy among each other. This
observation is not uncommon. The most likely interpretation can be directly
taken from an Editorial by P. de Bièvre (2003): Whether chemists like it or not,
most of the “error bars” which accompanied results of chemical measurement in
the past were too small if they were to intend to be “accuracies”. They represent
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Figure 1.51. Comparison of the values reported in literature for lgK22 (cf. Table 1.16) with
the results from this study. Literature data is transformed into the probability densities
(Normal distributions; light curves) for comparison with the probability density of the
complete measurement uncertainty (thick curve)

repeatabilities or reproducibilities of measurement results, but rarely, if ever,
“total” uncertainties. There are several possible explanations for this. One of
them is that the interpretation of the definition of measurand as the “quantity
subject to measurement”, enabled them to do so. The intended or announced
measurand was not meant (e.g. concentration), but the actual “quantity subject
to measurement” (e.g. a ratio of electric currents in a spectrophotometer). Thus,
“uncertainty” in many chemical measurements was reduced to repeatability
or reproducibility of measurements of electric currents, generated by ionisation
processes, photomultipliers, etc. It was very convenient to “omit” the uncertainty
related to the chemical preparation of the samples, since that fell outside the
definition “quantity subject to measurement” (the electrical currents). It was
more gratifying to be able to present good repeatabilities, since that provided
prestige for the measurement laboratory: the “error bars” looked good because
they were small. All of which comes to the surface and becomes clearly visible
in interlaboratory comparisons (ILCs) where the results of measurements of the
same quantity in the same material are displayed with “error bars” representing
repeatabilities only. All of a sudden, a number of results show up as being “bad”
because their “error bars” do not overlap. In many cases they even do not cover the
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reference value of the ILC (when available). Had a more complete “uncertainty”
been assessed by way of larger “error bars”, the result would not only look all right,
it would also be all right. The price to pay was that it did not look so attractive.
There remains nothing to add.
The example of (UO2)2(OH)2+

2 in U(VI) sulfate solutions does not represent an
ILC, neither is the derived value for lg K22 claimed to be traceable. However, the
lacking overlap of uncertainty ranges reported with thermodynamic data from
literature (if available at all) is striking. For most data in literature, where some
important details of the measurement process remain unclear, a metrological
post-assessment of the complete measurement uncertainty budget is difficult.
Such an effort seems, however, to have more merits compared to a visual selec-
tion of “good” and “bad” data by review panels that do not have (documented)
metrological and statistical experience.

Hence, as long as non-traceable measurement values remain inside the
laboratory of determination or within a group P accepting such data on a con-
ventional basis, no other party is affected. Such data may serve as a common
basis of discussion. As soon as others are affected by decisions based on these
data, the conventional basis will break in case of conflicting interest. Hence,
data collections on the basis of reported thermodynamic data have enormous
deficits preventing their application in controversial situations. The few exam-
ples summarised in this chapter also illustrate that conclusions based upon
such data may be misleading.

1.8.7
Summary: The Need for Performance Assessment of Analytical Chemistry Methods

“What can we know? or what can we discern, when error chokes the windows
of the mind?”

(J. Davies, 1570–1626)

Measurement methods do have a limited resolution power. Ignoring this
limitation may have unforeseeable consequences. In most cases, however, the
consequences do not directly contribute to scientific progress. This fact may
be illustrated by an example from astronomy.

In 1877, the Italian astronomer G. Schiaparelli reported the observation
of straight line structures on planet Mars. He referred to these structures as
“canali”, meaning channels but being mistranslated into “canals”. These canals
were not accepted undisputedly (e.g. Evans and Maunder 1903). However,
the idea of intelligent life on other planets captured the public and scientific
attention for several decades. The subject developed, mainly due to the efforts
of the US astronomer P. Lowell. Schiaparelli in 1895 wrote the book “La vita sul
pianeta Marte” (Gutenberg Projekt 2006). Within the following 50 years, the
idea of artificial channels on Mars was intensively debated (e.g. Antoniadi 1910;
Comas Sola 1910). The idea of canals as the product of an intelligent Martian
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civilization slowly faded in the first decade of the twentieth century. The photos
taken by Mariner 4 in 1965 finally gave direct evidence of the absence of large-
scale engineered structures on Mars.

The example of Martian canals can, nevertheless, be fruitful for the current
discussion on performance assessment of analytical methods in chemistry.
It was clear already in 1877 that the structures described by Schiaparelli and
others were on the edge of the resolution capacity of the instruments. Observa-
tions of the canals were made during the period of closest approaches between
Earth and Mars. The list of positive observations is long, despite the ongoing
disputes. The “canals” case also shows how expectations influence the observa-
tions and their interpretation. Fig. 1.52 shows two Mars drawings by K. Graff,
director of the Hamburg observatory, after 1928 the Vienna observatory. His
visual observation abilities still are legendary among astronomers.

Graff ’s drawings (from observations with a 60 cm refractor) show the influ-
ence of the “canals” idea in 1901, reported as “clearly seen”, which in the course
of the years (there are similar drawings until 1928) disappear more and more.

The idea of Martian canals nevertheless has been fruitful, culminating in
HG Wells’ “War of the Worlds” (Wells 1898) and the “little green Martians”
have become an element of Western culture. But the truth is different: there
are no canals on Mars.

It may be argued that the Mars canals error is a result of purely visual ob-
servation, a highly subjective process. The collection of numerical data has
its epistemological importance from their objectivity being obtained by meas-
urement tools instead of human senses. The foregoing discussion, however,
shows that this objectivity is a relative one. An experiment is a question to
nature. This question can only be asked with a relative accuracy, and the re-
sponse given by nature rarely answers exactly the intended question. So what
information is in the data? To extract the likely answer from a collection of data,
the range of possible answers has to be tested. Appropriate tools have been are
being developed. The field of science dealing with this task is statistics.

Figure 1.52. The “canali” on Mars in a drawing by G. Schiaparelli (left) and observations of
K. Graff at the Hamburg Observatory. The 1901 drawing is still influenced by the “canali”
interpretation, while Graff ’s 1909 drawing does not any longer indicates straight lines
(Schramm 2006)
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“Most people are not natural-born statisticians. Left to their own, human
beings are not very good at picking out patterns from a sea of noisy data. To
put it the other way, we all are too good at picking out non-existent patterns
that suit our purposes and prejudices” (Efron and Tibshirani 1993). To reduce
the risk of overinterpretation and underestimation of information in a given
data set, it is important to understand the performance of an experimental
method. Currently, techniques in analytical chemistry are qualified according
to overall performance parameters, e.g. limit of detection, recovery. Noise and
random influences do not play a role in these performance assessments. It is,
however, essential to have a clear understanding of the interpretation limits
within a given data structure. Otherwise, misinterpretation is unavoidable.

The following Part II will deal with deficits and criteria for thermodynamic
data and the methods used for their determination. Here, homogeneous solu-
tion parameters and surface interaction parameters will be used as examples.
For a limited number of methods for thermodynamic data determination,
cause-and-effect diagrams have been evaluated and applied, e.g. solubility
measurements (Meinrath 2001), UV-Vis spectroscopic measurements (Mein-
rath and Lis 2001, 2002; Meinrath et al. 2004, 2006, 2006a) and potentiometric
titration (Kufelnicki et al. 2005; Meinrath et al. 2006b). These reports may serve
as a starting base in the discussion of deficits and criteria presented later on.

“Door meten tot weten” (Through measurement to knowledge)

(H. Kammerlingh-Onnes)

This summary must begin with a clarification. Von Weizsäcker (1974) said
about Plato: “...the thoughtlessness has not be done to say: I know the answer
and I will write it down for you” (Lindner 2002). Likewise, the exact details of
a way to better, more accurate and more reliable thermodynamic data is not
known to the authors. Ignoring uncertainty, however, is not a means to trustable
measurement values, either. It is evident that a more detailed knowledge on the
accuracies and precisions of currently available chemical measurement data
are urgently needed for decision-making in politically sensitive situations.
There is little chance to gain progress if the current status cannot be assessed
by hard, objective criteria.

It is one of the successes of a science to become part of daily life, to play
an important role in the society and obtain public funding not as a kind of
alms but as an investment for future profit. All sciences need to justify public
funding. Science is not funded for the progress in the past – there is heavy
competition for a society’s resources. Sciences have to prove their relevance
and their continued ability to contribute to the social and economic stability
of the society.

The deficit analysis of thermodynamic has made evident the current state
to which the measurement of thermodynamic data currently contributes to
knowledge. There are two ways to judge the situation. The first, pessimistic,
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view is depression. Most thermodynamic data satisfy the criteria to be seen as
“rumours”. There may even be an impetus to bash the messenger despite the
fact that he illustrates and underpins this message with examples and graphs:
a defeatist.

The second way is a happy one. Thermodynamic data, for many years, have
been determined to characterise the elements and classify them with respect
to their properties. The Periodic Table of the elements and the Pearson concept
of soft and hard acids and bases are but a few examples. In the pre-1980s,
nobody was thinking about computer-based modeling. The years since 1980
have anyway brought forward new insight and new capabilities. Some of the
mathematical, numerical and statistical methods used in the deficit analysis
have been developed in this period, the computing abilities have rocketed and
still increase. There is plenty of new knowledge to gain with more reliable data,
new methods of determination and evaluation.

For the time being the following statements can be defended:

• On the basis of existing thermodynamic data, predictive geochemical mod-
eling is not reliable.

• Neither the analytical details concerning the determination of a certain
thermodynamic datum nor the details concerning the evaluation of a certain
thermodynamic datum are sufficient in almost all cases.

• The values of many (most?) thermodynamic data are random numbers
whereby the random number-generating process is unknown.

• It is comparatively simple to demonstrate that some thermodynamic data
reported in literature or having passed the scrutiny of a PhD procedure are
not the result of a detailed and critical data analysis.

A major reason to these statements is the simple fact that the most basic
element in the determination of a value has been ignored: A measurement
is a comparison. No comparison can be made with arbitrary accuracy and
precision. Hence, the determination of thermodynamic data, as an element
of analytical chemistry, is unavoidably associated with uncertainty and bias.
These contributions must be quantified. Otherwise, all data analysis will go
astray into an unpredictable and uncorrectable direction.

Whatever the best way might be to analyse and to report measurement un-
certainty, the chemical sciences have frittered away the time to come forward
with an own viable and demonstrated proposal to account for measurement
uncertainty of its genuine SI unit, amount of substance. Now, the ISO Guide
to the Expression of Uncertainty is the valid document. Its language is the
world-wide metrological basis to communicate the reliability and quality of
measurement values. EURACHEM/CITAC (1998, 2002, 2004) has shown ap-
proaches to comply with these international requirements in the field of an-
alytical chemistry. In some countries, courses in metrology in chemistry are
offered within chemistry curricula.



2 Metrology in Chemistry and Geochemical Modeling

2.1
Geochemical Modeling – An Introduction

The previous section was devoted to some fundamental and general aspects of
metrology in chemistry. Illustrating examples from chemical measurements
have been discussed. Metrology in chemistry is not different from metrology in
other fields, e.g. manufacturing or physics. The addition “in chemistry” wants
to emphasize that application of metrological principles is a rather new topic in
chemistry. Metrological concepts apply wherever comparisons are made, and
measurements are comparisons. Comparisons become especially important
when made relative to the quantity “amount of substance”. The importance
results from the complexity of manipulations and transformations often neces-
sary to arrive at a value for the quantity “amount of substance”. Determination
of values for the quantity pH by two-point and multi-point calibration and
the evaluation of formation constants for the formation of chemical species
in aqueous solutions by a solubility experiment were shown in Part I to illus-
trate this complexity and its consequences. A value is influenced by multiple,
sometimes purely numerical, effects, for example, non-normality, correlation
in influence factors, correlation in residuals, the optimization criterion itself.

From the viewpoint of determining values of chemical quantities, it may
be satisfactory to report merely mean values. However, the limitations of such
an approach becomes evident if data must be compared which result from
different measurements (Hibbert 2006). The question whether the quantity
pH of a natural water (for instance water percolating from a source in the
environment) has changed over a certain period of time is an illustrative
example. The difference in the values does not necessarily indicate a change in
the water composition. Only if the observed change is larger than the resolution
capacity of the analytical method such a change has been substantiated. With
a known resolution capacity, fitness-for-purpose of an analytical method can
be established.

In such situations an experimenter therefore requires two pieces of infor-
mation: a) what is the resolution power of the experimental method and b)
what is the required quality of an experimental method. The term “resolution
power” refers to the minimum difference between two values which cannot re-
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sult from random influence factors but must be a property of the two items that
are compared. If the observed change between the two measurement values is
large, even a poorly resolving method may be satisfactory (e.g. indicator tips
in case of pH). If the observed change is small, the question arises whether
the observed difference is by chance or significant. Another similar situation
arises from compilations of thermodynamic data. Often, several published
values are available for a reaction of interest. In the vast majority of cases, the
values are different. Notwithstanding obvious misinterpretations and errors,
a basis is required on which the published data are judged. If the experimenters
reporting the data themselves have not carefully studied the likely variability
of their data, which other criterion could be applied, except the belief of the
compilators to recognize a “good” value if they see it? A realistic estimate of
the uncertainty is even more important if further conclusions and/or decisions
are based upon this value. Predictive geochemical modeling is a good exam-
ple where all three aspects, a) fitness-for-purpose of analytical methods, b)
comparability of measurement values over time and space and c) progression
of uncertainty of individual measurement values in subsequent application of
these values for decision making etc., are relevant issues.

The focus on geochemical modeling may highlight another relevant aspect.
In almost all but the most simple settings (for instance by laboratory column ex-
periments) the results of geochemical modeling cannot be verified. Geochem-
ical modeling is often applied because the dimensions of the problem do not
allow direct experimentation (e.g. because the time scales are too long), or the
accessibility of the zone of interest (e.g. a plume in the subsurface) is poor. Eco-
nomic considerations are an additional aspect favouring computer simulations.

A decision maker (cf. Fig. 1.14) has to arrive at a conclusion within a limited
time. Scientific arguments are only one factor. Other sources, e.g. social, politi-
cal and economic arguments, may play the prevalent role. Scientific studies may
support consensus-finding because scientific arguments are often considered
as “objective”, less influenced by wishful thinking and vested interests.

Pondering the importance of a reliability criterion for a computed predic-
tion, a broad range of studies might be expected exploring the reliability of
geochemical modeling results. In fact, a variety of studies are discussing the
possibilities of improving the predictive power, to rank the input quantities
according their influence on the modeling output (sensitivity analysis), and
to underscore the significance of calculated results. There are, however, only
rather few studies available investigating the uncertainty of the output from
geochemical modeling calculations themselves. None of those studies aims at
the complete measurement uncertainty budget. As it has been put elsewhere:
“The number of persons that examine the uncertainties in simulation are few
compared to the number of persons who make simulations without uncertain-
ties” (Ödegaard-Jensen 2006).

This finding may seem surprising. Some arguments may hint on possible
reasons. First, while statistical hydrology extensively studies the impact of
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distributed input on the distribution of output (e.g. Fortin et al. 1997), the
number of input quantities increases drastically if chemical transformation
processes are combined with groundwater flow. For most quantities charac-
terising the chemical reactions, reasonable estimates of uncertainties (not to
mention complete input distributions) are unavailable for reasons discussed
already in Part I. Second, the numerical burden in geochemical modeling is
drastically higher compared to a mere hydrogeological simulation. It should
be kept in mind that the systems treated by hydrogeology, involving advection,
convection, dispersion, and diffusion, are by no means trivial. Treatment of
these processes simultaneously with chemical changes increases the dimen-
sions of a system tremendously. Chemical changes are described by sorption,
decay (chemical decay and radioactive decay), generation of substances (e.g.
by dissolution of gases or anthropogenic input) and reactions. Already the
calculation burden just to generate output from a single input parameter set is
considerable. Third, the audience may not be interested in a discussion of un-
certainties at all. A decision maker will certainly prefer clear-cut information
and tend to avoid a discussion of prediction uncertainties. Likewise, organi-
sations funding related research will prefer projects promising more efficient
solutions, compilation of better data bases and faster algorithms, instead of
work implementing known methods to arrive at clumsy distributions instead of
clear numbers with many decimals. A discussion on how “more efficient”, “bet-
ter” and “faster” might be objectively defined is almost painstakingly avoided.
Occasionally qualifiers like “verified” or “validated” can be found, however,
without definition of their meaning. Fourth, pondering the almost complete
absence of traceable chemical measurement values (e.g. formation constants,
solubility products, sorption coefficients for the various sorption models, ki-
netic data) in literature, the assessment of a complete measurement uncertainty
budget for these values is a necessary requirement, not an accomplished one.
Therefore, at today’s state of metrology in chemistry, a geochemical modeling
output satisfying a metrologist’s requirements is a goal lying in a distant fu-
ture. But this insufficient situation does not justify the overinterpretation and
underestimation characterizing today’s discussion of geochemical modeling
output results.

Part II will introduce geochemical modeling. The numerical tasks of ground-
water simulation and the fundamental techniques to solve these tasks will be
introduced briefly. Groundwater modeling is a very developed field. The de-
scriptions necessarily will be superficial. Geochemical modeling will be in-
troduced as an extension of groundwater modeling. Groundwater modeling is
a more recent development; more or less it became technically feasible by the
enormous increase in the CPU clock rates and digital storage capacities. Geo-
chemical modeling introduces chemical interactions into groundwater mod-
eling. Thus chemical information obtained from experimental measurements
enters the computer codes. The impact of metrology and, at the current state-
of-the-art, the resulting deficits of contemporary geochemical modeling will
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be outlined. Finally a deficit analysis will be given and proposals are made how
to improve the situation in the short and middle term.

2.1.1
Groundwater Models

“He who has heard the same thing told by 12 000 eye-witnesses has only 12 000
probabilities, which are equal to one strong probability, which is far from
certain.”

(Voltaire)

This chapter intends to introduce into the basic concepts of geochemical
modeling. There is no intention to provide an exhaustive, systematic outline.
For such a purpose appropriate texts are available (Kinzelbach 1986, 1989;
Holzbecher 1996; Hardyanto and Merkel 2006). For the following discussion, it
is sufficient to distinguish between hydrogeological models and geochemical
models. A hydrogeological model is intended to predict groundwater flow. The
empty spaces in the subsurface, having a wide range of spatial dimensions with
a large variety in their mutual connectivity, can be constantly or temporarily
filled with water. Those spaces being constantly filled are termed groundwater
zone, the temporarily water-filled spaces comprise the vadose zone. The water
forms the mobile phase, while the material forming the walls of the empty
spaces is the stationary zone. For the present discussion, the stationary phase
is generally the geological formation. The water-filled spaces in the geological
formations are aquifers. Water flowing through an aquifer will be physically
affected, for instance due to viscosity changes or temperature variabilities. In
order to describe the variability in an aquifer’s empty spaces, the parameter
porosity is defined. The porosity P gives the relative amount of empty space
in a defined volume, whereby only water-accessible spaces may be consid-
ered. Hence the enormous variability in the natural subsurface is described by
a dimensionless figure characterising a given volume.

A key element of any hydrogeological model is the Darcy law, shown in
Eq. (2.1):

Ω
A

= Kf
Δh
L

(2.1)

where Ω is the amount of water flowing and A is the cross-section of the
aquifer. The quotient Ω/A is termed the Darcy velocity v. L gives the length of
the aquifer over which the flow is considered while h is the height. Hence, the
Darcy law assumes a flow driven by gravity. The Kf value is a property of the
porous medium and can be described by Eq. (2.2):

Kf =
k δ g

μ
(2.2)
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with k: permeability, δ: density of water, g: constant of gravity, μ: viscosity.
Equation (2.2) shows that the parameter Kf directly depends on the perme-
ability k. The hydraulic conductivity Kf is defined by Eq. (2.1). The Darcy
velocity v may be decomposed into the three spatial dimension vx, vy and vz,
given in Eq. (2.3) in its infinitesimal form for illustration

v = −Kf

⎛

⎜
⎝

∂h
∂x
∂h
∂y
∂h
∂z

⎞

⎟
⎠ = −Kf ∇h . (2.3)

If the aquifer is anisotropic, the scalar Kf is replaced by a tensor Kf . The
pressure p of a water column is given by Eq. (2.4):

p = h Š g (2.4)

With Eq. (2.2) an alternative form of Eq. (2.3) can be obtained in Eq. (2.5):

v = −
1
μ

k(∇p − δg) (2.5)

where k is the permeability tensor. Equation (2.5) is valid for the saturated
zone and allows a description of the Darcy velocities in a three-dimensional
homogeneous section of three-dimensional space.

The flow in an aquifer is furthermore characterized by the conservation of
mass. Water is considered as an incompressible medium. If an amount of water
is flowing into a saturated volume, the same amount of water has to leave this
volume. From a detailed development of this condition Eq. (2.6) results:

δ S P = −∇ · δv + q (2.6)

where S is the saturation (relative amount of water in a porous volume; S is 1
in case of a saturated zone) and q represents any source or sink. Equation (2.6)
is one of several alternative forms of the time-dependent differential equa-
tion describing the flow of water in a porous medium, where the stationary
phase is time-independent. Depending on the boundary conditions, Eq. (2.6)
is further modified. Only the movement of water is described by Eq. (2.6).
Application of Eq. (2.6) to real problems results in numerical systems where
analytical mathematical solutions are not available. Consequently, alternative
methods are required to obtain at least approximate solutions. Commonly,
spatial discretisation is used.

2.1.2
Discretisation Methods for Space

Instead of continuous equations describing the variables at all points in space,
discretisation implies that the variables are defined only at a limited number of
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points in space. The spatial locations where the variables are defined are called
a mesh or a lattice. The mesh can be one-dimensional (a line of intervals), two-
dimensional (a mesh) or three-dimensional (a lattice). The various intervals
may be equally (equidistant) or irregularly spaced. A mesh or lattice may be
made up of the same geometrical shape (triangle, square or cube, tetraeder or
prism) or from different geometrical elements.

Four discretisation methods are commonly applied: finite differences, finite
elements, finite volumes and compartment models. For the following discus-
sion it is not important to understand the details of the discretisation methods.
It is, however, important to understand that no chemical transformation is con-
sidered. Exclusively the transport of the mobile water phase is treated.

2.1.2.1
Finite Differences

For applying finite difference methods, the differential quotients in Eq. (2.6)
are replaced by difference quotients. Then an approximation for the second
order derivatives is given by Eq. (2.7).

∂2f
∂x2 ≈ f (x1 + Δx1) − 2f (x1) − f (x1 − Δx1)

Δx2
1

(2.7)

where x is the space variable and x1 the location where the function f is
evaluated. Note the approximation sign, ≈. The degree to which the right side
of the approximation corresponds to the left side, termed truncation error,
is a field of intense research and a source of a large variation of algorithmic
details. Equation (2.7) is valid only in a homogeneous situation where the
coefficients contributing to f are independent of x. If the coefficients, e.g. in an
inhomogeneous porous system, the approximation becomes more complex:

∂
∂x

Kx
∂h
∂x

= Kx

(

x1 +
Δx1

2

)
f (x1 + Δx1) − f (x1)

(Δx1)2

− Kx

(

x1 −
Δx1

2

)
f (x1) − f (x1 − Δx1)

(Δx1)2 , (2.8)

where Kx gives the hydraulic conductivity along the space coordinate, whereby
the “space” is one-dimensional. In a one-dimensional situation, the discretisa-
tion points can be located at the interval borders or in the center of an interval.
In two- and three-dimensional space, the difference equations can be evaluated
at the intersections of the mesh (node-centered) or at the centers of each block
(block-centered).

Finite differences are applied in many hydraulic simulation codes, despite
the fact that the consistency of the numerical formulations are debated (Aziz
and Settari 1979). Simulation codes on basis of a finite difference approxima-
tions have shown to be convergent if the lattice is sufficiently smooth.
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2.1.2.2
Finite Volumes

The key idea of the finite volume approximation is the mass conservation in
a space volume. Mass is a conservative variable – at least within the rounding
errors of a numerical processor. Finite volumes are often discussed as a gener-
alisation of finite differences, whereby the method can be applied to irregular
lattices and even curvilinear boundaries (Narashiman and Witherspoon 1976,
1977, 1978; Narashiman et al. 1978; Pickens et al. 1979; Peyret and Taylor 1985).
An important step in finite volumes is the calculation of means. Instead of
providing the analogous equations of Eq. (2.8), a short discussion of forming
a mean will be given.

Means. A characteristic statistics of a set of data is the mean. Given a set of n
values, three different means can be obtained: the arithmetic mean Eq. (2.9)

Xa =
1
n

∑

i

xi , (2.9)

the geometric mean Eq. (2.10):

Xg = n

√
∏

i

xi (2.10)

and the harmonic mean Eq. (2.11):

Xh =
n
∑

i

1
xi

. (2.11)

For the three values (3, 6, 9) the means are Xa = 6, Xg = 5.451 and Xh =
4.909. The arithmetic mean is the most familiar of the mean values while the
harmonic mean is occasionally interpreted as “weighted arithmetic mean”.
This weighing, however, may have considerable influence on the simulation
output. Holzbecher (1996) provides an illustrative example underscoring the
importance of mean value formation in finite volume approximation. The
numerical data is shown in Table 2.1, where the Darcy velocity is calculated
for varying hydraulic conductivity K2 in a two-layer system by a finite volume
approximation using different means. While by using the arithmetic mean the
overall hydraulic conductivity is almost unaffected by the changing hydraulic
conductivity in the bottom layer, this picture is drastically modified if the mean
is calculated as harmonic mean.

While the Darcy velocity is apparently constant in case of the arithmetic
mean, the Darcy velocity is drastically reduced when K2 decreased in case of the
harmonic mean. This latter observation is physically reasonable: the lower the
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Table 2.1. Numerical values for the Darcy velocity in the bottom layer of a two-layer system,
calculated for two different methods to obtain a mean. The hydraulic conductivity K1 in the
top layer is fixed while for K2 different values are applied

K2 10−5 10−6 10−7 10−8 10−9 10−10

Xa 5.5 · 10−5 5.05 · 10−5 5.005 · 10−5 5.0005 · 10−5 5 · 10−5 5 · 10−5

Xh 1.818 · 10−5 1.980 · 10−6 1.998 · 10−7 2 · 10−8 2 · 10−9 2 · 10−10

K1 = 10 · 10−4; X effective Darcy velocity over layers K1 and K2

hydraulic conductivity, the less the amount of water is flowing. Furthermore,
calculation of a mean may have influence on the propagation of rounding
errors etc. Numerical stability is a key issue in modeling complex systems with
computers because the limited numerical accuracy in combination with an
enormous number of calculations may lead a code astray easily.

2.1.2.3
Finite Elements

Finite element methods decompose the differential Eq. (2.6) into linear combi-
nations of basic functions. To chemists this approach is familiar from quantum
chemical calculations where the wave functions ψ are decomposed into linear
combinations of known, hydrogen-like wave functions. In a formal manner,
Eq. (2.12) describes the decomposition step:

f (x, y, z, t) =
n
∑

i=1

λi(t) fi(x, y, z) . (2.12)

The (time-dependent) coefficients λi give the weight of each of the N basis
functions. While in case of quantum chemical problems the basis functions
often are approximate hydrogen-like orbital functions, the basis functions in
a finite element approximation are piece-wise linear or quadratic functions of
the type given in Eq. (2.13):

fi(x, y, z) =
{

αik + βik + γik
0

in neighboring elements
elsewhere

(2.13)

where the three coefficients α, β, γ denote the vertices of a triangular element
and k describes the index of the element connecting to the i-th element. The
simple form of the basis functions allows fast differentiation.

The solution of the time-dependent flow Eq. (2.6) is thus reduced to the
solution of systems of linear equations. In case of finite elements the resulting
matrices are also sparse. Efficient numerical algorithms exist to solve these
systems of equations. An important point for finite element approximations is
the non-conservativity of the resulting mass balances.
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2.1.3
Discretisation Methods for Time

The analytical solution of a system of differential equations allows calculation
of the state of the system at any time t, if the conditions at a time t0 are known. In
a discrete representation of the system, an analytical solution is not available.
The conditions at a time ti (with ti > t0) must be obtained by iteration. The
time between t0 and the time of interest ti is divided into m time intervals,
Δt. Starting from t0, the state of the system at t0 + Δt is evaluated. At the next
step, the system conditions at t0 + Δt are used as starting conditions for the
calculation of the subsequent time step, at t0 + 2Δt. After m iterations the
condition at ti is obtained. This simple iterative scheme is occasionally termed
the Euler method.

In order to arrive at the new state at time t0 + kΔt (k = [1, m]) the time
dependence of the variables must be known. The operator T (the ‘recipe’) holds
the information on the time dependence of the variables. In other words:

∂f
∂t

= T(f ) . (2.14)

Simple solutions can be obtained by using a weighted summation:

f (t + Δt) − f (t)
Δt

= κT(f (t)) + (1 − κ)T(f (t + Δt)) . (2.15)

If κ = 1 the forward Euler method, for κ = 0 the backward Euler method is
obtained. If k = 0.5, the method is termed the Crank–Nicolson method (Crank
and Nicolson 1947).

Another widely used method for time discretisation is the Runge–Kutta
approach. Here a time step is divided further into sub-steps. A variant of
Runge–Kutta method is the Heun procedure (Hermann 2004). The variety
of methods for time discretisation indicates that the methods have implicit
limitations while clear criteria to judge the different discretisation methods are
lacking. Higher numerical stability usually requires more calculations while
each calculation may fail due to computational instability. Therefore, stability
and rounding-off errors are important aspects of all implementations (Stoer
1976; Meis and Marcowitz 1978).

2.1.4
Compartment Models

Groundwater models describe the flow of water in a porous medium. The de-
scription is based on lumped parameters like the porosity or the hydraulic
conductivity. The subsurface is not available for direct study. Any groundwa-
ter model must be based on a limited, often rather sparse amount of direct
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experimental evidence. The flow rate from a well or the pressure in a piezome-
ter are such quantitative information on which a groundwater model is cal-
ibrated. Commonly the only validation criterion of a (often complex) model
are a limited numbers of experimental information, e.g. flow rates or piezome-
ter levels. A groundwater flow model is a simple calculation stating only that
in a given volume of a porous material, the amount of fluid mass that flows
in, less the amount of fluid mass that flows out, gives the change in fluid
mass in the volume (Voss 1993). The fluid balance is the major physical law
involved in a groundwater model. The use of a computer to run a ground-
water model merely allows the volume to have complex geometry and to be
subdivided into many parts. The simple mass balance concept is then ap-
plied to each subvolume (Voss 1996). While state-of-the-art computer tech-
niques allow the construction of very complex models with a large number
of subvolumes, a model should not be more complex than the experimen-
tal information available for the area of interest requires, and allows. In fact,
an appropriate simple model with few volumes does not need to be less de-
scriptive than complex models with a highly sub-divided subsurface space.
Compartment models implement these ideas. The subsurface region of in-
terest is subdivided into a small amount of cells. The exchange of water
between these cells is described by the respective exchange rate equations.
There are some limitations to the cell size in transport models that sepa-
rate them from compartment models. Some of these criteria, e.g. the Péclet
criterion, will briefly discussed below. Compartment models can be very sat-
isfactory and efficient. An example of a compartment model is Ecolego (Avilia
et al. 2003).

As early as 1985, van der Hejde et al. (1985) reported a total of almost 400
computer implementations of groundwater models. The overwhelming frac-
tion was intended for predicting future behavior. The steep increase in CPU
performance during the past 20 years has further sparked the development of
groundwater models. Today an even larger number of computer implementa-
tions is available while complex codes which required main-frame computers
in the 1980ies are today running on standard desktops calculators. The simple
concept of groundwater modeling, however, has not been changed.

2.1.5
Geochemical Models

The fundamental importance of water results in part from its excellent solvent
properties for polar substances and the overall scarcity of the resource. Only
2.5% of all water on Earth is fresh water. Water flow does not only transport
water but also the dissolved constituents which themselves may constitute
a risk for the resource water. The chemistry of substances dissolved in water
is a field of intense research (e.g. Stumm and Morgan 1996) and concern (e.g.
Rydén et al. 2003). Chemical transformation and interaction can be numerically
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described at least approximately. Considering the variety of water uses and
water consumption, to include at least the most fundamental knowledge about
chemical reactions in water is desirable.

2.1.5.1
Diffusion, Dispersion, Sorption and Reaction

The mass balance for a substance i in a volume Vi is given by Eq. (2.16):

mi = Vk ci (2.16)

A substance in a volume of water can move independently of the water flow by
diffusion in presence of a concentration gradient (1st Fick law):

ji = Dm, i ∇ci (2.17)

where ji is the concentration flow vector and Dm, i the molecular diffusion
coefficient of substance i. The molecular diffusion coefficient is temperature
dependent and change with the total amount of dissolved substances.

A second important process is dispersion (Fig. 2.1). The friction between the
mobile phase and the stationary phase cause a velocity profile over a pore. Flow
velocities in different volumes may be different due to different porosity. In
short, even if a substance i would not show diffusion, the concentration profile
of that substance would change with time as a result of water flow. Third, the
paths of particles of substance i in a porous medium may be different. For
the same macroscopic distance different particles may require different time.
This process also results in a modification of a given concentration profile. The
dispersion is not a material property and cannot be described by a substance-
related constant. The dispersivity αl (longitudinal dispersivity) is described in
analogy to the diffusion by Eq. (2.18):

Hl = αl |v| . (2.18)

The longitudinal dispersion Hl depends on the mean flow tensor v and the
dispersivity which itself depends on concentrations and the dimensions of the
studied area (Scheidegger 1961; Kinzelbach 1986). Hence, dispersion may be
also considered as a lumped-parameter process which has the potential to be
used as an adaptable (e.g. fitting) parameter.

Dissolved substances in the mobile phase interact with the stationary phase.
This interaction is often described as sorption. A sorbed particle does not flow
with the mobile phase but is retarded. In fact, sorption of particles is consid-
ered as a major retardation mechanism in the groundwater. The numerical
description of a sorption process is therefore often replaced by a lumped-
parameter coefficient Rf ,i, the retardation factor of substance i. Sorption is
a summary term for all processes where a substance is selectively taken up by
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Figure 2.1. Estimated dispersivity as a function of length scale (Yucca 2002) illustrating scale
dependence of dispersivity

another substance. The term “sorption” is always applied if the nature of the
underlying process is unknown (Römpp 1999).

The simplest way of expressing this interaction is the assumption of a Nernst-
like equilibrium between the sorbed substance i on the surface and the sub-
stance in the mobile phase:

KD =
ci, s

ci, aq
. (2.19)

Hereby is ci, aq the concentration (amount of substance per volume) of sub-
stance i in the mobile phase while ci, s is the concentration (amount of substance
per area) on the stationary phase. Equation (2.19) is also given as

ci, s = KDŠci, aq (2.20)

where is the density of the mobile phase and ci, s is given in units of mass of
sorbed substance per area. By using the assumption of a simple, concentration-
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independent equilibrium according to Eq. (2.20), the retardation factor Rf , i is
given by:

Rf , i = 1 +
δs

P
Kd (2.21)

where δs is the density of the stationary phase and P gives the porosity.
Because sorption is the major retardation factor, the simple KD assumption

has been replaced by more complex models (e.g. Westall and Hohl 1980; Bolt
and van Riemdijk 1982; Hiemstra et al. 1989; Kosmulski 1997). The conse-
quence of more complex models is the increase of variables. Fitting a complex
model with many adaptable parameters to experimental data will always re-
sult in an apparently good fit. This fact has been shown in Part I: The fit is
apparently good because the model is over-fitted.

A further important aspect of chemistry is reaction. Substances transform
into each other. These transformations follow certain rules. The key concept
of chemical transformation is the law of mass action. Given a reaction

a A + b B� c C + d D (2.22)

the respective equilibrium state is given by:

K =
[C]c [D]d

[A ]a [B]b
, (2.23)

where K is the reaction constant and A, B, C, and D are chemical substances
while a, b, c, and d are the respective stoichiometric coefficients. Note that
Eq. (2.22) describes a reversible reaction. In a logarithmic form, Eq. (2.23) is
written as:

lgK = c lg [C] + d lg [D] − a lg [A ] − b lg [B] . (2.24)

From the second law of thermodynamics comes the following relationship:

ΔGr = −RT lnK; , (2.25)

where ΔG is the change in the free Gibbs energy of reaction r, R is the gas con-
stant, T is the absolute temperature in Kelvin and K is the reversible equilibrium
constant of this reaction. Now, a direct relationship between a formation con-
stant K and the second law of thermodynamics is available, implying that K
itself is a constant of nature. Determining K under laboratory conditions nev-
ertheless allows one to apply the measured/evaluated value under different
conditions. The details, however, show that this simple transferability often
requires special attention especially if the reaction involves charged species
(ions) (Ringbom 1958). Appropriate textbooks are available (e.g. Hartley et al.
1980; Merkel and Planer-Friedrich 2005). In short, the task of estimating the
composition of an aqueous solution holding multiple mutually interacting con-
stituents forming a variety of species was tackled by (mean value) computation.
Implementing chemical reactions into a groundwater model is a comparatively
recent development (Simunek et al. 1995).
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2.1.5.2
Advection-Dispersion Equation, Consistency and Stability Criteria

The numerical description of a substance in a flowing medium is described by
equations of the following fundamental form:

RPS
∂θ
∂t

= ∇D∇C − v∇C + q , (2.26)

where S is the saturation of the porous medium and P gives the porosity. The
amount of substance of a constituent is given by C while q represents all sources
and sinks. Chemical reactions, radioactive transformations and influences of
other processes (e.g. leaks in a pipeline etc.) are generally incorporated into the
detailed formulation of q. Equation (2.26) includes second order mixed terms
of the type ∂

∂x Dxy
∂C
∂y and first order terms of the type vy

∂C
∂y . These terms, too,

are solved by spatial and temporal discretisation on the basis of the similar
approximations as before. Hereby several approaches to the discretisations for
first order and second order terms are available, e.g. the Courant–Isaacson–
Rees method (Courant et al. 1952) and the Friedrichs method (Friedrichs 1954)
for the first order terms.

Approximation of the infinitesimal and continuous quantities by discreti-
sation generates an error, the discretisation error. The discretisation error is
of fundamental interest because it cannot always be estimated directly (e.g. by
using Taylor expansions). For some cases, e.g. the Crank–Nicolson method,
the numerical errors have been studied (deVahl Davis and Mallinson 1972; van
Genuchten and Gray 1978; Bear and Verruijt 1987).

Consistency is an important criterion for a numerical algorithm to converge.
Consistency is the property of a code implementation. Consistency implies
decreasing truncation errors with increasing (finer) discretisation. However,
even consistent algorithms do have their inherent limitations, which are often
“forgotten” over the convenient (and often visually attractive) GUIs and colour-
ful graphics representation delivered by modern computer implementations
(Voss 1998). The advection-dispersion Eq. (2.26) comprises two elements: the
parabolic dispersion term and the hyperbolic advection term. A satisfactory
solution is only possible with Lagrangian methods and the random walk al-
gorithm (Häfner et al. 1997). A reason for the limitations of other algorithms,
especially finite difference method and finite element method, results from
the Péclet number stability criterion. The Péclet number Pe gives the ratio of
advective and dispersive fluxes:

Pe =
Δx
αl

(2.27)

(neglecting diffusion), where Δx is the grid spacing and αl is the longitudinal
dispersivity. The stability criterion requires Pe ≤ 2. If the Péclet number cri-
terion is not fulfilled, the code will show high numerical dispersion, a large
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grid orientation effect and, occasionally, oscillations. In fact, the Péclet cri-
terion is a reason for the existence of compartment models. Compartment
models might be considered as a special group of transport models where the
compartments cells are rather large. The Péclet criterion does not allow that.
The large cells would be numerically unstable, resulting in excessive dispersion
and oscillations. Thus compartment models need other numerical approaches.
Compartment models will not be discussed here, even though they are impor-
tant occasionally, e.g. in performance assessment of nuclear waste repositories.
Examples for compartment models are Amber (Quintessa 2002) and Ecolego
(Avilia et al. 2003), which, however, aim at long-term risk assessment from
radioactive materials.

A further stability criterion, valid for all discretisation algorithms, is the
Courant criterion. The Courant criterion is given by Eq. (2.28)

Co =
vΔt
SΔx

≤ (0.5 … 1) , (2.28)

where v gives the velocity field, S the saturation and Δx the grid spacing. Thus,
the Courant criterion sets an upper limit to the time step, Δt. In practice, the
combination of Courant and Péclet criteria requires small time steps and high
discretisation (small volume sizes) to avoid the domination of the simulation
output by numerical dispersion. Further stability criteria exist, e.g. the von
Neumann criterion. For the discussion here it is sufficient to understand that
the approximate solutions for the advection-dispersion Eq. (2.26) are limited by
certain criteria requiring a minimum discretisation and limit the magnitude of
time-steps. For a practical application of hydrogeological models, these criteria
demand a minimum in CPU time to produce results which are not governed
by truncation errors and other contributions to numerical dispersion.

The chemical interactions are generally coupled to the transport codes in
a separate step: each time step calculates the movement of the dissolved species
according to Eq. (2.26). Then, the chemical reactions take place and the next
time step is calculated and so forth until the time of interest is reached. There
is almost no limit which specific speciation code from the wide variety of
available codes is selected (cf. Merkel and Planer-Friedrich 2005), as long as
it can interact with the transport code. The speciation code calculates the
composition of a solution on basis of specific input information, e.g. the total
amounts of elements. On basis of the information on the formation constants
(cf. Eq. (2.24)) the composition of the solution in terms of chemical species
is calculated. This approach assumes that the solution composition is unaf-
fected by other influences (for instance microbiological activity) and always
in thermodynamic equilibrium (attempts to implement kinetic effects will be
neglected here). Thus speciation calculations by means of Eq. (2.25) are also
approximations.

A geochemical modeling code therefore comprises several components. The
hydrogeological model (the flow model) is a basic unit, and the speciation code
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Table 2.2. Algorithms to solve linear and non-linear equations and differential equations

Type of system Algorithm Reference

Linear
Gauss diagonalisation Nash (1981)
Cholesky factorisation Wilkinson (1965)
Jacobi diagonalisation Jacobi (1846)
Singular Value Decomposition Golub and Reinsch (1970)
QR decomposition Francis (1961, 1962)
Gauss–Seidel elimination Bronstein and Semendjajew (1979)
Relaxation methods Agmon (1954)
Conjugate gradients Kammerer and Nashed (1972)

Non-linear
Picard iteration Mathews (1989)
Levenberg–Marquard method Marquard (1963)
Newton–Raphson iteration Lawson and Hanson (1974)
Simulated annealing Cerny (1985)
Simplex method Nelder and Mead (1965)
Metrolopolis algorithm Metropolis et al. (1953)

is a second basic unit. The speciation code itself consists of two components.
The first component is the collection of formation constants K for those species
that have been identified to exist (including solid phases, sorbed species, and
gases). This component is commonly termed “thermodynamic database”. In
fact, these files hold an often more or less arbitrary selection of values collated
from literature. In some cases these data have been reported for a variety of
ionic strengths and are “corrected” by some ionic strength correction method,
e.g. Davies equation, extended Debye–Hückel equation etc. Some databases are
at least consistent, but only the Joint Expert Speciation System (JESS) data base
(May and Murray 1991, 1991a, 1993, 2001) provides a database with convenient
access to all thermodynamic data, the method to ensure consistency, and access
to the respective literature references. It is available over the World Wide Web
(JESS 2006).

The second component is the numerical solver. This component provides
the species concentrations from the total element concentrations and the in-
formation in the thermodynamic database. The numerical solver needs to
consider linear functions only if exclusively complex formation in aqueous so-
lution needs to be considered. As soon as other chemical processes, e.g. solid
phase precipitation or dissolution, sorption processes etc., need to be con-
sidered the solver must be able to deal with non-linear equations. Non-linear
equations are commonly solved by iterative techniques. Table 2.2 lists some
relevant algorithms to solve linear and non-linear equations and differential
equations.
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2.1.5.3
Uncertainty in Modeling

A computer code for geochemical calculations nowadays comes usually very
handy and user-friendly. A graphical user interface (GUI) is almost a standard
feature. The average user is no longer a specialist in the field, but often has
to rely on the code and its versatility for the problem at hand (Klemes 1986;
Voss 1998). Errors occurring in such codes cannot be easily recognised or even
be traced. The codes even may be of such a complexity that no individual can
have the complete survey over the source code. Hence, there must be alternative
approaches to study the quality and reliability of these codes, and also to find
tools for the influences uncertainty-affected input quantities will have on the
simulation output.

Uncertainty is ubiquitous in groundwater modeling and geochemical mod-
eling. When modeling groundwater flow an important source of uncertainty
are the starting conditions and the boundary conditions. The leakage rate of
a contaminant, the variations in the flow itself and the duration of a contami-
nant input are often very difficult to assess. The input quantities are a further
source of uncertainty. Not only do the thermodynamic input quantities have
to be seen with scepticism. Already the very existence of a certain species (see
below) may be questionable. Extensive data collections with sorbed species (es-
pecially in surface complexation models) introduce a large number of degrees-
of-freedom into a numerical system where even the very basic quantity to
describe chemical interaction processes with the stationary phase (commonly
termed “sorption”) is doubtful: the surface area. Four uncertainty sources
are commonly distinguished: modeling uncertainty, prediction uncertainty,
statistical uncertainty and intrinsic uncertainty.

Modeling uncertainty is due to the unavoidable simplification necessary to
describe a complex natural system by functional, mathematical relationships.
In some occasions modeling uncertainty is treated by a calibration process on
basis of observation data.

Prediction uncertainty accounts for the limited amount of knowledge avail-
able at the time of analysis. Effects that are not known, not recognised or not
adequately described may cause a deviation of the simulation from the reality.
Human errors during data collection, recording and analysis are one exam-
ple. The processes commonly described by sorption may be seen as a similar
example.

Statistical uncertainty comes from the inadequate description of natural
variability and its inadequate use within the model. Occasionally the expecta-
tion is issued that statistical uncertainty can be minimised by collecting more
information. There may be situations where this expectation may be fulfilled.
It should therefore be kept in mind that the ultimate goal of a simulation
computer model is to model the behavior of nature. If data collection (e.g. by
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drilling holes) is modifying the study site this approach may jeopardise its own
intentions.

Intrinsic uncertainty accounts for the variability in the physical parameters.
It does not account to the limited knowledge that can be gained but the fact
that a parameter (e.g. a porosity or temperature) can drastically change over
a very small distance. From the knowledge of the physical properties at one
point only limited conclusions can be drawn on the same properties in some
distance.

2.2
Handling of Uncertainty in Geochemical Modeling

“Prediction is very difficult – especially if it is about the future.”

(N. Bohr)

2.2.1
Uncertainty and Sensitivity Analysis

2.2.1.1
Measurement Uncertainty, Probability and Risk

The effect of uncertainty of experimental quantities in geochemical modeling
is rarely discussed in the chemical literature. Metrology in chemistry is an
approach to transfer the experiences with metrological concepts, and the as-
sociated enormous benefits, from physics and engineering to chemistry and,
thereby to fill an existing gap. Support for metrology in chemistry is also coming
from the field of risk analysis (e.g. Helton 1994). The necessity of nuclear waste
disposal in geological formations (Ewing et al. 1999) and the regulatory require-
ments to assess the uncertainty related with the predictive models for nuclear
waste repositories (e.g. Eisenberg et al. 1987) demand a reliable basis of un-
certainty assessment also for the chemical quantities. Hence, highlighting the
benefits that metrology in chemistry can contribute to environmental risk as-
sessment is not of mere academic interest. Metrology in chemistry is developing
concepts and protocols for those situations where the data obtained by chemical
measurement will affect other people. Those “other” people will have to carry
the risks resulting from a decision based on these data (Oreskes et al. 1994).

Risk and probability are closely intertwined notions (Kaplan and Gar-
rick 1981). Probability is also an important concept in metrology in chem-
istry. Given a set of experimental observations, metrology in chemistry asks:
What is the probability that a certain value can be observed (measured) in
a subsequent repetition of the experiment at another place and another time?
The question may be asked the other way around: What is the risk that the
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value of a quantity obtained by repetition of the experiment at another time
and another location will be found outside a certain range? The concept of the
complete measurement uncertainty budget tries to derive an estimate for the
respective risk by building on the basic experience that “chance obeys laws”.

Probability is often considered as a numerical measure of a state of knowl-
edge, a degree of belief or, taking the reverse, a degree of doubt. It is important
to realise that probability is the numerical expression of a subjective quan-
tity. Surprisingly, this subjective “knowledge” can be quantified. The Italian
mathematician Cardano, in his treatise “Liber de ludo alea” (Cardano 1526),
is considered today as the founding father of probability theory. His small
booklet, however, appeared in print only in 1663. Even though Cardano has
anticipated many of the fundamental results of Pascal and Fermat, he is rarely
given credit for this. Ignorant of the contributions of Cardano, probability the-
ory arose from the discussion of a question of Chevalier de Meré about chances
in gambling with dices. De Meré’s question to Pascal gave rise to an intense ex-
change of letters between Pascal and Fermat, in which the fundamental theory
of probability was established. As Laplace wrote: “It is remarkable that a science
which began with the considerations of play has risen to one of the most im-
portant objects of human knowledge”. The word probability is considered “as
a meaning the state of mind with respect to an assertion, a coming event, or any
other matter on which absolute knowledge does not exist” (de Morgan 1838).

There are three implications about probability. The classic view formulated,
e.g. by Laplace and de Morgan, holds that the notion refers to a state of mind.
None of our knowledge is certain; the degree or strength of our belief as to any
proposition is probability. Another view defines probability as an essentially
unanalyzable, but intuitively understandable, logical relation between propo-
sitions. Therefore, we must have a logical intuition of the probable relations
between propositions (Keynes 1921). The third view of probability rests on
the statistical concept of relative frequency. One of the most important “fre-
quentists” for chemists is R.A. Fisher, whose “Statistical methods for research
workers” (Fisher 1951) and “The design of experiments” (Fisher 1937) for
many decades served as a kind of “bible” in practical statistics. A large part
of today’s statistics appearing (often in a distorted way; Thompson 1994) in
chemical communications are based on R.A. Fisher’s frequentist approach to
experimentation. Most chemists are unaware that Fisher’s frequentist approach
is only one among several others. Further enlightenment of the meaning of
probability can be found in the treatises of Nagel (1939) and Jaynes (2003). In
summary, six fundamental facts can be stated regarding uncertainty:

1. Uncertainty is a fact of life, it cannot be avoided.
2. Uncertainty never disappears, although it can be reduced.
3. Uncertainty describes a range of situations from a complete lack of spe-

cific knowledge to knowing everything but the exact outcome of an
action.
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4. Different uncertainties warrant different responses.
5. Not to make decisions because uncertainty exists is foolish.
6. Decision-making ignorant of relevant uncertainties is risky.

2.2.1.2
Geochemical Models

The variety of numerical approaches to solve the mathematical equations
arising in groundwater modeling and chemical speciation has given rise to
a series of computer codes. Table 2.3 summarises some of these programs.
Table 2.3 is by no means exhaustive. There might be several hundred of codes
implemented on various levels of complexity. For most of these programs few
information about the numerical and implementation details are available. In
part the programs are commercial (POLLUTE/MIGRATE and CHEMKIN). For
other programs source code is available (e.g. PHAST and TReAC).

A model’s ability to describe past behaviour justifies no valid claim that the
model is also able to predict future behaviour satisfactorily. The idea behind
the models given in Table 2.3 (and most of those not given in Table 2.3) is the
close relationship between the behavior of a groundwater system in nature and
its approximation in computer code. This claim is commonly underpinned
by demonstrating the agreement with a computed, simulated behavior and
various test cases; e.g. break-through curves, plume distributions, and sim-
plified situations where analytical solutions are available (Nitzsche 1997). It
is a common feature of almost all models that the satisfactory behavior is
shown by a single run of the code. It is, however, an irrevocable fact that
all experimental work is affected by uncertainty. This point has been dis-
cussed in Part I and will not be repeated here. Hence, regardless of the aims
and means of the programs, they all suffer the same limitation: uncertainty
(Ekberg 2006). The LJUNGSKILE calculations (Ödegaard-Jensen et al. 2004))
given in Chap. 1.7 underscore the consequences of uncertainty in the pre-
dictive speciation of a batch solution (without any transport). These results

Table 2.3. Geochemical codes (two- to three-dimensional)

Program name Reference

CHEMTARD Bennet et al. (1994)
OS3D/GIMRT Steefel and Yabusaki (1996)
CHEMKIN Reaction Design (2006)
POLLUTE/MIGRATE GAEA (2006)
PHAST Parkhurst et al. (2002)
TReAC Nitzsche (2000)
CORE2D Samper et al. (2000)
MINTRAN Walter et al. (1994)
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are underscored by similar studies (e.g. Ekberg and Lundén-Burö 1997; Mein-
rath 2000a; Meinrath et al. 2000a; Ödegaard-Jensen et al. 2003; Denison and
Garnier-Laplace 2005). Therefore the likely impact of measurement uncer-
tainty in input variables on the variability of output prediction is of consid-
erable interest to both the developers of such programs, their users, the users
of the output data and those affected by decisions based on such simulation
results.

2.2.2
A Conceptual Model of Geochemical Modeling Codes

It is obvious that for computer codes with dimensions of a geochemical mod-
eling program the evaluation of a cause-and-effect diagram is futile. A ground-
water model is usually based on very few experimental data (e.g. a geological
characterisation of the geological formation, piezometer pressures in wells and
boreholes). Educated guesses for relevant input parameters (e.g. intermediate
pressure heads, porosities and permeabilities, retardation factors) are com-
mon. The hydrogeological model is usually calibrated (adapted) to the site of
interest by varying certain parameters to increase the coincidence of predicted
and measured physical quantities (e.g. source flow rates). Hence a groundwater
model often is a “black box” for the user.

A chemical speciation code directly or indirectly coupled to the transport
code often comprises a combination of algorithms (cf. Table 2.3) to arrive
at a numerical solution for a given chemical system. In principle, the al-
gorithms are stable and applied successfully for many years in all areas of
science, humanics and technology. However, in chemical systems the range
of values may vary over orders of magnitude. The matrices may be nearly
singular and/or ill-conditioned. Rounding errors (notorious candidates for
producing fatal errors due to rounding and overflow are matrix inversions,
combinations of differences of large numbers, and divisions by zero). Usu-
ally the user is left without notice over the intrinsic processes in a speci-
ation code – partly because the programs try to handle such errors inter-
nally.

The only component of a speciation code directly accessible to the user is
the thermodynamic “database”. Commonly this “database” is a list of chemical
compounds together with their formation constants on the basis of Eq. (2.30).
Several such collections are available. A selection is given in Table 2.4. Table 2.4
is not exhaustive. Its purpose is simply to illustrate the variety of efforts to
collate the large number of measurement (mean) values of (potentially) rele-
vant thermodynamic data available in literature. Most of the data collection is
related to the respective computer programs, for instance EQ3/6, SOLMINEQ,
WATEQ4F.

Thus, a geochemical model can be considered as a combination of three
elements: a groundwater model, a speciation code and a “database” of chemical
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Table 2.4. Selected references to databases for geochemical modeling

Database name Reference

CODATA Garvin et al. (1987), Cox et al. (1987)
IUPAC Academic Software
NIST Martell et al. (2003)
WATEQ4F Ball and Nordstrom (1991)
JESS May and Murray (1991b)
CHEMVAL Chandratillake et al. (1992)
MINTEQA2 Allison et al. (1991)
SOLMINEQ Kharaka (1988)
GEMBOCHSV2EQ8 Woolery (1992)
SUPCRT Johnson et al. (1992)
HATCHES Cross and Ewart (1991)
NAGRA TDB Hummel et al. (2006)
EQ3/6 Woolery (1992)
Holland and Powell minerals database Holland and Powell (1990)

data. The database is often the only component of the geochemical model that
can be manipulated to a larger extend by the user. Thereby the format of the
input is program-dependent and must be carefully maintained in order to run
the program successfully. Figure 2.2 gives a graphical representation of such
a geochemical model structure.

Figure 2.2. A conceptual model for coupled geochemical codes. These codes combine
a groundwater model, a speciation code and a database of chemical parameters describ-
ing the magnitude relevant processes, e.g. complex formation, solid phase formation and
dissolution, adsorption and desorption, formation of colloids etc.
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2.2.3
Importance of the Thermodynamic “Database”

The availability of different databases, often independently collated from more
or less the same inventory of literature, quickly resulted in the insight that
the variety of possible interpretations of the same source data will result in
considerable variations in the “recommended” data. Because of the potential
relevance of geochemical modeling in decision-making processes (e.g. safety
analysis of nuclear waste disposal sites) activities were initiated to harmonise
(that is, standardise) the values held in the different data collections. Stan-
dardisation, however, is nothing else than the establishment of a convention.
The degree to which the values in a database agree with the “true” values of
the respective formation constants decides whether a modeling effort provides
a dependable answer.

The alternative to standardisation is an assessment of the reasonable vari-
ability in a measurement value, and the subsequent attempt to reduce this
variability due to a detailed understanding of the sources of the variability.
The former way is comparatively easy and may be understood as some type of
diplomacy. The latter way is the scientific one, tedious and time-consuming,
often costly and frustrating. On basis of the experience of the past 450 years,
from Galilei to the twenty-first century, the statement can be made with great
confidence that the only successful approach is the latter one.

In Fig. 2.3, a section from the PHREEQC database is shown as an example
for the content of a thermodynamic database. The aqueous solution species are
characterised by a reaction equation, the respective equilibrium constant K,
following the key word “log k” according to Eq. (2.25) and, optionally, a value
for the parameter ΔHR in the van’t Hoff isochore Eq. (2.29).

∂ lnK
∂T

=
ΔH(T)◦R

RT2 , (2.29)

where the superscript ◦ denotes a standard state, Δ H(T) the enthalpy of reac-
tion and T the absolute temperature in Kelvin. In case of PHREEQC, (which
is the speciation code in TReAC), an enthalpy of reaction represented by the
key word “delta_h” may be given in a polynomial form to account for the
temperature dependence of ΔH(T).

All values in this database are mean values. Hence, from the large num-
ber of chemical equilibrium data in literature, often given with a con-
siderable spread, the user must decide for one value in each constant.
The example of the U(VI) species (UO2)2(OH)2+

2 in
Table 1.16 is just one illustrative case (Meinrath et al. 2006). By consider-
ing the large number of species potentially formed, e.g. in a sample of nat-
ural water (possibly also holding organic ligands), it becomes evident that
data selection may become a time-consuming task. Due to the absence of
hard selection criteria, the resulting collection is necessarily subjective. The
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Figure 2.3. Example section illustrating the PHREEQC thermodynamic database

resulting data collections may be expected to be quite variable. There have
been and still are large standardisation projects under way (e.g. the CHEM-
VAL projects of the Commission of the European Communities (Chandratil-
lake et al. 1992)). The variability may also be caused by the different aims
of a geochemical modeling code. Codes for modeling radioactive transport
need different species information than those modeling brine behavior or lit-
toral intrusion of seawater. The Holland and Powell (1990) mineral database
mentioned in Table 2.3, for instance, is devoted exclusively to rock-forming
minerals and fluids. Therefore it holds thermodynamic information (includ-
ing uncertainties) on, e.g. corundum and spinel, but not on, e.g. Fe(OH)3(s)
and UO2CO3(s). Reference to this database is made because it gives detailed
information about the procedures to ensure internal consistency. The uncer-
tainties specified in the database are those required for consistency. There are
alternative methods to derive internally consistent thermodynamic data, e.g.
by using Bayes estimation (Königsberger 1991; Olbricht et al. 1994). What-
ever the method for achieving internal consistency might be, the procedure
starts by using experimental data. Due to the general paucity of information
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concerning the quality of the literature data, it is impossible to assess their reli-
ability. It must be emphasised that there is no (what-so-ever complex) method
to reassess the literature data. Major reasons are the general unavailability
of the original measurement data and the nature of a scientific publication
itself (Medawar 1990). Therefore, metrology in chemistry aims at the develop-
ment of a framework, protocols and procedures to improve the situation at the
only location where improvement can be effective: in the laboratories with the
experimenters.

A further variability within databases may result from a different concep-
tion of the database. In the example given in Fig. 2.3 the species with number
#77 is missing. This species is “CaHCO3+”. Experimental data on the behavior
of Ca2+ in carbonate solutions is commonly unable to distinguish the specific
form of carbonate co-ordinating to Ca2+. In almost all cases, an interpretation
of the observed effects by coordination of Ca2+ with CO2−

3 (resulting in a neu-
tral species CaCO3°) or HCO−

3 (resulting in a charged species CaHCO+
3 and

a neutral species Ca(HCO3)2°) is (numerically) satisfactory. To design a deci-
sive experiment would require to assess carefully the measurement uncertainty
of the complete data in order to find conditions where the differences in the
interpretation due to a single species (CaCO3°) or a two-species (CaHCO+

3
and Ca(HCO3)2°) model are significant. Hence the existence of the CaHCO+

3
species is considered doubtful by some chemists. If both species, CaCO3° and
CaHCO−

3 are included into the database, the co-ordination of Ca2+ by car-
bonato ligands (CO2−

3 , HCO−
3 ) is overestimated. Of course, in systems where

calcium interactions play a role the difference in the database may also cause
differences in the model output. Such differences are often considered “mi-
nor” and not discussed further in the presentation of respective simulation
results.

Thermodynamic databases may become extensive. The CHEMVAL-2 data-
base holds 1356 aqueous species. Not all species will be relevant in a simulation
of some site-specific conditions. However, the modeler will be interested which
input is most strongly affecting a modeling result. This information becomes
crucial if different models result in different simulation output. Sensitivity
analysis is often capable to answer such questions despite the fact that large
parts of the geochemical modeling code is a “black box” to the user.

2.2.4
Sensitivity Analysis

In a sensitivity analysis, the magnitude of an individual entry in the complete
set of input data is remained fixed while all other entries are varied within a wide
range according to some random procedure. A practical implementation may
create a random field of entry vectors by randomly sampling the entries from
distributions specified for each entry. With this modified input data sets the
modeling is repeated until each entry vector with modified entries is applied in
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a simulation. If the output does not change widely, the one single entry which
is kept constant must have some influence on the simulation procedure. On the
other hand, if the output value does change widely the single constant entry
cannot have importance in obtaining the simulation output. When such a cycle
is repeated systematically with each entry value, a distribution of simulation
outputs exists. The wider the distribution, the less important is the entry.
The relevance of each entry in the input data set on the output result of the
simulation program can be assessed by ranking according to the magnitude
of the output distribution. Sensitivity analysis is not only a helpful tool in
comparing and analysing “black box” modeling output. It is also an element
of “good modeling practice” (GMP) (e.g. Stanislaw 1986; Banks 1989; Kleijnen
1995; Schneider et al 2006).

2.2.4.1
Example of a Sensitivity Analysis

An example of a sensitivity analysis is given for the solubility of uranium
in a groundwater (Ekberg and Emrèn 1996). The groundwater composition
is given in Table 2.5. Uranium may be present in granitic groundwaters and
the question arose upon the maximum concentration uranium may have in
such groundwaters before precipitation would set in. Hence a geochemical
modeling program is applied. In the present case the speciation calculation
were performed by PHREEQE (Parkhurst et al. 1980), the FORTAN version

Table 2.5. Groundwater composition of a geological formation (Ekberg and Emrèn 1996)

Element Concentration/[mol dm−3]

pH 8.1
pe −4.4
Cl 0.18
Na 0.094
Ca 0.047
S 0.0058
Mg 0.0017
Br 0.0005
Sr 0.0004
K 0.0002
C 0.00016
Si 0.00015
Li 0.00014
F 0.00008
Mn 0.000005
P 0.0000006
N 0.0000018
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of PHREEQC. A solid phase of UO2(s)was added as a solid phase. A va-
riety of chemical species may form in such a solution, e.g. (UO2)2(OH)2+

2 ,
CaOH+, U(OH)+

3 , depending on the pH and pe of the solution. The genera-
tion of a random input matrix for the sensitivity analysis is illustrated in Ta-
ble 2.6. Instead of showing all possible species, only four representative species
UO2(s), CaOH+, UOH3+ and UO2+

2 are shown and the matrix size is limited
to four random values. The species UO2+ may form at appropriate pe and pH
according to

U4+ + 2H2O ⇐⇒ UO2+
2 + 4H+ + 2e− . (2.30)

In the standard database of PHREEQE the equilibrium constant of this reaction
is given as log k = −9.1.

With the information in Table 2.6, four repetitions of the solubility calcula-
tion can be done. While the entries for the three species UO2(s), CaOH+ and
UOH3+ vary from run to run, the value for UO2+

2 remains constant. From this
scheme four values for the solubility of uranium would be calculated. On basis
of these four values the mean and the standard deviation could be obtained.
The standard deviation value would be the smaller the more important the
parameter “UO2+

2 ” is for the modeling result. The (very limited) sensitivity
analysis scheme of Table 2.6 would be completed by keeping successively each
of the other parameters unchanged while the remaining three vary. After four
cycles (in each cycle the value of one of the input parameters is held con-
stant) for each of the four parameters the respective standard deviation would
be available. The smaller the standard deviation the higher the relevance of
a parameter for the calculated output. A meaningful sensitivity analysis of-
ten comprises hundreds of runs – the fundamental concept, however, remains
unchanged.

Table 2.7 summarises the sensitivity analysis results for the species with
major impact on the simulation result. By analysing the results, e.g. in terms
of a redox diagram of uranium in natural aqueous systems (Fig. 2.3), it seems
reasonable that the solubility is mainly affected by the solubility product of
the relevant solubility limiting U(VI) solid phase UO3×2H2O (Meinrath et al.
1996). On the other hand, the complexation of U(IV) by carbonate has obvi-

Table 2.6. A (highly abbreviated) random input matrix for sensitivity assessment of the
parameter entry UO2+

2

Species 1st run 2nd run 3rd run 4th run

UO2(s) −4.3 −4.8 −5.1 −4.5
CaOH+ −12.2 −12.0 −12.8 −12.9
UOH3+ −0.2 −0.8 −0.5 −0.4
UO2+

2 −9.1 −9.1 −9.1 −9.1
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Table 2.7. Distribution of outputs from a sensitivity analysis of solubility of UO2(s) in
a groundwater (Ekberg 2006). The list is limited to the eight most relevant parameters

Species Variance

UO3 × 2 H2O(s) (schoepite) 1.507 · 10−3

U(OH)4 1.511 · 10−3

UO2+
2 1.582 · 10−3

H2S 1.643 · 10−3

pe 1.690 · 10−3

UO2+ 1.698 · 10−3

CaSO◦
4 1.702 · 10−3

HCO−
3 1.710 · 10−3

ously been suppressed. The amount of C in the groundwater can be reason-
able attributed the carbonato species HCO−

3 . The concentration of this species
depends, however, on the CO2 partial pressure. The concentration of C (cf.
Table 2.5) is about 1 order of magnitude lower than expected at the given pH.
Hence, the tendency to form carbonato species in the groundwater is much
lower than assumed in the calculation of Fig. 2.4. The appearance of H2S seems
surprising but the redox diagram indicates that the groundwater is accurately
on the S(VI)/S(-II) redox boundary. Due to the different solubilities of UO3×2
H2O and UO2(s) the redox conditions are important. From the groundwater
data in Table 2.5, this relationship is not readily to be recognised. The sensitiv-
ity analysis spurs a more detailed investigation. It is underscored by the equal
importance of the redox potential pe.

There are a variety of techniques for efficient sensitivity analysis discussed in
literature (Imam and Helton 1988; Ekberg 2006). Not all techniques are suitable
under all circumstances. While the general concept of sensitivity analysis is
rather straightforward, some fundamental points of concern remain. The tech-
nique described in the above example is a Monte Carlo type sensitivity analysis.
Alternative techniques are the response surface technique and the Fractional
Factorial Design approach. It is common to both alternative techniques that
they assume a certain general form of the response (linear or quadratic) of the
geochemical model. Geochemical models do not usually follow such a simple,
functional trend. Monte Carlo (MC) techniques are suitable for moderately
sized problems. The CPU demand increases, however, in a quadratic manner
with the problem size. Wherever MC methods may be applied successfully,
Latin Hypercube (LHS) approaches (Chap. 1.7) are alternative choices. The
more extended the problem is in terms of the amount of input parameter, the
more efficient is LHS over MC usually. Finally local approximation by a dif-
ferential analysis has be applied. It is important to understand that such an
approach gives an answer only for the local point under study. In geochemical
models the input variation, however, may cover orders of magnitudes. The use
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Figure 2.4. Redox diagram of uranium in low ionic strength water in equilibrium with
the atmospheric CO2 partial pressure. The hatched area gives the stability field of the
questionable U(V) species, UO+

2 . The black point (•) indicates the approximate position of
the groundwater Table 2.5 close to the redox boundary U(IV)/U(VI)

of locally restricted derivative methods may become misleading here (Imam
and Conover 1980).

2.2.5
Uncertainty Analysis

It is important to realise that sensitivity analysis can be an element of un-
certainty analysis but sensitivity analysis itself is not a type of uncertainty
analysis. The uncertainty in geochemical modeling (both stationary and in
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combination with transport) is only recently gaining the attention it deserves,
especially if it concerns chemical quantities. In the present context of metro-
logical impact assessment for chemical data in complex situations, this short
section highlights several important points. First of all, a basis for objective
assessment of chemical information in literature is rarely available.

In fact, uncertainty is a psychological phenomenon. Uncertainty is doubt.
Nature does not have doubt. Light emitted from a distant sun in one direc-
tion of the universe is emitted with the same velocity from another sun in
the opposite direction of the universe. If there is some discrepancy in the
measured value for the quantity “speed of light”, this discrepancy is a re-
sult of our limited ability to assess (“measure”) its velocity. The accuracy in
measuring the speed of light has tremendously increased over the past cen-
turies. Surely the photons generated by the two stars have the same speed.
If there are differences in the measurement values it results from our lim-
ited abilities to measure the speed of light accurately. From the first attempts
(by opening lanterns separated over some distance) it became apparent that
this method is unable to give an answer with regard to the speed of light.
The “lantern method” was not fit for purpose. In 1857, Kohlrausch and We-
ber obtained the prestigious Bavarian Maximilian Order of Arts and Sci-
ence for measuring the velocity of light to c = 3.1074 · 108 m s−1. The good
agreement of this value and today’s standard value (c = 299 792 458m s−1)
within 3.5% should not be overestimated. Kohlrausch and Weber did not
consider at all the systematic errors (even though all disturbing effects
were carefully considered). Today’s estimate of the uncertainty in the value
for c given by Kohlrausch and Weber is 6% (Walcher 1988). The doubt at-
tributed to a measurement value comes from the discrepancies observed
for values of the same quantity when measured repeatedly, at different time
and at different location. This doubt also refers to the limited predictabil-
ity of a value to be obtained from a future experiment on basis of the
previous experiments. Here, “the frequentists” approach to assessing vari-
ability and the Bayesian approach in statistics meet (Efron 1986; Jaynes
2003).

In short, while the term “probability” may be tracked back to antique
scriptures (e.g. Cicero 80 BC) the modern notion of probability has risen
from gambling. Chevalier de Mére, a French nobleman with an interest in the
analysis of observations, once asked the noted mathematician Pascal about the
observed difference in certain events when playing with dices. The answer to
de Meré’s question wasn’t simple and Pascal started a discussion with Fermat.
Hence, our modern anticipation of probability has risen from gambling and
the perception of doubt and risk. In the present context, the crucial point is
that “chance obeys laws” (Poincaré 1908).
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2.2.5.1
Example of Uncertainty Analysis

In 1999, Hamed and Bedient (1999) concluded: “The impact of parameter un-
certainty on achieving remediation/containment goals is important. Failure to
account for such uncertainty can dramatically hinder the efficiency of the re-
mediation/containment scheme, creating significant economic ramifications”.
Further: “The uncertainty of the parameters describing the aquifer material,
the chemical, and the leaking source have been the focus of many research
efforts. (...) This was motivated by the recognition of the impact that such
uncertainty has on the predictive ability of groundwater fate and transport
models”.

An example of these research efforts has been given by Nitzsche et al.
(2000). The study was spurred by solubility calculations where uncertainty in
the solubility products was taken into account (Ekberg and Lundén-Burö 1997).
If a minor variation in the parameters defining the solubility of a substance has
a significant impact on the concentration values calculated in a single speciation
experiment, then this impact must also become apparent in a geochemical
modeling simulation. The simple reason is that such speciation calculations
are repeated multiply during a reactive transport calculation. There is no
difference whether the transport step and the speciation step are performed
separately for each cell of the mesh (two-dimensional) or the lattice (three-
dimensional) or the steps processes are treated by coupled equations. In case
of uncorrelated input parameters the complete procedure would correspond to
a random sampling experiment. The distribution of the output result, therefore,
likely will approximate a normal distribution as a consequence of the Central
Limit Theorem. In fact, Ekberg and Lunden-Burö (1997) had interpreted the
simulation output by normal distributions with good agreement. A perfectly
normal output, as observed under idealised sampling conditions (Meinrath and
Kalin 2005) would not be expected because non-random effects, e.g. chemical
transformations like redox reactions, should affect the output.

To assess the impact of uncertainty in chemical parameters of a thermo-
dynamic database on the geochemical modeling output, a simplified scenario
was assumed. The problem was treated by a Monte Carlo approach with the
geochemical code TReAC (Nitzsche 1997). TReAC is based on the standard soft-
ware MODFLOW (McDonald and Harbaugh 1988) and PHREEQC (Parkhurst
1995). TReAC includes procedures to simulate double porosity aquifers. For
sorption, the built-in PHREEQC procedures were used in conjunction with the
respective parameters in the PHREEQC standard database.

The geological setting was kept as simple as possible. The complexity of
the geological setting would mainly use computing time and, therefore, reduce
the number of Monte Carlo steps and, consequently, the significance of the
output results. Hence, a sand column was considered with a length of 0.4
m, a cross-section of 70cm2, effective porosity P = 0.32, vertical plug flow of
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0.14cm min−1 and a dispersivity αl = 1.0cm. The Courant number was 0.2 and,
therefore, well within the Courant criterion Eq. (2.28). Uranium was selected
as the element of interest.

The PHREEQC standard database was applied with the modifications sum-
marised in Table 2.8. The uncertainties σ, given as standard deviations of
a normal distribution, are much too small under modern understanding of the
complete measurement uncertainty budget. Nevertheless, the limited variance
caused considerable variation in the simulated properties. For the computer
simulations a drinking water enriched in uranium as a consequence of uranium
mining was assumed.

Average uranium concentrations are 7.2 · 10−5 mol dm−3 due to satura-
tion with the respective U(VI) solid phase, UO2CO3(s). Mean value of the
quantity pH is about 6.5. Carbonate concentration is comparatively high
with [HCO−

3 ]=1.8 · 10−3 mol dm−3. The water has 7.7 · 10−4 mol dm−3 SO2−
4 ,

1 · 10−3 mol dm−3 Ca2+ and 6.7 · 10−4 mol dm−3 Na+. For simulation purposes,
the water was numerically equilibrated with CaCO3(s), and thus showed a CO2
partial pressure of about 2%.

Figure 2.5 shows a speciation result of a Monte Carlo simulation for such
a water (batch). Uranium sulfato species UO2SO

◦
4 has a rather low concentration

while the carbonato species dominate the solution. The mot interesting aspect
offered by Fig. 2.5 are the overlapping distributions of the species UO2CO◦

3
and UO2(CO3)2−

2 . The probability density of UO2CO◦
3 concentration is quite

narrow compared to the probability density of UO2(CO3)2−
2 concentrations.

As a consequence there is some probability that UO2(CO3)2−
2 becomes the

prevailing solution species. The total concentration varies due to the varying
amounts of solution species. UO2CO3(s) dissolves and forms UO2+

2 . The solu-
bility product of UO2CO3(s) is not varied during the Monte Carlo assessment.
However, the small differences in the tendency to form complex species in
solution, expressed by the random variation in the formation constants of the

Table 2.8. Formation and reaction constants for U(VI) hydrolysis and carbonato species at
I = 0 and 25◦C

Reaction Lg K σ Reference

UO2+
2 + H2O ⇐⇒ UO2OH+ + H+ −5.87 0.08 Choppin and Mathur (1991)

2 UO2+
2 + 2 H2O ⇐⇒ (UO2)2(OH)2+

2 −5.93 0.05 Meinrath
and Schweinberger (1996)

3 UO2+
2 + 5 H2O ⇐⇒ (UO2)3(OH)+

5 + 5 H+ −16.49 0.12 Meinrath (1997)

UO2+
2 + CO2−

3 ⇐⇒ UO2CO◦
3 10.27 0.05 Meinrath et al. (1993)

UO2+
2 + 2 CO2−

3 ⇐⇒ UO2(CO3)2−
2 16.7 0.4 "

UO2+
2 + 2 CO2−

3 ⇐⇒ UO2(CO3)4−
3 22.9 0.3 "

UO2+
+ SO2−

4 ⇐⇒ UO2SO◦
4 2.9 0.1 Burneau et al. (1992)

UO2+
2 + SO2−

4 ⇐⇒ UO2(SO4)2−
2 3.6 0.1 "



2.2 Handling of Uncertainty in Geochemical Modeling 173

Figure 2.5. Simulated distribution of U(VI) species for a model water used to simulate
transport through a sand column

respective species causes small differences in the U(VI) solubility. This vari-
ability in the total U(VI) concentration is not caused by sorption processes.
Sorption (within the model used in PHREEQC) to quartz occurs mainly with
cationic species. The major species under the conditions of the column are,
however, neutral to anionic species. The distribution of the U(VI) solubility in
a batch solution is shown in Fig. 2.6.

The simulations in Fig. 2.5 and Fig. 2.6 are obtained for a batch situation.
If the respective solution is running through a column, a considerable amount
of uranium may be sorbed to the surface of the stationary phase. The result
is a difference in the break-through concentration. Depending on the relative
species concentration in the starting solution, more or less U(VI) is prevailing
in solution as a preferentially sorbed neutral UO2CO◦

3 species (the role of
UO2SO4 can safely be neglected here). This concentration reduction does not
lead to a major retardation.

Predicting the time when a threshold value is exceeded by a contamination
plume at a point of interest is a typical task in pollution assessment. The
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Figure2.6. Distribution of uranium concentrations in a model water. The results are obtained
by Monte Carlo sampling (500 resamplings). Concentration differences result from small
differences in the tendency to form complexed U(VI) species

compliance with legal limits is an important issue in the sustainable use of
natural resources. Analysing the risk of accidentally exceeding a limiting value
is a standard task for risk assessment. Examples are the safe operation of
nuclear power plants or the probability that a chemical plant will excessively
release potentially hazardous gases, for instance due to an improbable but not
impossible combination of individually improbable states in a facility.

In case of the sand column simulation the time was calculated until the
break-through curve exceeded an arbitrarily set limit of 10mg U(VI) dm−3

of water. The result is shown in Fig. 2.7. The 95% confidence range of the
simulation covers a range from 3.6 days to 9.3 days. This effect is drastic. The
demand in CPU time for such a simulation (admittedly limited in its scope)
is also considerable: 120 h CPU time at an IBM Risc 6000 workstation. The
increase in CPU speed since the year 2000 is considerable and the time demand
today would probably be reduced by 50%. Nevertheless, this simplified setting
can only emphasize the importance of thermodynamic data in geochemical
modeling. Many influencing parameters from the groundwater model were
either kept constant or completely eliminated by assuming plug flow in a sand
column with a homogeneous porosity. It may be argued that in case of a more
realistic hydrogeological setting the uncertainties due to spatial variability
in the subsurface as well as uncertainties in the upscaling parameters of the
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Figure 2.7. Cumulative distribution and probability density for simulated U(VI) concentra-
tions exceeding a threshold value in the column outlet of 10mg dm−3

groundwater model might exceed those from the uncertainties in the chemical
database.

A discussion on the relative magnitudes of uncertainties contributing to
a geochemical simulation output would require a common basis to quantify
uncertainty. Metrology offers a scheme to arrive at such a comparable measure,
but only for measurement data. For subjective uncertainties, e.g. guessed dis-
tribution curves of porosities and flow fields, as well as adequate contaminant
release rates etc. it is difficult to create a similar basis for comparison. A third
group of uncertainty contributions are formed by the neglected correlations
and dependencies within the parameters. Mathematical expressions need to be
balanced dimensionally, because otherwise values for physically meaningless
quantities are calculated and carried through the simulation procedure (Fer-
son 1995). These few examples show that the chemical quantities are only one
of many factors affecting the output of a geochemical modeling calculation.

Four types of uncertainties were introduced at the end of Chap. 2.1.5.3:
modeling uncertainty, prediction uncertainty, statistical uncertainty and in-
trinsic uncertainty. The first two types are inherent in our human limitations
to understand this world and to describe our insight by models. Therefore,
only statistical uncertainty (variability, randomness) and intrinsic uncertainty
(incertitude) can be reduced, e.g. due to research and better engineering, by
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improving the accuracy and precision of measurement techniques or by choos-
ing other engineering options with reduced irreducible uncertainty. In both
cases, the current situation must be assessed as accurate as possible – in order
to avoid the selection of alternatives which are a) different but not better and
b) bring improvement in one side but have adverse side effects.

2.3
Geochemical Modeling and Decision Making

“The universe is like a safe to which there is a combination, but the combination
is locked up in the safe.”

(de Vries)

2.3.1
Being Confronted with Geochemical Models and Their Results – Some Guidelines

The previous part of this book inquired into some of the consequences metrol-
ogy in chemistry may have on geochemical modeling. Geochemical modeling
is a wide and varying subject. A main characteristics is the variety of fields
contributing. A list is given in Table 2.9.

Table 2.9 is admittedly a little arbitrary. The table could be extended by
including important contributions of other fields, e.g. geophysics, by presenting
a finer separation within the sciences, e.g. splitting “chemistry” in inorganic
chemistry, biochemistry, aquatic chemistry. Table 2.9, however, intends to give
support to the statement that it is extremely difficult for an individual to have
a full insight into the contributions of all the fields listed in Table 2.9. Never-
theless, the output produced by a geochemical transport code is a function
of all the contributions from the different fields of expertise. Hence, whoever

Table 2.9. Fields of expertise contributing to geochemical modeling

Field Example contributions
Rheology Fluid mechanics, dimensionless characteristics
Physics Conservation principles, mass transport
Geology Geological formations, subsurface characterisation
Hydrogeology Fractures, water saturation, groundwater properties
Hydraulics Analysis and description of groundwater movement
Chemistry Thermodynamic data, chemical analysis
Mathematics Theoretical fundament, formal description
Information sciences Computer architecture, programming languages
Numerical mathematics Algorithms
Risk analysis Probability distributions, uncertainty progression
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has to use, to present, or to interpret the output of geochemical models has to
cope with subjects where he cannot be an expert. This situation is the same
for those forwarding the data and those being recipients of the geochemical
models and their output. Those having to make decisions on basis of such
data, however, are under most circumstances no professsionals in the field of
geochemical modeling. To them, the modeling output must be helpful in taking
decisions. Thus, it is a common observation that the model output forwarded
by one group of modelers is contradicted by a second group of modelers. The
situation easily may become frustrating (Oreskes 1994a).

Groundwater models and geochemical models are widely applied. There are
hundreds of codes available with widely varying capabilities and applicability
(van der Heijde et al. 1985) and their number is steadily increasing. New codes
are often generated by linking existing codes. Geochemical modeling services
has become a market where services are offered on a commercial basis. The
source code of commercial programs is generally unavailable. The purchaser
of model services has to rely on the statements of the presenter about the
reliability of a code’s output. The purchaser of a modeling service is confronted
often with computer-generated “black box” values and a team of consultants
working hard to dissipate any doubt that the values might be the best answer
to the purchaser’s needs. The optical, and sometimes even acoustic, perfection
of the presentation makes it difficult to concentrate attention on the quality
and validity of the data.

Oreskes et al. (1994) point to the importance of a neutral language in pre-
senting and discussing the relevance of computer-generated simulation output.
Claims, such as “validated”, “verified” or “confirmed” can only have a meaning
within the framework of the simulation approach itself. Judgement terms such
as excellent, fair, poor cannot have any absolute meaning but only characterize
the relative performance of a model in describing the data it models. In areas,
they conclude, “where public policies and public safety are at stake, the burden
is on the modeler to demonstrate the degree of correspondence between the
model and the material world it seeks to represent and to delineate the limits of
that correspondence”. The final request is of special importance. It is necessary
and helpful to ask for the limits of a simulation tool and its output if this point
should not have received due attention during a presentation. There has been
some euphoria with respect to computers and their abilities which, seen from
a 25 years distance, is difficult to grasp. In the field of geochemical modeling,
this euphoria occasionally celebrates some renaissance.

2.3.2
“It’s Good! It’s Calculated by a Computer!”

There has been a time when the advent of automatic calculation machines was
welcomed as the clue to otherwise unreachable information. In a 1984 TIME
magazine cover story a computer journal editor is cited: “Put the right kind
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of software into a computer, and it will do whatever you want it to. There may
be limits on what you can do with the machines themselves, but there are no
limits on what you can do with software”. This statement is a reminiscence of
the heady days of the computer euphoria. And it is incorrect. There is a long
list of tasks and problems that cannot be solved by a computer-independent
of its CPU clock speed, working memory, or architecture. There are seemingly
simple problems where no algorithm will provide a computable answer: some
of the problems cannot be computed, others cannot be decided (Harel 2000).

In the field of geochemical modeling, the above statement has a bit another
notation. There is the expectation by model users and purchasers of modeling
services that simulation of a particular field problem by a complex computer
model will yield inherently true results. The reasons for this expectations are
1) models are sophisticated technology involving computers; 2) all data that
exist for a problem can be included and 3) the model closely represents the
physics of subsurface flow. In short: there was (and often still is) the belief that
the numerical model can be made to give an accurate representation of reality
if only enough detail and data are included (Voss 1998).

In fact, a computer model is at the bottom of a sequence of transformation
steps from an observation in nature to the simulation of a process by a (com-
puter) model probably giving rise to that observation. A scheme according to
that proposition is shown in Fig. 2.8. We do not understand nature (reality).
Seen in an extreme way, reality is a kind of a helpful hypothesis. Wittgenstein’s

Figure 2.8. Nature, observation and sim-
ulation: a successive abstraction
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statements “The world is everything that is the case” and “the world is de-
termined by the facts, and by these being all the facts” (Wittgenstein 1921)
refers to our limits to perceive nature. If the completeness of reality (all facts)
is reduced to a very limited amount of facts – it is not the reality (the world, na-
ture) any longer. Nature (reality) is observable and conclusions can be drawn.
Observation of a phenomenon is usually the first step. It is not quite clear
what we actually observe. However, scientific observation is a special kind of
observation. Scientific observation is made by measurement. The following
statement by Thompson (Lord Kelvin) is well known among metrologists: “I
often say that when you can measure what you are speaking about and express
it in numbers you know something about it. But if you cannot measure it,
when you cannot express it in numbers, your knowledge is of a meagre and
unsatisfactory kind”. This dictum concludes with the statement that, when you
cannot measure then there is no science at all (Thomson 1891). Biologists and
geologists have objected this statement. However, scientific observation shall
have another quality: it must be reproducible. Singular events may be highly
interesting but cannot be subject to scientific investigation. Knowledge ob-
tained from scientific activity may be applied to a singular event. Hypotheses
may be raised. But these events cannot be a subject of repeated investigation.

In the present context, Lord Kelvin’s statement may be slightly modified: If
an observation cannot be expressed by numbers it will be difficult to simulate
the observation in a computer. Inquiring into what is measured at all may
rise further interesting questions. A key element of the (still) high esteem of
science in the general public is its “intention for truth” (von Weizsäcker 1990).
But do true values exist at all (de Bièvre 2000; Meinrath 2002; de Bièvre 2006;
Fuentes-Arderiu 2006)? If true values do not exist, what is the aim of a scientific
measurement? In short, the link between the “real” world and our observation
is subject to debate – a debate going for at least 2500 years.

An observation alone is not a basis for science. The observation requires in-
terpretation. It must be set into a context. Within that context the observation is
interpreted. A rainbow is nowadays interpreted as consequence of light refrac-
tion in droplets. Others interpret it as a divine message. To put an observation
into the right context is what “great” scientists have achieved. Fermi, for in-
stance, had irradiated uranium with neutrons before Hahn, Meitner and Strass-
mann (Hahn 1962). But Fermi’s interpretation was a different one – it did not
lead him to new, clarifying insight. Fermi had his successes at other occasions,
Hahn and Strassmann are remembered as the discoverers of nuclear fission.

The new insight must be put into a model. Science is thinking in terms
of models. Often some aspects of the observations cannot be completely ac-
commodated by the interpretation. These observations (or fractions of the
observed variance) can be due to random processes (stochastic uncertainty),
measurement uncertainty etc. Idealisation is, to some extend, a normal and
necessary part of science. It clearly, however, must be set aside from fraud, the
willful modification of observations in order to make it fit to a hypothesis.
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A model is based on a conceptional scheme. If a relevant process, feature
or event is not included into this conceptional scheme, the model resulting
from that conceptional notion will not be able to model processes which
are influenced by the respective process, feature or event. Idealisation eases
model-building. The way of building a model can take any road, from intu-
ition (E. Schrödinger and the wave function) to systematic logical derivation
from first principles (P. Debye and the Debye–Hückel law). Less experienced
computer-users are not always aware of the fact that modern algorithms fit
a model curve to any data provided a sufficient number of variable parameters
are included into the numerical description. Model-building is at the heart of
science and some guidelines are available. At least at this point of the process,
statistics is indispensable (Box 1960; Atkinson and Fedorov 1975; Box and
Draper 1987). If numerical data are related to numerical models using nu-
merical criteria: which other field could possibly provide defendable, objective
criteria, ready for a later re-examination if not the field of statistics?

A model on paper is an important step for a successful simulation of given
observations but commonly the model needs to be transformed from its math-
ematical form into a computer algorithm and a computer language. Computer
languages are not equivalent as the computing machines are not equivalent.
A different operating system may require a modified computer code. The step
from the paper form to the computer code is most sensitive because up to this
point the scientist making the observation and creating the model may be in
control of the process. If it turns to the computer implementation, a different
breed takes over the lead.

The implementation can be a major hassle. A simple model, neatly ex-
pressed in linear equations does not create a major headache, but complex
models like groundwater models and geochemical transport models require
the simultaneous solution of higher-order differential equations. There are
two principal concerns: stability (no crashes due to divisions by zeros, infinite
loops, memory overflow, rounding errors, numerical instabilities (quotients of
subtractions of numbers with close values are notorious candidates)). Other
topics are non-random random number generators and zero determinants in
matrix inversions. The numerical operations during the execution of a ground-
water modeling code are so numerous that an error analysis is almost impos-
sible. Typical computer codes which numerically solve the partial differential
equations, and all of their auxiliary equations, can contain tens to hundreds
of thousands of lines of code. Similarly, the inputs and outputs of these codes
have high dimensionality, for example, hundreds of input and output quan-
tities (Oberkampf et al. 2004). Therefore, computer codes must be validated,
where it is not always clear to what extent a code can be tested in all its facets.
Burmester and Anderson (1994) give some general principles that may be help-
ful in discussion with modeling service providers. It is, furthermore, helpful
to remind that all groundwater modeling codes require discretisation; that is:
the replacement of smooth curves by individual, distant point locations.
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With all that information at hand, facing the output or even the illustrated
consequences of a computer model, the reminder might be helpful that people
of the civilized world are confronted on an almost daily basis with the output
of highly developed, often even governmentally funded computer simulations:
weather forecasts.

The implementation also must take into account the measurement data the
code should interpret. The algorithms need to account for the conditions of the
measurement information. The dimensionality of the implemented physical
quantities must be correct. Otherwise the output is garbage. Computer sci-
entists introduced the GIGO principle: garbage in, garbage out. No computer
code can forward good results from bad input.

The execution of the code includes the transformation of the input data
from the given format into the format acceptable for the computer. In case of
the database section in Fig. 2.3, all additions need to follow the list structure.
New data must be recalculated to fit within the scheme. In some cases, the
numerical values of a new entry are determined in terms of a species already
included in the database. An example is carbonato species. If, for instance,
a species U(CO3)2+ is to be included into a database of a format given in
Fig. 2.3, then the formation constant of the ligand CO2−

3 is usually already
included into this database. Hence, in most cases the formation constant of
species U(CO3)2+ must be corrected to zero ionic strength and recalculated
to interpret the formation of U(CO3)2+ correctly with a different formation
constant of ligand CO2−

3 .
The output of these time-consuming procedures is usually numbers, again.

These numbers need to be suitably summarised and presented. The prepa-
ration of the summary and the presentation, again, is human activity. The
modern computers, however, are graphics machines. With graphical render-
ing such presentations can be fascinatingly realistic. Without a distant at-
titude and own interpretation experience it is difficult resist the message.
Here, a word from Peter Medawar’s (noble laureate for medicine) famous
“Advice to a young scientist” (Medawar 1979) might be helpful: “I can-
not give any scientist of any age better advice than this: the intensity of
the conviction that a hypothesis is true has no bearing on whether it is
true or not”. In some cases it may be helpful to ponder on the similarity
of some geochemical simulation output presentations with computer game
graphics.

Hence, whether the complete procedure has any relationship with nature
must be determined separately, and with great reluctance. The fact that a sim-
ulation program can be made into interpreting a limited number of smooth
data points has no meaning. Taking the number of parameters available in
such complex codes to adapt the model to the data, good agreement between
curves and data is not a proof for the quality of a model but a mere necessity.
An interesting discussion has been given by Ewing et al. (1999) with respect to
performance assessment of nuclear wastes.
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When judging the agreement between simulated data and observations from
nature, it must be kept in mind that chemical processes are almost always de-
scribed by the assumption of thermodynamic equilibrium. Sorption processes
are either treated by lumped parameter equations (e.g. KD values or sorption
isotherms). The surface complexation approach is intensively investigated. It
is based on the assumption that solution species react with binding sites at
surfaces in the same way as happens in homogeneous solution. The result-
ing values for the interaction parameters (surface complexation constants) are
treated as fundamental constants of nature just like the thermodynamic forma-
tion constants described by Eq. (2.25). The justification for these assumptions
is too often not discussed.

Microbiological processes which govern much of the surface processes in
natural aqueous systems (phytobenthos) cannot be included into the modeling
at all. These are the major neglected effects in most geochemical modeling
studies. Furthermore it must be expected that only a minor part of chemical
species in a groundwater is present as a well defined species. Most inorganic
material can be filtered off readily (e.g. Palmer 1989). There is, at present, no
practicable concept to overcome these limitations.

2.4
Criteria for and Deficits in Chemical Data for Geochemical Modeling

“I cannot give any scientist of any age better advice than this: the intensity of
the conviction that a hypothesis is true has no bearing on whether it is true
or not. The importance of the strength of our conviction is only to provide
a proportionately strong incentive to find out if the hypothesis will stand up to
critical evaluation.”

(P. Medawar 1979)

2.4.1
Deficit Analysis of Thermodynamic Data

Thermodynamic data are abundantly available in literature and various com-
pilations exist. However, it is almost impossible to judge these data on basis
of objective criteria. The statement that data without clear documentation
of their determination and uncertainty are “rumours” is certainly valid for
thermodynamic data of chemical reactions.

The past and on-going activities to collate available data from literature and
to attempt a critical selection process have been mentioned above. The goal is
a standardisation: everybody should use the same values for a given reaction.
Such a standardisation is nothing else but a convention. The concern with these
“critical” databases is the purely subjective procedure of selecting, advocating,
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rejecting and ignoring data. These concerns may be substantiated by an exam-
ple from a recently published volume of this database (OECD/NEA 2003). The
importance of the OECD/NEA database results from the intention to use the
recommended data as input data for nuclear waste disposal in deep geological
formations. This collection of “recommended data” includes abstracts of the
reviewed manuscripts, among these a manuscript dealing with the interpre-
tation of literature data by statistical, computer-intensive resampling methods
(Meinrath et al. 1999a). In the sense of the review (OECD/NEA 2000a), this
manuscript (like several others from this author) did not deal at all with the
experimental determination of formation constants. The manuscript discussed
the advantages of computer-intensive resampling methods in reassessing pub-
lished literature data. The paragraph of the OECD/NEA collection is picked
out because it explicitly states the dilemma faced by all thermodynamic data
collections: There is a wealth of data and a multitude of ways to interpret these
data but no objective criteria to judge them. No reviewing guideline can assign
the literature data what must be assigned to them by the experimentalist(s) as
an essential part of the measurement process: quality.

The abstract (OECD/NEA 2003) states: “The estimation of uncertainty of
published data has been and still is a problem in the NEA-TDB reviews, be-
cause the primary experimental data are rarely available. The reviewers have
therefore used both the authors’ estimates and their own expert experience
on the precision expected of a given experimental method when estimating
the uncertainty of equilibrium constants. In systems where one can obtain in-
dependent experimental information on speciation by different methods (e.g.
potentiometry), one often finds an excellent agreement between the meth-
ods, indicating that the uncertainty estimates are reasonable. It should also
be pointed out that the uncertainty estimates rarely change the conclusions of
predictive geochemical modeling”.

This short paragraph highlights several crucial points. First the reviewer(s)
claim(s) that different methods result in “excellent agreement” with the subse-
quent conclusion that the (rather small) uncertainty estimates are meaningful.
Are these statements justified? There is, as has been shown at several occasions,
no reason to assume “excellent agreement” (cf. Fig. 1.49). For one, the costly and
tedious database projects (there are other database collation projects currently
going on) would not be necessary at all if the agreement within the literature
data would be “excellent”. For two, Bond and Hefter (1980) stated: “It is an
unfortunate, but only too well known, fact of solution chemistry that different
techniques may yield different values of stability constants. Intending inves-
tigators therefore need to recognise and understand the known limitations of
any method they are considering for use and to bear in mind the possibility of
unknown limitations”. For three, potentiometry, which is explicitly mentioned
in the abstract from OECD/NEA (2003), may serve as a further example. We
repeat some of the statements from Filella and May (2005) already cited in
Sect. 1.8.1, that the formation constants from potentiometric titrations are
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“calculated and reported in disparate ways”. The result is “difficulty to make
valid comparisons between the results from different investigators”. Filella
and May further state: “There are at least three reasons why this difficulty has
become acute in recent years. First, there has been a proliferation of computer
programs to determine formation constants. Secondly, many possible meth-
ods of calculation, each capable of producing significantly different answers,
have become readily available. (...) Thirdly, and perhaps most importantly,
formation-constant determination remains necessary but is less fashionable
than it used to be. So, results are now often performed by researchers with
less experience in this field”. Evidently, these authors (P. May is the author of
the widely used ESTA codes for analysis of potentiometric data and co-author
of the consistent thermodynamic database system JESS) do not conform to
the claim of “excellent agreement by different methods”. In contrary, both
authors further state: “It is well known that the considerable discrepancies
between values published for the same chemical system by various authors
are a notorious feature of formation constant measurements”. An attempt of
a metrological assessment of potentiometric titration for the determination of
formation constants is reported by Kufelnicki et al. (2005). The study was mo-
tivated by the widely varying results on the protonation constants for arsenazo
III. The cause-and-effect analysis indicated that the method of potentiometric
titration is by far not as precise as assumed on basis of repeatabilities. There
are a larger number of uncertainty contributions which become apparent only
in interlaboratory comparisons, and by comparing the outcome from indepen-
dent measurements obtained in different laboratories (Kufelnicki et al. 2005).

The further crucial issue highlighted by the short paragraph from the
OECD/NEA review is the statement that “the reviewers have used both the
authors’ estimates and their own expert experience on the precision expected
of a given experimental method when estimating the uncertainty of equilib-
rium constants”. There is, to the knowledge of this author, no record for any of
the six reviewers mentioned in OECD/NEA (2003) on the persistent application
of any what-so-ever statistical, chemometric or metrological method for a re-
alistic assessment of repeatabilities (there is no expectation that the reviewers
should have experience in the evaluation of complete measurement uncer-
tainty budgets) for multi-parameter systems, potentially with a considerable
degree of non-linearity and non-normally distributed residuals. Expressed in
the other way this paragraph documents the deep conviction of the reviewers
that they will recognise a good value if they see it. Whether this conviction is
a solid basis for the collation of a database for long-term nuclear waste disposal
must be judged by the decision-makers.

The third crucial point highlights the impact of chemical thermodynamic
data upon the results of geochemical modeling: “It should also be pointed
out that the uncertainty estimates rarely change the conclusions of predictive
geochemical modeling”. This statement may cause surprise because if there is
no impact of chemical input data on the simulation output, why then making
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the bother and spending years with tedious assessment of thermodynamic
data from literature? It would be interesting to know on which information the
OECD/NEA reviewers base their assertion. The reports of Hamed and Bedient
(1999), Denison and Garnier-Laplace (2005) and the Monte Carlo transport
simulation from Nitzsche et al. (2000) are but a few examples in literature telling
the opposite evidence, and these reports are only a rather limited selection from
literature (e.g. Serkiz et al. 1996; Criscenti et al. 1996; Grauer 1997; Onysko and
McNearny 1997; Meinrath et al. 2000).

May and Murray (2001) summarise: “Serious discrepancies between pub-
lished thermodynamic parameters of chemical reactions are well-known. Since
there are many different causes of these problems (such as experimental error,
inadequate theory, and carelessness), they can be very difficult to eliminate.
The situation is made worse because many thermodynamic data persisting in
the scientific literature stem from values that are later corrected or become
experimentally superseded. In this regard, a great effort is needed for critical
assessment of all the relevant primary measurements and for their transfor-
mation into thermodynamically consistent datasets (...) Chemical modeling is
thus often compromised”.

The OECD/NEA review is singled out here because of the relevance of the
field it is directed to and because it also includes published work of the present
author. The disposal of nuclear wastes is a considerable problem in many
modern societies. The need for disposal is difficult to deny, but the decision
on a disposal site is becoming a major headache. Thermodynamic data is
reviewed with the eventual goal to underpin the message that long-term safety
can be evaluated, e.g. by geochemical modeling. Therefore, the availability of
a consistent set of meaningful thermodynamic data bears some importance.
Such a database may be implemented on basis of a convention. It should,
however, be kept in mind that such a convention can be easily established
among a power group (cf. Sect. 1.2) having an interest to close the nuclear
fuel cycle (e.g. Commission of the European Communities, US Department
of Energy, OECD with its Nuclear Energy Agency, producers of electricity
by nuclear power etc.). The conflict of interest, e.g. with the population in
the surroundings of the nuclear waste repository and, not to forget, future
generations of people having to carry the risk from the waste repository,
may render such a convention void. Therefore, relying on a thermodynamic
database established by convention, may carry a considerable risk.

As outlined in Part I, the current situation in chemical measurement is not
much different from the situation in physical measurements before the advent
of a metrological system. The evaluation of the meter reference at the turn
from the eighteenth to the nineteenth century resulted in surprising discrep-
ancies of the underlying measurement data obtained during the determination
of the Paris meridian length. In those times, nature was considered perfect.
Corrections in measurement data to get the (unprecise) measurement results
back to (supposed) precision were not uncommon. Because the meter refer-
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ence, however, was becoming an international standard, the data resulting in
its value were scrutinized in much more detail (Delambre 1810). As a result of
that scrutiny, existence of measurement uncertainty could not any longer be
ignored. In 1805, Legendre (1805) proposed a solution to the problem of judg-
ing uncertain data with exact mathematics: the method of least squares, only
to learn that in Göttingen, Gauss had used this method for already a decade
(Gauss 1809). Hence, the solution to the problem of uncertain data was to
accept measurement uncertainty, to study measurement uncertainty and to
minimize measurement uncertainty. Without this development modern tech-
nology would not have been possible. Hence, the achievements of metrology
of physical quantities should be well pondered by chemical analysts. The field
of production metrology may teach further lessons (Clapham 1992; Kunz-
mann et al. 2005). It is essential that a reasonable measurement uncertainty
budget is only one relevant factor in a comparable measurement value. The
second, metrological traceability, is perhaps even more important (Hibbert
2006). But for most chemical thermodynamic data a metrological traceability
doesn’t exist. Even worse, the authors are not even aware of its fundamental rel-
evance. Clearly, “improving” repeatability by ignorance of certain published
values does not add any value to the quality of the thus obtained “critical
values”.

2.4.2
Criteria for the Determination and Reporting of Thermodynamic Data

The practical example may underscore the following list of deficits in thermo-
dynamic data:

• Large amount of published data, which at the same time are widely scattered.
• Almost complete lack of documentation to assess the quality of the data;

introduces an extreme arbitrariness into all data collections (databases).
• Completely unknown internal consistence within individual data. “Consis-

tent databases” introduce the consistency after the collation of the data.
• Obsolete data and contradictory data (e.g. Ca(hco3)+ and caco◦

3; both species
interpret the same experimental variance) in existing data collections.

• High competence of reviewers is required; practical experience in the meas-
urement, evaluation and statistical and metrological assessment of data is
required. As outlined by Filella and May (2005) this kind of expertise is rare.

• Almost no experience from round-robin tests is available to have a comple-
mentary data pool for the assessment of interlaboratory variance (e.g. Via
nordtest approach; Magnusson et al. 2004).

• Lack of a realistic estimate for the likely reliability of an entry in the ther-
modynamic data collection (complete measurement uncertainty budget).

• Often unrealistic values for temperature dependence (temperature effects
on formation constants of ionic compounds are far below the resolution ca-
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pabilities of the classical methods for the determination of thermodynamic
data).

• Lack of tools (protocols, software) to recalculate formation constants and
solubility products into reaction enthalpies and vice versa.

Thermodynamic data for geochemical modeling should be determined in the
future. The following criteria should be met:

• Traceable analytical measurements, performed and documented accord-
ing to internationally recognised quality assurance criteria (accreditation,
regular participation in proficiency tests, educated and trained personnel,
certified calibration material, where available).

• Documentation of the measurements and evaluations according to interna-
tionally agreed quality assurance protocols (e.g. Good laboratory practice;
OECD 1999).

• Adequately trained personnel for scientific measurements. In these days,
the laboratory work is performed mainly by novices to the field (e.g. PhD
fellows) (Chalmers 1993; Filella and May 2005).

• Generation of a cause-and-effect diagram for the complete measurement
and data evaluation process.

• Annotated list of type b evaluation uncertainties.
• Explicit statement of the empirical distribution function of an evaluated

thermodynamic value.
• Documentation of numerical and statistical procedures applied in the eval-

uation of experimental data. The data evaluation process must include a dis-
cussion of influential data points and their influence on the final values.

• Documentation of laboratory notes (e.g. as xerox copies).

2.4.3
Comments

The above lists are understood, from today’s point of view, as illusory. The
amount of certified reference materials necessary for that purpose would ex-
ceed the production capacities. There is little expectation to re-measure the
bulk of thermodynamic data in literature. These lists can, however, serve three
purposes:

1. Giving a point of reference to which today’s quality of thermodynamic
data can be compared and indicate a direction to proceed,

2. Specifying the minimum requirements to overcome the unsatisfactory
situation outlined, for instance, by Bond and Hefter (1980) and Filella
and May (2005),

3. Give an alternative to the highly subjective compilation of standardised
“databases” which present at best conventions (cf. Part I for a definition
of a convention).
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Metrology in chemistry does not require the re-measurement of all data but the
statement of a reasonable estimate of measurement uncertainty. The majority
of uncertainty estimates (it is assumed that the figure following the “±” in
some thermodynamic data compilations and literatures represents a standard
deviation, thus indicating normally distributed variables) are much too small.
The consequences are mutually discrepant literature values and overestimation
of data reliability (Ellison et al. 1997; de Bièvre 2002; Golze 2003).

For existing data, the major deficit of existing thermodynamic data is the
complete lack of trust in their reliability. Even though the Guide to the Ex-
pression of Uncertainty had been issued over a decade ago, the attempts to
implement its concepts into thermodynamic data determination have been
spurious. It is, however, unrealistic to expect that the public will accept values
(chemical “information”) that cannot be related to anything else than the deep
conviction of a small group of scientists.

Here, trust is the key word. Thermodynamic data are a result of analytical
measurements (determination of the quantity “amount of substance”). Ana-
lytical results are based decisions in areas such as economics, science, trade,
health care, environmental protection, law and sports. In conjunction with
the globalisation of these fields, the range of decisions and the demand for
comparable and reliable results are increasing (Zschunke 1998).

2.4.4
Deficit Analysis of Surface Interaction Parameters

Sorption data play an important role in geochemical modeling. Sorption is
considered as the main retardation mechanism for contaminants. In nuclear
waste performance assessment sorption to technical barriers is considered an
additional safety feature. In case of accidental release, sorption to the geo-
sphere formation is expected to reduce the radiation doses experienced by the
biosphere. In fact, the determination of sorption data (KD values and surface
complexation constants) has always had an imprint share in the governmen-
tally funded nuclear safety research.

Sorption has not been discussed in the preceding sections of Part II. A rea-
son for this neglect is the complexity of fitting and calculation that enters
the evaluation of sorption data. In almost all available literature on the deter-
mination of sorption parameters these relevant auxiliary informations were
obtained by least-square mean value fitting. The determination of sorption
parameters, therefore, is an extended exercise with basically the same elem-
ents as the determination of thermodynamic data. Speciation calculations
are a crucial element in determination of sorption parameters, independent
of whether the experimental observations are interpreted by the simple KD
concept or multi-parameter models (e.g. surface complexation models). The
reasons are, first, the dependence of the surface processes from the species
composition in solution, and second, the amount of substance bound to
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a surface must be estimated by the difference of the amount of substance
initially added to the system and the amount of substance found analyt-
ically after equilibration. Hence, much of the discussion would have been
a repetition of Part I. However, criteria and deficit analysis of chemical data
for geochemical modeling would be incomplete without considering sorp-
tion.

The limited ability of analytical chemistry to quantify amount of substance
has been discussed in some detail in Chap. 1.8. The results of a IMEP ILC (IMEP-
14) shown in Fig. 2.9 intend to demonstrate these limitations (Papadakis et al.
2004). Clearly, each laboratory could take the stand that their value is correct
(e.g. by insisting on their years of expertise in the field) and declare other
values for less reliable or faulty. However, there is no reason to do so except the
fact that a reference value exists.

Even with respect to this reference value the stand can be taken that the ref-
erence value might be erroneous, anyway. Then, progress and communication
about measurement values is not possible. If, however, the reference values are
accepted and the results reported by all 239 laboratories from 43 countries,
spread over five continents are presented as shown in Fig. 2.9, a similar pattern
is observed for almost all elements and also most previous IMEP comparisons
(www.imap.ws).

Hence with respect to sorption studies, where the amounts of a substance
need to be determined before and after an equilibration experiment, the pri-
mary concern is not with the single laboratory’s values but the limitations
in repeating the experiment elsewhere. If repeatability cannot be ensured
(demonstrated, e.g. by participation in a proficiency test like IMEP or local
round-robin studies organised by national metrological bodies), the resulting
values will likewise be enormously scattered. It is clear that no “expert expe-
rience” will be able to improve this scatter without the risk of introducing an
unspecified amount of subjective bias, as is the case in thermodynamic data.

The term “sorption” is often used in describing the interaction of solute
components with a surface, is not sufficiently precise. Sorption is commonly
used for phenomena if the detailed process is unknown (Römpp 1999). There-
fore, the term “surface interaction parameters” will be used.

The main deficits of surface interaction parameters are:

• Lack of transportability; the applicability of the parameters is commonly
restricted to the conditions of their determination. These conditions are
commonly laboratory conditions and far away from the subsurface situation;

• There is almost no tool for quality assurance. It is generally not even specified
what the “quality” the data need to have to be “fit for purpose”;

• The interpretation of measured solubility data is often restricted to some
kind of curve fitting. There is generally no reference to the respective numer-
ical and statistical issues that might affect such a process. Fitted parameters
are accepted “as given” from the fitting tool;
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• Lack of a complete assessment of additional influence factors, e.g. surface
area, variability of surface conditions in the experimentation vessel, inter-
face conditions, density of surface sites;

• A variety of theoretical approaches, often in combination with assumptions
about the solid-solution interface, which cannot be verified on basis of the
measurement data;

• Often considerable scatter in the data that only allow to establish a general
trend but are interpreted by multi-parameter models.

2.4.5
Example: Surface Complexation

As an illustration determination of surface interaction parameter (surface
complexation constants) values obtained for UO2+

2 sorption on aluminium
oxide will be discussed (Jakobsson 1999). While Jakobsson (1999) reports on
the evaluation of mean values, the following discussion will focus on limitations
in such an evaluation due to measurement uncertainties of various kinds. The
evaluation presented by Jakobsson (1999) is a typical example for an evaluation
of surface interaction constants, however presented in a more complete way
than possible in a journal article.

Two kinds of surface sites are discussed: protonated surface sites with a dis-
sociation constant Ka and interaction of dissolved uranium species with these
deprotonated surface sites. The surface interaction parameters are considered
to be adequately described by equilibrium parameters, KS. In addition, in-
teraction of the deprotonated surface sites with cations of the background
electrolyte (here Na+) need to be taken into account.

The surface site acidity constants Ka are given by Eq. (2.31). In this definition
of the Ka value the surface area is already included:

Ka =
(ctot − caq)

caq
· V

A
. (2.31)

The parameters ctot and caq designate the total concentration of the sorbed
component and the amount of the substance in the aqueous phase after equi-
libration. V gives the aqueous phase volume and A the surface area of the
stationary phase.

The experimental data obtained from potentiometric titrations are given in
Fig. 2.10. As the final conclusion from the experimental determination of U(VI)
concentrations at NaNO3 and NaCl solutions with different ionic strengths, two
surface sites were reported with pKa1 = 7.2 ± 0.6 and pKa2 = 11.2 ± 0.4. The
relevant reactions are:

Ka1 :≡ SOH + H+ ⇐⇒ SOH+
2 (2.32a)

Ka2 :≡ SOH ⇐⇒≡ SO− + H+ . (2.32b)
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Figure 2.10. UO2+
2 sorption onto aluminium oxide as a function of pH for different ionic

strengths, UO2+
2 and solid phase concentrations (according to Jakobsson 1999)

These surface sites and their respective surface acidity constants Ka1 and Ka2
were determined experimentally. The model relies on the assumption that Ka1
and Ka2 are constants according to the equilibria:

Ka1 =

{≡ SOH+
2

}

{≡ SOH} {H+} (2.33a)

Ka2 =
{≡ SO−} {H+

}

{≡ SOH .} (2.33b)

Furthermore, the interaction of the electrolyte cation, Na+, with the surface
site needs to be taken into account:

KNa+ :≡ SO− + Na+ ⇐⇒≡ SONa . (2.34)

The three values enter the evaluation of the interaction parameters of U(VI)
with the both sites as mean values. Data interpretation was made on basis of
a triple layer surface charge model. The model was chosen because this model
allowed the “best numerical interpretation”. As a result, two surface interaction
parameters for uranium(VI) were derived:

≡ SOH + UO2+
2 ⇐⇒ SOUO+

2 : lgKs1(UO2+
2 ) = −3.1 (2.35a)

2 ≡ SOH + UO2+
2 ⇐⇒ (SO)2UO2 : lgKs2(UO2+

2 ) = 3.4 . (2.35b)

This short summary illustrates the multiplicity of parameters entering a deter-
mination of surface complexation constants. Each parameter is either deter-



2.4 Criteria for and Deficits in Chemical Datafor Geochemical Modeling 193

mined independently by some, often complicated, measurement process (e.g.
the surface acidity constants), taken from literature (e.g. KNa+), or obtained
by least-squares curve fitting. The ancillary data enter the evaluation without
their (often considerable) uncertainty.

A small sample of influence factors will be discussed using the concentra-
tion determination of U(VI) in NaCl and NaNO3 electrolyte solutions holding
(5 · 10−8 –9 · 10−11) mol dm−3 U(VI) and 0.5g dm−3 to 13g dm−3 Al2O3 as ex-
ample to illustrate some relevant influences. This discussion intends to provide
a rationale for the above given deficits and the criteria given below. Most of
the discussion points affect other studies of surface interaction parameters
and may serve as a guideline for assessing modeling output where surface
interaction parameters (e.g. sorption databases) are involved.

Figure 2.9 illustrates that there is no absolute way to determine values for
amount of substances. This inability is not a fault of the researcher but an
essential element of chemical measurements – their sensitivity to random
contributions by influence factors. Without a careful analysis of the detailed
procedures, e.g. by participation in proficiency tests, this variability cannot be
quantified within a laboratory. The EURACHEM/CITAC bottom-up approach
is a protocol to estimate the magnitude of influence. In the study under dis-
cussion, radiotracers were used. No information on relevant influence factors,
e.g. counting statistics (liquid scintillation counting), is given. Hence, meas-
urement uncertainty with respect to the determination of the metal ion before
and after the experiment is unavailable.

Determination of pH was made on basis of calibration materials assessed
by Gran titrations. Gran titrations, too, are not free from uncertainties. These
uncertainties are commonly not discussed, but of course present (e.g. Burden
and Euler 1975). In the graph (cf. Fig. 2.10) only the measured concentration
mean values are given forming a saddle point at about pH 9.

The two surface complexation constants (cf. Eqs (2.35b)) cannot be read
directly from the experimental data. The both values depend, among numer-
ous other parameters, on the species composition of the aqueous solution.
A computer program is necessary to calculate the probable composition of the
solution at each pH. These calculations require further ancillary information,
e.g. the volume of solution in the experimental vessel, the pH in solution, the
amount of sorbed uranium, the concentration of titre solution and its added
volume etc.

The concentration of initial and sorbed uranium in solution cannot be de-
termined independently. The amount of sorbed uranium, msorb depends on
the initial amount of uranium, ctot, the uranium solution concentration after
equilibration, caq (cf. Eq. (2.31)), and the volume of the vessel. All three pa-
rameters cannot be quantified with arbitrary accuracy, especially at the low
total uranium concentration level range (5 · 10−8 –9 · 10−11) moldm−3. Some
consequences have been discussed previously. If a standard deviation of 10%
is assumed for the assessment of both concentrations, ctot and caq, the follow-
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ing relationship holds for a solution, where 50% of the initial uranium has
disappeared from solution:

Ka =
(5 · 10−8 ± 5 · 10−9) mol dm−3 − (2.5 · 10−8 ± 2.5 · 10−9) mol dm−3

(2.5 · 10−8 ± 2.5 · 10−9) mol dm−3

V
A

.

(2.36)

For the sake of simplicity, it is assumed that the volume V and surface area
A are known without uncertainty. The amount of sorbed substance is therefore
(cf. Chap. 1.3):

csorb = (2.5 · 10−8 ± 5.6 · 10−9) mol dm−3 (2.37)

and for Ka follows:

Ka = (1.0 ± 0.25)
V
A

. (2.38)

Hence, the uncertainty of 10% in the entry quantities to Eq. (2.31) results in
a 25% uncertainty of Ka, conditional that there are no other uncertainties
contributing, e.g. in the quantity A. The surface area of Al2O3 was determined
by BET and a surface area of 143m2 g−1 was given. The surface area is often
determined by a series of BET measurements. Values for surface area by BET
measurements depend, e.g. on the gas used, the pre-treatment of the material,
the variability of the size distribution and porosity of materials etc. It should
be explicitly mentioned that these uncertainties are mentioned in Jakobsson
(1999). As in almost all similar studies, the impact of these uncertainties on
the numerically evaluated quantities is not assessed.

Error progression rules indicate that the uncertainties in the amounts of
substance in solution and those sampled from solution play an important part
in the determination of Ka values. However, a 1:1 distribution between solution
and solid results in a value Ka = 7 · 10−6 m. Higher Ka values (cf. Fig. 2.10)
require higher values in csorb. Simple error progression, however, indicates that
the overall uncertainty will rise with increasing sorption. The relationship is
illustrated in Fig. 2.11 for four overall uncertainties in concentration determi-
nation: 5%, 10%, 15% and 20%. The ability to evaluate a meaningful estimate
may fade at locer sorption ratios.

Considering the current great efforts in determination of surface interac-
tion parameters, especially those aiming at the application in performance
assessment studies for nuclear waste disposal, it may be surprising that such
an analysis is not routinely accompanying all reports of the respective pa-
rameters. A similar analysis, using KD values of iron as an example, has been
given previously (Meinrath et al. 2004a). It should be noted that Eq. (2.31)
gives a measurand (Ka) in a closed mathematical form. Therefore, such an
analysis could be made within the framework of the bottom-up approach by
EURACHEM/CITAC (2002).
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Figure 2.11. Effect of the uncertainty in the determination of amount of substance values
upon the uncertainty of the quantity Ka, evaluated by progression-of-error

Determination of Ka values is only a first step in the evaluation of surface
complexation constants. The model of surface complexation assumes that there
are sites on the surface that bind solution species in the same way as ligands
in solution bind to, say, cations. A general equation is given in Eq. (2.39)

≡ SOHr
n + Xz+ + yH2O ⇐⇒≡ SOHcX(OH)

(r+z−y)
y + (n − c + y)H+ , (2.39)

where ≡ SOHr
n is a surface site, Xz+ is a cation of charge z+ and ≡

SOHc X(OH)
(r+z−y)
y is a surface species (Hiemstra et al. 1989).

Considerable efforts have been taken to provide evidence that such species
even exists. There are several studies where structural data, e.g. by EXAFS or
IR spectroscopy, have been interpreted in terms of such species.

A formation constant of a surface species depends, of course, on the con-
centration of Xz+. In an hydrolysed solution, its value is therefore determined
conditional on the solution species. The tendency to form such solution species
is expressed by thermodynamic formation constants (cf. Eq. (2.25)). Conse-
quently, the value of a surface complexation constant crucially depends on
the number of species, their composition and the respective formation con-
stants. The data in Fig. 2.12 were interpreted by the thermodynamic formation
constants in Table 2.10.
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Figure 2.12. LJUNGSKILE speciation simulating solution conditions of a sorption study of
U(VI) on Al2O3 under a nitrogen atmosphere (Jakobsson 1999). The U(VI) species included
into the simulation are given in Table 2.10. (Uncertainty limits give 68% confidence levels).
At given confidence level all hydrolysed species may also have zero concentration

Table 2.10. Thermodynamic formation constants for U(VI) hydrolysis species. A few values
had been adjusted in Jakobsson (1999) to achieve a good fit of the data

Reaction Formation “Adjusted”
constant
(I = 0, 25◦C)

UO2+
2 + H2O ⇐⇒ UO2(OH)+ + H+ −5.2 ± 0.3

UO2+
2 + 2 H2O ⇐⇒ UO2(OH)◦2 + 2 H+ −10.3 −12

UO2+
2 + 3 H2O ⇐⇒ UO2(OH)−

3 + 3 H+ −19.2 ± 0.4 −22.4

UO2+
2 + 4 H2O ⇐⇒ UO2(OH)2−

4 + 4 H+ −33 ± 2 −35.7

2 UO2+
2 + H2O ⇐⇒ (UO2)2(OH)3+ + H+ −2.7 ± 1.0

2UO2+
2 + 2 H2O ⇐⇒ (UO2)2(OH)2+

2 + 2 H+ −5.62 ± 0.04

3 UO2+
2 + 4 H2O ⇐⇒ (UO2)3(OH)2+

4 + 4 H+ −11.9 ± 0.3

3 UO2+
2 + 5 H2O ⇐⇒ (UO2)3(OH)+

5 + 5 H+ −15.55 ± 0.12

3 UO2+
2 + 7 H2O ⇐⇒ (UO2)3(OH)−

7 + 7 H+ −31 ± 2

4 UO2+
2 + 7 H2O ⇐⇒ (UO2)4(OH)+

7 + 7 H+ −21.9 ± 1.0
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In almost all surface complexation studies the composition of the aqueous
solutions is assessed by some appropriate formation constants. The reason
for these calculations is the generally very low species concentrations that
prevent a more direct speciation. The species given in Table 2.10 are taken
from a review within the OECD/NEA database series (OECD/NEA 1991). For
most species in Table 2.10 no direct experimental evidence exists. Species
such as UO2(OH)−

3 and UO2(OH)2−
4 have been inferred from least-squares

curve fitting to potentiometric titration studies. The meaning of the fig-
ures following the “±” symbol in Table 2.10 is not clear. At the concentra-
tion levels of a sorption experiment (below the solubility limit of the least
soluble solid phase under given conditions), an experimental verification
of the solution composition, e.g. by emission spectroscopy, is not possible
(Meinrath 1997a).

Figure 2.12 presents a LJUNGSKILE calculation on basis of these formation
constants using the figures following the “±” as a standard deviation. For
the species UO2(OH)

◦
2, an upper limit only is given in the original reference

(lgK ≤ −12.3 at I = 0). The formation of this species is considered by a uniform
distribution in the range lgK12 = −12.3−14.3.

From the ten species given, four species only play a role: UO2OH+,
UO2(OH)◦2, UO2(OH)−

3 and UO2(OH)2−
4 , next to UO2+

2 itself. The latter two
species are highly questionable and “came into existence” only by neglect of
CO2 contamination. U(VI) carbonato species can be detected spectroscopi-
cally already at free CO2−

3 concentrations of 10−11 mol dm−3 (Meinrath 1997a;
Meinrath et al. 1996a). CO2 is ubiquitous (e.g. adsorbed to vessel and tools) and
reacts readily with neutral to alkaline solutions. Even a nitrogen box cannot
prevent CO2 contamination, which is, in addition, almost impossible to detect
without considerable efforts using instrumental analysis (e.g. mass spectrom-
etry). In fact, carbonate contamination of NaOH was shown, e.g. by Jakobsson
(1999), at levels detectable in Gran plots.

The uncertainties for each species illustrate the need for probabilistic spe-
ciation. All species can be either not present all or be the dominating species.
This observation is most evident for UO2(OH)2°. Within the 90% confidence
interval (CI), this species may be either not present or dominating, over the
complete pH range of the study.

Nevertheless, the second, third and fourth hydrolysis constant of U(VI) had
to be drastically modified by Jakobsson (1999) to achieve a numerically satis-
factory interpretation to the data. No information is given about the criteria
of the numerical data interpretation. Figure 2.13 gives an interpretation by
a LJUNGSKILE speciation. Two main effects can be recognised: hydrolysis of
UO2+

2 sets in at higher pH and the prevailing species above pH 6 is the neutral
UO2(OH)◦2.

Of course, “adjustment” of formation constants is an unacceptable proce-
dure. Either the formation constants in Table 2.10 are incorrect, or the premises
of the study need to be reconsidered. Figures 2.12 and 2.13 underscore the ne-
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Figure 2.13. LJUNGSKILE speciation simulating solution conditions of a sorption study
of U(VI) on Al2O3 under a nitrogen atmosphere (Jakobsson 1999). The U(VI) species
included into the simulation are given in Table 2.10. For species UO2(OH)2 and UO2(OH)−

3
and UO2(OH)2−

4 the “adjusted” values are used. At given confidence level all hydrolysed
species may also have zero amount concentration

cessity to evaluate uncertainties when assessing solution conditions by numer-
ical methods (Meinrath et al. 2000, 2000a; Denison and Garnier-Laplace 2004;
Ödegaard-Jensen et al. 2004). Instead of presenting a clear picture of the so-
lution composition, Figs. 2.12 and 2.13 communicate the inability of currently
compiled databases to allow more than a rough statement about some probable
species that might be present in a given solution. In fact, several species might
form in solution being either prevailing, or almost absent.

Electrostatic models of the solid-aqueous solution interface. Surface complexation
studies almost exclusively report mean value-based data evaluation. In addition
to the often considerable amount of solution species, one or several surface
species need to be included into the interpretation model (cf. Eqs. (2.32a)–
(2.35b)). Furthermore, several models are available to account for the solid-
solution interface. Examples are the constant capacitance model (Stumm et al.
1976), the diffuse layer model (Dzombak and Morel 1990), and the triple layer
model (Blesa et al. 1984). These models make various assumptions on the effect
of charges and ion distribution in the microscopic vicinity of the surface. These
dimensions are experimentally almost inaccessible.
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Surface complexation models require a number of adjustable parameters.
The most important parameters are surface site density and capacitance den-
sities. Surface site densities give an estimate on the number of ≡SOH groups
per surface area. Several experimental methods are given to estimate these
numbers, e.g. crystal dimension calculations, potentiometric titration, tritium
exchange. Determinations of surface site density vary by an order of magnitude
depending on the method used. The ability of the surface complexation models
to describe anion adsorption using inner-sphere and outer-sphere complexes
is sensitively dependent on the value of the surface site density (Goldberg
1991). The same might hold true for cation adsorption. The relative amount of
inner-sphere and outer-sphere complex formation is an additional adjustable
model parameter.

Capacitance density C relates to surface charges and the surface potentials
of the different layers in the various interface models. In most studies using
the triple layer model (TLM), C1 is used as an adjustable parameter, while C2
is set to 0.2 C/m2.

In the fitting exercise on basis of a triple layer model C1 = 1.1C m−1 and C2 =
0.2C m−1 were used for the data Fig. 2.10. Figure 2.14 shows the basic structure
of a triple-layer model. The data was fitted with FITEQL (Westall 1982). A good

Figure 2.14. Schematic representation of the surface-solution interface in the triple layer
model. C1 and C2 are the different compartments, σ0, σß and σd give the charge at the sur-
face and the compartment boundaries, respectively, while Ψ gives the respective electrical
potential
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fit was obtained with a model taking two surface complexes into account.
Westall and Hohl (1980) state that the adjustable parameters of a surface
complexation model are strongly correlated. This statement is especially true
for the acidity constants of a surface species (≡SOH, ≡SOH+

2 ), surface site
density and capacitance. These factors describe surface charging.

This discussion gives an impression of the many factors affecting the values
obtained from fitting certain data in terms of a surface complexation model.
There are surprisingly few studies discussing the influence at least a few of
the uncertainty contributions. In contrary: the many adjustable parameters
are generally not seen as fitting parameters which increase the degrees of
freedom, but the mean value-least squares fitting results for these parameters
were regularly considered as valuable information.

2.4.6
Criteria for Determining and Reporting Data for Surface Interaction Parameters

Determination of values for surface interaction parameters by multi-dimen-
sional curve-fitting computer codes is currently a widespread activity. To be
meaningful, the following criteria should be met:

• A definition for “sorption” should be given which unambiguously indicates
which effects are included into the interpretation,

• A detailed description of the abilities and limitations to recognise and
distinguish between different surface processes should be given,

• Possible unaccounted processes should be mentioned,
• The relevant influence quantities should be listed,
• As a minimum requirement, progression-of-error analysis or Monte Carlo

studies should be presented for the major interdependent parameters,
• Analytical measurements must be performed and documented according to

internationally accepted criteria (e.g. Analytical measurement committee
1995, Eurachem/Citac 2002)

• Cause-and-effect diagrams for the complete measurement and data evalua-
tion process must be presented,

• Uncertainties from type b evaluations have to be listed and their evaluation
documented,

• Dependencies and correlations among the data and the parameters of a sur-
face interaction parameter evaluation must be given.

There is no doubt that the study of surface complexation parameters is a kind
of fundamental study which may highlight certain aspects of surface-solution
interactions, providing further understanding of the retardation capabilities
of geological materials and soils. However, by considering the large amount
of parameters and measurement values entering such an evaluation, some
concern may be directed to the effect of limiting resolution capabilities of an-
alytical methods and computational tools. “Error progression”, “correlation”,
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“estimate” and “quality assurance” are terms that rarely appear in surface com-
plexation study reports. Applying such data without an appropriate estimate of
uncertainty, e.g. in so-called “sorption databases”, to environmental problems
may increase the inherent risk instead of improving the prediction reliability
(e.g. Lerche 2000).

Science works with models. Many of these models are deterministic. The
deterministic character of these models is, often, caused by the very large num-
ber of influence quantities. Hence, the determinism is built on the probabilistic
law of large numbers. For instance, the term “statistical thermodynamics” is
an excellent reminder. Doubt and uncertainty (two faces of the same medal)
are an intrinsic part of science. The field of risk analysis is currently evaluating
the protocols and techniques to make uncertainty assessment a helpful tool in
decision-making.

A clear presentation of uncertainties (that is, doubt) accompanying a value
of a quantity relevant for decision making is also a quality criterion of a study
per se. In a study dealing with the credibility of science and scientists in the
public, the physicist Maier-Leibnitz gave criteria to assess expert statements.
Two relevant criteria are (Maier-Leibnitz 1989):

• A credible expert will present a critical analysis of her/his own statements
and present well-founded, justified error limits,

• A credible expert will present all relevant opinions and analyses, even if they
are not in favour of his own point of view.

Since the discussions of the Greek philosophers, the best way to evaluate an
idea or a theory is to ask questions. Part II of the book intended to highlight
some of the aspects of geochemical modeling to which critical questions may
be applied with a good chance to stir a discussion. In no situation, a mere
mean value figure should be accepted. A model “may resonate” with nature but
it is never the “real thing”. The burden is on the modeler to demonstrate the
degree of correspondence between the model and the material world it seeks
to represent and to delineate the limits of that correspondence (Oreskes et al.
1994).



3 Metrological Principles Applied to Geohydraulic Data

“A truth passes through three steps: first it is ridiculed, second violently op-
posed. Third it is accepted as self-evident.”

(A. Schopenhauer)

Metrological concepts apply to all kind of measurements because all meas-
urements are comparisons. Consequently the values from such comparisons
are only meaningful if they are related to common standards and references.
In this fundamental aspect a laboratory measurement is not different from
a field measurement. In the field, however, control over the influence quan-
tities is much more difficult. Nevertheless, a value obtained by application of
a geochemical model is dependent on these values. The uncertainty related to
such values will affect the reliability of a model simulation, and therefore has
to be assessed.

The third part of this treatise deals with the determination of permeabilities.
Permeability directly relates to the Darcy law and the hydraulic conductivity
in a porous medium. Its reliability (or, reverse, uncertainty) has an important
influence on the complete geochemical modeling approach. The hydraulic
conductivity is a primary factor influencing the amount of water transported
in a subsurface volume, including the substances dissolved into this water
volume.

Discussion of permeability supplements the discussion of geochemical as-
pects, e.g. thermodynamic data and sorption data. Uncertainty in these param-
eters is the general topic. That these three parameters cannot be described by
a neat, closed physical formula is the common aspect. For thermodynamic data
describing complex formation in homogeneous solution a theoretical funda-
ment is available that characterises these parameters as fundamental constants
of nature under given conditions. Such a basis is not available for surface inter-
action parameters. However, at least results from some experimental methods
are interpreted in favour of certain microscopic processes to be described by
a chemical theory. In case of permeability and geohydraulic data, however, only
an empirical and idealised relationship is available: the Darcy law. The field of
research is almost inaccessible: a rock body usually extending over large spatial
scale. Small samples only can be obtained and must serve as pars pro toto.
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The value (range of values, distribution of values) may depend on the method
applied, the quality of equipment used, the ancillary assumptions taken, and
the uncertainties and error sources considered. Therefore, some efforts have
been made to summarise the properties of different experimental methods
in tables and graphs. There is, however, no claim to have succeeded with
this goal. The aim of this treatise is not to create a reference textbook but
to put together information for those being confronted with the results of
geochemical modeling. These individuals can be, for instance, co-workers in
an environmental office of a region, staff members of a national waste disposal
agency, political decision-makers and citizens facing the construction of some
potentially hazardous facility within their neighbourhood.

Because geochemical modeling is a multi-faculty subject there is proba-
bly no single person having the survey on all its aspects. Those involved in
the field, either by determining chemical thermodynamic parameters, surface
interaction parameters, writing code or compiling data for application in a geo-
chemical modeling code will obtain a more profound insight into the activity
they participate.

The concepts outlined here, to our knowledge for the first time in this depth
for metrological application in geohydraulics, will be illustrated by two ap-
plication examples. The first example deals with permeability determinations
in rocks with low permeability, the second with an uncertainty analysis in
a geohydraulic bore-hole test in rocks with low permeability. Both examples
are related to salt rock. Salt rock is one of the primary target host formations
for high-level radioactive waste in Germany.

3.1
A Brief Summary in Geohydraulics

“Now there is one outstandingly important fact regarding Spaceship Earth,
and that is that no instruction book came with it.”

(B. Fuller)

3.1.1
Permeability and Metrology

The term “geohydraulic processes” and/or “geohydraulic data” relates to the
movement of a fluid in coarse or solid rocks. The terms also refer to all
parameters relevant for these processes. Individual processes involved in geo-
hydraulic flow are advection, convection, dispersion and diffusion. Besides the
gradients of the respective potentials, the essential parameters in flow through
coarse rocks are the effective pore volume and the capillary interconnections
among pores. These physical parameters are describing the fundamentals of
permeability in soils and rocks. In coarse rocks, a fluid is flowing in the porous
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matrix, which is usually treated as a homogeneously distributed volume of
pores. In a solid rock, flow of a fluid is depending on the distribution and
the connection of permeable volumes (e.g. fractures) and on the pore volume
width. Besides these single porosity models, a limited number of rocks (for
instance sandstone) are described by a more complex model, the so-called
double porosity model. A schematic representation of the double porosity
model is given in Fig. 3.1. These rocks contain matrix pores and fractures. The
effective permeability, so called in-situ-permeability, of a rock is a function of
the water content and the suction. Suction is caused by capillary action of the
fluid, water.

Geohydraulic data are essential input parameters to geohydrological models.
Geohydraulic models are largely based on the Darcy law (cf. Chap. 2.1). Part III
of this treatise will discuss a frame for a quality assessment of geohydraulic
data. As is the case with chemical data, geohydraulic parameters are largely
given as mean values despite the fact that a considerable amount of randomness
is affecting an evaluated mean value.

The problem in the use of quality management concepts in the field of
geohydraulic data is the transfer of laboratory data onto a rock body under
realistic hydrogeological conditions. A number of communications deal with
the treatment of this randomness, mainly by applying statistical approaches.
These experiences will be included in the concept of a metrological approach
to quality assurance of geohydrological data. Figure 3.2 shows graphically the
problem discussed in this contribution. Figure 3.2 can be seen as an abbreviated
version of Fig. 2.8. In this part, the attention is directed to the variability
reasonable associated with a parameter obtained by measurement from a small
section of the modeled subsurface volume.

Figure 3.1. Schematic representation of the double porosity model featuring a porous matrix
intersected by fractures. A single porosity medium is one in which either matrix or fracture
porosity are present, but not both
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Figure 3.2. Framework for quality assurance of geohydrological data. The crucial, and gen-
erally open, question addresses the relationship between the geological formation and the
constructed computer model

The relevant parameters which can be measured both in the laboratory and
in the field are the effective porosity, the permeability coefficient, the dispersion
coefficient, and the diffusion coefficient. Special problems result in the case
of occurrence of double-phase or multi-phase flow, since these parameters
have to be quantified taking into account the changes in the principal stress
parameters (pressure, capillary action, porous and fracture flow) inside the
rock formation.

The permeability k describes a material property of a porous medium at the
time of investigation. Effects of the pores and pore radius distribution, mois-
ture contents of the matrix or temporal changes of the permeability by the
plasticity of the material due to extreme pressures cannot be accounted for by
the permeability. In geohydrological modeling, the permeability is commonly
obtained from a (very small) fraction of the model three-dimensional sub-
surface volume. The rock formation is considered as a material with constant
geohydraulic characteristics, whereby the information from the small sample
fraction (commonly studied by laboratory methods) is upscaled to the total
subsurface space under consideration.

Due to the importance of geohydraulic data in rocks for geohydrological
modeling several national (DIN) and international (ISO) standards are avail-
able setting a framework for permeability determinations in saturated rocks by
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laboratory methods. For field determination of in-situ geohydraulic properties
of rocks, no standards are given. A possible reason for this lack of standards
for field methods is the large variety of possible conditions encountered in
the field, as well as the current predominance of laboratory determination
of geohydraulic data. This preference of laboratory determination is partly
caused by this lack of guiding standards, as well as the multiplicity of in-
fluence factors which seem to be easier to control in a laboratory environ-
ment.

The metrological bottom-up procedures for complex situations, outlined
in Part I of this treatise, are suitable for a standardisation of field determina-
tion of geohydraulic parameters. In principle, criteria set by a standard shall
comply with the fundamental, internationally agreed requirements for quality
assurance. So the GUM gives three fundamentals which are applicable to every
measurement process, including determination of geohydrological parame-
ters. These fundamentals are uncertainty, fitness-for-purpose and traceability.

Uncertainty is a parameter which characterises the measurement. The recip-
rocal of uncertainty is reliability. Uncertainty corresponds to the doubt which
has to be assigned reasonably to a value of a measurement concerning the true
value of the measured parameter. This definition of uncertainty assumes that
the parameter in fact has a “true value”. In case of a geological sample it is not
always certain that the permeability k, which is built on certain model assump-
tions about that sample, has something like a true value. It is important to note
that it is a model assumption that there is a property “permeability” which can
be quantified by measurement. Uncertainty is expressed by the dispersion of
the values, which could be assigned to the measured variable (GUM § 2.2.3).

Fitness-for-purpose is a characteristic of data, which is generated by a meas-
urement. The fitness-for-purpose permits the user of the data to make tech-
nically correct decisions for a stated purpose. Hence, it is not essential that
a property of “permeability” exists. It is, however, important that the value
used for that property is used correctly within the model framework. Further-
more, the purpose of the value must be known before its measurement and the
measurement must be of a quality which is adequate for the purpose. In the
other way, there is no use to construct a model requiring a quality for which
a measurement procedure does not exist.

Traceability is the property of a result of a measurement whereby it can
be related to stated references, usually national and international standards,
through an unbroken chain of comparisons all having stated uncertainty. This
definition does not differ from other measurements and is taken from VIM
(1994). Traceability is the essential element in ensuring comparability of meas-
urement values. This definition illustrates the importance of the availability
of standards; the lack of geohydraulic standards underscores the lack of com-
parability of permeability values reported in literature. It may be argued that
the permeability of a rock formation will have a much larger variability than
a small fraction of material can indicate; thus comparability of measurement
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values of permeability obtained from different samples of the rock forma-
tion is of minor relevance. Then the question arises, why permeabilities aren’t
estimated. In fact, a variety of methods have been developed to determine per-
meability values under a broad range of circumstances, both in the laboratory
and in the field.

Because permeability is an important model parameter, the assignment of
a reasonable value (or range of values) has a considerable influence on the
model output and the quality of the simulation output. In a discussion of
model output, the focus will quickly turn to the method of its determination.
A variety of methods exist and the discussion will be eased if objective criteria
for a comparison of the various determination methods exist.

Such a discussion is considerably facilitated by cause-and-effect analysis
because essential influence factors affecting the values obtained by a given
experimental method will become obvious and can be associated with numer-
ical values. Thus, the process of method selection and its performance gains
in transparency which can be communicated and critically scrutinised, e.g. in
a situation of conflicting interest. Cause-and-effect analysis also provides an
objective criterion for ranking influence factors. As an essential condition for
defendable measurement values the goal of the investigation must be clearly
defined beforehand. It may be advantageous to perform a sensitivity analysis
which will guide the subsequent uncertainty analysis. The definition of qual-
ity criteria for the measurement values to be obtained from a measurement
procedure will be helpful to assess the success of a measurement campaign
which is, in most circumstances, an expensive and time-consuming activity
which cannot – in contrast to some academic laboratory exercises-repeated
arbitrarily.

Analysing the main requirements of the GUM with respect to geohydraulic
data, the conclusion seems justified that these requirements do not prevent its
application. This conclusion is not surprising because the GUM was established
as a general document relating to all fields of commerce, technology and
science.

Geohydraulic measurements are mainly performed to obtain values for per-
meability. It is common to obtain such data in the laboratory. The respective
data are then transferred to the rock formation, for instance in case of saturated
permeability tests (cf. Fig. 3.2). Important influence quantities are, e.g. sample
preparation, the measurement process in the laboratory, and the intrinsic un-
certainty associated with the numerical method which is used for transfer of
laboratory data to the rock formation. In some rarer cases, permeability data
are determined by field studies, for instance by pump tests. In these cases, a va-
riety of influence factors contribute to the variability of a measurement value:
the sampling, the specific measurement procedure, and the numerical method
of data analysis. As a general rule can be stated that laboratory tests must be
supported by field studies, while field studies are difficult to be appropriately
simulated in a laboratory environment.
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The transferability of laboratory tests to the rock formation is acceptable
only with appropriate consideration of the rock formation’s physical bound-
ary conditions. These conditions, too, cannot be determined with arbitrary
accuracy. Already the variability within a given rock formation prevents the
uncritical use of laboratory and field data obtained with a small sample or
within a limited section of the formation. If a measurement value intended
for representing a larger subsurface volume in a computer simulation can be
obtained only in the laboratory it is quite difficult to be defended. Data repre-
sentative for a rock body can only be determined by performing in-situ tests.
Trace material and/or isotope investigations (for instance noble gas dating
and stable isotope analyses) should be generally considered as supplementary
methods for validation and calibration of geohydraulic data – together with
other geohydraulic methods.

The uncertainty of the physical parameters in subsurface contaminant trans-
port problems is ubiquitous. This is manifested in the basic heterogeneity of
the aquifer formation and the uncertainty related to the chemical, physical
and biological properties of the contaminant being released and transported.
Furthermore, there is a great deal of uncertainty regarding the leaking source
dimensions, concentration, leaking rate and duration. These parameters vary
largely from one site to another and also exhibit great spatial variability within
the same site (EPA 1999).

There are different sources of uncertainty that the hydrogeologist has to ac-
count for. Some of these are summarized in the following. Modeling uncertainty
arises due to using a simplistic relationship to describe the actual behaviour
of a physical system and the idealization down to operational mathematical
expressions. This can be quantified either by comparisons with other, more in-
volved models that provide a more accurate representation of reality, or by com-
parisons with collected data from the field. Modeling uncertainty can be for-
mally treated in a reliability context by introducing a random variable that de-
scribes the ratio between the actual and predicted model response and output.

Prediction uncertainty means that the reliability estimate depends on the
state of knowledge that is available to the engineer at the time of analysis.
Various factors could affect the model response which are not included in the
analysis simply due to lack of knowledge. As the state of knowledge increases,
our assessment of the reliability is refined, usually combined with an increased
reliability index (Melchers 1987).

Human factors are the total of those errors that arise during collection,
recording, and analysis of data. At field sites data are collected, statistical
estimators (mean and higher order moments) are obtained, and a probability
density function (PDF) is chosen to represent the distribution of each input
random variable. Since collected data are usually inadequate and noisy, those
PDFs are bound to be biased. This is often termed statistical or information
uncertainty (Dettinger and Wilson, 1981). One way of alleviating this problem
is to consider the parameters such as the mean and variance themselves as
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random variables to estimate how uncertainty of the statistical parameters
propagates to the model response. Another solution is to collect more data and
use a Bayesian approach to update the information (Melchers 1987).

The last type of uncertainty is that resulting from the inherent randomness
of the medium variables under consideration. This is quite evident in the
soil formations, for which properties such as hydraulic conductivity can span
many orders of magnitude at the same site (Bakr et al. 1978; Freeze and
Cherry 1979). This type of uncertainty is irreducible, and is often referred
to as the inherent, intrinsic, or physical uncertainty (Dettinger and Wilson
1981; Melchers 1987). Although the current research focuses on addressing
the physical uncertainty, the approach is equally applicable to other types of
uncertainty with the necessary modifications of the formulation.

3.1.1.1
Permeability of Soils

The fundamental equation for the saturated flow in the soil is Darcy law:

Q = Kf ∗ A ∗ Δh
l

or q =
Q
A

= Kf ∗ i (3.1)

or

Kf =
Q/A
Δh/L

=
q
i

= const (3.2)

with

Q: flow rate
q: effective velocity of ground water flow
A: cross section
Δh: hydraulic difference (potential), difference of the piezometric pressure
L: length
i: hydraulic gradient
Kf : hydraulic conductivity

The hydraulic conductivity Kf is a combined material property of porous
a medium and the mobile phase, which is described by Eq. (3.3):

Kf = k ∗ g δ
η

= k ∗ g
ν

(3.3)

with

k: (intrinsic/specific) permeability of the porous media
g: gravity of the earth
δ: density of the fluid
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η: dynamic viscosity of the fluid
ν: kinematic viscosity of the fluid.

Forces which cause a directed movement of the water in the soil zone are:

• downward directed gravity (gravitation potential),
• the capillary suction (matrix potential), directed upward.

If meteoritic precipitation enters a soil system, an initial saturation of the
upper soil zones takes place. Further precipitation causes a movement of the
humid front into larger depths. Downward from surface, three zones are com-
monly distinguished: saturation zone, transport zone and humidification zone
(Hölting 1996). The downward directed water transport (seep) depends on the
hydraulic conductivity and is a function of soil zone saturation. If the pore
water meets a layer of lower hydraulic conductivity, the seeping movement
slows down. If the amount of precipitation is larger than the amount capable
to percolate, surface runoff is taking place.

Water flow in the unsaturated soil zone can be described with the help of
the Richards equation, which concerns a three-dimensional representation of
the water movement into the orthogonal directions x, y and z depending on
the capillary suction.

P ∗ ∂θ
∂t

=
∂

∂x
kx(h) ∗ ∂h

∂x
+

∂
∂y

ky(h) ∗ ∂h
∂y

+
∂
∂z

kz(h) ∗ ∂h
∂z

(3.4)

with

P: porosity [−]
θ: saturation/[m3 m−3]
t: time [s]
h: suction [m−1]
x, y, z: space coordinates [−]
kx, ky, kz: permeability of the soil depending on coordinates x, y, z

and suction [m2].

This equation applies under the condition that no sources, sinks, and/or dis-
charges mark the system. Further assumptions are constant rock porosity,
incompressibility of the mobile phase and gas flow being always substantially
faster than the mobile phase. If this is not the case (which may occur under
certain conditions), then the Richards equation cannot correctly determine the
processes in the soil. Furthermore, the Richards equation does not consider
macroporous structures (fractures).

The measurement input data necessary for the Richards equation can take
place on the one hand via experimental investigations and on the other hand
by modeling on the basis of measured soil parameters. In the past few years
the approximation of van Genuchten-Mualem (Mualem 1976; van Genuchten
1980) has found widespread application. This approximation describes the re-
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lationship between water content and suction and/or of hydraulic conductivity
using a uniform parameter set:

θ(h) = θr +
θs − θr

[1 + |α · h|n]m (3.5)

m = 1 −
1
n

(3.6)

Kf (h) = Ks · S′
e(1 − (1 − S1/m

e )m)2 (3.7)

Se(h) =
θ(h) − θr

θs − θr
(3.8)

with

θ(h): water content as function of the suction [m3/m3]
θr: residual water content [m3/m3]
θs: saturation water content [m3/m3]
Kf (h): hydraulic conductivity as function of the suction [m s−1]
Ks: saturation hydraulic conductivity [m s−1]
Se: effective water saturation (0 ≤ Se ≤ 1) [−]

and the van Genuchten parameters (empirical parameters):

α: (m−1)
n: dimensionless
m: m = 1 − 1/n; dimensionless
l: dimensionless.

Van Genuchten parameters are empirical parameters, which do not have a de-
fined physical meaning. These parameters have an influence on the shape of
the curve, as well as the distribution of values for suction. Equations (3.5)
and (3.7) for θ(h) and Kf (h) apply to the unsaturated conditions. Under satu-
ration conditions, Eqs. (3.9) and (3.10), respectively, hold:

θ(h) = θs (3.9)

Kf (h) = Ks . (3.10)

Table 3.1 gives an overview of the relations between suction and pore volume
as function of the water content derived from it. The amount of water that any
soil can retain and hold readily available to plants is determined by the size
distribution of individual pores, especially the proportion of micro pores. In
the porous structure of the soil there are two forces trying to remove the water:

1. Upwards: transpiration of plants and soil surface.
2. Downwards: gravity.

The smaller the pores the higher the force by which the water is held. These
forces are expressed in bar or centimeters water column, and the term pF is
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Table 3.1. Overview of the relations between suction and pore size and the water binding
forms derived from it (AG Bodenkunde 2005)

Range of suction Pore Pore type Soil water type Storage capacity
HPa (cm pF-value diameter type
water (1g cm in μm
column) water

column)

<60 <1.8 >50 Wide Fast moving Air capacity and
coarse pore water storage capacity
pores for damming

wetness
60–32 000 1.8–2.5 50–10 Wide Slow moving

coarse pore water Usable field
pores capacity

32 000– 2.5–4.2 10–0.2 Middle Plant available
1 520 000 pores irreducible water
Permanent wilting point

> 1 520 000 > 4.2 < 0.2 Fine pores Not plant Connate water
available
irreducible water

used. As with pH, the p stands for the negative decadic logarithm, while F gives
the corresponding suction in units of cm water column. Thus a suction of 2bar
corresponds to a value of pF 3.3. The relationship between moisture content
and pF value is strongly dependent on soil type. If the pF value is plotted vs.
moisture content two important points relating to the pF value (i.e. suction
value) exist:

1. The permanent wilting point (PWP) gives the maximum suction that
plants can exert to withdraw water from a porous medium. The PWP is
generally taken as pF 4.2 (or 16bar).

2. The field capacity (FC) is the moisture content of the soil when, after
saturation, the soil is allowed to drain freely for 1–2 days. Generally a pF
2.0 corresponds to moisture content at FC. This means, therefore, that
for the plant, water is available only in the suction range between 0.1 and
16bar i.e. pF 2.0 and pF 4.2. Water held at lower suctions will drain very
quickly and that held at higher suctions is available to the plant.

Soil zones with respect to geohydraulic characteristics, e.g. water saturation
and hydraulic conductivity, are schematically given in Fig. 3.3. The “air access
point” is given by the pressure required to overcome the capillary effects. Only
if this pressure exceeds capillary suction air is able to enter the soil or rock
formation. This suction pressure, expressed in units of the height of a water
column, corresponds to the height of the capillary seam and/or the height
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Figure 3.3. Illustration of soil zones with major characteristic geohydraulic properties

of the closed capillary zone. Figure 3.3 illustrates that the “air access point” is
significantly above the groundwater level, which corresponds to the hydrostatic
pressure level. This implies that there is a water-saturated range above the
groundwater level. This range is termed capillary seam or closed capillary zone.
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A permeability coefficient (k) of a rock is defined for a rock versus the fluid
water at a temperature of 10◦C in units of m s−1. The definition requires distilled
water as the fluid medium although this is obvious that the characteristics of
the distilled water may change considerably during the experiment.

3.1.1.2
Permeability of Rocks

At latest since the 1970s the permeability is realized as an important quantity
characterising a material, but to achieve at least some comparability with
other permeability values a statement of all relevant boundary conditions is
necessary.

The Darcy Law describes the movement of the underground water with
sufficient accuracy. It is generally applicable to:

• the saturated (water-saturated pores without temporal variance) and unsat-
urated zone

• stationary and instationary flow
• aquifers and aquitards
• homogeneous and inhomogeneous systems
• isotropic and anisotropic systems
• matrix and related aquifers.

The Darcy law is nevertheless an approximation and a simplification. It has,
of course, theoretical and practical limitations which are expressed both in an
upper and a lower limit of its validity. Since the Darcy Law is linear equation,
there are generally two situations which can be critical for its validity because
the flow process cannot be linear:

• very low k values and small gradients,
• very high k values and large gradients.

With a slight extension Darcy law can be transferred into a nonlinear form. Thus
the principal description is maintained and linear constraints are removed:

V = −Kf

(
dh
dl

)m

. (3.11)

The linear Darcy law is given if m = 1, otherwise V is non-linear. For the case
of large k values in connection with large gradients it can come to the fact that
the flow movement is no longer laminar, but becomes turbulent so that the
validity of the linear Darcy law is no longer given. The criterion for a laminar or
turbulent flow is the dimensionless Reynolds number, R, which was developed
first for flow in tubes and/or open channels.

R =
δ · v · d

η
(3.12)
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with:

δ: density of the fluid [kg m−3]
v: flow speed [m s−1]
d: tube diameter [m]
ν: viscosity in [kg s−1 m−1].

If R > 220, turbulent flow in tubes and/or fissures/fractures of the diameters
of a tube begins (Streeter 2000). For porous aquifers, Reynolds numbers be-
tween 60 (Schneebeli 1955) and 600 (Hubbert 1956) are reported. For Reynolds
numbers between R = 1−10, flow in a porous aquifer is assumed to be laminar.

In case of low k values and low gradients, a “permeability threshold” was
discussed. Below that threshold value fluid movement should be assumed as
zero. Swartzendruber (1962), Ludewig (1965), Bolt and Groeneveld (1969),
Luckner (1976), Häfner (1985) and Schildknecht (1987) argue for the existence
of such a lower limit. Suggestions for its formal, mathematical description have
been published. At present, the discussion on the existence of such a perme-
ability threshold is still open. This discussion has, however, not much prac-
tical importance because for very low permeabilities (and consequently very
low movement of the mobile phase), the importance of convection decreases
while diffusion processes becomes the relevant process. At permeabilities in
the order of k = 10−9 to 10−10 m s−1, diffusion is the determining transport
process.

Darcy law is an approximation. In practice, deviation from Darcy law may
be interpreted due to several phenomena, which are of important in the prepa-
ration and evaluation of hydraulic conductivity tests (Bruck 1999):

• Slippage phenomenon (in case using gas as fluid)
• Turbulent flow
• Mechanical changes of the solid matrix
• Reactions with the pore walls.

In rocks with low permeability test times can be very large due to the very
small porosities available for transport of water. For this reason, gases or
commonly applied as fluid medium in laboratory tests (e.g. H2) for the de-
termination of the permeabilities (Wagner 1998). These are commonly rocks
with a permeability below approximately k = 10−12 m2. During such studies,
the so-called slippage phenomenon can be observed in permeability meas-
urements using gases, if the pore diameter of the material has the adequate
size for gas molecules (Bruck 1999). At very low pressures, mean free path of
gas molecules depends on the temperature and the gas. A proportion of the gas
particles is adsorbed onto the pore walls forming a single layer cover or even
a multi-layer cover. This cover exerts a lower friction on the gas flow than the
rock. Formation of an adsorbed gas cover is reducing the effective pore radius
but this effect overcompensated due to friction reduction. As a consequence,
measured permeabilities result in an overestimation of a sample’s permeability,
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so-called Klinkenberg effect (Bruck 1999). The Klinkenberg effect describes
the difference between the flow of a gas and a liquid through a reservoir, af-
fecting permeability. Gas flow is less impeded by grain surfaces than liquid
flow.

Hydraulic conductivity of a rock body can be described by several param-
eters, summarized in Table 3.2 (GLA 1994). The hydraulic conductivity (kf
value) is defined as a proportionality factor in Darcy law. It corresponds to
the flow through a standard area of the rock body under a standard geohy-
draulic gradient. The transmissivity (T) is similarly defined, however related to
a standard column in the aquifer. Theoretically, it can be determined by integra-
tion or summation over aquifer thickness (H) from the hydraulic conductivity.
Both parameters depend on the fluid characteristics, i.e. on the density and
the kinematic viscosity. In order to receive permeability independent of the
fluid characteristics, which describes only the rock characteristics, there have
to be devided the parameters T and/or kf by the fluid characteristics (g/ν),
where g gives the gravitational constant. Thus, the permeability (k) results-
from the hydraulic conductivity and the transmissibility (Tast) is derived from
the transmissivity.

In case of rock formations with a permeability primarily based on frac-
tures, permeability must be differentiated between the rock permeability and
the permeability of a rock body. In contrast to the determination of the rock
permeability in the laboratory at defined samples under comparable test con-

Table 3.2. Parameters describing the water transport in a rock body (GLA 1994)

Parameters Symbol Dimen- Unit Equation Relation to Character-
sion other parameters istics

Hydraulic kf 3D m/s kf = q
J = Q

A·J kf = ρ·g
μ · k = g

υ · k Fluid
conductivity and rock

Permeability k 3D m2 k = q·μ
J·ρ·g k =

kf ·μ
ρ·g =

kf ·υ
g Rock

Transmissivity T 2D m2/s T = q·H
J = Q

B·J T =
H∫

0
kf dh Fluid

and rock

Transmis- T∗ 2D m3 T∗ = q·H·μ
J·ρ·g T∗ =

H∫

0
kdh = μ

ρ∗g · T Rock
sibility

Q [m3 s−1] flow passage
g [m s − ] gravity constant
ν [m2s−1] kinematic fluid viscosity
A [m2] area
μ [Pa s] dynamic fluid viscosity
ρ [kgm−3] fluid density
H [m] aquifer thickness
B [m] cross-section width
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Table 3.3. Typical values for porosity and permeability. The values give relevant orders of
magnitudes. Porosity and permeability are depending on site conditions

Rock type Porosity/[%] Permeability/[m s−1]

Unconsolidated Sand 25 10 · 10−4

sediments Gravel 30 10 · 10−2

Clay 50 10 · 10−12

Consolidated basalt, Weathered 15 10 · 10−6

granite, sandstone, Fissured/fractured 5 10 · 10−8

limestone Massive 1 10 · 10−10

ditions there are no standardised procedures for the determination of the
permeability of the rock body.

Table 3.3 summarizes some typical values for porosity P and permeability k
in various unconsolidated and consolidated rocks. These values can only give
a rough indication. Their values depend largely on local conditions.

3.1.2
Transfer of Laboratory-Determined Permeability Data to the Aquifer

A special problem represents the transfer of the laboratory permeability data
(rock permeability) on the permeability of a rock body, a problem, which is dis-
cussed in detail in Neuzil (1994). Commonly permeability evaluation methods
are based on rather simple pore models (Bruck 1999). In these pore models,
only idealised pores with smooth walls are considered, a pore radius distri-
butions is assumed and pathways between pores available for fluid transport
are allowed. These methods are mainly applicable to coarse rocks. In recent
years more complex geohydraulic characteristics of a solid rock aquifer could
be treated, mainly due to the availability of appropriate computer simulation
methods. Especially the distribution of fissures and fractures in the rock body
can be described by stochastic models. Therefore, further models for the de-
scription of porous materials were developed. Three models, the dusty gas
model, the lattice models and the fractal model, will briefly be summarised
(Bruck 1999):

Dusty gas model. The “dusty gas model” is a theory that describes the transport
of gases through porous media. It is so called because it treats the porous
medium as a component of the gas mixture, consisting of giant molecules, like
dust in a gas. Transport equations for the gas through the porous media are
derived by applying the kinetic theory of gases to this “supermixture” of free
gas and fixed in space solid molecules. The model has been independently
developed at least four times, starting with J.C. Maxwell in 1860; and can be
adapted for modeling other phenomena such as aerosol motion (by allowing



3.1 A Brief Summary in Geohydraulics 219

the solid molecules to move). Dusty gas models include several modes of flow,
the “free molecule flow” (Knudsen flow) which is relevant only for gases, bulk
flow, continuum flow and, as a rather special flow type, surface flow/surface
diffusion. In the latter flow type, the transport is assumed to occur along pore
surfaces.

Lattice model. The use of computer-generated porous 3D fields with defined
porous structures has become an intense research field in many areas where
porous materials play a role. Simulating geological materials has only a com-
paratively small fraction. An important share in lattice models is held by the
lattice Boltzmann models, where the fluid medium is located on nodes of a dis-
crete lattice. Each “fluid particle” has its own direction of movement by which
it is transferred to a neighbouring node (movement step). There, particles on
a given node collide and attain new velocities and directions.

Fractal model. The distribution of pores and lattice points may vary with
the dimensional magnitude considered. Hence, the structure of a computer-
generated lattice has to be defined from macroscopic to microscopic scale
which is, at least, a tedious process. Fractal models start from the observation
that the shape of the inner surface of rock pores follows a self-similar rule. Thus,
the theory of fractals is applicable. The SHEMAT software (SHEMAT 2006) is
a example of a (freeware) fractal simulation tool (Pape et al. 1999).

The method of neural networks, a model-free self-modeling method of
data analysis, has also proposed as a suitable tool to assign rock body perme-
abilities on basis of experimentally obtained drill core sample permeabilities.
The method, proposed by Trappe et al. (1995) can be considered as a mod-
ification of a lattice model. In principle, the first step in this method is the
installation of logs within the boreholes and, in parallel, the determination of
the corresponding permeabilities in an appropriate sample of the drill core.
Thus, for each borehole a measured value for the permeability is available.
In the first step, the so-called training phase, the neural network is calibrated
to generate a relationship between the experimentally determined perme-
abilities and the borehole location and log properties. In the second phase
the log data from new boreholes are associated with permeability on basis
of the model-free relationship generated by a neural network. Thus, perme-
ability is assigned on basis of a non-mathematical model generated by the
neural network. A similar method is the use of noble gas dating procedures
(Osenbrück 1996; Lippmann 1998, Rübel 1999). A comparable procedure is
published by Morshed and Kaluarachichi (1998), where neural networks were
used for extensive calculations of migration processes of chemical compounds
in the aquifer. Neural networks have been popular in many fields of science
and technology. A reason for this popularity is the relationship between the
neural network and neuron processes in the human brain. The advantage of
a neural network to generate a non-mathematical relationship between a cause
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and an effect is, at the same time, its main disadvantage. There is no clear re-
lationship between the measured effect (log data) and the assigned property
(permeability).

3.1.3
Models for the Three-Dimensional Description
of Permeabilities

The permeability of a fissured/fractured aquifer or a pore aquifer depends
on parameters such as homogeneity and isotropy. Fissured/fractured aquifers
are almost always characterised by an extreme anisotropy, because pathways
preferentially directed in space exist. In addition, pore aquifers are often
anisotropic because due to the sedimentation process a special structure and
connection of the pores is formed. It is a frequent observation that aquifers
show a higher permeability in flow direction than orthogonal to it.

Three major approaches to the determination of inhomogeneities and
anisotropies in a rock formation are available:

• Spatially highly dissolved determination of the permeability;
• Simulation by a genetic model simulating the processes of pore and fis-

sure/fracture formation;
• Simulation by a stochastic model e.g. On basis of the fuzzy logic, where

the available knowledge on porosity, pore size and fracture distribution is
represented by distribution functions.

Sensitivity analyses show that the spatial inhomogeneities and anisotropies
play an important role particularly in the transport modeling of chemical com-
pounds, but are less important in purely geohydrological simulation. Modern
standard groundwater models do not have yet appropriate tools for the auto-
matic generation of parameter distributions in a model space. Laboratory and
in in-situ methods are available for the determination of geohydraulic data,
whereby in each case these tests can be used under stationary and instationary
conditions. The following summary gives a survey on internationally applied
methods for permeability measurements. In the last years several new applica-
tions were developed, mainly for the field of determination of geohydraulic data
in low permeable rocks. All methods have their own bunch of uncertainties in
the sampling, the measurement and the data evaluation step. Furthermore, the
tools for spatial transfer of the laboratory determined geohydraulic data have
made progress due to the advancement in computer technology (Mazurek et al.
1998).

3.2
Measurement of Geohydraulic Parameters in Laboratory and Field

“In nature there are neither rewards nor punishments; there are consequences.”

(R.G. Ingersoll)
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3.2.1
Sample Quality and its Influence on Permeability Data

Chapter 3.1 illustrated permeability as an important but rather complex pa-
rameter. It is a material property but only accessible with in part severe re-
strictions. Porosity is a property of the pore space inside a rock sample. There
is, however, no simple relationship between porosity and permeability. A re-
view is available from Nelson (1994). The sampling procedure, necessary to
obtain a small fraction from the rock formation under consideration into the
laboratory, takes its own influence on the value evaluated for a permeability k.

The methodologies for sampling are occasionally standardised, commonly
on a national level. An example is the German standard DIN 4022, Part III,
which applies to coarse rocks. Standard DIN 4022 requires a rock sample
being obtained from a drill hole drilled with a diamond drill and a dou-
ble core pipe. A further variant of the generation of “undisturbed” sam-
ples from the rock is the “large drilling procedure”, i.e. several boreholes
are drilled over a large surface. From the drill cores appropriate sections
are removed in the laboratory for the intended measurements. Cutting drill
core sections in a laboratory commonly has the advantage that the com-
plete drill core serves as a transport protection for the respective sample
block.

The permeability of a rock and/or a soil sample is closely linked with sample
structure and the rock/soil mechanic parameters (Schreiner and Kreysing
1998). These parameters are subject however to an inevitable change as a result
of the sampling process. Obtaining a sample from a rock drill core, for instance,
requires cutting, often with diamond saws. The disturbance of the natural
equilibrium in the underground due to the sampling affects the mechanical
and geohydraulic characteristics of the rocks, where structure, compactness,
porosity, saturation, and permeability influence each other. The permeability
reacts most sensitively to disturbances induced by sampling (Schreiner and
Kreysing 1998).

Documentation of the sampling procedure and test conditions are impor-
tant elements of quality assurance and quality control. The availability of this
documentation is essential to ensure comparability and reproducibility of the
measurement results. Unfortunately, such documentation is rarely available in
practice.

Apart from the formation of additional junctions and fissures/fractures
during the sampling, observed permeability becomes usually smaller with
increasing disturbance in the structure and pores of the samples (Schreiner
and Kreysing 1998). Even an undisturbed sample changes after the extraction
from the rock due to the relaxation from underground stress. Deformations,
changes of porosity and migrations of the pore water are consequences. Due to
the relaxation of the hydrostatic pressure during sampling the dissolved pore
water gases escape, whereby the saturation point decreases (Schreiner and
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Kreysing 1998). The same effects occur after temperature increases. Cooling
water, used during cutting processes or for transport stabilisation, condenses
at the sample surface and in the larger pores. Sampling and sample preparation
is heavily disturbing the water balance of a soil/rock Subsequent measures in
a laboratory to restore rock body conditions can remediate the situation only
in part (Schreiner and Kreysing 1998).

According to a study of Gilbert (1992) evaluating published data from re-
spective literature sources reported particularly high variation coefficents for
the permeability of incompletely saturated samples (see Table 3.4):

Isolating a small sample from a larger rock body involves drastic measures:
drilling by diamond heads, pouring of cooling water, grinding of sample faces
etc. The term “undisturbed sample” must therefore be considered as a eu-
phemism. As a consequence, laboratory tests have very limited validity and
field studies are more or less compulsory for validating the laboratory results.
With the exception of soils and coarse rocks, normative standards are not
available. This lack of standard procedures naturally results in widely varying
results for permeabilities assigned to a given rock formation. This variation is
further increased by a broader range of experimental methods.

Lack of standard procedures concerns both the test conditions (e.g. pres-
sures) and the preparation/pretreatment of the samples. A standardised sam-
pling procedure would further ease comparability is missing with the sampling,
a fundamental requirement, for comparability of measurement results. Uncer-
tainty analyses and/or extensive statistical analysis of measurement procedures
are available so far only rarely.

Multiplicity of influences on permeability, for instance of salt rocks (extent
of geopressure and its influencing period, loosening, e.g. by the collecting and
preparation of a sample, grain size, foreign components such as anhydrite etc.)
often results in significant variations of the sample properties. A comparisons
of experimental permeabilities obtained in different laboratories on samples
from the same salt rock formation is only possible with difficulties, or simply

Table 3.4. Variation coefficients V of soil mechanical values in samples (after Harr 1987, in
Gilbert 1992)

Parameter Variation coefficent V (%) Reference

Specific weight 3 (Hammit 1966)
Porosity 10 (Schultze 1972)
Saturation index 10 (Fredlund and Dahlmann 1972)
Water content (clay) 13 (Fredlund and Dahlmann 1972)
Cohesion 40 (Fredlund and Dahlmann 1972)
Hydraulic conductivity 240 (80% sat.); 90 (100% sat.) (Nielsen et al. 1973)

V = S/M; S = standard deviation; M = mean value
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impossible. As a general observation, the permeability values of samples which
were extracted at different sampling sessions commonly differ widely. There-
fore, documentation of boundary conditions is essential. Transferring results
from laboratory tests to the subsurface rock formation must account on these
boundary conditions. Uncertainties affecting the experimental determination
of permeability values also contribute to the overall uncertainty in a value for
the permeability of a rock formation.

Table 3.5 reflects some consequences of sampling (Fein et al. 1996), using
permeability measurements of salt detritus as example. Published data are
collected with the intention to create a basis for the determination of the
porosity-permeability-function in salt.

Table 3.5 illustrates the dilemma of the rock salt permeability measurements:
even though the rock is a quite uniform substance (rock salt), the measurement

Table 3.5. Summary of experimental data the permeabilty of rock salt detrius (Fein et al.
1996)

Reference Number Fluid Remarks
of values

Pusch et al. (1986) 12 Gas Compacted dry with 22 000◦C, insufficient
correction of the Klinkenberg effect,
turbulence effects, Fuller distribution
to D = 1mm

Walter et al. (1994) 10 Compacted moist and break, salt detritus
sieved above D = 16mm, insufficient
correction of the Klinkenberg effect

Liedtke 6 Brine Compacted moist, salt detritus sieved
above D = 20mm

Liedtke 7 Brine Compacted dry, D ≤ 8mm
Spiers et al. 7 Brine Mono grain material mainly, compacted

moist and slowly, dried with trichlorethane,
mainly free of breaked material

Albrecht and Langer, 3 Brine Not compacted salt detritus, D ≤ 5mm
Suckow and Sonntag
Suckow and Sonntag 3 Brine Not compacted salt detritus, D ≤ 32mm
IT Corporation 3 Argon Dry compacted salt detritus, D ≤ 10mm
IT Corporation 6 Argon Avery Island detritus, D ≤ 10mm,

dry compacted
Liedtke 2 Brine Moist compacted
Liedtke 6 Brine Moist compacted, D below 20mm
Walter 4 Gas Old sample of in situ moistened

compacted salty backfill, no breaking
Liedtke, Gommlich 1 Gas Very rough granulation (separation), porosity
and Yamaranci and permeability only inaccurately known

D grain diameter
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procedures vary widely. Whatever the numerical results of a permeability
determination might be, the permeability values must be considered to have
a considerable random component.

The randomness is introduced already by the sampling and sample selection
step. Some laboratories used the whole sample of the salt detritus, others sieved
the samples and used only separate charges. Due to the preparation these
samples exhibit usually different mineralogical compositions and different
initial densities, moisture contents and compactions. The differences in the
sample preparation can lead also in case of the same porosity to different
permeabilities (Fein et al. 1996).

Comparability of values is further compromised by the differences in
particle size distribution which in several cases not even has been deter-
mined. Commonly either the maximum grain size, occasionally also the non-
conformity index and the curvature number was indicated. Fundamental for
permeability, however, is the fine grain proportion (Fein et al. 1996).

Comparing the evaporative rock salt formation process of a natural rock
salt with compacted rock salt detritus, a different permeability behaviour must
be expected despite the same mineral composition (Bruck 1999). The applied
compaction pressure has a decisive influence on the resulting material’s density
and/or porosity. Borgmeier and Weber (1992) report on respective investiga-
tions where dried and humid (air exposed) core samples were compared. These
samples were squeezed “with a certain pressure”. The influence of the humid-
ity on the reduction of permeability under geopressure is substantial, while
in extremely dried cores practically no reduction of the permeability could be
observed (Bruck 1999).

In undisturbed rock salt the permeability is very small due to geopressure
with typical values in the order of magnitude k < 10−20 m2 (Schulze 1998).
With deformation, a micro fracturing and consequently no permeability in-
crease occurs, as long as the state of stress remains below the dilatancy limit
(Schulze 1998). Dilatancy is a rheological phenomenon of viscous fluids, as
rock salt, to set sold under the influence of pressure. In case of rock salt,
the dilatancy limit gives the pressure where this phenomenon sets in. Ex-
ceeding the dilatancy limit will cause damage due to cracks, fissures and
fractures. The dilatancy limit may already be exceeded during the extrac-
tion of samples from the underground rock because this process is connected
with a more or less rapid stress relaxation. This procedure leads to struc-
tural loosening, to the forming of flow paths and thus to a permeability
which does not exist in the underground rock (Bruck 1999). The simula-
tion of a geopressure in the laboratory may result in a slow closure of these
artificially induced pathways due to the inelastic flow of rock salt. Perme-
abilities obtained from a rock salt sample therefore may be time-dependent
(Bruck 1999). Samples from rock without viscous flow property will remain
disturbed.
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3.2.2
Pore Volume Measurement

3.2.2.1
Basics of Pore Volume Measurement

A major challenge in the determination of rock permeabilities is the extreme
sensitivity of the permeability on minor changes in the pore structure of
a rock. This dependence is a major reason that permeability is among the rock
properties most difficult to predict (Mavko and Nur 1997). It is defined as the
ratio of pore area (cavity volume) to the total volume of a rock. This definition
applies equally to coarse and solid rocks.

P =
Vp

Vtot
= 1 −

Vs

Vtot
(3.13)

with

P: porosity
Vp: pore volume (m3)
Vs: volume of solid material (m3)
Vtot: total volume of a porous material (m3).

Measurement of geohydraulic characteristics of a rock in the laboratory often
carries the hope to obtain more detailed and reliable information on the pore
structure. However, pore volume measurements are as uncertain as permeabil-
ity measurements. While porosity indicates only an average of pore volume
percentage in a rock, the internal structure of the pores must be described
by additional parameters such as tortuosity, constrictivity and pore radius
distribution. Thus, the experimental information about the pore structure
and/or about fissure and fracture structure are affected by various influence
quantities.

Porosity described by Eq. (3.13) covers the entire pore volume in a material.
It is also refereed to as total porosity, Ptot, and total cavity volume Vtot. Poros-
ity covers the continuous pore channels, the dead end pores and the pore area
locked in itself (gas inclusions, fluid inclusions). In a typical rock (e.g. granite),
fluid inclusions are the only cavities which are refereed to as pores. The cav-
ity volume is formed by fissures/fractures, fissures, fractures and junctures.
If this text refers to fractures or fissures/fractures, the other cavity-forming
structures, especially fissures/fractures and junctures, are included.

The cavity of a porous material and/or a fissured/fractured rocks is always
filled with a fluid. In the groundwater zone (also called saturated zone) the
fluid is generally water. In the case of a substantial contamination with an
organic liquid (e.g. petrol) or in a petrol deposit also an organic liquid can
fill the cavity partly or completely. In the unsaturated zone (the range above
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the groundwater level), two fluids (water and air) are present in the cavities.
Rock surfaces are always covered with a thin film of water. Water has a higher
wetability than air. Only within a limited range close to the surface this water
film can evaporate. At elevated temperatures (arid climate), air-filled struc-
tures can exist. Within the contact zone of individual rock particles, water is
accumulated in dead end pores and in pores with small pore radii due to sur-
face tension and capillary forces. The term “reducible water porosity” refers
to such pores. The remaining, gas-filled pore area is called drainable pore
volume.

The gas-filled pores, in return, are not available for water. Thus, these
pores reduce the effective pore volume. In addition, while water is an almost
incompressible fluid, air is easily compressible. Due to the high compressibility
of the gas-filled pore volume, the effective pore volume of such rocks is also
pressure-dependent. The distribution of the aqueous and gaseous phase in the
pore volume are determined by:

• The surface tension of the fluids;
• The fissure/fracture structure (particle size and form, pore radii, pore form

etc.);
• The hydrostatic pressure.

Porosity P, as an integral parameter, is not directly related to hydraulic con-
ductivity, kf despite the fact that all porous rocks with hydraulically connected
pores shows hydraulic conductivity. There is, however, no simple relationship
between the number and size of existing pores and the observed permeability.
Therefore, values of permeability are difficult to predict. Laboratory studies
have shown that permeability depends on a somewhat longer list of parameters:
porosity, pore size and shape, clay content, stress, pore pressure, fluid type,
saturation – an almost overwhelming complexity. In spite of this, the general
behaviour can often be expressed successfully using the remarkably simple
Kozeny–Carman relation (Kozeny 1927; Carman 1937; Scheidegger 1974).

k = G
P3

S2 (3.14)

where k is the permeability, P the porosity, S is the specific surface area (pore
surface area per volume of rock), and G is a geometric factor.

Solid rocks have to be differentiated into rocks with pore area (e.g. sand-
stone) and rocks with small and/or almost no pore area but cavities in the form
of fissures/fractures (e.g. granite). The size of the pore volume of a porous ma-
terial is determined by:

• The particle size distribution, the particle shape and the compaction;
• The kind of the binding between the individual grains and;
• The petrostatic pressure of the overlaying stratigrafic layers (geopressure).
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The size of the pore volume of a solid rock without pores is determined by:

• Number of the joints, fissures, fractures and junctures;
• Opening width of the joints, fissures, fractures and junctures;
• Fissure/fracture filling.

Beside porous rocks (and sediments) and rocks with a certain fissure/fracture
cavity volume there are rocks with double porosity (cf. Fig. 3.1). The porosity
of these rocks is determined by pores and fissure/fracture porosity. Important
examples are fissured/fractured sandstones.

Double-porosity aquifers pose high requirements (NTB 2001-03) to com-
puter models for flow and transport of chemical compounds. The demands
are due to the heterogeneity and spatial variability of the hydrogeological
structure. Facing this problem special models are needed which can account
for the relevant processes and the interactions between them. In the idealised
fissures/fractures so-called flow channels are formed during the flow pro-
cess, whose opening width is variable. The opening width can be described
by a stochastic model using regional uniform statistical parameters. The re-
quired information on the fissures/fractures is: direction, length, amount,
width, cross-linking, water passage availability and roughness. Although all
these parameters have influence on the rock permeability, simple simulations
tools use only some of these parameters.

The determination of the various parameters necessary for modeling per-
meability is often performed by modeling using geohydraulic fissure/fracture
network models (e.g. NAPSAC; Hartley 1998; SHEMAT 2006). For this pur-
pose, the numeric model simulates stationary flow inside the pore/fissure/frac-
ture network in different directions. The permeability components are com-
puted for each spatial direction and expressed as permeability tensor. By
repeated simulation of the flow with different implementations of the pore/
fissure/fracture network confidence intervals for the equivalent permeability
are obtained. Hence, on the geohydrological level probabilistic modeling is
already a standard procedure. The probabilistic techniques are commonly of
the Monte Carlo type. Thus, the computer-intensive statistical approaches in-
troduced in Part I of this treatise may be comparatively new for the description
of variability in chemical thermodynamic parameters. However, probabilistic
modeling is definitely not a new aspect for hydrogeological parameters, e.g.
permeability.

A further advantage of the procedure is the possibility of transferring geo-
hydraulic characteristics not only from local scale to regional scale, but also
in reverse from the equivalent permeability to the transmissivity of the water-
containing systems in the local scale.

Nevertheless the transfer of modeling results to the rock body is difficult
to justify, because the results are based on statistical data (fissure/fracture
frequency, fissure/fracture width, etc.) which were measured and calculated
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on samples whose relevance can easily be questioned: drill cores, boreholes,
shafts and pits in mines. In all these cases, stress relaxation of rocks is a common
effect, causing changes of the fissure/fracture distribution and structure. So
far, no procedure for experimental assessment of fissure/fracture distribution
in situ is known.

In summary, numerous uncertainties are associated with porosity meas-
urement. These uncertainties affect, in turn, recharge, hydraulic conductivity,
fracture porosity, dispersivity and matrix diffusion. Models for the transfer of
sample rock porosity to rock formation porosity has to take these uncertainties
into account.

3.2.2.2
Pore Volume Measurement Methods

A variety of different experimental methods for porosity determination are
available. Only one single method is based on grain density (DIN 18124, 1997).
The remaining method measures fluid transport through sample material.
The methods differ in the sample preparation procedures, in sample size, in
the fluid and in the method to generate a pressure gradient over the sam-
ple. Flow measurements determine, at least in principle, the effective porosity
(inaccessible pores and fissures/fractures are ignored) because only accessi-
ble pores/fissures/fractures are available for the fluid medium to move over
through the sample along the pressure gradient (Rietzschel 1996).

The following, often experimental methods for permeability determination
will be summarized briefly:

• Pyknometer
• Lift and soaking test
• Gas porosimetry (Bousaid 1968)
• Carbon tetrachloride method
• Formation resistivity measurement
• Mercury porosimetry.

Pyknometer. Pyknometer methods are gravimetric methods. Their success is
based on the high performance of weighing. Weights can be routinely de-
termined with high accuracy. Traceability chains and appropriate calibration
services for weights are available in all industrialized countries relating to the
BIPM kilogram standard. A rock sample is emerged into a suitable fluid in
the pyknometer. The mass of the fluid, the sample mass and the mass of the
ensemble after addition of the rock sample is determined by weighing. From
these data the amount of fluid inside the rock sample can be obtained. Mul-
tiple variants of the pyknometer are in use, e.g. air comparison pyknometer,
capillary pyknometer.

The lift and soaking test determines the drainable pore volume. The rock
sample is allowed to soak in a suitable fluid. The accessible pores will be
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filled with the fluid. In a second step, the amount of fluid inside the rock is
determined by applying an external pressure to remove the fluid from the
pores/fissures/fractures. An advantage of this procedure is determination of
porosities at samples with irregular geometry and independent of size. A major
limitation are rocks which components possibly interfering with the fluid
(for instance water and salt). The lift and soak method is only applicable
pore volume determinations of solid rocks. Application to rocks holding, e.g.
dissolvable materials [salt, Fe(II) components, carbonates etc.] is misleading
(Rietzschel 1996).

Gas porosimetry. Porous rocks are accessible to gases. By removing water from
a rock sample in vacuum and contacting this “empty” sample with a known
volume of gas, the amount of gas entering the rock volume can be measured.

Carbon tetrachloride method. The carbon tetrachloride method uses the dif-
ferent buoyancy of rock bodies in different fluids. The buoyancy of a sample
in water is determined and set into the relationship to the buoyancy in car-
bon tetrachloride. The advantage consists of the fact that carbon tetrachloride
shows a high wettability.

Formation resistivity measurement. This is an electrical measurement. There are
two methods of the formation resistivity measurement: a) an electric flow is
sent in the rock formation and the resistance against the electrical current is
measured; b) an electric current is induced in the formation and the formation
resistance is measured. Again the sample with and without pore filling is
examined.

Mercury porosimetry. Mercury porosimetry is widely considered the best suit-
able method for the quantitative determination of the porous structures of
solids. This method provides information on pore sizes distribution, pore
volume, the apparent and true density of most porous materials. Mercury
porosimetry is independently of rock type and sample shape. The method is
based on intrusion of liquid mercury into the pores. Due to the high surface
tension of hydrophobic mercury, an external pressure is required to push mer-
cury into a capillary or pore. Mercury porosimetry is based on the capillary
law governing liquid penetration into small spaces. This law, in the case of
a non-wetting liquid like mercury, is expressed by the Washburn equation:

D =
1
p

4γ cos φ (3.15)

where D is the pore diameter, p is the applied pressure, γ the surface tension of
mercury and φ the contact angle between the mercury and the sample, all in
consistent units. The volume of mercury penetrating the pores is measured di-
rectly as a function of applied pressure. This p-V information serves as a unique
characterization of pore structure. Application of mercury porosimetry in the
nuclear waste disposal is given by Hellmuth (1995).
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3.2.2.3
Discussion and Deficit Analysis of Porosity Determination

During the discussion of total porosity determination according to DIN 18124
(1997) the following deficits became apparent:

• Large inaccuracies in the determination of the total volume Vtot are pos-
sible (more precise measurements can be made, in principle, by buoyancy
measurement).

• The total porosity determined from the grain density contains both the
accessible and inaccessible pore volume; because the inaccessible pore space
doesn’t contribute to permeability, its inclusion into the total porosity may
cause an overestimation of hydraulic conductivity.

• The small sample quantity for the determination of the grain density in the
pyknometer test imposes additional statistical uncertainties because only
a small number of grains fit into a pyknometer volume. Thus the sample is
often not representative for the bulk it has been sampled from.

• Large uncertainties are involved in transferring grain density from small
sample sizes to an inhomogeneous natural material, determined at a very
small quantity.

• The methods discussed above are not suitable for solid rocks. An accurate
determination of the porosity of solid rocks in the laboratory is almost
impossible because the sample volume must generally be considered as too
small.

3.2.3
Laboratory Experiments for the Measurement of Permeability

In case of low permeable rocks the pore volume distribution and the hydraulic
conductivity are inaccessible to direct measurement. Therefore, the perme-
ability is determined directly. Generally, the samples are subjected to high
pressures. Either the rock sample is pressurised in total or pressure gradients
over the sample are established. Thus, most laboratory permeameter tests for
determination of gas permeabilities submits a sample to various stress con-
ditions which unusually differ from the situation encountered in the natural
rock body. The tests involve stationary and instationary conditions (Borgmeier
1992; Boebe 1994). Many variations of the laboratory permeameter determi-
nation method are known, where the triaxial permeameter is more or less the
standard application (Gloth 1980).

The range of application for the methods is indicated to 10−8 ≥ k ≥ 10−21 m2

by Autio et al. (1998). This corresponds to about 10−12 ≥ Kf ≥ 10−14 m/s de-
pending on the rock type and fluid. Applications in combination with mercury
porosimetry were used for the determination of permeabilities in granites,
gneisses, tonalites, basalts, granodiorites, and marble (Hellmuth et al. 1995).
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3.2.3.1
Overview on Laboratory Methods for Permeability Measurement

Following briefly discussed procedures for the determination of the perme-
ability with gaseous fluids are usually used in practice:

• Lab permeation test (i.e. triaxial permeameter, mini-permeameter);
• Chamber methods;
• Perfusion of rock samples with gaseous fluids;
• Gas chromatography;
• 14C-PMMA method and Helium gas method.

3.2.3.2
Description of Methods

Laboratory permeation tests (triaxial permeameter). The principle of the triaxial
permeameter method is the establishment of a steady-state flow condition
in a cylindrical rock specimen. The standard procedure of a permeability
measurement with triaxial permeameter is the following: a pressure gradient
is maintained across the sample with one end exposed to the ambient pressure
and the opposite end at the test drive pressure. A radial confining pressure is
maintained around the specimen. The effluent is collected and volume flow rate
is determined. A triaxial permeameter set-up is shown in Fig. 3.4. It consists
of the pressure unit with strain gauge, load transducer, the pressure housing
holding the test specimen, the pressure sensors for radial and axial pressures,
and the collectors and sensors for fluid flow and volume determination.

The triaxial permeameter method has developed into a variety of modifica-
tions (Christiansen and Howarth 1995), concerning both the apparatus and the
technique. In addition to the standard procedure (stationary measurement)
given above, instationary methods exist (Bruck 1999). Triaxial permeame-
ter are reported in literature to quantify permeabilities as low as 1 · 10−18 to
10−21 m2 (Rietzschel 1996). Table 3.6 gives an overview on triaxial permeameter
methods and their application limits.

Chamber methods. Permeability measurement by chamber methods comprises
a group of instationary procedures (Bruck 1999). Chamber methods can be
divided into single chamber and double chamber methods (Fig. 3.5). The
permeability determination by a single chamber method represents an insta-
tionary procedure, with only one chamber before (the fluid is pressed through
the rock sample) or behind (the fluid is sucked through the rock sample) the
sample.

The double chamber procedure is based on the measurement of the time-
dependent pressure between two chambers, one chamber on each side of the
sample with different initial pressure up to the pressure balance (Bruck 1999).



232 3 Metrological Principles Applied to Geohydraulic Data

Figure 3.4. Triaxial test laboratory set-up

The evaluation of the permeability and porosity is based on the flow differ-
ential equation, whereby the fluid stream(s) from and/or into the pressurized
chamber give the boundary conditions. The double chamber method allows
to modify the pressure gradient over the sample in order to attain and control
stationary conditions.

The practical realisation of chamber tests also has several modifications.
The so-called “pulse decay test” represents a special form of the instationary
measurements. The investigated sample is pressurized and relaxed in cycles
(Koh 1969). Cycle frequency and pressure amplitude at one end of the sam-
ple are compared with those at the other side of the sample. The observed
frequency differences, phase shifts and/or amplitude changes permit detailed
conclusions on the permeability and porosity behaviour inside the sample.
The closing pressure test registers a pressure increase at the end of a sample
specimen after a stationary pressure gradient over the sample has been estab-
lished. For this purpose, a valve is installed at the sample end. After a stationary
pressure equilibrium is established the valve is closed and the time-dependent
increase of the pressure at the sample exit is registered.

Perfusion of rock samples with gaseous fluids. As instationary medium for the
perfusion tests different gases are mentioned in the literature: air (Bruck 1998),
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Table 3.6. Triaxial permeameter methods for permeability determination

Method Application
limit

Procedure Remarks Literature

Standard
triaxial

up to 10−12 m2 DIN 18 130 T 1 DIN 18 130 T 1

permeation
test
Compression
test

up to 10−12 m2 Determination in the
compression permeability
equipment with high
confining pressures

DIN 18 137

Closing
pressure test

Controlled flow of rock
samples over valve at
the sample end, after
equilibration of the
stationary pressure
gradient locking of
the pressure valve
and registration
of the timedependent
increase of pressure
at the sample exit,
analytic evaluation

Long-term
experiments
with low
permeability
samples
because
stationary
starting
situation must
be waited for

Pusch 1986

hydrogen (Wagner et al. 1998), nitrogen (Wittke 99), argon (Fein et al. 1996)
and helium (Christiansen and Howarth 1995). The pressures applied during
this procedure are reported between 1 bar (Wagner et al. 1998) and 20 bar, in
some extreme cases even up to 32 000bar (Christiansen and Howarth 1995).
With high pressure equipment permeabilities below 10−21 m2 can be deter-
mined.

Gas chromatography. Permeability tests with using a gas chromatography as
pressure source is a special application of Darcy law (Bruck 1999). In this test,
the cylindrical sample is rinsed at the sides with different gases and different
pressures. After establishment of a stationary pressure gradient, the portion
of the gas in the sample is determined and calculated into a permeability
(Pahl 1995).With this method extremely low permeabilities can be measured.
Depending on sample size and gas, k ≤ 10−24 m2. The procedure was developed
further by Fröhlich et al. (1995), so that also diffusion coefficients of compacted
salt detritus samples (no pressure differences between sample entrance and
outflow] could be determined. Under assumption of equivalent pore radii
permeability values were assigned to the rock salt sample (Fröhlich et al.
1995). This procedure allows one to obtain qualitative information on the pore
structure of a compacted rock sample.
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Figure 3.5. Graph of the double chamber test method

14C-PMMA-method and helium gas method. The 14C-PMMA-method (PMMA:
polymethyl methacrylate) and helium gas method are two rather recent, and
therefore rarely applied, methods. Both methods belong to the group of flow
tests, whereby with the 14C-PMMA-method the retardation coefficient is de-
termined by surface integration processes. With the 14C-PMMA-method, the
rock sample is impregnated with polymethyl metacrylate marked with 14C.
A determination of the diffusion rates is realised (Hellmuth et al. 1995; Autio
et al. 1998) using the 14C ß-decay as a signal source.

PMMA is characterised by a small molecular weight, optically clear, and
insensitive to extreme variations in temperature. The 14C-PMMA-method is
usually coupled with the helium gas method, where the flow rate of helium gas
is determined in a sample saturated with nitrogen (Autio et al. 1998).

3.2.3.3
Deficit Analysis of Laboratory Rock Permeability Measurement Methods

As already outlined previously, a fundamental problem in all laboratory meth-
ods for the measurement of permeability is the requirement of so-called “undis-
turbed samples”. Since the extraction of a sample from a soil or rock is an
enormous disturbance both under the aspect of rock physics and water chem-
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istry, the extraction of an “undisturbed sample” is a contradiction in itself.
Especially in case of soils and rock samples with low permeabilities, the distur-
bances from sampling (which themselves are very difficult, if not impossible,
to reproduce) and the mounting of the sample in the laboratory will always
cause deviations from the natural settings.

Conventional laboratory measuring procedures for the determination of the
permeability require stationary flow conditions (temporally constant flow rate
with constant pressure). Measurements on materials with low permeability
therefore require test periods up to several months. It is understood that these
time scales pose enormous difficulties to warrant stable test conditions for the
determination of smallest flow rates over this period. Beyond that often no
stationary flow conditions are present. An objective and provable criterion for
stationary conditions does not exist.

A major problem with laboratory permeability tests using gaseous fluids is
the choice of the gas pressures themselves. These are commonly set according
to the experience of the experimenter because there are no criteria, e.g. for the
starting pressures. An advantage of the triaxial permeameter in this respect is
the application of radial symmetric pressures that in the ideal situation will
correspond to the conditions in the rock before sampling. The documentation
of the applied pressure curves is essential to achieve at least a minimum in
comparability of the derived permeability values. A modern addition to the
triaxial measurement is the use of a rubber coat to shield the rock sample. With
a rubber coat, the applied gas pressure at the axial end of the sample cannot
escape laterally during the test period (Christiansen and Howarth 1995). Thus,
the influence factor of laterally escaping fluid is reduced. A further influence
factor is gas adsorption on solid surfaces inside the equipment.

Typical problems of the single chamber method measurements for samples
with very low permeabilities and porosities arise due to the absorption of the
initial pressure (Bruck 1999). This problem was reduced with the introduction
of the double chamber procedure. A further advantage of the double chamber
method is the possibility to create well defined conditions on both sides of the
sample. An important, but likewise difficult to prove assumption of chamber
methods is the complete absence of lateral flow paths.

There is no international standard scale of permeability test methods. There-
fore, published results vary widely in the sample sizes, applied pressures,
pressure ranges, and experiment duration. Therefore comparability is limited.
A further influence factor is the applied gaseous fluids. Generally, no data
on sorption of the fluids during the test are commonly available. This error
source is only poorly discussed in literature. Hellmuth et al. (1995) reported
sorption studies interpreted by BET isotherms for gas sorption during flow
tests in granites, tonalites and basalts. For the fluids nitrogen and krypton, the
tendency for sorption was small. High sorption was observed, however, for
butane.
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Table3.7. Laboratory methods for the determination of the permeability in small-permeable
rocks: streaming with gaseous fluids

Method Application
limit

Procedure Remarks Reference

Triaxial
permeameter

10−15 ≥ k
≥ 10−21 m2

Under stationary or non-
stationary test conditions
determination of the gas
permeability using
various inner and outer
pressures after a pressure
input

Many
variations in
permeameter
determination
methods are in
practice
(Gloth 80)

Borgmeier and
Weber
1992; Boebe
1994

Single
chamber
method

Up to 10−21 m2 Application of a chamber
before the sample and
production of a pressure
jump, application of
pressure at the sample
entrance and
measurement of the time-
dependent volume stream
at the sample exit and/or
the decrease of pressure in
the entrance chamber

Determination
of permeability
and porosity

Wallick and
Aronofski
1954; Bruck
1999

Double
chamber
method

Up to 10−24 m2 Measurement of the time-
dependent pressures in
chambers before and
behind the sample with
different initial pressure
up to the pressure
equilibrium, then
computation of the
permeability and porosity
of the flow differential
equation

Determination
of permeability
and porosity

Finsterle and
Persoff 1997;
Bruck 1998,
1999

Gaseous fluid
perfusion

At ambient
pressure
conditions:
k ≥ 10−18 m2

with high
pressure
equipment
k ≥ 10−21 m2

Flow under stationary or
non-stationary test
conditions

Calculation of
permeability

Stationary test
conditions:
Bamberg and
Häfner 1981;
non-stationary
test conditions:
Pusch et al.
1986

Gas chroma-
tography

k ≥ 10−24 m2 After application of
a stationary pressure
gradient the gas portion
which has flowed through
the sample is measured
and converted into
a permeability

Procedure was
developed
further by
Fröhlich (1995)
so that also
permeability
values can be
determined

Pahl 1995
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Table 3.7. continued

Method Application
limit

Procedure Remarks Reference

14C-PMMA-
method

10−8 ≥ k
≥ 10−21 m2

(corresponds
depending on
the rock type
to 10−12 ≥ k
≥ 10−14 m/s)

Impregnation of the rock
samples with 14C which
is doted with polymethyl
methacrylate and
determination of the
diffusion rates

Rarely applied Autio et al.
1998

He gas
method

10−8 ≥ k
≥ 10−21 m2

(corresponds
depending on
the rock type to
10−12 ≥ k
≥ 10−14 m/s)

Measurement of the flow
speed of helium gas in
a nitrogen saturated sample

Rarely applied Autio et al.
1998

Permeability measurement by gas chromatography requires a large machine
and takes considerable temporal expenditure. This is a main reason for the
limited application this method has found so far. Its advantages are the low
permeabilities which can be resolved in principle. With the extreme pressure
applied, rock-specific gas sorption and, eventually, liquefaction inside rock
pores and fractures can falsify the result. For the 14C-PMMA method and
the helium gas method, there are up-to-date no investigations available as
a basis for uncertainty assessment. For this reason, these methods will not be
discussed further.

The orientation of the sample in the rock can be of fundamental importance,
especially if anisotropy comes into play. Spatial orientation can be determined
principally in the laboratory however a careful sampling documentation is
necessary. Each mechanical action in the underground, however, disturbs
equilibria, e.g. by relaxation of the pore water pressure during drilling, by
displacing and consolidating the material (Schreiner and Kreysing 1998), and
by escape of water-dissolved gases.

3.2.4
Contribution of Geophysical Methods to Permeability Measurements

3.2.4.1
Overview on Geophysical Methods

The direct determination of values characterising the geohydraulic conditions
in a rock body characteristics using classical methods of geophysics is possible
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only rarely. Table 3.8 summarises some geophysical methods together with the
major characteristics with respect to permeability determination.

Direct access to water content and permeability is offered by nuclear mag-
netic resonance (NMR) (Kenyon 1992). In the field, geophysical procedures
are commonly applied as supplements to geohydraulic tests (cf. Table 3.8).
Examples of the application of these procedures are given by Hubbard and
Rubin (2000) and Lindner and Pretzschner (1998).

The distribution of electrical and dielectric characteristics can be deter-
mined, e.g. with electromagnetic procedures. These depend, e.g. on salinity
beside the water content, porosity and the saturation point. Cross-linkage and
pore shape distribution are further relevant influence factors etc. Other pos-
sible methods, e.g. the velocities of seismic waves, generally depend on the
different matrix velocities are, the water content and, in unsaturated rocks on
the distribution of the water (Yaramanci et al. 2000).

Table 3.8. Geophysical methods for the determination of the geohydraulic characteristics

Method Range of
application

Procedure Remarks Reference

Fluid logging 10−5 ≥ kf

≥ 10−9 m/s
Measurement of the electrical
conductivity and the
temperature of the borehole
flushing along a borehole

Detecting
water access
from the rock
formation

Schwarz
et al. 2000

X-ray tomo-
graphy

No
indication

Rock core scans: porosity,
permeability, saturation,
fluid movement

New
procedure,
rarely applied

Brinkmann
1999

Electrical
resistance
measurement

10−4 ≥ kf

≥ 10−9 m/s
Characterisation of different
rock formations over the
measurement of the rock
resistance and conclusion
on rock porosity

Rock
differences
locatable

GLA 1994

Temperature
distribution
measurement
(temperature
logs)

10−2 ≥ kf

≥ 10−9 m/s
Admission of a temperature
distribution during/briefly
after a water extraction
from the borehole

Determination
of depth and
amount of
water inflows

GLA 1994

Fracture
identification
log (FI),
sonic waveform
log (BHC-WF),
natural gamma
spectrometry
(NGS)

No
indication

Different geophysical
procedures for the joint
recognition (e.g. measurement
of the velocity of sound
in the rock)

DVWK 1983;
Lindner
and
Pretzschner
1998

Ultrasound
measurements

No
indication

Determination of the
fissure/fracture distribution

Petzold 1976
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3.2.4.2
Description of Geophysical Methods

Fluid logging. Fluid logging methods are commonly using electrolyte solutions
as indicators. A borehole fluid is exchanged against water with clearly higher
(or, in saline waters, lower) conductivity (Rosenfeld 1998b; Schwarz et al. 2000).
The measured effect is a change in electrical conductivity in the bore hole. The
water with added electrolyte is termed contrast water. In some situations,
the water temperature may be used as an indicator. Subsequently, a pressure
gradient is established causing inflows into the borehole from the surrounding
rock formation. By lowering the static water level in an unlined borehole inflow
zones (e.g. veins, fissures, fractures) become activated and feed water into the
borehole proportionally to the fissure/fracture transmissivity.

If the inflowing water differs according to the electrical conductivity or
the temperature of the borehole fluid, the inflow zones can be recognised
by logging the borehole using a sensor probe. The temporal change of the
electrical conductivity/temperature due to inflowing rock formation fluids is
registered over time by the probe(s). The inflow zones become apparent as
conductivity peaks. The transmissivity of the individual inflow zones can be
determined from the temporal development of the conductivity logs with the
help of analytical and numerical procedures (Rosenfeld 1998b). Applications
of fluid logging are:

• Detailed localisation of inflow and discharge zones in the borehole;
• Determination of fissure/fracture transmissivities.

Fluid logging is a procedure that supplies without drilling under the use of pack-
ers all inflow zones contributing to the total transmissivity (Rosenfeld 1998b).
From the inflow rates results for individual transmissible fissure/fracture zones
can be computed by a geohydraulic evaluation of the pumping phase. The ap-
plicability of the method for inflow separation is depending on the distance
of the inflowing aquifers, the conductivity difference between the fluid in the
borehole and the contrast fluid and their relative contribution of each fluid
to the total transmissivity (Rosenfeld 1998b). Single inflows can be identified
if they form a distinguishable contribution to the total transmissivity, which
may be in the range of 1/10–1/120 000m2/s (GLA 1994). To allow a numerical
evaluation of the measured log data the following conditions are assumed to
hold (a usually overly optimistic assumption; Rosenfeld 1998b):

• The aquifer is homogeneous, isotropic, from continuous thickness and has
an apparently unlimited expansion, Darcy Law is applicable;

• The confined and/or free water level is almost horizontal, and the ground-
water flow is horizontal over the entire aquifer;

• The aquifer does not receive surface water inflows within the test range.

The procedure is applicable in a relatively large permeability range of approxi-
mately 5 · 10−4 to 10−9 m s−1. The fluid logging procedure is applicable in open
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drillings as well as in perfect and imperfect wells starting from a nominal size
of 50mm (∼ 2inches) with confined and free groundwater conditions. While
the pumping phase inflow zones are in places noticeably, from which con-
ductivity peaks are developing. The inflowing joint fluid is transported with
the flow upward to the pump advectively. Additionally, the flow rate increases
by the summation of the single inflows upward, so that a conductivity peak
always represents the sum of the underlying inflows. The peaks increase in
the inflow zones and spread with their fronts in direction towards the pump.
Dispersion procedures cause an expansion and a flattening of the conductivity
peaks (Rosenfeld 1998b).

If the joint fluid has a higher mineralisation compared to the contrast fluid,
it will be subject to gravitational dropping in the borehole because of its higher
density. Particularly peaks in deeper zones of the borehole spread more than
can be explained by dispersion and diffusion downwards the borehole bottom.
As a consequence, inflow zones are located a bit above their actual trans-
missivity maximum, where the early logs shows a characteristic rise of the
conductivity. With increasing test time the conductivity peaks interfere. Espe-
cially in flat drillings, the duration of the front migration of the conductivity
peaks is strongly shortened (Rosenfeld 1998b).

Nuclear magnetic resonance (NMR). Since the 1940s, nuclear magnetic resonance
(NMR) is a sensitive standard technique for the structural analysis and quan-
tification of hydrogen atoms in various matrices (including human tissues).
NMR meanwhile is applied to geophysical investigations in the laboratory and,
since about a decade, in the borehole (Yaramanci et al. 2000). The procedure
offers a direct and quantitative access to the water content and, consequently,
permeability (Kenyon 1992). For practical application, commercial equipment
is available with surface NMR (SNMR) (Legchenko et al. 1995; Beauce et al.
1996).

With the SNMR procedure, a short magnetic pulse is produced in a coil
which is corresponding with the Larmor frequency of the local earth’s mag-
netic field. Following the pulse, the hydrogen’s nuclear spin relax into natural
distribution under emission of radiation. The associated weak signal is meas-
ured. The amplitude of the relaxation signal and the longitudinal relaxation
time is a measure of the water content. The decay rate is proportional to the
permeability and the phase shift relative to the excitation field is proportional
to the electrical conductivity of the investigated rock volume (Yaramanci et al.
2000).

3.2.4.3
Discussion and Deficit Analysis of Geophysical Methods

To avoid major bias in the evaluation of fluid logs some fundamental flow and
transportation characteristics in the borehole need to be taken into account.
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The interpretation and evaluation of the results requires considerable expertise.
The selection of a suitable evaluation procedure depends primarily on the
size and form of the conductivity and/or concentration peaks. Evaluation
procedures for overlapping signals exist (NTB 1993-47). In some investigation
procedures, the concentration of the inflowing fissure/fracture fluid must be
known, thereby requiring a rather complex depth-orientated logging.

The NMR method was shown to provide rather reliable water content values
both in the saturated and unsaturated zone. For the estimation of the perme-
ability from the magnetic signal decay times a numeric relationship for the
dependence from particle size distribution was set up (Yaramanci et al. 2000).
It was shown that the water content determined by SNMR corresponds to the
flowing fraction of water (i.e. that the connate waters do not influence the
measurements).

At present, an interpretation of the SNMR signals is possible only if a hor-
izontal layering is assumed (1D). The influence of lateral variations of the
excitation field and the effect of lateral changes of water content (due to con-
vection and diffusion) were examined by a 3D-modeling method. The SNMR
procedure is found useful as a supporting method for the determination of
geohydraulic data. SNMR is nevertheless a rather modern technique and still
under development (Yaramanci et al. 2000).

3.2.5
In-Situ Measurement of Permeability and Hydraulic Conductivity

3.2.5.1
Overview on Methods for In-Situ Measurement of Permeability
and Hydraulic Conductivity

In-situ determination of the permeability/hydraulic conductivity is still an un-
solved problem of geosciences. Nevertheless, improvements were achieved in
recent years (Debschuetz 1995). The difficulties lie in the extreme sensitivity of
the permeability to smallest changes in the fissure/fracture structure of a rock.
In the last decade, considerable effort has been applied to the detailed hydraulic
characterisation of rock formations. The modern hydraulic well testing and
analysis techniques, originally developed in petroleum engineering, are in-
creasingly applied to the field of low-permeability hydrogeology (Lavanchy
et al. 1998).

The pressures and flow rates measured during hydraulic testing are con-
trolled by the flow geometry in the coupled system borehole/formation, as well
as the hydraulic properties of the geological formation (e.g. hydraulic conduc-
tivity, storativity, initial pressure). In low-permeability formations factors such
as wellbore storage, pre-test pressure disturbances, equipment compressibil-
ity and temperature variations can gain such an importance that their effects
will dominate the interval pressures and flow rates from or toward the forma-
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Table 3.9. Field methods for the determination of hydraulic permeability

Method Range of Procedure Remarks Reference
application

Pump test
and

10−1 ≥ kf

≥ 10−9 m s−1
Lowering of the water
level in lined boreholes,
afterwards evaluation of
hydraulic conductivity
by various methods

Widely applied Schneider 1987

Open end
test

10−4 ≥ kf

≥ 10−9 m s−1
Heightening of the water
level in lined boreholes
with open bottom

Schneider 1987

Bail or fill-up
test

10−4 ≥ kf

≥ 10−9 m s−1
Measurement of the water
level development after
lowering or artificial
increase of the borehole
water level

Approximation
method, in case
of low
permeabilities
time-
demanding

Heitfeld 1989

Pulse test 10−7 ≥ kf

≥ 10−13 m s−1
Measurement of the
pressure after brief cyclic
pressure impulse jumps
in a packered test range
of the filter of the
borehole

Sensitive to
well effects,
optimal
geohydraulic
connection to
the rock
necessary

Hayashi et al.
1987; Schwarz
et al. 2000

Slug/bail test 10−2 ≥ kf

≥ 10−9 m s−1
Measurement of the water
level after brief induced
positive or negative
changes of water level in
a test track defined
by packers

Sensitive to
well effects,
optimal
geohydraulic
connection to
the rock
necessary

Kraemer 1990;
Schwarz et al.
2000

Water
pressure test

10−5 ≥ kf

≥ 10−9 m s−1
Measurement of the water
level development after
pushing in a defined
quantity of water

Schneider 1987

Gas water
displacement
test

No indication Water displaces gas at
different pressure
gradients and/or
displacement velocities
(usually multi-cyclic)

Czolbe and
Klafki 1998

Radiohydro-
metric
methods
(tracer-tests)

10−3 ≥ kf

≥ 10−9 m s−1
Measurement of the
concentration of natural
or artificial tracers
and determination of
the residence time

Consideration
of matrix
diffusion
necessarily

Delakowitz
1996; Guimera
and Carrera
2000
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Table 3.9. continued

Method Range of Procedure Remarks Reference
application

Noble gas
dating

No indication Measurement of the noble
gas content of pore waters
degassed under vacuum
from the rock sample
as depth profiles

Determination
of residence
times, in case of
well-known
porosity
indication of
the permeability

Osenbrück
1996;
Lippmann
1998; Rübel
1999

In-situ-
permeameter
(e.g. Guelph-
permeameter)

10−5 ≥ kf

≥ 10−13 m s−1
Measurement of
the quantity of water
infiltrating per time unit
from a cylindrical unlined
borehole into the rock
measured under stationary
conditions (Mariotte
bottle principle)

Usually used in
low permeable
soils

Salverda
and Dane
1993

tion. Therefore, these factors must be considered in all the following steps of
a measurement, in test design, in field testing and, if necessary, also in the final
measurement data evaluation.

The under/overpressure induced by drilling activities and pre-test stand-by
periods produces a disturbance of hydraulic or pneumatic pressure within the
rock formation. In dense formations, the time necessary for this (unwanted,
but technically unavoidable) under/overpressure to dissipate is a function of
the pre-test pressure history. The dissipation may last several days or weeks.
The transient pressure recovery back to initial conditions will be superimposed
on the pressure transients induced during the active test period(s) on which the
determination of the hydraulic parameters are eventually based. In addition,
the lest interval wellbore storage, which is determined by the interval volume
as well as the fluid and equipment compressibility, dominates the initial part
of tests such as the constant rate test or a pressure recovery period after shut-in
and may therefore hide the formation properties for days or even weeks.

As a result, it is necessary to elaborate appropriate testing procedures which
allow borehole history effects to be accounted for and minimize the importance
of the wellbore storage. The extent of the disturbance being dependent on
borehole conditions such as interval volume as well as formation properties, it
is essential to design the test on the basis of appropriate equipment and specific
test types adapted to an expected range of formation permeability (Lavanchy
et al. 1998).

The borehole history effect can only be reasonably detected and accounted
for if the test starts with a pressure recovery period. Furthermore, constant rate
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tests, even though performed at the lowest rate afforded by the pump, cannot
overcome the wellbore storage effect within a reasonable amount of time if
performed in a very low permeability formation. Instead constant head tests
followed by a recovery period have to be conducted. For very dense formations
operational constraints (testing duration, flow control capacity) often reduce
the choice to a slug lest, or even a pulse lest, which is the simplest test that can
be conducted.

Two principal groups are distinguished for the geohydraulic determination
of in-situ permeabilities: tests with constant pressure and tests with constant
flow. A survey on the currently available procedures is given in Table 3.9.

Examples of the practical application of these procedures are given in
Peterson et al. (1981), Beauheim (1993), Delakowitz (1996), Croise et al.
(1998), Lavanchy et al. (1998), Rothfuchs et al. (1998), Schittekat (1998), Wiec-
zorek (1998), Zenner (1998) and Gautschi (2001).

3.2.5.2
Description of In-Situ Measurement Methods for Permeability

Pump or recovery tests and open end tests. During pump test the water table in
a borehole is reduced and the recovery of the water table is recorded. Similarly,
a fill-up test involves the addition of water into a borehole and the dissipation
of the water into the subsurface environment of the borehole is monitored.
Fill-up and pump tests can be accomplished in all drillable rocks (Heitfeld
1998). Under most circumstances a practical depth limit is given by the depth
of the borehole itself.

The open end test represents a special form of the fill-up test whereby
an increase of the water level takes place in lined boreholes which are in
contact with the host formation only at the bottom of the borehole. If no
water level is present in the borehole, the method is termed an “infiltration
test”. For evaluation of the measurement data several theoretical or empirical
relationships have been proposed. Both the saturated and/or unsaturated soil
zone are accessible depending on the water level(s) during the test. The position
of saturated and unsaturated zone has to be appropriately considered for the
selection of the evaluation procedures.

Pump tests are limited to the depth below the ground-water level. Fill-up
tests and pump tests can be realised in a stationary regime (i.e. with constant
fill and/or pump rate at constant borehole water level) or in the instationary
regime with a dropping or rising water level (Heitfeld 1998). A fill-up test
in the stationary regime involves a constant amount of water to be added
into the borehole. The rising water level implies a rising hydraulic pressure.
The stationary regime is established if the fill rate equals the dissipation rate,
characterized by a constant water level in the borehole. In the instationary case
water is added into the borehole and the reestablishment of the previous water
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level is followed. In a bail test the procedure runs in the opposite way, but is
otherwise closely related to the fill-up test.

In many cases fill-up and pump tests need to be performed during the
drilling campaign. Hence, the drilling activity needs to be adapted appropri-
ately to the needs of the fill-up/pump tests. A detailed description of the goals
and requirements is already necessary in the planning phase, e.g. to avoid the
flushing of additives which may have an adverse effect on the permeability of
borehole walls. By generation of finely ground rock a sealing effect can take
place causing incorrect information on the water exchange between borehole
and host rock formation (Heitfeld 1998).

Fill-up and pump tests are feasible in all kinds of soils and rocks; in unstable
rocks the infiltration can be by open end tests, whereby borehole lining need
not to be removed from the borehole. Fill-up/pump tests open direct access to
the in-situ rock permeability in the direct vicinity of a borehole. Furthermore,
the change of the permeability with depth can be determined. The ranges of
application are given with 10−4 ≥ kf ≥ 10−9 m/s−1 (Heitfeld 1998).

Pulse test. The pulse test is applicable to the determination of low permeabil-
ities, i.e. 10−7 ≥ kf ≥ 10−13 m s−1 (Hayashi et al. 1987; Poier 1998; Schwarz
et al. 2000). A pulse test is applicable only in the saturated zone. In a borehole,
the test section separated by packers and a brief pressure (pressure pulse) is
induced. The test section is closed by a valve, so that the pressure can dissipate
only via the host rock. Despite the very low permeability ranges in which the
pulse test can be accomplished, a test does not take more than 15–30min
(Poier 1998). The test serves for the determination of transmissivity, hydraulic
conductivity and skin effects.

For the numerical evaluation of pulse tests, several procedures have been
proposed (Ramey et al. 1975, Bredehoeft 1980; Peres 1989). Closer explanations
can be found in Poier (1998).

The evaluation of experimental data assumes the perfect well. Besides host
rock homogeneity isotropy and water saturation of the rocks are considered
to be uniform, i.e. a radial symmetrical flow and rigidity of the rocks or the
test equipment are assumed. Furthermore, the spatial extension of the aquifer
is considered to be horizontally unlimited (Poier 1998).

Slug/bail tests. The concept of slug tests (also called slug injection test) and
bail tests is based on sudden, artificially produced changes in the geohydraulic
downward gradient between a test well and the surrounding aquifer (Rosen-
feld 1998). The slug is a body which causes a rapid increase in the water level
when immersed into the bore hole. For illustration, the principle of a slug/bail
test is shown in Fig. 3.6.

A slug test changes of the geohydraulic downward gradient in the borehole
by a sudden increase of the water level. The reverse procedure, i.e. the sudden
decrease of the water level in the well, is called a bail test. The measurement
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Figure 3.6. Schematic description of a slug/bail test. For permeability determinations the
bore hole walls may have no lining in the depth range of interest. Filter screens are often
necessary to ensure wall stability but influence the permeability determination

values of water level change in comparison to the static water level supplies
the basis for the determination of the transitivity (Rosenfeld 1998). The test
allows of the determination of transmissivity, hydraulic conductivity, storage
coefficient and skin effect.

Slug/bail tests provide the permeability and/or transmissivity at the bore-
hole location. For the evaluation of the experimental data, a set of procedures
is available, the validity of which is limited by flow conditions, and aquifer
and well characteristics. Evaluation methods are divided into rectilinear, type-
curve and analytic procedures (Rosenfeld 1998).

Slug tests can be accomplished in lined groundwater wells only if the static
water level lies above the filter. In the unlined borehole a dissipation of the water
gauge into the saturated zone must be prevented. Bail tests can be applied both
in lined and unlined boreholes. In principle the wells must be perfect, too. For
the accurate mathematical calculation the following conditions are required:

• The aquifer is homogeneous, isotropic and has an apparently unlimited
expansion. Darcy law (laminar flow) is valid.

• Inflow and outflow to and from the aquifer are completely horizontal over
the whole aquifer.

• The aquifer does not receive surface water inflow within the test range.

Water pressure test. A water pressure test is performed in a test section of
a borehole separated by two packers (Czolbe and Klafki 1998; Poier 1998).
Under a constant pressure, a certain amount of water is injected into the
rock. From the pressure difference, a value of the hydraulic conductivity k can



3.2 Measurement of Geohydraulic Parameters in Laboratoryand Field 247

be computed. In addition, informations about the deformation and erosion
behaviour of the rock can be derived. The application is possible in hydraulic
conductivity ranges 10−4 > k > 1 · 10−8 m s−1 (Heitfeld 1984; Schneider 1987).
With appropriate equipment, it is possible to apply the test in rocks with higher
and smaller permeable rocks. The measurement capabilities of water pressure
tests can be summarised as follows:

• Determination of the pressure-dependent water absorption ability.
• Determination of the hydraulic conductivity.
• Determination of rock ranges with different permeabilities.
• Qualitative estimation of the permeability above the ground-water level.

For the evaluation of water pressure tests, several approaches are distinguished.
Classical evaluation procedures are based on continuous processing (Poier
1998). Under stationary flow conditions the following requirements have to be
met:

• The rock is water-saturated, homogeneous and isotropic.
• Radial symmetry, open system with the boundary condition h(R) = 0 with

R = range, the injecting interval is constant, no change of the natural
groundwater surface.

• The fissure/fracture body is rigid, the groundwater is incompressible, no
erosion takes place during the test.

By applying water pressure tests, flow components are assumed to be directed
only perpendicular to the borehole and Darcy law to be valid (laminar flow).
The application of this test is limited to drillings with stable bore hole walls
with small variations of the bore hole diameter. Therefore, careful preparation
of the drilling campaign, and experienced personnel for its performance, is
a necessary requirement to avoid misinterpretation of water pressure tests.

Design calculations of hydraulic tests. The purpose of design calculations of
hydraulic tests is to set up appropriate test sequences which minimize the
magnitude of disturbing effects (borehole pressure history, wellbore storage
or temperature variations) and allow for the determination of the formation
properties within a minimal time frame (Lavanchy et al. 1998). When the
test objectives are clearly defined, several factors have to be considered when
designing tests:

• Borehole conditions (diameter, test equipment, test fluid, history period),
formation hydraulic parameters (Darcy flow in a poro-elastic medium).

• Physico-chemical processes that may have some impact on the pressure
transients.

Factors such as borehole diameter and history period often result from opera-
tional constraints, and can therefore only be slightly influenced when designing
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the test. As a general rule, the testing fluid should be chosen according to the
fluid expected in the formation investigated. Several options can be used to
improve the test equipment. For instance, the test volume, controlling the well-
bore storage, can be reduced by increasing the tubing volume and placing the
opening/shut-in valves as well as the pressure transducers downhole instead
of at the surface.

Once the initial borehole conditions are known, setting up a test sequence
involving appropriate test types for an optimal time frame depends on the
selected goal parameters and the expected range of formation properties (e.g.
permeability, static pressure). Usually, a test sequence include at least two or
three individual phases comprising:

• an initial recovery period (stabilization of the starting pressure distribution
around the interval to reduce the impact of pre-test pressure history);

• an active flow phase involving a constant rate, constant head, slug or pulse
test (inducing a pressure disturbance under controlled conditions);

• a final recovery phase allowing for observation of pressure stabilisation back
to initial condition.

The initial and final recovery phases are passive tests during which, given well
defined criteria, the only decision to be taken by the experimenter(s) is to stop
or continue the test. Choosing a test type for the active flow phase depends
mainly on the equipment performance (e.g. flow/pressure control and meas-
urement detection limit) and formation hydraulic properties. Constant rate
tests are usually preferred as long as the flow control equipment, the geome-
chanical state and the time allocated for testing allow them. By continuously
monitoring the test using appropriate graphical techniques (e.g. log-log diag-
nostic plots), an objective determination of the flow model and of the decision
criteria continuing or stopping a test is possible (Lavanchy et al. 1998). If the
permeability is too low for a constant rate test, then constant head test (also
known as constant pressure test) is performed. Like the constant rate test, this
test also allows for an active flow period to be conducted with a constant inner
boundary condition (pressure). Since the well pressure is constant, this test
is not affected by wellbore storage disturbances. Furthermore, the pressure is
easier to control than low flow rates, and very low flux variations can be meas-
ured. If constant head tests cannot be applied there remains the option using
slug or pulse tests. For both tests, an instantaneous initial pressure change is
applied to the interval, and the pressure recovery is then measured either with
the shut-in valve open (slug) or closed (pulse). The wellbore storage is smaller
in the latter case, improving the sensitivity of System and therefore allowing the
determination of very low hydraulic conductivities (K-value about 10−13 m/s,
or sometimes even lower).

Radiohydrometric methods (tracer tests). During radiohydrometric methods
(tracer tests), short-living radioactive isotopes are added into a borehole. The
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radioactivity of natural or artificial tracers and their residence time in the
borehole is followed. Single borehole and multi-borehole methods are distin-
guished. Further details are given in Drost (1989). In small-permeable rocks
only the single borehole technique is suitable, since the residence times are
very long in the groundwater (Guimera and Carrera 2000; NTB 1994-21).

The measurement equipment for the determination of the filter velocity and
the flow direction of the groundwater forms a tracer probe (Delakowitz 1996).
Into the central part of the borehole, the measuring or dilution volume (height
about 0.5 m), a radioactive tracer is injected and homogeneous distributed due
to spiral mixing. The detection of the tracer is accomplished by a scintillation
detector. For measurements in small-calibre drillings, a probe with two inde-
pendent detectors is used. The first scintillation counter, which is implemented
in the measuring volume without screen, serves for the determination of the
filter velocity. The second detector is implemented as direction detector to
the lower end of the section. A typical tracer is the radioactive isotope 82Br
in NH4Br-solution. 82Br is an almost ideal hydrologic tracer because its flow
behaviour is similar to that of the groundwater. Its gamma radiation can be
registered also by outside of the filter pipe.

The application of the one-borehole method requires a vertical drilling,
which represents the aquifer in its thickness. The borehole should be lined
with a filter pipe and a gravel filter that it can be passed by the groundwater
with small filter resistance. The groundwater flow through the filter pipe is
assumed as stationary and horizontal. The filter velocity is determined from
the tracer dilution process. For this reason, the distribution of the radioactive
tracer in the water column of the investigated horizon of the filter pipe needs
to be homogeneous. Due to horizontal ground-water flow, the tracer is carried
away, which leads to an activity decrease in the measurement volume with
time. From this data the filter velocity can be calculated. The lower detection
limit for the determination of the filter velocity from the dilution log is given
by the internal diffusion of the tracer on its way from the filter pipe into the
surrounding gravel coat.

Tracer material and isotope investigations (noble gas dating). On the basis of tracer
material and isotope investigations, hydraulic conductivity and/or permeabil-
ity of rock formations can be determined. In this way, the variation of natural
environmental tracers in the ground and pore water of rock formation is used.
Of special interest are the noble gas isotopes 4He as well as the stable water
isotopes 2H and 18O. If the isotope investigations in the pore water are ac-
complished with samples collected from drill cores the groundwater profiles,
and/or pore water residence times or at least a lower bound of the water age
(residence time) can be determined. With a more detailed knowledge of the
porosity of the rock formation as well as the upper and lower groundwater
pressure level the hydraulic conductivity can be computed (Lippmann 1998;
Osenbrück 1998) from the residence time (Rübel 1999).
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Noble gas (helium, neon, argon, krypton and xenon) isotopes provide a key
tracer in groundwater modeling studies. Gases from the crust, the mantle
and the atmosphere (dissolved in groundwater at recharge) generally have
a unique isotopic fingerprint that enables resolution and quantification of
fluid contributions from these different sources (Ballentine 2002). Noble gases
helium, neon, argon, krypton, and xenon are chemically sufficiently inert.
These gases have a strong tendency to partition into gas or fluid phases and are
used as tracers indicating origin and transport of fluids. In rocks these noble
gases are present typically in very low concentrations of ∼ 10−9 to 10−6 cm3

STP/g (He, Ar; 1cm−3) (STP is equivalent to 2.7 · 1019 atoms) and ∼ 10−13

to 10−10 cm3 STP/g (Ne, Kr, Xe). Therefore their concentrations and isotopic
compositions may be modified to a measurable extent by nuclear processes
such as radioactive decay or natural nuclear reactions. The relative abundance
of the respective isotopes can thus be used as dating tools (e.g. U/Th/4He,
40K/40Ar, surface exposure dating). Over the history of Earth, such processes
have modified the noble gas isotopic compositions in distinct terrestrial reser-
voirs (mantle, crust, atmosphere). The isotopic signature of noble gases there-
fore yields important information about the origin and history of a rock or
fluid sample.

To perform a noble gas dating, a core sample is kept in hermetic plastic bags
to collect the pore gases (Lippmann 1998). However, standardised regulations
for the extraction of representative samples from rock do not exist up to now.
Only a few investigations on the influence of varying boundary conditions
(sampling and sample preparation) have been performed. Determination of
noble gas content is performed with a volume of gas extracted from freshly
sampled drill cores. To minimise degassing effects, sampling must take place
on site, immediately after withdrawal of the drill core from the borehole. A rock
slide with a weight of 200–400 g is cut from the drill core. To remove potentially
degased material the sample portions with contact to air will be removed. Then
the sample is stored into a vacuum. Over a period of 4 weeks, the noble gases
are allowed to diffuse from the pore waters into the vacuum chamber, where
quantitative detection by mass spectrometry takes place. The amount of pore
water, to which the measured noble gas content is referred, is gravimetrically
determined by drying the sample in an oven at 105◦C. The isotopes 2H and
18O of the pore water are determined at separate samples of the drill core, e.g.
by equilibration of the isotopic composition of a standard water sample with
the unknown rock sample of pore water.

Measured profiles of noble gas content (4He) and isotopy (2H and 18O) of
pore waters are evaluated by computed diffusion/advection profiles. If the ura-
nium and thorium contents (radioactive source of 4He) as well as the porosity
of the rock formation are known, a the diffusion constant of 4He and H2O
results as well as the residence time of groundwater can be estimated. Vertical
filter velocity and horizontal hydraulic conductivity of the rock formation are
directly linked by porosity as well as upper and lower pressure level difference.
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The method is applicable to rock formations of almost all hydrogeological
characteristics (porous or fissure/fracture aquifers). If the transport of the iso-
topes takes place only by diffusion (for instance in case of missing groundwater
circulation) only the upper limit of the hydraulic conductivity can be derived.
This method is appropriate for rock formations with a hydraulic conductivity
in the order of kf = 10−10 m s−1 (Osenbrück 1996).

In-situ injection test

Gas injection. Gas injection tests a performed in a borehole section locked by
a packer system. The borehole section is filled with a gas (e.g. nitrogen). During
the injection phase the flow rate and pressure build-up in the test section are
recorded. After the injection phase the test section is hermetically isolated and
the relaxation of the pressure inside the test interval, caused by gas flow in the
rocks, is followed (Wittke 1999). From the pressure curve and the flow rate, the
effective rock permeability can be determined (Earlougher 1977).

Several test modifications are distinguished, depending on the test process
(Miehe et al. 1993). A constant rate test injects the gas with a constant flow rate.
If already during the injection process a significant flow from the borehole in
the rocks can be observed, both the injection and relaxation phase can be used
for the evaluation. Whether such a process occurs during the injection phase
can be derived from the pressure build-up curve. If this curve is straight, it
shows the storage capability of the borehole, if it deviates from straight line
behaviour, then gas flows off from the test interval (Wittke 1999). In case of
extremely small rock permeability, the pulse injection test is applied, where
the flow phase is kept sufficiently short that no significant interaction between
injected gas and the rock can take place. Here only the relaxation phase is
used for geohydraulic interpretation. A special form of gas injection tests are
water-gas displacement tests, where water displaces gas at different pressure
gradients and/or displacement velocities (normally in multiple cycles) (Czolbe
and Klafki 1998).

For the evaluation of all gas injection measurements the following require-
ments have to be met:

• The rock formation is homogeneous and unlimited,
• A partial saturation of the pore area with fluids is neglected,
• The borehole has a finite radius,
• The test section volume is representative for the storage capability of the

complete borehole.

Stormont et al. (1991), Dale and Hurtado (1996) and Knowles et al. (1996)
reported permeability tests with gas as test medium. In this case multiple
packer systems of fixed sizes and equal test section lengths were used. The
test sections varied between approximately 40cm and approximately 1965cm
length. Test equipment with test section lengths of > 1.5m have been reported
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by Miehe et al. (1994) and Wieczorek (1996). In most cases, injection tests in
low permeable rocks are prepared with gas.

A major nuisance with gas injection test is gas loss (Stormont et al. 1991;
Wieczorek 1996). As an alternative, fluid salt brines have been used in con-
junction with double packer systems (e.g. Beauheim 1993; Dale and Hurtado
1996). Typical test section lengths were in the range 40–150cm. BGR reported
on permeability tests in the deepest borehole by drillings in the rock salt under
application of a single packer systems. In this way extremely short test sections
can be realised. This method is, however, rather complex, because after each
test the packer systems have to be removed, the drilling equipment has to be
reinstalled and the drilling process to be continued to the next level, where
process must be repeated again.

Fluid injection test. Fluid injection tests are preferentially applied in salt with
a salt brine as test fluid. The injection is made by a piston pump. For the meas-
urement of the injection rate a flow meter (measuring range 0.2–1.8dm3 h−1) is
used. The injected amount of fluid is determined by continuous weighing. Salt
brines are highly corrosive. Therefore, clear water for rinsing the equipment is
required.

Fluidtracertestinfissure/fractureandweakrockzones. The experiments described
in the following were performed in the Grimsel Rock Laboratory of NAGRA/CH
and the Rock Laboratory at Yucca Mountain Site by the Lawrence Berkeley
Laboratory/USA. A gas or a tracer dissolved in water is introduced into an
aquifer using a double packer system with a defined, constant pressure in
a given borehole (primary borehole). Subsequently, the migration velocity in
the weak rock zones is determined by the recovering the tracer material at
distant sampling points in the same weak rock zone (secondary boreholes).
Such tests give information on transportation velocities. The artificial pressure
at the primary borehole provides a driving force for the migration of the
tracer.

3.2.5.3
Discussion and Deficit Analysis of In-Situ Measurement Techniques

The fill-up and pump tests in boreholes represent technically simple permeabil-
ity tests suitable only in coarse rocks. Fill-up tests have a practical advantage
over pump test because pump test may cause the transfer of small-particle
smudges into the borehole. Smudges already present in the hole tend to move
with the pressure gradient towards the borehole walls and, if available, the
borehole bottom. The disadvantage of fill-up tests is lateral flow in the line
system often cannot be excluded, since a pulling off the lining system up to
the level of the decreased water level is normally not possible (Heitfeld 1998).
This leads to problems in the description of the boundary conditions during
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the evaluation. Fill-up and pump tests are evaluated using both theoretically
founded and empirically established principles on basis of requirements, e.g.
homogeneity, isotropy, radial symmetry etc. are rarely fulfilled. Thus numer-
ical values are presented on basis of often rather complex and expensive test
methods whose fitness-for-purpose is extremely difficult to judge.

Pulse tests are generally interpreted under the assumption of negligible
deformations of both the bore hole walls and the equipment, despite the in
part rather high pressures. This requirement is of special importance in the field
of final waste disposal, because the generation artificial water paths by drilling
exploration bore holes has to be avoided. This can however not completely
be avoided by the use of lower pressure impulses (Poier 1998). Especially
deformations of the test equipment induced by pressure pulses can never
been excluded. A systematic study of these deformations and protocols for
evaluation of such nuisance effects is still lacking.

Wall effects affect the optimal geohydraulic connection to the rock. Cover-
age of bore hole walls, e.g. by fine sludges may clog porous water/gas pathways.
On the other hand, the release of sludge materials will contaminate the test sec-
tion. During an evaluation by means of curves analysis (a common evaluation
procedure in bore hole and well investigations), an experimental set of data has
to be classified according to certain curve types. The classification is largely
based on subjective judgement (experience and expertise). Misclassification
therefore generates unaccounted errors (Poier 1998). The curve types repre-
sent idealised behaviour in the test sections and negligible test section/wall
interaction. The assumption of homogeneous and isotropic aquifer is essen-
tial. Since these boundary conditions will be only approximate (often poorly
approximate) in nature, deviations between idealised curve type and experi-
mental data are common. Here the experience is a substantial condition for the
minimisation of the errors resulting from the data interpretation (Poier 1998).
Nevertheless, pulse tests within a hydraulic conductivity range kf < 10−7 m s−1

are considered as the most robust and exact procedures (Poier 1998). Despite
the low permeability where these tests are commonly applied, time demand is
in the order of a few minutes.

Slug and bail tests (cf. Fig. 3.4) are highly sensitive to wall effects because an
optimal geohydraulic connection to the rock is crucial (Kraemer 1990). This
requirement results from the sudden pressure pulse. The movement of the slug
body immersing in the bore hole water causes turbulence where damages to
the walls cannot be excluded (Rosenfeld 1998). The most important influence
factor in case of slug/bail tests is the evaluation process, especially by the
empirical selection of an evaluation method. To illustrate the multiplicity of
evaluation models, the following list gives the names associated with the major
evaluation models:

• Hvorslev
• Bouwer-Rice
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• Cooper
• Ramey
• Mönch
• Dougherty.

The selection of the optimum procedure depends furthermore on the level of
knowledge on the underground rock conditions. Whatever evaluation methods
is selected, non-compliance of the basic requirements of homogeneous and
isotropic aquifers will cause bias. A typical cause of bias is the presence of
fissures/fractures (Rosenfeld 1998). In addition, the validity of Darcy law for
the study area must be examined. Aquifer, well and flow conditions have to be
taken into account. Deviations from ideal behaviour in most cases can only be
documented. There is very little discussion on how to account for such bias.

Special consideration require mixed rock formations, e.g. in clayey stones
due to the complicated flow processes and/or the low permeability. By repeated
tests in the same wells a satisfactory reproducibility of the results was found
with the procedure of Bouwer (1989). Rosenfeld (1998) notes that the results
using the evaluation procedures of Bouwer (1976) and Cooper (1967) for-
warded “realistic” permeabilities, whereby differences of a half order of mag-
nitude are not uncommon: “As long as no accurate procedure for the perme-
ability test in low permeable fissured/fractured rocks is available, the results
determined by slug and bail test have to quoted to be of sufficient accuracy for
the most questions” (Rosenfeld 1998).

The water pressure test is applicable above and below the groundwater
level. The application is possible in confined and free aquifers. Tests can be
accomplished in stable unlined boreholes or in partly lined drillings on the
bottom of the borehole, were the diameter of the drilling depends on the test
equipment. The test is applicable into large depths, whereby the length of the
test interval of the rock permeability can be adapted. If the test arrangement is
once developed, then the water pressure test is in principle a test which can be
accomplished by simple means. The evaluation is uncomplicated and possible
without large data processing requirements. A comparison of the results with
other test methods showed a satisfactory agreement (Poier 1998). A major
disadvantage is the extensive equipment, which makes the test expensive.
Because the test requires quasi-stationary flows, the results are sensitive to the
factors skin effect, storage coefficient and porosity, which is usually the biggest
problem with tests with not constant flow rates (Poier 1998). Beside the k value,
the pressure-referred water absorption ability of the rock can be used also for
the evaluation of a location.

The application of borehole methods requires a representative groundwater
well. The well is installed with filter line and gravel filter, so that the groundwater
flow can go sand-free through with small filter resistance. The filter lines cause
a lowering and horizontal deformation of the flow net, so that the groundwater
discharge in the filter pipe is larger than the discharge in the aquifer.
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Test analysis. Flow model identification (i.e. identification of the dimensional-
ity of the flow field around the borehole) is the first and most important step
in well test analysis. If the wrong model is selected, the interpreted parameters
from the analysis will be incorrect (Lavanchy et al. 1998). For classical constant
rate and recovery tests conducted in relatively high-permeability formations,
the flow model is usually obtained using graphical techniques. Direct flow
model identification is more difficult in low-permeability formations because
constant rate tests can no longer be systematically conducted, due to time
constraints, and specific tests such as constant head tests and pulse tests are
therefore performed. These tests do not have direct diagnostic procedures
comparable to the constant rate test. However, the adequacy of an assumed
flow model can be checked using specific graphical representations (Lavanchy
et al. 1998). Recovery sequences following packer inflation, constant pressure
tests or slug tests can also be studied with the log-log diagnostic technique,
and therefore provide valuable information for the flow model recognition
(Lavanchy et al. 1998). Beyond this, the flow model evaluation can be im-
proved when a reasonable fit is obtained simultaneously on all test sequences
during the subsequent matching of the pressure transients by numerical sim-
ulation.

Modern test design and analysis techniques rely on sophisticated, user
friendly, borehole flow simulators. The flexibility of such codes allows for
rapid flow model identification (see above) and test simulation. However, most
of the commercial simulators available in the petroleum and ground-water
fields handle standard tests, as usually applied in relatively high permeable
formations (Lavanchy et al. 1998). Only a few of them are able to simulate
a series of pulse and slug tests and to account for non-ideal conditions such as
varying pre-test pressures and temperature effects.

The flexibility of a flow simulator allows for non-ideal conditions such
as varying pre-test pressures and temperature effects. Moreover, a series of
successive test events of any kind and in any order can be easily simulated. The
data can be represented on Cartesian, semi-log or log-log plots. Usually all test
phases are simulated simultaneously to yield a consistent set of Parameters.
However individual test phases are also plotted individually at different scales,
to allow checking of the quality of the fit on specific plots (log-log, semi-log).

The MULTISIM borehole simulator handles numerous flow models such
as fractional dimension, dual porosity and composite flow (Lavanchy 1998).
The code can also account for liquid and gas flow with constant pressure
or no-flow outer boundary conditions (Tauzin and Johns 1997). The in-
verse modeling capability of MULTISIM allows for an automatic fitting of
the measured data. Furthermore, using the simulator, sophisticated uncer-
tainty analysis on hydraulic test data can be performed, bringing signif-
icant information on the reliability of the test parameters (Jaquet et al.
1998).
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3.3
Cause-and-Effect Analysis for Geohydraulic Measurement Values

“Nature is full of infinite causes that have never occurred in experience.”

(Leonardo da Vinci)

3.3.1
General Approach to Quality Assurance of Permeability Data

The International Standards Organisation (ISO) defines quality as “the ability
of a service to satisfy stated needs of a client”. Quality control (QC) involves
monitoring and elimination of causes leading to unsatisfactory performance,
while quality assurance (QA) regards systematic actions to provide confidence
that a service will satisfy given quality re-quirements. Usually, both quality
control and quality assurance are closely intertwined aspects in the communi-
cation of quality. In QA/QC the measurement of quality consists of quantifying
the current level of performance according to expected standards. It is the
systematic identification of the current level of quality the facility or system is
achieving. The QA approach to “measuring quality” is inextricably linked with
“defining quality”, because the indicators for quality measurement are derived
from the specific definition or standard under scrutiny. Quality cannot be meas-
ured without a clear definition or standard. Likewise, measuring quality leads
directly to the identification of areas for improvement or enhancement–the
first step in improving quality. Successful improvement ultimately contributes
to attaining quality care, the goal of QA/QC. QA/QC activities include:

• Definition of quality
• Quality assessment
• Quality monitoring
• External evaluation of quality.

A quality assessment frequently combines various data collection methods to
overcome the intrinsic biases of each method alone. Due to this fact, methods
for the evaluation of the influence of possible uncertainty sources are needed.
One of these methods is the cause-and-effects analysis.

3.3.2
Cause-and-Effects Analysis

A cause-and-effect analysis generates and sorts possible influence factors.
This process may, for instance, be initiated by asking participants, experts,
practitioners and theoreticians to list all of the possible causes and effects for
a method of interest. This analysis organises a large amount of information
by showing links between events and their potential or actual causes and
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provides a means of generating ideas about problem sources and possible
effects (consequences). Cause-and-effect analysis is furthermore sensitizing
problem-solvers to broaden their insight and to acquire a general survey of
a procedure under scrutiny. Cause-and-effect diagrams can reflect either causes
that block the way to the desired quality or helpful factors needed to reach the
desired quality. Cause-and-effect analysis is, in fact, an element of constant
process improvement (kaizen) and quality management systems.

A graphic presentation, with major branches reflecting categories of causes,
a cause-and-effect analysis stimulates and broadens thinking about potential
or real causes and facilitates further examination of individual causes. Because
everyone’s ideas can find a place on the diagram, a cause-and-effect analysis
helps to generate consensus about causes. It can help to focus attention on
the process where a problem is occurring and to allow for constructive use of
facts revealed by reported events. However, it is important to remember that
a cause-and-effect diagram is a structured way of expressing hypotheses about
the causes of a problem or about why something is not happening as desired.
It cannot replace empirical testing of these hypotheses: it does not tell which
is the root cause, but rather possible causes.

3.3.2.1
Types of Cause-and-Effect Analyses

There are two ways to graphically organise ideas for a cause-and-effect anal-
ysis. They vary in how potential causes are organised: (a) by category: called
a fishbone diagram (for its shape) or Ishikawa diagram (for the man who in-
vented it), and (b) as a chain of causes: called a tree diagram. The choice of
method depends on the team’s need. If the team tends to think of causes only in
terms of people, the fishbone diagram, organised around categories of cause,
will help to broaden their thinking. A tree diagram, however, will encourage
team members to explore the chain of events or causes.

Causes by categories (fishbone diagram). The fishbone diagram, see Fig. 3.7,
helps teams to brainstorm about possible causes of a problem, accumulate

Figure 3.7. Example of a fishbone diagram
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Figure 3.8. Example of a tree diagram

existing knowledge about the causal system surrounding that problem, and
group causes into general categories. When using a fishbone diagram, several
categories of cause can be applied. Some often-used categories in chemical and
geohydraulic measurements are:

• analytical resources, methods, materials, measurements, and equipment;
• environment and procedures;

Causes by chains (tree diagram). A chain of causes (tree diagram; Fig. 3.8) and
the “Five Why’s” are a second type of cause-and-effect analysis diagram, which
highlights the chain of causes. It starts with the effect and the major groups of
causes and then asks for each branch, “Why is this happening? What is causing
this?” The tree diagram is a graphic display of a simpler method known as
the Five Why’s. It displays the layers of causes, looking in-depth for the source
of an influence quantity. This tool can be used as stand-alone approach or
advantageously combined with fishbone diagram.

3.3.2.2
How to Use Cause-and-Effect Analysis

Although several ways to construct a cause-and-effect analysis exist, the steps
of construction are essentially the same. Cause-and-effect analysis is almost
always done by discussion. QA/QC activities on the professional level are
usually done by discussion groups.

Step 1: Agree on the problem or the desired state and write it in the effect box.
Try to be specific. Problems that are too large or too vague can bog the
team down.

Step 2: If using a tree or fishbone diagram, define six to eight major categories
of causes. Or the team can brainstorm first about likely causes and then
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sort them into major branches. The team should add or drop categories
as needed when generating causes. Each category should be written
into the box.

Step 3: Identify specific causes and fill them in on the correct branches or
sub-branches. Use simple brainstorming to generate a list of ideas
before classifying them on the diagram, or use the development of the
branches of the diagram first to help stimulate ideas. Be sure that the
causes as phrased have a direct, logical relationship to the problem or
effect stated at the head of the fishbone.

Step 4: Keep asking “Why?” and “Why else?” for each cause until a potential
root cause has been identified. A root cause is one that: (a) can explain
the “effect”, either directly or through a series of events, and (b) if
removed, would eliminate or reduce the problem. Try to ensure that
the answers to the “Why” questions are plausible explanations and
that, if possible, they are amenable to action. Check the logic of the
chain of causes: read the diagram from the root cause to the effect to
see if the flow is logical. Make needed changes.

Step 5: The team chooses several areas they feel are most likely causes. These
choices can be made by voting to capture the team’s best collective
judgement. Use the reduced list of likely causes to develop simple data
collection tools to prove the group’s theory. If the data confirm none of
the likely causes, go back to the cause-and-effect diagram and choose
other causes for testing.

Remember that cause-and-effect diagrams represent hypotheses about causes,
not facts. Failure to test these hypotheses, e.g. by treating them as if they
were facts, often leads to implementing the wrong solutions and to wasting
time. To determine the root cause(s), the team must collect data to test these
hypotheses. The “effect” or problem should be clearly articulated to produce
the most relevant hypotheses about cause. QA/QC procedures always require
detailed insight into a process or a procedure. Proven expertise is an essential
requirement to achieve quality.

3.3.3
Quality Criteria of Permeability Data

3.3.3.1
Quality Assurance for Permeability Data

The most fundamental criteria for ensuring comparability of data are as fol-
lows:

• Traceability: characterises a result of measurement of a standard to be
related to this standard by a continuous chain of uncertain measurements
indicated by comparative measurements.
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• Fitness for purpose: characteristic of data, which were generated by a meas-
urement. The fitness for purpose permits the user of the data to make correct
conclusions in connection with a given purpose.

• Indication of the measuring uncertainty: This is a parameter which char-
acterises the measurement. It is expressed by the dispersion of the values,
which could be assigned to the measured variable (GUM 1993, §2.2.3).

So the requirements for quality criteria of permeability data due to GUM can
be summarised as shown in Fig. 3.9.

Permeability is an input quantity of major importance to geochemical mod-
eling. From permeability conclusions on hydraulic conductivity are drawn. Hy-
draulic conductivity, in turn is a proportionality factor in Darcy law. Darcy law,
in turn is the fundamental equation of geohydraulic modeling (cf. Eq. (2.1).).

Some effort has been made to illustrate the broad range of experimental
methods in use for deriving permeabilities, hydraulic conductivities or porosi-
ties of rocks and soils. This discussion necessarily cannot be either exhaustive,
or go into details. To limit the methods, discussed focus was given to methods
suitable for investigations in rock salt. Rock salt attracts some attention because
it is, next to clays and granite, a preferred medium for nuclear waste disposal
in deep geological formations. Safety assessment of nuclear waste disposal
caused at least a limited number of studies to be directed to the uncertainties
and bias carried by the values obtained from these methods. Nevertheless, the
situation is by no means satisfactory. Empirism and heuristics prevail.

This statement is also valid for the methods for data interpretation. Differ-
ent experimental methods provide different types of numerical measurement
results. These results can be evaluated by different procedures. And from each
evaluation procedure different numerical values for the measurand (k, Kf , P)

Figure 3.9. Scheme of quality assessment of permeability data
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may be evaluated. With the exception of in-situ methods, which nevertheless
are not necessarily representative for the complete rock body, the values ob-
tained in laboratory have to be transferred to the model of a complete rock
body. This transfer is a fundamental problem in the field of permeability data.

Conventional laboratory measuring procedures for the determination of the
permeability assume stationary flow conditions (temporally constant flow rate
with continuous pressure). Stationary conditions in small-permeable materi-
als, e.g. clay/tone, salt rocks, porous rocks, concrete and cement, test periods
up to several months. Investigations in materials intended as host rock for nu-
clear waste disposal sites, are especially affected by this time demand because
for a geological barrier to be efficient a very low permeability is asked for.

For very small flow rates it is possible that the relationship between perme-
ability, gradient and flow velocity is no longer linear. Since in this case, however,
the velocities computed after Darcy are larger than in reality, the neglect of
this still unproven nonlinearity effect may be considered to be conservative.
Nevertheless, in the range of extreme low permeabilities the applicability of
Darcy law is almost impossible to prove. Uncertainties from such fundamental
aspects of geohydraulic modeling are only one type of doubt to be associated
with subsurface flow simulation. A large number of influence factors affect
geohydraulic data in small-permeable rocks. Considering the influence factors
in data acquisition in the field, and relating these to the influence factors in-
ferred onto a measurand value due to transport, sample handling, mounting
and data collection, plus the influence factors to be considered as a conse-
quence of data transfer from laboratory to the rock body, it seems reasonable
to avoid laboratory measurements as a source of geohydraulic data for geo-
hydraulic measurement. For this reason the criterion for the determination of
geohydraulic data must be: rock representative data can only be determined
with in-situ tests.

This statement does not intend to render laboratory tests useless in the
determination of geohydraulic databases, since they represent the substantial
instrument for the determination of porosity and the analysis of anisotropies
in the rock. Fundamental investigations on the influence of the geopressures,
pore pressures and flow pressures in laboratory permeation tests were given
in Sachs (1982). There are also documented detailed recommendations for
experimental set-up of laboratory permeation tests.

In principle both laboratory tests and on-site determination geohydraulic
and geophysical data are necessary for representative field tests. Performance
and evaluation of in-situ permeability tests require high expertise and sensi-
tivity in handling and reporting experimental results, especially if expressed
as numerical values of a measurand of interest.

Standardisation of field methods is rather difficult, because rock bodies,
soils and sediments are impredictable, complex three-dimensional structures
influenced by up to 4.5 billion years of geologic activity and alteration. A care-
ful planning of a sampling campaign, comparable to chemical laboratory
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experiments with well-defined components and procedures, is impossible.
Therefore, a careful documentation is essential for the comprehensibility and
comparability of all investigations and test results. Nevertheless, in the fol-
lowing sections quality criteria for porosity and permeability measurements
will be discussed. These criteria do not intend to overcome the difficulties
but provide a means for comparing techniques, evaluation methods, and
measurement values. The criteria form an essential basis for communicat-
ing measurement results and, as a side effect, may serve itself as a tool to
identify influence factors which have been ignored, underestimated or overin-
terpreted.

Determination of geohydraulic permeability is usually coupled with poros-
ity determination often using an empirical porosity-permeability-relationship.
The porosity-permeability-relationship must be determined material-related.
This relationship is rarely linear and depends on tortuosity, constrictivity
and pore radius distribution. For the determination of a realistic porosity-
permeability-relationship usually statistical procedures are used, like linear
regression or a bivariate density distribution for normal or log-normal dis-
tributed variables. So the determination of permeability data requires not
only an uncertainty analyses but also extensive statistic examinations. Suitable
methods including the estimation of, at least, approximate uncertainty bounds,
are given in Part I of this treatise.

Uncertainty analyses and/or extensive statistic examinations of permeabil-
ity procedures were accomplished so far only in exceptional cases. Uncertainty
analysis is further complicated by the use of a combination of different cal-
culation methods (NTB 1994-02, NTB 1993-47). An allocation of identified
uncertainty contributions to the respective numerical and/or statistical proce-
dure is difficult without simulation.

The criteria given in the following paragraphs will later be applied to data
reported in literature using results of uncertainty analyses with geohydraulic
data in small-permeable rocks given in (Jaquet et al. 1998).

3.3.3.2
Quality Criteria for Pore Volume Measurement

One of the causes for the difficulties in the determination of the permeability
lies in the extreme sensitivity of the permeability to smallest changes in the pore
and/or fissure/fracture structure of a rock. Using measurement values of the
geohydraulic data of a rock from laboratory studies to obtain more information
on the fissure/fracture structure. While porosity indicates only the percentage
by the pore volume in the rock, the internal structure of the pore volume is
described by tortuosity, constrictivity and pore radius distribution.

Laboratory tests for the determination of porosity should implement the
following considerations:
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• Avoid circulation effects (short cut, e.g. along walls);
• Considering optimal pressure (the pressure must not generate additional

flow paths in the sample);
• In case of the determination of gas permeabilities the associated water

contents of the sample should be always indicated and documented;
• In porosity determination a measurement value should be confirmed by

at least one additional, independent technique to confirm the porosity-
permeability-relationship.

A clear definition of the purpose of a study, i.e. about the type of porosity
(e.g. total porosity, effective porosity) to be determined, in order to select the
suitable test (fitness for purpose). Characterisation and documentation of sat-
uration processes and determination of phase distributions in a sample may
become essential. Cause-and-effect analysis shows that water content meas-
urement is also affected by uncertainty. To assess the uncertainty of ancillary
information (e.g. water content) on a measurand value, repeated determina-
tions may give a clue, e.g. by test series with different fluid concentrations.

Criteria for the determination of values for the measurand “porosity”:

• Use of measurements, which are documented along (internationally) quality
assurance criteria;

• Evaluation of a cause-and-effect-diagram for the entire measuring and eval-
uation process;

• Tabled list of type b evaluation uncertainties;
• Indication of the numerical and statistical procedures used in the evaluation

of porosities from experimental data;
• Documentation of the standards and references to which the traceability

refers;
• If possible a presentation of the empirical probability distribution of poros-

ity. This step requires simulation.

3.3.3.3
Quality Criteria for Permeability Measurements

The procedures for permeability determination and the migration processes
of water and dissolved species do not differ in coarse and solid rocks.

A common trend can be observed for solid and coarse rocks: the smaller
the rock permeability, the larger the likely difference between rock sample
permeability and permeability of the rock body. This is caused by an increasing
probability that the rocks react to stress by inelastic processes, especially
fissure/fracture formation.

The goal of permeability investigations is the determination of the water
in the aquifer including all its dissolved substances (solution species, colloids)
or other fluids (hydrocarbons, gases) under the theoretical assumption that
interactions with solid and gaseous phases are negligible. Chemical reaction,
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dissolution and precipitation phenomena, sorption and desorption processes
and – often forgotten – microbiological activity modify the surfaces, clog
water passages or reopen clogged pathways, gas formation may expel water
from capillaries and fractures and so on.

The methods for the determination of geohydraulic data and/or information
can be divided in four groups:

1. Laboratory tests;
2. Field (in-situ) tests;
3. Indicator methods (noble gas dating);
4. Non-invasive procedures (e.g. Snmr).

Criteria for the determination of rock permeability are given as follows:

• Representative data for rocks can only be determined with in-situ (field)
tests;

• Use of at least two different methods to cross-check the field results;
• Measurement documentation in accordance with international quality as-

surance criteria;
• Preparation of a cause-and-effect-diagram for the entire measuring and

evaluation process;
• Listing the type b evaluation uncertainties and their magnitudes;
• Statement of the numeric and statistic procedures, on which the permeabil-

ities were evaluated from the experimental data;
• Documentation of the standards and references to which the traceability

refers (if available);
• If possible: presentation of the empirical probability distribution of perme-

ability (requires simulation).

It is fundamental, that in-situ-investigations are necessary for validation and
calibration of the laboratory data. Expertise and experience in the planning,
performance and evaluation of in-situ permeability tests is essential, and
should be a matter of course. However, even the most experienced experi-
menter cannot control all influence factors. Hence, it should be a matter of
course, too, to inquire into the reliability (or its reciprocal: the uncertainty)
of a reported value. A critical attitude is the more important as standardisa-
tion of field methods is (currently) not possible. International standards and
reference materials for permeability determination are not in sight prevent-
ing traceable measurements. Standards in geology almost exclusively relate to
mineral content standards, e.g. for prospection purposes.

Even so uncertainty analyses of permeability measurements currently are
the exception a limited number of information resources exist (Autio et al.
1998; Behr 1998; Müller-Lyda et al. 1998; Bruck 1999). A systematic uncertainty
analysis of geohydraulic data in small-permeable rocks were presented by
Jaquet et al. (1998a,b). These analyses were accomplished by Monte Carlo
simulations with consideration of a χ2 distribution of the data and a confidence
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interval of 95%. Such extensive statistic analyses are the exception in the
permeability measurements documented in the literature. The documentation
both of lab and in-situ data in the literature is currently of a highly variable
quality with considerable potential to develop.

3.4
Practical Approach to the Application of Metrological Concepts
in Geohydrology

“Let us permit nature to have her way. She understands her business better
than we do.”

(M. de Montaigne)

3.4.1
Parametric Uncertainty Analysis of Permeability Data

The application of metrological methods to the determination of geohydraulic
data will be demonstrated using geohydraulic measurement data documented
in the literature. These studies have been performed in the context of nuclear
waste disposal. The data include in-situ-injection tests and pulse tests for
the determination of the permeability in small-permeable rocks, which were
accomplished in the radioactive waste disposal site Morsleben (ERAM) in
Northern Germany. A second topic in the practical application of metrological
methods will be an uncertainty analysis of geohydraulic data. The analyses
are reported in Jaquet et al. (1998). Both investigations will be used as a basis
for the practical application of metrological criteria, thereby illustrating the
criteria given in the previous chapter. The discussion will neither be directed
to an assessment of the measured values nor to the evaluated permeabilities.

In the analysis of hydraulic borehole tests in Jaquet et al. (1998a), a theo-
retical model, numerically calculated, is fitted to the measured data (pressure
and/or flowrates). As a result, best-fit parameters describing the tested forma-
tion (e.g. rock permeability) are obtained. An important issue in this fitting
procedure is the estimation of the uncertainty affecting the best fit parame-
ters. The sources of this uncertainty can be measurement errors and model
uncertainty (e.g. related to the specific hypotheses made and to the types of
numerical methods chosen). However, such an uncertainty analysis is often
not performed, or is confined to a semi-quantitative analysis based on a limited
set of additional simulations and expert opinion.

The primary goal of Jaquet et al.’s work was to develop a systematic quan-
titative uncertainty analysis technique, using Monte Carlo methods, and to
evaluate the information yielded by such an approach in the analysis of field
data issuing from the Morsleben mine.
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The measured pressure data were fitted with a model using a parameter
set a. The “goodness of fit” of the model is assessed on basis of the chi-square
distribution, defined by:

χ2 =
∑[

pdata
(

ti
)

− psim
(

ti, a
)]2 /σ2 (3.16)

where

χ2: objective function
pdata: pressure measurements
psim: simulated pressures
a0: vector of fitted parameters
σ: standard deviation (accounting for measurement and model errors)
ti: time

The best guess parameter set, ao, is obtained when, χ2
min, the minimum χ2

value, is reached:

χ2 =
∑[

pdata
(

ti
)

− psim
(

ti, a0
)]2 /σ2 (3.17)

with a0 = vector of optimum parameters.
On the basis of the χ2 distribution, confidence intervals of parameters can be

obtained, once the distribution has been computed, using the χ2 critical values
for a confidence level of 0.25 and 97.5% (corresponding to a 95% confidence
level) as a function of the degree of freedom as estimates for the uncertainty
limits. The uncertainty analysis was performed via Monte Carlo process.

3.4.2
A Practical Example

3.4.2.1
Results

The method described is illustrated by a quantitative uncertainty analysis
performed on l test T522210-11 issued from the Morsleben salt mine (BGR
1996). This gas test conducted in borehole RB522 is located in the interval
11.4–12.9 m away from the tunnel wall. This test was selected because a good
fit of the middle/late time pressure data could be obtained with a simple flow
model (radial homogeneous) in the prior analysis (Tauzin 1997). The main
results obtained in the analysis are summarized in Table 3.10.

Several parameter combinations were considered for the uncertainty analy-
sis. The value of the confidence interval obtained for the parameters using the
Monte Carlo method are given in Table 3.10. A total of 5000 simulations were
necessary to obtain 26 values of χ2 in the joint-confidence region. The input dis-
tributions used in the Monte Carlo (MC) simulations and the corresponding χ2

distribution are shown in Figs. 3.10 and 3.11.
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Table 3.10. Test 522210-11. Results of the analysis performed (Tauzin 1997)

Parameter Recommended value Confidence interval

Flow model Radially homogeneous Flow model is uncertain
Permeability k 2.2 · 10−19 m2 8 · 10−20 to 8 · 10−19 m2

Porosity p 0.2% Not investigated
Flow dimension: n 2 (radial flow) Not investigated
Formation pressure 100kpa Not investigated

Figure 3.10. Binned distribution of permeability (left) and flow distribution (after Jaquet
1998a)

Table 3.11. Results of Monte Carlo simulations (Jaquet et al. 1998b)

Total number of computed points 5000
Number of points such as X2 < Δ2

min + ΔX2 26
Permeability confidence interval 1.1 · 10−19 –4.9 · 10−19 m2

Porosity confidence interval 0.09–0.50%
Flow dimension confidence interval 1.6–2.4

The prior permeability confidence interval, with a range of about 1 or-
der of magnitude (see Table 3.10) appears overestimated compared to the
computed interval which covers approximately half an order of magnitude.
However, it should be noted that these two confidence intervals do not
take into account the same uncertainties. The prior confidence interval at-
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Figure 3.11. Binned distribution of porosity (left) with the associated optimization function
χ2 (after Jaquet 1998a)

tempts to take into account all the uncertainties that may have an influence
on the derived formation parameters. These uncertainties include, in addi-
tion to the factors listed above, the borehole history and the flow model.
Moreover, this confidence interval is only qualitative, hence less precise (i.e.
wider, since a conservative approach must be respected) than the interval
obtained with the MC simulations. In the MC case, the only uncertain-
ties accounted for are the porosity, the flow dimension, and the poor fit
quality at early time. The prior confidence interval given (qualitative and
interpreted) includes the one (quantitative and not interpreted) computed
by the MC method, since it attempts to take more uncertainties into ac-
count.

As a result, the uncertainty analysis performed on the test T522210-11 is
helpful to define a new global permeability confidence interval for this test (see
Table 3.12). This interval is global in the sense that it attempts to include all
the information available from the test and from its analysis (test execution,
qualitative determination of uncertainty resulting from borehole history and

Table 3.12. Final permeability best guess and confidence interval for test T522210-11 (Jaquet
et al. 1998b)

Parameter Expectation value Confidence interval

Permeability 2.2 · 10−19 m2 9 · 10−20 −6 · 10−19 m2
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flow model, quantitative determination of uncertainty resulting from porosity,
flow dimension and poor fit quality at early time).

The Monte Carlo technique is a powerful way to determine confidence inter-
vals and joint-confidence regions for fitted parameters, provided the number of
parameters is limited. Correlations and dependencies usually cannot be taken
into account. Furthermore, the number of repetitions necessary to achieve
a satisfactory consideration of the tails of the (n-dimensional) distribution in-
creases drastically with n. However, this uncertainty analysis clearly shows that
hydraulic borehole tests are not different form other complex measurement
processes. The methodology can be further improved and adapted to take
additional effects into account.

The disadvantages of the MC method are well known: it is time-consuming
and has a poor coverage if more than three parameters have to be considered.
In order to overcome these limitations, a direct approach based on the analysis
of the Hessian matrix could be applied for deriving confidence intervals. This
method offers the advantage, if combined with an inverse modeling algorithm,
of allowing the determination of the best guess set of Parameters together with
their uncertainty. The MC approach is a straightforward way for a preliminary
assessment of measurement results.

At the operational level, due to cost and time limitations, it does not seem
adequate to perform systematically a full uncertainty analysis (including the
non-fitted parameters), but rather to apply it whenever the studied hydraulic
test requires a detailed interpretation.

3.4.2.2
Discussion

The criteria for permeability measurements presented in the previous chapter
are separated into eight points:

1. Representative data for rocks can only be determined with in-situ (field)
tests.

2. Use of at least two different methods to cross-check the field results.
3. Measurement documentation in accordance with international quality

assurance criteria.
4. Preparation of a cause-and-effect-diagram for the entire measuring and

evaluation process.
5. Listing the type B evaluation uncertainties and their magnitudes.
6. Statement of the numeric and statistic procedures, on which the perme-

abilities were evaluated from the experimental data.
7. Documentation of the standards and references to which the traceability

refers (if available).
8. If possible: presentation of the empirical probability distribution of per-

meability (requires simulation).
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The report (Jaquet et al. 1998b) will be scrutinized in the following according
to these eight criteria.

Item 1:
Gas-injection test is in-situ test. As discussed in the previous chapters this
kind of geohydraulic tests is one of the test methods beside pulse test and
isotope and noble gas methods expected to produce representative results
for permeability in small-permeable rocks.

Item 2:
The studies comply with this criterion. Additional studies, e.g. pulse tests,
isotope analyses and noble gas determinations, have been performed in
the region of interest. Relevant informations on the preparation and per-
formance of the test are documented in Tauzin (1997). The experimental
test equipment was described and outlined schematically. The measured
variables of the tests were listed.

Item 3:
The documentation in Jaquet (1998) is extensive. There are, however, no
references to documentation criteria given. Quality assurance in geohy-
draulics is a rather recent field. Specific documentation recommendations
will hopefully become available in the future.

Item 4:
The cause-and-effect-diagram allows a concise presentation of influence
factors and their interrelationship. In Jaquet et al. (1998b), no cause-and-
effect-diagram of the tests was given. However, on basis of the informations
a cause-and-effect diagram for a in-situ gas injection test (Fig. 3.12) and
a pulse test (Fig. 3.13) can be derived. These diagrams may serve a basis for
further discussion. The diagrams show the feasibility of cause-and-effect
analysis for geohydraulic investigations.

Figure 3.12 shows the cause-and-effect-diagram for an in In-situ gas injection
test. The left-side fishbone part holds the ISO Type B evaluation uncertain-
ties. These uncertainties must be determined by separate experimentation, e.g.
to assess the influence of temperature on the accuracy of gas volume meas-
urement. The right-side box holds those uncertainty contributions which must
be derived from the experimental data. These uncertainties are summarized as
ISO Type A evaluation uncertainties. MC procedures (e.g. Krause et al. 2005),
repetitious measurements, computer-intensive methods of statistics, Markov
Chain Monte Carlo methods etc. are possible approaches for geohydraulic data.
Such an analysis has been reported.

The major type B influence factors are time, pressure, viscosity, sample
surface and gas volume determination in study section between the packers.
In comparison to a laboratory test the branch referring to sample geometry
is affected by fewer influences (the “sample” size is much larger. Skin effects
have less influence). The temperature can be measured in the field with similar
accuracy as in a laboratory environment (but is more difficult to control).



3.4 Practical Approach to the Applicationof Metrological Concepts in Geohydrology 271

Figure 3.12. Cause-and-effect diagram for in-situ gas injection test

The humidity content of a sample and the associated effective porosity, are
certainly subject to higher uncertainties, because they are less accessible in the
field, while in the laboratory the respective conditions can be controlled. On
the other hand, the easier accessibility also may give rise to further influence
factors, e.g. by drainage and additional evaporation/condensation processes.
Thus, a cause-and-effect diagram may direct to supplementary investigations
which quantify the relative magnitudes of uncertainty contributions.

Figure 3.13 shows the cause-and-effect-diagram of a pulse test. The fish-
bone diagram gives the ISO Type B evaluation uncertainties, the right-side box
the ISO type A evaluation uncertainties. Again, the relevant type B influence
factors are time, pressure, viscosity and the sample surface. In case of a pulse
test pressure is varied (alternatively with liquids or with gases) within sections
closed by packers. The observed time-dependent process of the pressure de-
crease is registered. The measurands therefore are pressure and time. From
this data by means of modeling the permeability is derived. A whole set of
parameters contribute to the model as ancillary data: saturation points, spe-
cific weight of the fluid, capillary pressure, dynamic viscosities etc., but also
characteristics of the technical equipment.

For the evaluation of a pulse test complex finite elements models are usually
applied. The task is to interpret the coupled nonlinear differential equations of
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fluid and gas flows in the underground rock. The result depends on multiple
boundary conditions and assumptions as discussed in Chap. 3. The dominant
influence factors for permeabilities derived from pulse test are physical prop-
erties of the fluids and/or the rock, e.g. dynamic viscosity and temperature.

The evaluation in Wittke (1999) was done by a three-dimensional finite
element model, which fitted the flow equations and their parameters to the
observed pressure time processes. From this complex fitting process values
for the parameters porosity and permeability were obtained. Hence, the de-
tailed data interpretation is, more or less, performed by a “black box” with
multiple correlations and dependencies among the influence quantities. The
compressibility of the salt solution, for instance, affects the dynamic viscosity,
the measured pressure, as well as the capillary pressure.

Figure 3.13 does not show branch “equipment”. The equipment is a source
of uncertainty (e.g. variability of sealed volume under pressure, accuracy of
the total volume within the packers, leakage), whose contributions can be re-
garded as stochastic errors (uncertainty) or as bias. However, the data source
does not give any clue about such effects and, for sake of clarity, the respective
branch has been omitted. The branch “surface are interacting rock” might play
a role in case of rock salt if the components the salt brine exchange with salts
of slightly different composition. The branch “time” might probably represent
the most unproblematic influence. Time can be determined simply and very
exactly, even though delays between pressure built-up, pressure release etc.
may play a role in deep bore holes. Time as an influence factor does not play an
important role for itself, but for the limited accuracy by which certain events
in the bore hole (e.g. slug/bail rate) can be correlated with the time scale.
The branch “temperature” needs a careful and situation-specific treatment.
Gases have rather temperature-dependent properties. In summary, the classi-
fication of uncertainty contributions eases documentation and discussion of
measurement uncertainty contributions.

Item 5:
The methods selected for the investigation of rock salt with very low perme-
abilities are “fit for purpose”. However, clear specifications what “purpose”
was to be achieved is not given.

Item 6:
In Jaquet et al. (1998a,b), no explicit listing the type B-uncertainties is
given. A list of main influence factors of gas-injection test and pulse tests
is available from Wittke (1999) with similar studies performed inside the
ERAM nuclear waste repository (see Table 3.13). However, comparison of
Table 3.13 with the respective cause-and-effect diagrams show that only
a part of the influence factors are mentioned.
Table 3.13, however, gives ranges for the uncertainty contributions of impor-
tant physical parameters. Therefore, Table 3.13 may serve as an (incomplete)
model to criterion 6. Together with other informations in the respective ref-
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Table 3.13. Survey of influences factors for rock permeability (after Wittke 1999)

Aim: measurement of test medium flow into the geological formation for assessment
of formation permeability

Applied techniques In-situ gas injection Pulse test

Influence factors Volume Pressure Assessment
measurement measurement and evaluation

of influence
Test medium
Compressibility No effect; p = const. Has effect; p �= const. Numerical
Gas inclusions No effect; p = const. Has effect; p �= const. Field tests
in salt brine + numerical
Temperature No effect; T = const. No effect; T = const. –
variation
Borehole effects
Displacements
in bore hole walls
- Elastic No effect; p = const. Has effect; p �= const. Numerical
- Creep Has effect Has effect Numerical
Equipment
Axial displacements No effect; No effect; –
due to unilateral no unilateral no unilateral
pressures pressures applied pressures applied
Friction losses No effect; pressure No effect; no flow –
in tubing measurements flow-

free in separate tubing
Distortions in packer No effect; p = const. Has effect; p �= const. Field tests
tube and tubing due to + numerical
experimental pressure
Distortions inside No effect; p = const. Has effect; p �= const. Field tests
the packer due to + numerical
experimental pressure

erence, the type B uncertainties in Table 3.11 would allow a reinterpretation
of experimental results at any time.
If measured variables should have been ignored and/or under or overesti-
mated, then a) this can be corrected, b) overestimation be proven, in that
the measured variables actually has a significant influence on the result, and
c) it can be compared with other measurements. The latter argument also
applies to comparison with future measurements. Thus the evaluation pro-
cess has become transparent. The numerical procedures are documented
in detail in Jaquet (1998). The detailed flow charts of the models of Jaquet’s
analysis are documented in Tauzin (1997) and (Tauzin and Johns 1997), also
the model runs, the sensitivity analysis and the calibration of the models.
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Item 7:
There are currently no internationally accepted standards and references
available for geohydraulic parameters like porosity and permeability. The
relevant international organisation is ISO REMCO which has a geological
branch. However, it is doubtful whether “certified permeability reference
materials” will become available. A simple reason is the sensitivity of rock
samples to environmental conditions and their limited stability over time.

Item 8:
The empirical distributions have been obtained by MC simulation and are
given in Figs. 3.10 and 3.11.
In summary, the measurements reported and documented by Tauzin (1997)
and Jaquet et al. (1998) are in close agreement with the general quality crite-
ria derived for a wide variety of measurements. The MC method may easily
be replaced by more advanced statistical techniques and methodologies,
e.g. Latin Hypercube Sampling or Markov Chain Monte Carlo methods.
The strongest aspect of the work reported in Tauzin (1997), Jaquet (1998)
and Wittke (1999) is the proof of feasibility for quality assurance concepts
in hydrogeological measurements.

3.4.2.3
Conclusions

The Guide to the Expression of Uncertainty in Measurement (GUM) (ISO
1993) applies to all kind of measurements. Its generality is ensured by the fact
that all measurements are comparisons. All measurements do have certain
elements in common. There is, however, a large variability in the accessi-
bility of the object of interest. Pores in a hard rock buried deeply in a host
formation definitively pose some limits in accessibility. Geology has made
these objects more accessible but much of the inference about the proper-
ties of the objects of interest is associated with large uncertainties, that is
doubt.

Therefore, assessment of measurement uncertainty for important quantities
of in hydrogeology is the more relevant. The discussions given in Jaquet et al.
(1998a,b) and Wittke (1999) show that the principles of the GUM are applicable
to hydrogeological parameters, too. This finding is the more important as
Jaquet et al. and Wittke seem to have been completely ignorant of the GUM.
There is no indication in the extensive reports indicating a familiarity with the
GUM.

Criteria 1–8 have been derived in a similar form for thermodynamic data of
chemical reactions, for surface interaction parameters of solution species with
surfaces, and in Part III of this treatise, for hydrogeological measurements.
The consistency of the criteria is no surprise and is a result of the common
property of all measurements to be comparisons. A major difficulty with hy-
drogeological parameters is the lack of a traceability chain. In this respect,
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hydrogeological measurement values share a similarity with values obtained
from chemical analysis. There, the “sample” is varied, inaccessible and often
not really representative. Here, the sample matrices are extremely variable,
often unstable and of questionable representativity. The goal of metrology in
chemistry is an assessment of reproducibility. Globalisation of trade, com-
merce, services and customers is the driving force to establish metrological
rules. In hydrogeology, a strong driving force is, at present, missing. The reports
of Tauzin (1997) and Jaquet et al. (1998) have been performed in the frame-
work of nuclear waste disposal. Here, the licensing requirements of a waste
repository for nuclear wastes provided a driving force, and funding. Due to the
sensitivity of permeability data on performance assessment in nuclear waste
disposal, it has to be discussed whether during the evaluation of the suitabil-
ity of geological formations as waste deposit a decision regarding to primary
and secondary flow paths should be made. This would simplify the selection
of suitable geohydraulic research methods, which are fit for purpose. Such
a catalogue could be provided, which geohydraulic methods under which con-
ditions and with which goal are applicable. This represents a first step toward
a standardisation of the tests and contributes for the fact, that permeability
determinations should always be realised as goal and problem oriented. For
the qualification of the results of permeability data the following aspects must
be considered:

• The goal of the investigation must be clearly defined;
• Sensitivity analyses (also of the methods);
• Uncertainty analysis of the overall evaluation and its elements.

Since there is neither normative standard nor material references to ensure
traceability of geohydraulic data, the establishment of a suitable reference
laboratory has to be discussed.

A second important aim of Part III is to generate an understanding for the
uncertainties contributed by the most basic measurement values, e.g. perme-
ability, to a geohydraulic model. The most important experimental methods
to determine values for these parameters have been discussed. Most of these
methods are heuristic and empirical. They are affected by a wide variety of
influence factors which are rather difficult to control. A clear and systematic
understanding of these influence factors is, at present, missing by large. Here,
cause-and-effect analysis demonstrated by Figs. 3.12 and 3.13 is an approach
with a considerable potential.

The geohydraulic model is an essential part of a geochemical model. Both
elements, the transport model and the chemical speciation code, contribute
to the computer model output. There is little reward in developing one com-
ponent to high precision and accuracy while the other is a rough-and-dirty
approximation method. The decision, where to invest resources to achieve an
over-all improvement of performance, cannot be reasonably made without
a clear understanding of the contributing uncertainties and their respective
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magnitudes. Therefore, this book and its discussion may contribute to a more
profound understanding of uncertainties, the need to assess uncertainties.
And it hopes to spark a glimpse of insight that assessment of measurement un-
certainty offers considerable benefits: e.g. optimised allocation of personnel,
economic and time resources, efficient ranking of priorities, increased gain in
efficiency with the associated revenues etc.



A Appendix

A.1
Overview of CD Content

This book is accompanied by a CD providing some additional features. The
content of the CD is provided “as is” and no further warranty whatsoever is
given. The intention of providing the material on CD is to ease the access to
the information. At the time of composing the CD all items were also available
from the WWW free of charge.
Please note:

1. There is additional information in the text resources directory on CD,
especially in the manuals section.

2. The ReadMe Text and the Licensing Agreement on the CD-ROM and
printed as Chap. A.1 of this Appendix contain important information on
system requirements, installation and on the license.

3. Using the programs implies acceptance of the licensing agreements.
4. The CD is an addition to the book where it is enclosed. But the con-

tent in the book is completely independent from the content of the CD.
Great care has been given in the preparation of the programs and related
informations. However, these codes have been written non-professional
programmers for scientific demonstration purposes. There is no liability
what-so-ever that these codes will work on a specific computer equip-
ment.

The CD holds three directories:

a) LJUNGSKILE_S
b) TBCAT_S
c) Text Resources

and the ReadMe Text and the License Agreement (also printed as Chap. A.1 of
this Appendix).

The directories a) and b) provide installation routines for computer pro-
grams together with additional material, e.g. data collections, input files and
measurement data. The reader may use the material to reproduce or even fur-
ther inquire into topics discussed in the respective sections of the book. Both
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LJUNGSKILE_S and TBCAT_S come with a detailed manual. The manual is
installed together with the codes. The codes are written in Visual Basic and
C++.

Directory c) collates reports and text documents in PDF format including the
manuals for the programs TBCAT_S and LJUNGSKILE_S. This directory also
includes the documents concerning the dispute within OECD/NEA reviewers
about thermodynamic data on Neptunium. These text resources are given
as downloaded from the WWW and provided without further manipulation.
Directory c) does not require further discussion.

A.2
A Brief Introduction into the Computer Codes

Please note that using the programs implies acceptance of the licensing agree-
ments (see Chap. A.1 and A.3).
a) The LJUNGSKILE program (Ödegaard-Jensen et al. 2004)

The program is installed by a set-up routine (setup.exe). Several executables
are installed: Ljungskile_S.exe, Simulation.exe, phreeqc.exe and LDP20.exe.
The names of the executables must not be changed because the codes call each
other during execution.

Chemical equilibria in aqueous solutions are commonly modeled on the as-
sumption of thermodynamic equilibrium. Hence, kinetic aspects do not play
a role. Some more details are given in 2.1.2.1. Numerical modeling of chemical
systems is generally based on the Law of Mass Action. Chemical thermodynam-
ics provides a formal way to describe even complex equilibria mathematically.
Modern computer algorithms allow to solve the resulting numerical problems,
at least in principle.

The practical approach requires considerable experience in combination
with computing skills and insight into the related numerical algorithms. There-
fore, few people will endeavour the development of their own numerical code
but prefer to use available computer programs instead. A widely used computer
code for numerical solution of chemical equations is PHREEQC (Parkhurst
1995) from US Geological Survey. It is available on-line (USGS 2006) together
with detailed manuals and further software (e.g. the PHREEQCI graphical
user interface). Next to being publicly available, PHREEQC is well maintained
and very powerful. An excellent guide to PHREEQC is available (Merkel and
Planer-Friedrich 2005).

Like all speciation codes, PHREEQC is a mean-value based program. It
has no provision to work with uncertainty-affected data. Until recently there
has been no interest in considering measurement uncertainty in numerical
speciation. In contrary, relevance of uncertainty in formation constants on
chemical speciation calculations was even denied (cf. §2.4). Nevertheless, the
relevance of accounting for uncertainty in chemical speciation is more and
more acknowledged.
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PHREEQC provides numerical features that address a wide range of prob-
lems. Most features are invoked by creating batch input files using key words.
The calculation results are subsequently written to an output file. If errors occur
during execution of the code, a log file is generated automatically by PHREEQC.
This batch processing feature is very useful when including PHREEQC into
a shell code where PHREEQC has the task to solve a chemical system.

Here the term “solving a chemical system” means to find a numerical solu-
tion satisfying the boundary conditions (e.g. chemical equilibrium constants
for all species involved, solubility products for all possible solid phases, Henry
constants for gaseous phase equilibria, consideration of ionic strength and
temperature effects and total concentrations of chemical components in the
system etc.).

The LJUNGSKILE code is such a shell program. It provides a graphical
user interface where a database may be selected and formation constants
of chemical species may be specified. The specification of chemical species
and their formation constants also includes the statement of measurement
uncertainties. LJUNGSKILE allows one to specify measurement uncertainty
as a standard deviation of a normal distribution or as a range of a uniform
distribution.

The installation routine also installs a manual, two databases and several
LJUNGSKILE projects (with the extension *.prj). Figure A.1 shows the main
form of the LJUNGSKILE code. Five projects and two databases are available.
After selecting the project JESS_Fe.prj and the database example.dat, the re-
spective species, formations constants and the specified uncertainties can be

Figure A.1. The main screen of the LJUNGSKILE code
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found by selecting the “Edit project parameters” button (Fig. A.2). It is impor-
tant that a species specified in a project file is also available in the database.
This requirement is also true for solid and gaseous phases.

The species of the JESS_Fe project are available in both databases. The
SCM_Jakobsson project for example includes uranium species which are only
available in the database UraniumTDB_S.dat. There, a message is displayed
upon closing the Project parameter window if the wrong database is selected. Of
course, the user can add species to the database by manipulating the respective
database files following the PHREEQC conventions. A field in the Project
parameter window is manipulated by clicking into it. By left-clicking a window
pops up allowing to add and to remove a species and to select a sampling
distribution.

Before the LJUNGSKILE code can start its task, it requires some details
about sampling. Upon clicking to the “Edit sampling method” button (Fig. A.3),
information can be specified on the general sampling method (Monte Carlo
or Latin Hypercube Sampling), a seed for the random number generator,
the details of the cumulative distribution from which the data are sampled
and the number of runs. Details about these parameters are found in the
manual.

The JESS_Fe project calculates the solution composition at a pH value spec-
ified in the Water description screen. This screen is available via the “Edit
water” button. It is also possible to specify a range of pH values where the
solution composition is calculated. For this basic introduction, a single pH run
will do.

Figure A.2. The “Edit project parameters” window
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Figure A.3. The “Sampling method” window

The LJUNGSKILE code is started by the Simulation menu item. PHREEQC
processes in a DOS window. It will take some minutes. After finishing, a click
on the menu item “Display” should forward automatically a picture similar to
Fig. A.4.

Figure A.4 is generated by the Ljungskile Display Program (LDP). LDP gets
information on the data for display from the file info.lju in the LJUNGSKILE
installation directory. If LDP fails to show the diagram, deleting info.lju and
searching via the File: Open menu item can be helpful. The JESS_Fe.ldp file
should be found in the Results subdirectory of the LJUNGSKILE installation
directory.

LDP uses the LJUNGSKILE output to provide a series of options to the user.
In case of a single run output, the concentrations are presented as modified
Box plots. The center square gives the mean value, the box represents the
68% confidence region and the whiskers enclose the total range. The user
may choose between several representations. Figure A.4 gives the linear graph.
Upon selecting the logarithmic presentation from LDP’s Diagram menu, the
display should be similar to Fig. A.5.

Figure A.5 holds the information given in Fig. 1.37. The installation directory
includes a manual with further details on the LJUNGSKILE code and a guide
how to generate multiple run diagrams.
b) The TBCAT_S program

The code TBCAT_S analyses multivariate UV-Vis spectra. It is a common
task for a spectroscopist to extract from spectra information on the species
giving rise to a set of spectral observations, the single component of the species
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Figure A.4. Iron species concentrations at pH 7.95 with uncertainties calculated by the
LJUNGSKILE code

Figure A.5. Logarithmic concentrations of iron species at pH 7.95 with uncertainties
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and, eventually, the formation constants of the absorbing species in the system.
Factor analysis is a suitable numerical method. Eigen analysis takes advantage
from the data structure of most UV-Vis spectra: They can be analysed on the
assumption of linear equations. TBCAT_S uses the Singular Value Decompo-
sition (SVD) for that task.

All experimental data is a mixture between a signal (the “true value”), un-
wanted random noise and bias. Thus there is no univocal method to assess
how many species give rise to the individual spectra in a spectroscopic data
set. The crucial point in factor analysis is the determination of the number of
species or, more mathematically spoken, the true rank of the data matrix. As
a consequence, a wide range of methods and procedures has been proposed
in literature. The large number (the topic is still prolific) of methods is a good
indicator that the available procedures are not fully satisfactory. TBCAT does
not propose a new method but is based on the assumption that all suitable
possibilities should be tested. In fact it is not uncommon to find that a sys-
tem may have several equally suitable interpretations (Meinrath et al. 2004,
2006). Factor analysis is a developed field of chemometrics and the respective
literature should be consulted.

The CD holds a set of 34 sample spectra that allow to get a direct practi-
cal grip to the procedure. Subdirectory \Text_Resources\Manuals_Resources
\Spectra_Evaluation holds these spectra (background corrected spectra in TB-
CAT_S have the extention *.bkg). The spectra must be copied to a directory on
hard disk. A possible write-protection should be removed. It should be possible
to repeat the analysis of these spectra with the following instructions and the
“Example_Guide.pdf”. This guide is also found in the \Manuals_Resources
subdirectory.

TBCAT_S analysis is a rather complex procedure that may take considerable
time. The program may be seen as a tool box allowing to perform a series of
tasks which otherwise would require several other programs. It is not foolproof
and, despite its GUI, should not be compared to a commercial computer
program. To abort the code and to restart is a common procedure.

The spectra have to be obtained from the same chemical system. The user
has to provide a series of UV-Vis spectra collected under different conditions.
The ASCII files of these have to include a header providing relevant information
on the chemical conditions. Details can be found in the manual. The manual
(file TBCAT_S_Manual.pdf) is found in the \Manuals_Resources directory on
the CD.

The first task is to install TBCAT_S to a directory on the hard disk. Second,
the subdirectory directory “Spectral Evaluation” should be copied from the
CD to the hard disk. Any write protection of the directories and files must
be removed (files copied from a CD are commonly write-protected by the
operating system).

After starting up TBCAT_S, the spectra (with extension *.bkg) in the “Spec-
tral Evaluation” subdirectory on the hard disk should be loaded into TBCAT_S.



286 A Appendix

The procedure takes some seconds while a table with the concentration prop-
erties of the spectra is displayed. After the data have been read and analysed
by the program the spectral information is graphically displayed. Note that it
is of crucial importance that the spectrum “UO2Std.bkg” appears at the top of
the list.

The first step of the analysis procedure is to get an idea about the number
of species giving rise to the recorded spectra. The “DO” menu item provides
a number of actions which can be performed with the data. The extension
*.bkg of the spectral data files indicates that the spectra have already been
background-corrected. The second option “Analyze” should be selected.

The Analyze Input Form will open. Three groups of information are re-
quired: “Search Interval”, “SIMPLEX Input Parameters” and “Result File-
name”. Search interval accepts the user’s guess for the maximum and minimum
number of species. For the minimum the number 2 is appropriate while for
the maximum number of species the number 4 is sufficient in all but the most
unusual circumstances. TBCAT_S starts to search for suitable solutions of the
linear equation systems with two to four factors. Finally, each factor stands for
a single component species. At the Analyze level, however, only numerically ac-
ceptable solutions are searched. The search is performed by SIMPLEX analysis
using random starting values. A system is repeatedly analysed using different
starting values at each repetition. The number of repetitions is specified by the
user in the respective field. The number entered here should between 10 and
25. The meaning of the SIMPLEX input parameters may be unclear to those
with less experience in optimization. The SIMPLEX is a powerful optimization
algorithm. While Newton-Raphson or Marquard algorithms require numeri-
cal or analytical derivative information, SIMPLEX does without. In the field
“Iterations” a figure between 1000 and 2000 should be entered. The conver-
gence criterion field should get a value between 5 · 10−3 to 10−4. TBCAT_S will
generate a considerable amount of data in the Analyze step. These data are
stored in a user-specified file for subsequent analysis. The Analyze files have
extension “*.lyz”. A suitable, characteristic name should be provided in the
field where “enter filename” appears and the field should be left with a Return
key. The Start button becomes available and the procedure can be started.

Two graphic windows appear showing the optimization work of the TB-
CAT_S Analyze routine. The green left-side window shows the agreement be-
tween the known spectrum (here the absorption spectrum of the UO2+

2 species)
and the TBCAT_S estimate, while the right-side window shows the estimated
single components. These single components give rise to a sum of squared
residuals (SOR) which should be minimized. As usual the lowest SOR indicates
the optimum combination of parameters. Each combination of species and
starting values is stored in the *.lyz file. The relevant information is displayed
in a Table on screen. In the top left corner, the total number of runs performed
during the Analyze procedure is shown. Upon termination of the procedure,
this table will be sorted with ascending SOR. The Analyze procedure may take



A.2 A Brief Introduction into the Computer Codes 287

several hours to complete. The amount of numerical operations performed
during this step is enormous.

The sorted list of results in the Table “Analyze: Key vs. SOR” is the source of
information for the next step. The concept of the key may seem a bit obscure
but results purely from the necessities of a special method of factor analysis:
target factor analysis. While factor analysis decomposes a given matrix of
information into its singular vectors and singular values (if the matrix is square,
the singular values are the roots of the eigen values and the singular vectors are
the eigen vectors) this purely information is of limited value to an experimenter.
However, the singular vectors may be transformed into physically meaningful
information. A short tutorial has been given by Hopke (1989) and as a more
complete account Malinowski’s (1991) treatise can be recommended.

The essential point is to find a matrix which rotates the singular vectors into
the physically meaningful vectors. While the input matrix consisted of 34×2051
individual data, the fact that only two to four components are relevant reduces
that amount of data into (2−4)×2051 data points. The present example should
indicate that three factors are important with the key 000 being at the top of
the ordered list in the Table “Analyze: Key vs. SOR”. Hence, the 69 734 spectral
data have been reduced to 6153 data – everything else is noise. Because there
are only three singular vectors, the target transformation matrix is just 3 × 3.
The key just gives the diagonal elements of that transformation matrix. The
diagonal elements should be either +1 or −1. The symbol “−1” is a bit clumsy
and therefore replaced by “0”. Hence, a key “100” just stands for the diagonal
elements 1, −1, −1. The lengths of the key there gives the number of single
components.

Clicking into a field of Table “Analyze: Key vs. SOR” opens a window asking
whether a “default file” should be created. It is appropriate to store default
files for the first three or four different keys. A default file holds the best fit
parameters of all values in the target transformation matrix giving rise to the
indicated SOR. Thus, these values can be used as starting values in subsequent
calculations. A 4 × 4 matrix has 16 entries; setting these entries manually
(even repeatedly) takes some efforts. A default file helps to avoid these efforts.
Nevertheless, the window does provide a button allowing to generate arbitrary
random values.

Having conclude the first analysis step, TBCAT_S should be closed and
restarted. The spectral files should be reloaded. Now, from the “Do” menu
“CAT” should be selected. The CAT Simplex Optimization window (cf. Fig. A.6)
appears. Selecting a default file provides appropriate input for all fields. The
number of iterations may be varied if necessary. The default value is usually
appropriate. Clicking on the “run CAT” button starts the procedure. The action
on screen is not much different from the previous step, but performed only
for the data specified in the CAT input window. After convergence the spectral
shapes of the single components are shown together with the respective data
tables.



288 A Appendix

Figure A.6. CAT: SIMPLEX Optimisation window

The numerical data now requires chemical interpretation. The spectral
curves are calculated but the computer cannot know which species these spec-
tra represent. This information the user has to specify by selecting “Molar
absorption” from the “Do” menu item. Figure A.7 gives a representation of the
respective windows.

In the present case three components (UO2+
2 , SO2−

4 and pH) have been given.
The chemical species in solution must be made up from these components.
Note that a component “pH” is internally transformed into OH− concentrations
on basis of the Debye–Hückel law. Higher ionic strengths are not appropriate.
If the H+ concentrations are desired, the component “H+” should be specified
and these concentrations entered manually in the headers of the respective
spectra.

The “Thermodynamic Input” window requires input only in the top “Chem-
ical Informations – Input” section. Under b), names for the species can be
specified. TBCAT_S assumes that a metal ion is giving rise to the absorption
while the ligands just modify the metal ion’s absorption. Therefore, species 2
has the name “Metal ion” as default name.

Note that the second species MUST always be the species whose absorption
spectrum is used as the known spectrum (the spectrum loaded first and ap-
pearing on top of the input file list). Otherwise, TBCAT_S cannot handle the
information appropriately. If the absorbing compound is a ligand (e.g. in case
of complexation of Arsenazo III with a metal ion), the second species must be
the absorption spectrum of uncoordinated Arsenazo III.
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Figure A.7. Molar absorption window allows specification of chemical information

Hence, under b) the following input should be made:

1. UO2SO4
2. UO22+
3. U22

The most crucial input is specified under c). Here, the stoichiometric coeffi-
cients for the species must be given. Under c) the following input should be
made:

1. 110
2. 100
3. 202

With this information, the procedure may be started. After a few seconds the
screen should look like in Fig. A.8.

The “Results – Output” section of the CAT window now holds a) the molar
absorptions for each species, b) the difference between calculated and specified
U(VI) concentration (opened) and c) the formation constants calculated for
each species on basis of the mean value analysis.

Clicking on a line in c) “display resolved spectra” lets TBCAT_S give a graph-
ical representation of the results in the graphics window including the contri-
butions of single components and the calculated sum spectrum. The graphics
window does show a grey button “LSR”. This button provides a least-squares
analysis using the difference between calculated and measured data as a basis
for a statistical analysis. The QR decomposition is used. Note that this analysis
may take some minutes. Figure A.9 shows an example. The LSR analysis also
forwards the correlation matrix.
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Figure A.8. The result screen of the CAT procedure

Figure A.9. An example of CAT analysis output
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All graphical results can be exported as x,y ASCII data by setting the focus
to the graphics window and using the “Save” item in the “File” menu.

The Table “Summary of calculated data” gives the detailed data for each
spectrum. Table entries with red background indicate physically meaningless
values (e.g. negative concentrations). The total amount of information can be
saved as ASCII file by setting focus to the Table and selecting “Save” from the
“File” menu item.

CAT analysis may indicate whether the interpretation is satisfactory. It may
also indicate extraneous data or misinterpretations. Note that there is no use
to expect highly consistent data if, say, the relative species concentrations in
a sample are very different or the free metal concentration is almost zero. The
bottom row of the Table also summarizes the formation constants over all
spectra. The first values are for the first species, the second values are valid for
the second species.

If the respective interpretation has been identified as the most reasonable,
probably etc. one, the final lag of the complete analysis may be taken: the TB
CAT analysis.

TB CAT analysis stands for threshold bootstrap computer-assisted target
factor analysis. The threshold bootstrap is a modification of the moving block
bootstrap (MBB) discussed in 1.7.5. TB CAT analysis repeats the CAT analysis
a large number of times, say 1000 times. Each time, the input data are slightly
varied according to the results of the metrological analysis of an analytical
method.

For the TB CAT analysis, the TBCAT_S should be terminated and restarted.
The spectra should be reloaded. To start the TB CAT analysis, the “TB CAT”
menu item should be chosen from the “Do” menu item. The “SIMPLEX Opti-
mization” window appears. The same information as in the CAT step should
be entered. Now, the field “TB CVAT runs” is enabled. A value between 1000
and 2000 should be entered and the “Start” button should be clicked.

The “Thermodynamic Input” window appears. Again, the same information
as before should be entered. Then, the “Run” button should be pressed. Now,
the TB CAT analysis takes place. There are two formation constants to be
calculated: first for species UO2SO◦

4, second for (UO2)2(OH)2+
2 . Each run of

the TB CAT cycles forwards a value. The values will differ slightly because the
input parameters vary slightly. These values are visible in the two tables at the
main window’s right side.

TB CAT analysis may take a long time. For larger data sets and higher
number of TB CAT cycles, a duration of 24 h is not uncommon. A total of
1000–2000 repetitions is not a small number. However, when compared with
the time necessary to collect the information, a few days may be invested into
the data evaluation.

The menu item “Evaluate” has two relevant entries: “Spectral uncertainty”
and “Differentiate”. These menu items provide algorithms to summarize the
enormous amount of information calculated during a TBCAT analysis. The
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Figure A.10. “Derivative” window

Differentiate item (cf. Fig. A.10) allows the user to select a formation constant
file (name convention cdf_*key.dat; where * = species name; key = a sequence
of 0 and 1). The formation constants are sorted, the empirical cumulative
probability distribution (CDF) is determined and the CDF is numerically dif-
ferentiated. The result is graphically displayed and automatically stored as
a dif_*key.dat file in ASCII format.

The spectral information is evaluated using the “Spectral uncertainty” item.
From, say, 1000 repetitions 1000 different single component spectra are ob-
tained. A system with three species thus generates 3000 files with estimates
of the single component spectra. TBCAT_S collects the information for each
wavelength, sorts the data and obtains the mean value as well as the respective
values several, user-specified, confidence limits (cf. Fig. A.11). This informa-
tion is written to a CDF file. Hence, from the 3000 spectra three files are created
holding the mean values for each single component as well as some selected
upper and lower confidence ranges.

The Uncertainty menu item provides several input masks to communicate
the magnitude of an influence quantity’s contribution to measurement uncer-
tainty (Fig. A.12). Once a set of uncertainties has been entered the information
may be saved in an ASCII file. Thus, several independent sets of uncertainties
may be handled conveniently, e.g. to compare the influence of different choices
on the output quantities, for instance formation constants (Fig. A.13).
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Figure A.11. “Spectral uncertainty” window. The user may select several confidence levels

Figure A.12. Probability distribution of formation constants lgK110 (left) and lgK202 (right)
obtained from 1000 TBCAT cycles



294 A Appendix

Figure A.13. Example of an input window for influence quantities (here total sulfate concen-
tration)

A.3
ReadMe Text and License Agreement

A.3.1
Description of the Contents of the CD-ROM

The CD holds two groups of additional data: computer programs and text
resources.

A.3.1.1
Computer Programs

Two computer programs are available:

• the LJUNGSKILE_S code for probabilistic speciation in subdirectory
\Ljungskile_S.

• the TBCAT_S code for measurement uncertainty evaluation of UV-Vis spec-
troscopic measurement data in subdirectory \TBCAT_S.

The use of both programs is described in detail in Chap. A.2 of this Appendix
and in the respective manuals on the CD-ROM.
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Both programs are installed on a computer by set-up routines (setup.exe).
Manuals and additional information are available in the\Manuals subdirectory
directory of the \Text Resources subdirectory. In addition, example files are
included. These files refer to the respective discussions in the book. Therefore,
the interested user can reproduce and modify the calculations. Both codes are
unrestricted and, therefore, can be applied to other problems.

Both codes have been tested on various computers before. Great care has
been given to avoid problems. Due to the existence of a large variety among
computer operating systems, it is impossible to foresee and prevent all prob-
lems.

A.3.1.2
Text Resources

In the subdirectory \Manuals_Resources, the manuals for the computer pro-
grams included with this CD are provided as platform-independent PDF files.

In the subdirectory \EURACHEM Guides, three EURACHEM Guides are
available as PDF documents:

• Quality Assurance for Research and Development and Non-routine Analysis
• Quantifying Uncertainty in Analytical Measurement, 2nd ed.
• Traceability in Chemical Measurement

Please also note the Copyright Acknowledgement (copyright_acknowled-
gement.txt).

In the subdirectory \Neptunium_Dispute an account of the dispute within
the OECD/NEA Thermodynamic Database Project on the review process on
Neptunium thermodynamic data is available. These files are of minor scientific
interest but document the difficulty to achieve consensus in the presence of
conflict of interests if no appropriate protocols and references are available.
The files are also available to the public on http://www.vitorge.name/pierre/
insultes (last accessed November 2006).

A.3.2
Hard- and Software Requirements

Please make sure that the following minimum hard- and software requirements
are in compliance with your computer:

Operating system Windows 98SSE and higher versions
CPU clock speed 500 MHz
50 MB of free hard disk space
CD-ROM drive
Display with a resolution of 1024 × 768
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To read the PDF files an appropriate reader, e.g. the Acrobat 4.0 reader from
Adobe must be installed.

A.3.3
Help Desk

In case of problems with the programs, please send an e-mail to the Springer
Help Desk: _Springer.com/helpdesk-form_.

A.3.4
Licence Agreement, Including Warranty and Liabilities

A.3.4.1
Licence Agreement

The programs are distributed free of charge with the book but they are not free-
ware or public domain. The manuals include additional licensing agreements.
The User is obliged to read these licensing agreements. The installation and use
of the codes implies acceptance of the respective licensing agreement(s). Only
if a user agrees to these licence and warranty requirements and, in addition, to
all agreements listed in chap. 3.4 of this ReadMe-Text, the codes and programs
may be used.

The codes and the respective manuals are one entity. Therefore the manuals
must be read and accepted by the user. With the exceptions mentioned in the
licence agreements, the codes must not be distributed to third parties.

All copyrights remain with the author(s) of the codes and with Springer-
Verlag.

A.3.4.2
Warranty

A.3.4.2.1 Springer-Verlag is not the originator of the data and programs but
only makes them available. The User should be aware of the fact that it is
impossible to create faultless software; therefore, Users must take appropriate
steps to verify the correctness of the results of their calculations. Therefore,
there is no warranty whatsoever that the codes and the results generated by
the codes are capable or meaningful for the intended purpose.

A.3.4.2.2 In the case of faulty material, manufacturing defects, absence of war-
ranted characteristics, or damage in transit, Springer-Verlag shall exchange
the CD-ROM. Further claims shall only be admitted if the User has purchased
the book including the CD-ROM from Springer-Verlag directly. The warranty
requires the User to supply a detailed written description of any fault immedi-
ately.
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A.3.4.3
Liabilities of Springer-Verlag

A.3.4.3.1 Springer-Verlag will only be liable for damages, whatever the legal
ground, in the case of intent or gross negligence and with respect to warranted
characteristics. A warranty of specific characteristics is given only in individual
cases to a specific User and requires explicit written representation. Liability
under the product liability act is not affected hereby. Springer-Verlag may
always claim a contributory fault on the part of the User.

A.3.4.3.2 The originator or manufacturer named on the CD-ROM will only be
liable to the User, whatever the legal ground, in the case of intent or gross
negligence.

A.3.4.3.3 Additional conditions for Users outside the European Community:
Springer-Verlag and authors will not be liable for any damages, including
any lost profits, lost savings, or other incidental or consequential damages
arising from the use of, or inability to use, this software and its accompanying
documentation, even if Springer-Verlag and/or the authors have been advised
of the possibility of such damages.

A.3.4.4
Liabilities of the User

A.3.4.4.1 The User agrees to comply with the rules outlined herein. Violations
of these rules may be criminal offences and may also give rise to claims for
damages against the User from the licensers of Springer-Verlag.

A.3.4.4.2 In the case of serious violations committed by the User, Springer-
Verlag may revoke the license.

A.3.4.4.3 Upon installation of the codes the User(s) implicitly accept the licens-
ing agreements provided with the manuals of the respective code(s). Therefore,
the manuals are to be read immediately after installation of the respective pro-
gram(s).

A.3.5
Final Provisions

A.3.5.1) If any provision of the entire Agreement in chap. 4) is or becomes
invalid or if this Agreement is incomplete, the remainder of the Agreement
is not affected. The invalid provision shall then be replaced by a legally valid
provision, which comes as close as possible to the invalid provision as far as
its economic effect is concerned. The same applies to possible gaps in the
Agreement.
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A.3.5.2) This Agreement falls under the jurisdiction of the courts at Heidelberg,
if the User is a merchant who has been entered in the commercial register, a legal
entity under public law, or a public special fund, or if the User has no residence
or place of business in Germany.

A.3.5.3) This Agreement is subject to the laws of Germany to the exclusion of
the Uncitral Trading Rules.

Additional conditions for Users outside the European Community see
Chap. A.3.4.3.3.
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