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Preface

Demand for in situ surface analysis tools has increased considerably with
the advent of nanotechnology and the rapid development of life sciences and
chemical sensors. Investigating surface reactions in physics, chemistry, and
biology is rewarding and demanding at the same time. In particular, non-
invasive techniques are required to study subtle effects as they occur at cellular
membranes. The detection and quantification of subtle shifts in mechanical
properties comprising viscoelastic properties of soft matter, friction on small
length scales, adsorption of biomolecules, and interfacial forces created by
molecular contacts are desirable measurements for understanding processes
occurring at the solid liquid and solid gas interface.

In the last few years, acoustic resonators have leaped forward, meeting
many of the demands of interfacial sensors. Among them, thickness shear
mode (TSM) resonators are the most widespread and versatile acoustic res-
onators capable of studying viscoelastic properties of soft matter, adsorption
of molecules down to the picogram regime, motility of living cells just to name
a few prominent achievements. The beauty of this approach is that the infor-
mation content goes beyond most optical techniques comprising information
about mass density, contact mechanics, dynamics of interfacial processes, sur-
face roughness, and viscoelasticity of many layer systems. Acoustic sensor
technology is a highly interdisciplinary field. Researchers from different areas
ranging from electrical engineering to cell biology have contributed valuable
technological concepts, theoretical insights and applications to the use and de-
velopment of thickness shear mode resonators as extremely sensitive, robust
and versatile sensors, which are discussed in this book.

Thebook is intendedtogiveastate-of-the-artoverviewof therecentachieve-
ments in the area of piezoelectric sensors. The focus lies on TSM resonators,
since this class of piezoelectric devices is most frequently used in physical and
chemical sensor and biosensor applications, and they are largely commercially
available. The book is divided into three parts. The first four chapters cover the
physical background of piezoelectric devices. While Ralf Lucklum and Frank
Eichelbaum discuss different interface circuits to drive a TSM resonator in
the first chapter, Diethelm Johannsmann provides a comprehensive picture
of how to treat different load situations of the quartz crystal microbalance
(QCM) in the second, including rather new development in the area of con-
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tact mechanics in the fourth chapter. The third chapter, written by Michael
Urbakh and coworkers, the solid/liquid interface, as probed by the QCM, is
discussed focusing on the impact of surface roughness and interfacial friction.
The second part of the book then presents a variety of possible applications
of the QCM and surface acoustic wave (SAW) sensors. The chapter by Franz
Dickert and Peter Lieberzeit describes how functionalization of a QCM and
SAW sensor surface with imprinted polymers allow monitoring very different
analytes ranging from simple organic molecules to bacteria and cells. The
next two chapters by Marco Mascini and coworkers and Robert Vaughan and
George G. Guilbault, respectively, provide an overview of nucleic acid biosen-
sors and immunosensors based on QCM techniques. In the eighth chapter we
show that, besides pure analytical applications, the combination of QCM with
atomic force microscopy measurements, and Monte-Carlo simulations allow
for a better understanding of the formation process of solid supported mem-
branes (SSMs) on quartz resonator surfaces and the interaction of proteins
with SSMs. Joachim Wegener and coworkers demonstrate in the ninth chapter
that, due to the sensitivity of a TSM resonator to changes in viscoelasticity, the
QCM is an invaluable tool to monitor and understand the interface between
cells and the resonator’s surface, which makes it possible to use this device in
whole cell biosensor applications.

This aspect is also discussed in the chapter written by Kenneth Marx, who
not only describes recent applications of the QCM to study thin polymer films,
electron transfer systems, biological macromolecules, and cells, but also the
application of the electrochemical QCM. This chapter is one of four of the
third part of this book, which is devoted to advanced QCM techniques. Yoshio
Okahata and coworkers demonstrate that a 27 MHz quartz plate enables one to
monitor the action of enzymes online, while Matthew Cooper gives an overview
on resonant acoustic profiling (RAPTM) and rupture event scanning (REVSTM)
realized by a QCM at Akubio. Fredrik Höök and Bengt Kasemo point out the
applicability of the QCM-D technique to biological questions pronouncing that
there is more than pure microgravimetry involved in interfacial processes.

We hope that the reader will find these contributions from leading scientists
working in the field of piezoelectric sensors stimulating.

Finally, we would like to express our gratitude to all the authors who
have contributed to this book, to Britta Wecker for her able handling of the
manuscripts, and to Otto S. Wolfbeis for his invitation to edit a book on this
cutting-edge topic in sensor development for this series and to Springer for
their professionalism in producing this book.

October 2006 Andreas Janshoff
Claudia Steinem
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Abstract Oscillators are the standard interface circuits for quartz crystal resonator sen-
sors. When applying these sensors in gases a large set of circuits is available, which can
be adapted to particular applications. In liquid applications viscous damping accompa-
nied by a significant loss in the Q factor of the resonator requires specific solutions. We
summarize major design rules and discuss approved solutions. We especially address the
series resonance frequency and motional resistance determination and parallel capaci-
tance compensation. We furthermore introduce recent developments in network analysis
and impulse excitation technique for more sophisticated applications. Impedance analy-
sis especially allows a more complete characterization of the sensor and can nowadays be
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realized with sensor interface circuitry. The performance of electrical circuitry depends
essentially on the stability of the acoustic device. We therefore begin with a discussion of
selected quartz crystal properties, disturbances from temperature and mechanical stress,
and analyze AT and BT cut from the sensor point of view.

Keywords Quartz crystals · Resonance frequencies · Oscillators · Network analysis

Abbreviations
A Gain
A Amplifier
a, b, c Acoustic modes
ALC Automatic level control
B Susceptance
BAW Bulk acoustic wave
C Capacitance
C0 Parallel capacitance
Cc Equivalent capacitance
Cext External (stray) capacitance
Cq Equivalent (motional) capacitance of bare quartz crystal
c26 Element of piezoelectric tensor
c66 Element of mechanical stiffness tensor
c̃q Effective complex shear modulus of quartz crystal
cq Piezoelectrically stiffened shear modulus of quartz crystal (real part)
D Dissipation
D Diode
d Plate thickness, crystal thickness
DA Differential amplifier
DDS Direct digital synthesizer
DT Diamond transistor
E Power source
eq ≡ e26
f Frequency
f0 Mechanical resonance frequency
fosc Oscillator frequency
fpb Plate-back frequency
fs, fr, fm Series resonance frequencies of quartz crystal
fp, fa, fn Parallel resonance frequencies of quartz crystal
fV VCO frequency
FM Frequency modulation
FPGA Field programmable gate array
G Conductance
G(s) Transfer function
g(t) Impulse response
HPF High pass filter
I Current
I Integrator
j ≡ √

– 1
k Feedback factor
k Network parameter
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K̃2
q Electromechanical coupling factor (complex value)

K2
q Electromechanical coupling factor (ηq = 0)

L Inductance
Lq(LL) Equivalent (motional) inductance of bare quartz crystal (acoustic load)
L {} Laplace transform
LPF Low pass filter
M Multiplier
N Number of samples
n Harmonic number
OSC Auxiliary oscillator
PI Proportional-integral
PLL Phase-locked loop
PR Peak rectifier
PS Phase shifter
Q Quality factor
QCM Quartz crystal microbalance
QCR Quartz crystal resonator
R Resistance
Rq(RL) Equivalent (motional) resistance of bare quartz crystal (acoustic load)
r Voltage ratio
rE Internal dynamic emitter resistance
rq Electrode radius
s ≡ σ + jω Laplace variable
SAW Surface acoustic wave
T Temperature
T Period
t Time
V Voltage
v Acoustic velocity
VD DC voltage representing acoustic energy dissipation
VCA Voltage-controlled amplifier
VCO Voltage-controlled oscillator
X Reactance
Y Electrical admittance
Z Electrical impedance
ZL Acoustic load (impedance)
Zq (Characteristic) acoustic impedance of quartz
α Resistance ratio
αq Acoustic phase shift in quartz crystal
χmk kth Root of Bessel function of order m
ε22 Element of permittivity tensor
εq ≡ ε22
η (Effective) viscosity
ϕ Phase angle
ϕ, θ Crystal cut angles
κ Design parameter of circular quartz discs
ρ Density
τ Time constant
ω Angular frequency
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Indices
c Index for coating
el Index for electrical
H Index for high frequency
i Counting index
IF Index for intermediate frequency
L Index for low frequency
L Index for load
liq Index for (Newtonian) liquid
n, m, k Indices for acoustic modes in circular plate
m Index for motional
p Index for parallel
off Index for offset
open Index if Z → ∞
out Index for output
q Index for quartz
ref Index for reference
s Index for series
short Index if Z = 0
∗ Index for sum of lumped elements
ˆ Index for peak value

1
Introduction

There has been remarkable progress in the development and application of
the quartz crystal microbalance (QCM) principle in sensitive devices for the
detection and concentration measurement of specific molecules in gaseous
and liquid media [1]. Since the behavior of quartz crystal resonator (QCR)
sensors in gases is similar to quartz crystals technically used as frequency
standards, a large set of circuit configurations is available, whose known
properties can merely be adapted to particular applications [2–5]. In many
cases quartz crystals used in electronic circuitry, sometimes even from mass
production, are employed.

However, for chemical sensing applications these generally sealed devices
have to be opened and their surface functionalized with a chemically sensi-
tive coating. Just open the case reduces the quality factor, Q, by 1/3, and the
aging is 100–1000 times larger [6]. Viscoelastic properties of macromolecular
coating materials can have a strong impact on the vibration behavior of the
crystal and diminish the Q factor.

When using QCM sensors in liquid media one faces a considerably more
involved situation. The behavior of QCRs under these conditions diverges
essentially from that in vacuum or gaseous media. Most important is the
significant dissipation of acoustic energy due to liquid contact, which trans-
lates to energy lost from the electrical circuit. The oscillation is significantly
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damped and the Q factor is significantly reduced. This effect has two con-
sequences: Firstly, proofed circuit configurations for standard applications
cannot be applied anymore. Secondly, the zero-phase series resonance fre-
quency deviates notably from the series resonance frequency at in-phase
admittance maximum. This deviation is important, since the latter is the only
straightforward value when applying QCRs for sensing applications.

These facts must be taken into account when designing the sensor system.
We will therefore start with some considerations related to the quartz crystal
as transducer element. We will continue with an analysis of standard quartz
oscillators. We will give a survey on suitable circuit configurations and will
outline their advantages and drawbacks. Finally, a few interesting develop-
ments will be presented in more detail.

2
Crystals

2.1
Temperature and Force Sensitivity

The performance of oscillators depends essentially on the stability of the
acoustic device [7–9] no matter if working as electromechanical resonator or
delay line. Because of its extraordinary importance we will concentrate fur-
ther on resonators, namely quartz crystal resonators. However, the analysis
is descriptive also for other piezoelectric materials and partly for delay line
elements as well.

In a very fundamental way the principle of resonators must be described
on the basis of a traveling wave in a confined structure. Resonance in a vibrat-
ing system is always associated with a standing wave. The frequency is jointly
determined by the velocity of the traveling wave and the dimensions of the
confinement structure. In the case of a bulk acoustic wave (BAW) resonator,
an acoustic wave is confined by the substrate surfaces. The eigenfrequencies
can be mechanically and/or electrically perturbed, wanted or unwanted, by
either a change in the dimension of the resonator or by a change in the wave
velocity. Considering a complex wave vector those perturbations can also
cause a change of the acoustic wave amplitude, reflected in values of practical
interest: a change of the phase slope or in the Q factor of the device.

In its original application as timing reference, special care has been taken
to minimize the perturbations on frequency of the selected mode of vibration
caused by unavoidable variations in the environment, first of all temperature
and acceleration. The breakthrough of quartz crystal resonators in time-
keeping is very much correlated to the existence of a specific crystal cut, at
which the device resonance frequency provides a zero temperature coefficient
of frequency at 25 ◦C and a remarkable temperature stability around room
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temperature [10]. Operated in the thickness shear mode, this so called AT-cut
quartz utilizes having two almost equal, but opposite temperature coefficients
of elastic stiffness compensating each other. This temperature insensitivity
is also favorable for sensor applications where variations in temperature are
usually a common concomitant. However, the temperature insensitivity of the
AT-cut is limited to bare crystals.

Applying a coating on one or the two main surfaces of the quartz disc re-
duces the temperature stability considerably, because acoustic properties of
the coating material usually depict much larger temperature sensitivities. The
overall temperature sensitivity of the sensor can be roughly estimated taking
the ratio of crystal and coating thickness into account. The temperature sensi-
tivity is significantly increased when operating the crystal in a liquid. A shear
wave evanescently penetrates into the liquid, thereby probing liquid density
and viscosity. The latter value can vary by an order of magnitude or more with
temperature and hence it governs the temperature coefficient of the sensor sig-
nal. The temperature dependence of liquid viscosity defines the requirements
of temperature maintenance of the experimental or measurement setup. Ap-
plying a reference sensor for temperature effect compensation is a passable
way; however, the design of a reference element is a challenging task.

As a second important fact, the coating required for (bio)chemical sens-
ing also tends to introduce mechanical stress into the system. For obvious
reasons the development concentrates on chemical sensitivity and selectiv-
ity. Mechanical and thermal properties should not be underestimated. They
strongly determine sensor reproducibility. On the one hand, stress from dif-
ferent thermal expansion coefficients contributes to the overall temperature
sensitivity of the sensor in an indirect way. On the other hand, the coat-
ing procedure must be considered to generate a noticeable amount of initial
stress. One example is a polymer film preparation from solution, where the
solvent evaporates more or less quickly and a solid polymer film remains
on the crystal surface. At the beginning of solvent evaporation the relaxation
time describing the time necessary for the macromolecule to realize confor-
mational changes is short enough to completely release the stress resulting
from volume reduction accompanying solvent evaporation. With continu-
ously decreasing solvent content the relaxation time increases and the coating
might not be able to release the generated stress within preparation time.
A certain amount of stress is “frozen” in the film and slowly released. Under
those circumstances the resonance frequency tends to show a long-term drift.
This relaxation phenomenon must not be mixed up with the viscoelastic re-
sponse of the coating to acoustic wave perturbations of the equilibrium state,
as discussed in Sect. 2. Due to the different time scales the coating can behave
rigidly without significant damping of the acoustic wave at the elevated ultra-
sonic frequencies, and at the same time act like a viscoelastic fluid in response
to the quasi-static stress introduced during preparation. The same holds for
thermal stress when temperature varies.
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The force–frequency effect was first observed by Bottom in 1947 [11]. Since
then, broad effort has been put into the design of piezoelectric resonators
for time-keeping purposes to reduce the effect of forces, mostly to make the
devices immune to acceleration. The initial emphasis of these activities was
driven by military applications. With the advent of satellite communications
systems, sensitivity to mechanical stress, mostly generated from acceleration,
is an important specification for commercial hardware as well. The sensitiv-
ity of piezoelectric transducers to acceleration has been critically reviewed
in [12]. Kosinski’s analysis also provides conclusions for sensor development
although advances achieved in resonator design get partly lost when using
them as sensor elements [13]. The driving factor behind frequency shifts
caused by a mechanical bias is deformation of the resonator. The effect can
be investigated based on Tiersten’s perturbation approach [14]. Changes in
the wave velocity are primarily a result of the non-linear elastic behavior of
the piezoelectric substrate; changes in the confinement dimensions is primar-
ily a linear mechanical effect. The frequency shift caused by wave velocity
changes is typically substantially larger than that caused by changes in the
resonator dimensions, hence the effect is sometimes thought of in a purely
non-linear manner. However, the linear part also causes an asymmetry in the
effective material constants [15]. The important consequence is that differ-
ent mechanical phenomena must be analyzed for the way in which they act
as deformation drivers. Acceleration sensitivity is hence a reaction to a force
against the mounting structure, planar stress sensitivity a result of interfa-
cial stress at the substrate/electrode/coating interfaces, and aging a relaxation
phenomenon of the composite resonator and the mounting structure. The
practical implication for sensor development is that techniques that reduce
the generic deformation sensitivity will improve the immunity to all of these
parameters simultaneously [12].

Minimization of the resonator deformation is a basic structural engineer-
ing problem. It has the advantage of achieving improvements without regard
to fabrication tolerances. On the one hand, plate thickness obviously governs
normal deformation, but on the other hand, plate thickness is the frequency-
determining value for BAW resonators. In consequence, a net 1/f dependence
of BAW resonator sensitivity on acceleration has been found for scaled de-
signs [12]. Scaled design means a similar crystal diameter- and electrode-to-
thickness ratio. Furthermore, the BAW acceleration sensitivity dependence
has been found experimentally to initially decrease with increasing harmonic
number and later to be essentially constant or slightly increased [16]. In sen-
sor applications, especially those which require liquid medium contact on
one side of the crystal only, special attention must be paid to the mounting
structure, which in addition to sealing must minimize the resonator deforma-
tion. An optimized mounting structure is symmetric with respect to the top
and bottom of the disc. A viscoelastic mount and a set of rigid support posts
should be advantageous to release both in-plane and normal stress [12]. Iso-
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lation of the crystal from external vibrations is less effective due to the direct
impact of the analyte on the crystal. Pressure variations originated, e.g., from
a peristaltic pump must be reduced with advanced sensor system design, for
example a fluidic low-pass filter [17]. Static pressure, e.g., hydrostatic pres-
sure from a liquid column acting on one side of the crystal, must be avoided,
carefully compensated or at least kept constant. For example, a simple dipping
experiment with a sensor, whose second surface is protected from liquid con-
tact by casing may fail if the immersion depths and the immersion angle are
not carefully controlled.

2.2
Crystal Cuts

The only design criterion of thickness–shear mode resonators for frequency
control is frequency stability. The AT-cut is most appropriate. AT-cut quartz
crystals are also typically used as sensor elements, although the requirements
for sensor applications are more complex. If part of the temperature insensi-
tivity of AT-cut quartz crystal resonators is lost anyway in sensor applications,
it is worth considering other crystal cuts. Each cut of a piezoelectric crys-
tal supports three bulk acoustic modes, each having different phase velocity,
different polarization, and different piezoelectric coupling. The modes are
usually ordered in terms of the wave velocity, with “a” having the highest and
“c” having the lowest velocity [18]. The a-mode is called quasi-longitudinal,
since the largest component is in the direction of wave propagation. The
b- and the c-modes are termed fast quasi-thickness shear and slow quasi-
thickness shear, respectively, since the dominant component is shear. The
existence of crystal orientations having a purely transverse b- and c-mode
is an important feature when designing a sensor. The resonators are called
thickness-shear mode (TSM) sensors. The absence of a longitudinal com-
ponent makes TSM sensors attractive for sensor applications, especially in
liquids. Acoustic energy is trapped within the device and an extremely thin
liquid layer adjacent to the resonator – the shear wave is evanescent in viscous
fluids – whereas energy from longitudinal waves is radiated into the fluid1.
This radiation loss must be considered as loss of acoustic energy stored in
the transducer and has the same adverse consequences as acoustic energy
dissipation.

Plates whose lateral dimensions are much larger than their thickness can
be approximated as a thin plate with infinite extension. With two electrodes
placed onto the main surfaces the three acoustic modes that can be excited
in principle are those associated with wave propagation in the direction of
the plate normal. Given that the specific cut has a non-zero coupling factor,

1 Classical SAW devices utilize a Rayleigh wave, which has a normal component. Therefore SAWs
face significant insertion loss when operating in liquids due to radiation of acoustic waves into the
liquid.
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an applied AC voltage will induce an acoustic wave at the frequency of ex-
citation. The boundary conditions established at the top and bottom of the
plate together with the sound velocity in the plate define the frequencies of
resonance2. Remember, the mechanical resonance frequencies must not be
mixed up with the resonance frequencies of quartz crystal oscillator circuits,
although the quartz crystal is the frequency-determining element.

Coherent reflections at the top and bottom boundaries of the plate give
way for a set of standing acoustic waves between the two main surfaces of the
plate. Due to the piezoelectric nature of quartz two sets of resonance frequen-
cies exist for each mode, depending on the electrical boundary conditions.
The first set corresponds to a plate with open-circuit boundary conditions.
From the physical point of view charges will be collected on the electrodes
building up a potential difference and hence an electrical field; from the elec-
trical point of view the electrodes are unconnected. This resonance is termed
anti-resonance in the piezoelectric literature and parallel resonance in elec-
tronics literature. The second set of resonance frequencies corresponds to
a plate with short-circuit boundary conditions. The electrodes are connected
and a potential difference cannot be built up. The respective names are res-
onance in piezoelectric and series resonance in electronics literature. The
differences arise from piezoelectric stiffening accompanied by differences in
the sound velocity. The anti-resonance (parallel) frequencies of each of the
three acoustic modes are completely decoupled giving:

fm = n
vm

2dq
. (1)

where index m denotes the mode, vm is the respective mode velocity, dq is the
plate thickness, and n is the harmonic number and an odd integer; odd only,
because even harmonics cannot be excited under symmetric load conditions.
By contrast, the (series) resonance frequencies of each mode are coupled and
cannot be given in a closed form. The practical consequence is that n is not
exactly an (odd) integer [19] (see also Fig. 7 later in this chapter).

Vetelino et al. [20] have studied the properties of singly and doubly ro-
tated cuts from the sensor application point of view. The crystal orientation
that defines the cut is determined by two angles, ϕ and θ. Due to the symme-
try of quartz, varying θ from – 90◦ to 90◦ and ϕ from 0◦ to 30◦ encompasses
all the unique cuts possible [21]. Common cuts are AT (θ = – 35.25◦, ϕ = 0◦),
BT (θ = 49.20◦, ϕ = 0◦), DT (θ = 52◦, ϕ = 0◦), FC (θ = – 34.33◦, ϕ = 15◦),
IT (θ = – 34.08◦, ϕ = 19.10◦), SC (θ = – 33.93◦, ϕ = 21.93◦), LC (θ = – 9.39◦,
ϕ = 11.17◦), and RT (θ = 34.50◦, ϕ = 15◦).

2 The electrodes are assumed here to be infinitesimally thin and provide just an area of equipo-
tential. From the mechanical point of view the surfaces are assumed to be stress-free. These
assumptions are not generally required; they just provide the simplest form of the transducer
element.
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The main criterion for the selection of an appropriate crystal cut for liquid
application is the absence of longitudinal displacements, i.e., to find a cut with
pure shear modes or at least a dominant shear mode. This restriction elimi-
nates all a-modes. The rotated Y-cut family of cuts corresponds to ϕ = 0, i.e.,
a rotation of the y-axis about the crystallographic x-axis. All Y-cuts share the
beneficial property of having a single mode that is purely shear. Due to its
importance, sensor device key properties are repeated here in Figs. 1, 2, and
3 [20]. The data points were calculated using Matlab and the material con-
stants were taken from Salt’s book [21]. Figure 1 shows the wave velocity of
the b- and the c-mode, Fig. 2 the coupling factor, and Fig. 3 the temperature
coefficient of frequency.

The acoustic velocity reaches its minimum of about 3316 ms–1 at θ = – 32◦
and its maximum of about 5107 ms–1 at θ = 58◦. At θ = 24◦ the velocities of
b- and c-modes are equal; the shear modes switch between “b” and “c”. The
coupling factor has its maximum of about 13.6% in mode “c” around θ = – 5◦.

The two most important cuts, AT and BT, provide a zero temperature co-
efficient of frequency. Actually, when departing from 25 ◦C the frequency of
AT-cut crystals varies in a cubic manner with respect to temperature. The
temperature dependence of BT-cut crystals is quadratic. This second-order
response to temperature is larger than the cubic variation of AT-cut quartzes.

The acoustic velocity of the shear mode in AT-cut quartz is not far from
the minimum acoustic velocity of the c-mode, whereas the BT-cut is next to
the maximum of the b-mode. Only one of the three modes can be electrically

Fig. 1 Acoustic wave velocity for pure shear mode of rotated Y-cut quartz (courtesy of
J. Vetelino [20])
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Fig. 2 Coupling factor for pure shear mode of rotated Y-cut quartz (courtesy of
J. Vetelino [20])

Fig. 3 Temperature coefficient of frequency for pure shear mode of rotated Y-cut quartz
(courtesy of J. Vetelino [20])

excited. The coupling coefficients of the other two are zero. This reduces the
occurrence of spurious modes to those which owe their existence to the finite
lateral dimensions of a real crystal and the necessity of mechanical clamps.
The piezoelectric coupling of AT-cut crystals is reasonably high with 8.8%
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and moderate for BT-cut quartzes with 5.5%. A larger coupling factor allows
for excitation of the device with lower voltages.

For discussion of the consequences of acoustic wave velocity and coupling
factor for sensor applications we recall the electrical impedance, Zel, as it can
be derived from the one-dimensional transmission line model [22, 23]:

Zel =
1

jω C0

⎛⎝1 –
K2

q

αq
·
2 tan

αq
2 – j ZL

Zq

1 – j ZL
Zq

cot αq

⎞⎠ . (2)

Equation 2 can be rewritten in a way that Zel can be presented as a parallel
arrangement of C0, the only genuine electrical parameter in Eq. 2 (formed
by the two electrodes with quartz as dielectric), and a so-called motional
impedance, Zm : Zel = C0‖Zm (Fig. 4a). Zm contains two elements in series.
The first summand, Zmq, includes only crystal parameters and describes the
motional impedance of the quartz crystal as a function of frequency ω = 2πf .
The second summand expresses the “transformation” of the acoustic load,
ZL, into the (electrical) motional load impedance, ZmL. We therefore call the
fraction in front of ZL transformation factor. Applying some assumptions rea-
sonable in most sensor applications Zm becomes:

Zm ≈ j
πC0

dq

vq

(
α2 – π2

8K̃2
q

– 1

)
+

dq

4C0 ·ρq · K̃2
qv2

q
ZL , (3)

K̃2
q =

e2
q

εq c̃q
is the electromechanical coupling coefficient with c̃q ≡ c66 +

e2
26

ε22
+

jωηq ≡ cq + jωηq, eq ≡ e26 and εq ≡ ε22 with c66, e26, and ε22 being compo-
nents of the material property tensors for mechanical stiffness, piezoelectric
constant, and permittivity, respectively, and ηq being the effective quartz
crystal viscosity. αq is the acoustic phase shift in the quartz crystal, ρq is
the quartz density, and Zq = ρqvq is the characteristic acoustic impedance
of quartz. Index q has been introduced to denote material properties of the
quartz crystal. By contrast, ZL is the acoustic load (impedance) generated
from coatings, liquids, etc. and acts at the surface of the crystal. ZmL is the
electrical representation of ZL and therefore carries all information relevant
for sensing.

Consequently, the second term in Eq. 3 is the important one for sensor
applications. Obviously a small coupling factor and a small wave velocity in-
crease the electrical representation of the acoustic load. On the other hand,
the quartz motional impedance also alters upon changes in vq and K̃2

q. It is
therefore helpful to rewrite Eq. 3 for our purposes:

Zm ≈ π2ηq

8e2
qκdq

+ jω
ρqdq

8e2
qκ

+
1

jω
8e2

qκdq

π2cq

+
1

jω(– C0)︸ ︷︷ ︸
Zmq

+
1

4e2
qκ

ZL︸ ︷︷ ︸
ZmL

(4)
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where κ = π(rq/dq)2 is a design parameter for circular quartz discs and elec-
trodes, which implies the ratio between electrode radius, rq, and thickness of
the quartz disc, dq. The first three summands introduce the lumped elements,
Rq, Lq, and Cq, respectively (Fig. 4b). The fourth summand is a straightfor-
ward result of the transmission line model and must not be neglected. With
Eq. 4 one can define the already empirically found elements, known from the
Butterworth–Van Dyke (BVD) equivalent circuit of a quartz crystal (Fig. 4c)3:

Rq = Rs =
π2ηq

8e2
qκdq

Lq = Ls =
ρqdq

8e2
qκ

(5)

Cq =
8e2

qκdq

π2cq
Cs =

C0Cq

C0 – Cq
=

8e2
qκdq

cq

(
π2 – 8K2

q

) ,

with K2
q = e2

q/(εqcq).
In the approximation Eq. 4, the transformation factor 1/(4e2

qκ) does not
contain wave velocity or coupling coefficient and is therefore independent of
the quartz cut; neither does it include the frequency. The transformation fac-
tor is real and constant if the electrode radius–thickness ratio is constant.
Therefore the real part of ZL directly determines the real part of ZmL, whereas
the imaginary part of ZL defines the imaginary part of ZmL. In a narrow fre-
quency range one can represent Re(Zm) as RL and Im(ZL) as ω LL. In general,
RL = RL(ω) and LL = LL(ω) remain frequency-dependent due to ZL = ZL(ω)
(not linear).

Fig. 4 depicts Eqs. 2–Eq. 5 in an electrical circuit.
The resistance increase is consequently independent of the quartz cut:

∆R = RL =
1

4e2
qκ

Re
(
ZL
)
. (6)

The calculation of the frequency shift requires the inductance Lq. Fig-
ure 4c delivers for the series resonance frequency ωsL = 1/

√
(Lq + LL) Cs =

ωs/
√

1 + LL/Lq ≈ ωs(1 – LL/2Lq) and therefore:

∆fs
fs

≈ –
LL

2Lq
, (7)

3 In consequence of – C0, the series resonance frequency at conductivity maximum, Gmax, (with

Y = G + jB) is ωs =
(
Lq

C0Cq
C0–Cq

)–1/2
=

√
1

LqCq

(
1 –

8K2
q

π2

)
whereas ωp =

√
1

LqCq
is the parallel frequency

at resistance maximum, Rmax (Z = R + jX). Because of Cs = Cq
/(

1 –
8K2

q
π2

)
the definitions are obvi-

ously consistent with Eq. 14, which uses the nomenclature of electronic literature. Series and parallel
resonance frequencies lie close together with differences decreasing with larger coupling factor.
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Lq

Cq

Rq

ZmL

-C0
Cs

LL

RL

Ls

Rs

C0

ZmL

Zmq

a) b) c)

Fig. 4 Equivalent circuit representation of Eq. 2 (a), Eqs. 3, 4 (b), and Eq. 5 (c)

or with Eqs. 4 and Eq. 5:

∆fs = –
1

2πρqdq
Im
(
ZL
)

. (8)

Obviously the factor relating Im(ZL) to ∆fs is proportional to 1/dq and, at the
first glance, independent of the crystal cut. ∆fs is independent of κ and hence
of the electrode diameter4 as well. As consequence of vq = 2dqf0 the frequency
shift remains dependent on vq. The effect of wave velocity on the sensor’s fre-
quency sensitivity is dependent upon whether a certain resonance frequency
or a certain crystal thickness is the (experimentally) given value. It can be eas-
ily demonstrated in the simplest case of pure mass sensitivity (ZL = jωρcdc
holds). Following Sauerbrey, the frequency sensitivity can be rewritten as:

∆f
ρcdc

≈ –
2f 2

0

ρqvq
= –

vq

2ρqd2
q

. (9)

Obviously a small wave velocity in the crystal improves the mass sensitivity
of the sensor for a given mechanical resonance frequency f0, whereas a large
wave velocity increases the mass sensitivity if thickness of the crystal must
not fall below a specific value. Table 1 illustrates these basic findings for AT-
cut (exemplarily for a small vq) and BT-cut quartz (exemplarily for a high vq)
for two cases: a 100 nm rigid film (Sauerbrey case) and a semi-infinite liquid
with a viscosity of 1 cP (Kanazawa case).

4 Note, that these conclusions are based on a one-dimensional approximation based on dq 	 rq. The
smaller the electrode diameter, the more effects like fringing fields come into play, which are not
considered in the model.
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Table 1 Some example data for AT-and BT-cut quartz crystals

AT BT

vq/ms–1 3322 5071
K2

q 0.0078 0.00335

f0/MHz 10 15.265 10 15.265
dq/µm 166.1 108.8 253.5 166.1
rq/mm 3 2 3.3 3
fs/MHz 9.968 15.216 9.986 15.244
Rq/Ω 8 12 5 8
Lq/mH 5.914 3.874 9.0274 5.914
Cq/pF 0.043 0.028 0.028 0.018
C0/pF 6.778 4.440 10.347 6.778
Q factor 46 562 30 502 108 497 71 076

∆f100/kHz 2.3 5.3 1.5 3.5
∆f1cP/Hz 2.0 3.8 1.3 2.5
∆R1cP/Ω 150 186 150 186
∆R1cP/∆f1cP/Ω/kHz 74 49 113 74

Indices 100 and 1 cP denote the cause of the signal shift: a rigid 100 nm thick film or
a semi-infinite liquid of 1 cP, respectively

A vast majority of (bio)chemical QCM sensors involve AT-cut quartz. Ex-
periments are usually performed at a certain frequency and AT-cut crystals
provide the larger frequency shift. However, BT-cut quartz can be considered
as an interesting alternative, if, e.g., a certain crystal thickness is required
for mechanical stability. As discussed already, the limited temperature insen-
sitivity of BT-cut crystals plays a minor role in sensor applications because
temperature maintenance is usually required anyway.

When applying quartz crystal resonators outside Sauerbrey’s limitations in
the so-called non-gravimetric regime, material properties come into play. The
electrical admittance (impedance) of the coated quartz crystal gives access to
the determination of material properties of the coating. The crystal cut can
again be used for optimization of the sensor performance. If mechanical sta-
bility is an issue (e.g., lateral stress induced during the experiment) BT-cut
crystals are favorable.

2.3
High Frequency Crystals

An increase in the sensor sensitivity can be realized when decreasing dq.
A minimal thickness around 55 µm to limit mechanical fragility results in
a fundamental frequency of 30 MHz [24]. The application of photolitho-
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graphy and wet etching processes has been found to be a promising ap-
proach to push this limit down to smaller thicknesses and to fabricate mech-
anically stable quartz membranes with higher resonance frequencies and
smaller diameters in a supporting quartz frame [25]. This technique also
allows the fabrication of sensor arrays on one quartz wafer (Fig. 5) [26].
Mechanical cross-talk between the array elements can be minimized by
a proper design.

Fig. 5 Scheme of inverted MESA quartz crystal (a) and realized 4×4 quartz crystal sensor
array (b). The membrane of each sensor element has been thinned with wet etching. The
resonance frequency of each sensor could be elevated to frequencies up to 50 MHz. The
analyte usually faces the flat (bottom) surface
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The challenging task of high frequency resonators arises from inharmonic
modes, often called spurious modes or spurs. These are characterized by
movement of particles in several regions of the quartz disc in antiphase. If
the frequency separation between the harmonic and inharmonic modes is
not sufficiently large, modes can efficiently be coupled. Frequency jumps of
quartz oscillators are an unwanted effect that impedes a reliable frequency
measurement. Spurious modes, especially those which lie close to the reson-
ance frequency, enhance the challenges of oscillator design.

The eigenfrequencies of a circular plate have been found to be [27]:

fnmk = fn01

[
1 +

χ2
mk

2n2πκ

]
, (10)

with n = 1, 3, 5, ..., m = 0, 1, 2, ..., k = 1, 2, 3, ... and χmk being the kth root
of the Bessel function of order m, and fn01 being the frequency of the nth
harmonic mode. The second term in the brackets of Eq. 10 corresponds to
the frequency difference between harmonic and inharmonic modes. This
difference increases with decreasing κ, i.e., with decreasing electrode radius–
quartz crystal thickness ratio. Consequently the electrode size must be re-
duced when increasing the resonance frequency. Energy trapping [28], e.g.,
based on MESA shaped structures [29], or contouring [27], or beveling [30]
can be employed to suppress or shift the unwanted modes to higher frequen-
cies. The latter two procedures are not feasible for wet etching processes.
A rule of thumb for the design is given by the so-called plate-back frequency,
∆fpb. With χ11 = 3.832 one gets:

∆fpb < f0
2.337
n2κ

(11)

to suppress the first mode (n11) and all higher modes. In practice, the bare
device is etched to a thickness that corresponds to a frequency somewhat
above the wanted resonance frequency, f0. The electrodes are then applied,
reducing the frequency to f0. This plate-back frequency should fulfill Eq. 11
to suppress inharmonic modes. Considering that ∆fpb is caused by the mass
per area of the electrodes, the maximum electrode thickness can be derived
by comparison of Eqs. 9 and Eq. 11. This thickness is proportional to hq/κ.
Hence thinning the quartz crystal thickness would reduce ∆fpb, therefore κ

cannot kept constant. Figure 6 shows a plot of diameter versus thickness of
gold electrodes for three different resonance frequencies. Considering fur-
thermore that the electrode thickness cannot be reduced below a certain value
without reducing electrical conductivity, the only free design parameter is the
electrode diameter.
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Fig. 6 Relation between geometrical gold electrode parameters for suppressing spurs for
AT-and BT cut quartz crystals

An unavoidable consequence of crystal thinning is a reduction of the Q
factor. Applying Eq. 5 the Q factor is:

Q =
ωLq

Rq
=

ρqvqdq

πηq
=

ρqv2
q

ω0ηq
. (12)

It decreases linearly with decreasing dq or is inversely proportional to f0 (as-
suming the effective viscosity does not change with the crystal dimensions).
A large wave velocity improves the Q factor, hence the BT-cut provides en-
hanced properties. Note that Eq. 12 does not contain κ; hence the Q factor
of the crystal does not depend on the electrode diameter in a direct manner.
However, ηq is an effective value and tends to increase with decreasing rq. As
part of electronic circuitry an increase of Rq may also reduce the signal-to-
noise ratio.

In liquid applications the Q factor is given by:

Q =
ω
(
Lq + Lliq

)
Rq + Rliq

≈ πρqvq√
2ωρliqηliq

. (13)

The additive contributions to Lq and Rq are similar due to similar real and
imaginary parts of ZL. Because Lq 
 Lliq and Rq 	 Rliq holds, Q changes ap-
proximately inversely with

√
f0. This behavior is reflected in the plot of the

real part of electrical admittance, G, of a quartz crystal with single side con-
tact to water, Fig. 7. Both maximum and slope continuously decrease with
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Fig. 7 Plot of real part admittance, G (Y = G + jX), against reduced frequency for AT-and
BT-cut quartz crystals for different fundamental frequencies, f0

frequency. The same holds for phase and phase slope, which makes oscilla-
tor design more involved. The differences between AT- and BT-cut are less
pronounced due to liquid load.

In summary, when looking for the optimal sensor design several conflic-
tive rules have to be taken into account. Only maximum frequency shift is
not an appropriate measure. A better value is the limit of detection, which
depends on the signal-to-noise ratio. Crystals with a higher resonance fre-
quency supply a larger signal. AT-cut crystals are the better choice when
working at a specific resonance frequency. They provide a smaller resist-
ance change to frequency shift ratio in liquid applications as well. The Q
factor is an important value governing frequency stability. Here, quartz res-
onators with a lower resonance frequency are favorable. With respect to
Q ·∆f the frequency dependence becomes approximately linear for a rigid
coating. BT or other crystal cuts with large wave velocity offer advantageous
properties.

Temperature dependence is a second major issue. It is small for AT-cut
crystals; however, temperature fluctuations cause fluctuations in Rq inversely
proportional to Q [7]. This effect is small compared to temperature ef-
fects having their origin in properties of the measurand. In liquid appli-
cations, the most temperature-sensitive value is the liquid viscosity. Here,
temperature-induced variations in frequency increase with

√
ω, whereas

mass sensitivity increases with ω. Therefore, an elevated resonance frequency
is helpful.
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Sensitivity to mechanical perturbations is a third major problem. It
is smaller for thicker crystals, i.e., lower resonance frequencies. BT-cut
crystals are favorable due to their larger thickness at a given resonance
frequency.

Finally, noise and systematic errors introduced by the electronic circuitry
must be also taken into account, especially when standard instruments are
used. An analysis has been performed in [31]. For driving the crystal in
an oscillator circuit a small equivalent resistance of the resonator is benefi-
cial. A large electrode diameter is advised; however, separation of harmonic
from spurious modes defines a maximum diameter, which decreases with fre-
quency.

3
Fundamentals of Oscillators

3.1
Quartz Crystal Resonator

3.1.1
Equivalent Circuit of Quartz Crystal in Vacuum

As shown in the previous section, the mechanical properties of a quartz crys-
tal close to resonance frequency can be expressed by means of a motional
impedance. To complete the equivalent circuit of a quartz crystal, the cap-
acitance, C0, must be added in parallel to the motional impedance. It results
in the Butterworth–Van Dyke (BVD) equivalent circuit of a quartz crystal, as
shown again in Fig. 8 for an unloaded quartz crystal [32]. In this notation
common in electronic literature, Ls is the dynamic inductance and is under-
stood here as a representation of the oscillating mass of the quartz crystal. Cs
is the dynamic capacitance and reflects the elasticity of the oscillating body.
Rs is the dynamic resistance and returns friction of the quartz slice as well as
all kinds of acoustic damping.

The plot of impedance5 Z = R + jX with R = Rs and X = j (ωLs – 1
ωCs

) is

shown in terms of impedance magnitude, |Z| =
√

R2 + X2, and phase, tan ϕ =
X/R in Fig. 9. The values given in Table 1 for a 10 MHz AT-cut quartz crystal
have been taken for computation. The quartz impedance is inductive (phase
shift + 90◦) between fs and fp, and capacitive (phase shift – 90◦) outside this
interval. The phase shift is very steep.

Ls, Cs, Rs, and C0 determine resonance frequencies of the crystal. Consid-
ering Fig. 8, the series resonance frequency, f el

s , and the parallel resonance

5 We switch to electrical impedance as common in electronic literature, we furthermore renounce
the index el.
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LsCs Rs

C0

Fig. 8 Electrical equivalent circuit of a quartz crystal in vacuum

Fig. 9 Impedance and phase of a quartz crystal

frequency, f el
p , can be found as follows:

f el
s =

1

2π
√

LsCs
(14)

f el
p =

1

2π
√

LsC∗ , with C∗ =
CsC0

Cs + C0
. (15)

3.1.2
Equivalent Circuit for Under-Liquid Sensing

The equivalent circuit of a liquid-immersed quartz crystal, Fig. 10, consists
of the same basic components. The motional acoustic impedance caused by
a (sensing) rigid film and the liquid load can be separated into an inductance,
Lc, (coating), an inductance, Lliq, and a resistance, Rliq, (liquid). All additional
elements are in series to the quartz motional elements. Cliq and Gliq account
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LsCs Rs

C0

Lliq RliqLc

Cliq

Gliq
Cext

Fig. 10 Electrical equivalent circuit for under-liquid sensing with a rigid coating

for permittivity and conductivity of the liquid. In the case of single-side con-
tact of the liquid to the grounded electrode Cliq and Gliq can be neglected [33].
However, an external capacitance, Cext accounts for (not fully compensated)
contributions from the measurement setup (cables, measurement cell).

The plots shown in Fig. 11 are based on the same values as above. One crys-
tal surface is loaded with a 100 nm rigid film and is in contact with water.
This combined load causes a shift of the complete impedance plot to lower
frequencies. Changes in both impedance magnitude and phase are smoother
than for the bare quartz crystal (Fig. 9). The result of an external capacitance,
Cext, parallel to C0 has been presented as well. A rigid coating alone does

Fig. 11 Impedance and phase curve of a 10 MHz quartz crystal coated with a rigid 100 nm
thick film in contact with water on one side (liq). The influence of an external capacitance
is also shown
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not change the shape of impedance plot; the curves are only shifted to lower
frequencies.

3.2
Characteristic Resonance Frequencies

For definition of the different characteristic resonance frequencies, the locus
of impedance Z = R + jX (a) and admittance Y = 1

/
Z = G + jB (b) of a bare

quartz crystal are shown in Fig. 12 (for better distinction Rs has been set to
160 Ω here, a typical value for single-side liquid load). The definitions are
summarized in Table 2 [34].

The separation between the resonance frequencies is very small for very
small Rs while it becomes obvious and cannot be neglected for higher Rs.
The major challenge for sensor electronics design arises from the fact that the
acoustically relevant frequency for sensing purposes is fs, whereas oscillators
work at a certain phase angle, usually ϕ = 0, i.e., at fr in case of an ideal series
oscillator. Applying the respective definitions one finds:

fs =
1

2π
√

LsCs
= f el

s (16)

Fig. 12 Characteristic resonance frequencies of quartz crystal resonators, shown in the
locus of impedance, Z = R + jX (a), and admittance, Y = G + jB (b). � is the parallel res-
onant frequency fp at Rmax, � is the parallel resonant frequency fa at X = 0, © is the
parallel resonant frequency fn at |Z|max, � is the series resonance frequency fs at Gmax,
� is the series resonant frequency fr at B = 0, and• is the series resonant frequency fm

at |Y|max
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Table 2 Definition of characteristic resonant frequencies and example data of frequency
shifts generated from a rigid coating (density 1 g cm–3, thickness 100 nm) alone and with
an additional semi-infinite Newtonian liquid (density 1 g cm–3, viscosity 1 cP) on top.
Furthermore the effect of an external capacitance is considered (values in brackets)

Definition Frequency Frequency shift Frequency shift
100 nm rigid film 100 nm film + liquid

Cext = 0 (4) pF Cext = 0 (4) pF Cext = 0 (4) pF
(MHz) (Hz) (HZ)

fs G → Max 9 968 304 (9 968 304) 2271 (2271) 4299 (4299)
fr B = 0 (ϕ = 0) 9 968 304 (9 968 304) 2271 (2270) 4155 (4068)
fm |Y| → Max 9 968 304 (9 968 304) 2271 (2272) 4442 (4525)
fp R → Max 10 000 000 (9 988 260) 2271 (2270) 4296 (4297)
fa X = 0 (ϕ = 0) 10 000 000 (9 988 260) 2271 (2271) 4440 (4528)
fn |Z| → Max 10 000 000 (9 988 260) 2271 (2271) 4153 (4072)

and with some approximations reasonable for small Rs
6:

fr ≈ 1
2π

√
1

LsCs
+

R2
sC0

L2
sCs

. (17)

Equation Eq. 17 clearly explains the dilemma of fr; the series resonance fre-
quency at zero phase depends on the equivalent resistance.

In a sensor experiment (e.g., in a typical biochemical experiment) the sen-
sor has been functionalized with a sensitive film, which is in contact with an
analyte containing buffer solution. The new resonance frequencies f ∗ can be
calculated when replacing Ls and Rs by L∗

s = Ls + Lc + Lliq and R∗
s = Rs + Rliq,

respectively (neglecting Cliq and Gliq). Usually frequency shifts are deter-
mined and of interest only. Some example data are added to Table 2. Series
and parallel resonance frequency shifts vary by a few percent. All the par-
allel resonance frequencies are very much affected by external capacitance
(values in brackets). The same holds for all frequency shifts in a liquid ex-
cept fs. Oscillators based on parallel resonance should not be used because
stray capacitance is hardly to avoid and hardly to keep constant in an experi-
mental setup. Deviations of fr and fm from fs are also amplified by external
capacitance.

The liquid may exhibit constant properties (Rliq and Lliq are constant).
Only in those cases are differences in frequency shifts caused by mass accu-
mulation in/on the sensitive film (small ∆Lc) reasonably equivalent for all
resonance frequencies.

6 The difference between the exact solution within the BVD model and the approximation Eq. 17
for a 10 MHz quartz crystal and an equivalent resistance Rs = 200 Ω is only 2 Hz.
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4
Sensor Interface Circuits

4.1
Oscillators

The application of oscillator circuits as sensor interface for QCM is the most
common method. Since a quartz crystal is a resonant element, stable oscilla-
tion can be excited by quite simple circuits. They deliver a frequency analog
output signal, which can be easily processed in digital systems. Two oscilla-
tion conditions can be formulated assuming approximately linear behavior
and not considering the pre-oscillation process:

Amplitude condition: |kA| ≥ 1 (18)

Phase condition: ϕ = 0, 2π, ..., n2π (19)

where A is the open loop gain and k is the feedback factor. The electronic cir-
cuitry must provide deattenuation to get undamped oscillation. In order to
generate stable oscillations the oscillator circuit must excite the quartz crystal
with respect to a frequency where a sharp phase slope occurs. In gases, this
condition is fulfilled at the zero-phase resonance frequencies fr and fa. Phase
slope of an ordinary 10 MHz quartz crystal is about 2 Hz/degree. The phase
slope decreases in water to about 37 Hz/degree. Therefore, extreme phase sta-
bility of the circuit must be obtained, which becomes the deciding criterion
for frequency stability of the oscillator. Since the phase slope decreases fur-
ther with increasing (viscous) damping accompanied by shift of the largest
phase gradient to phase angles smaller than zero degrees (i.e., the absence of
phase zero crossing at strong damping) phase correction according to Eq. 19
is required. A phase-shifter should not deteriorate the phase stability in the
neighborhood of the resonance frequency. An automatic level control (ALC)
is advantageous, because the ALC controls the amplitude condition of the os-
cillator so that |kA| = 1. The output of the ALC can be employed as a measure
for quartz damping.

The operation principle of quartz crystal oscillators can be reduced to two
variants: series and parallel resonance oscillators [35]. The latter rarely op-
erate at parallel resonance, Eq. 15, since classic LC-oscillator configurations
are used applying the quartz as a high quality inductance. Parallel reson-
ance oscillators in fact oscillate slightly below parallel resonance frequency.
Practically, this is no disadvantage because the oscillator circuit only has to
guarantee high frequency stability. The oscillation frequency may vary due
to unavoidable production tolerance of quartz crystals; the exact oscillation
frequency can be adjusted by additional electronic components. Series os-
cillators theoretically work at zero phase; again, a problem arises with real
oscillator circuits. They produce phase shifts slightly different from theory so
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Fig. 13 Oscillator circuit with inverting amplifier (a), with a Colpitts structure (b), and
with non-inverting amplifier (c)

that the quartz will not oscillate exactly at zero phase. Figure 13 shows the two
basic oscillator principles. The Pierce oscillator in Fig. 13a uses an inverting
amplifier so that its phase of 180◦ must be shifted to 360◦ by the feedback net-
work (R1, C1 and quartz crystal, C2) in order to fulfill the phase condition.
The circuit, Fig. 13b, with an operation principle like Colpitts, forms a capac-
itive three point connection, where the quartz crystal acts as inductance of
high quality. The oscillator principle, in which the quartz behaves inductively
is generally named parallel resonance oscillator.

The oscillator circuit in Fig. 13c, applying a non-inverting amplifier, works
as a series resonance oscillator where the quartz fulfils the phase condition at
series resonance frequency.

Because of the parallel capacitance the zero phase frequency deviates from
the series resonance frequency, Eq. 14, as discussed in Sect. 3.1.1, therefore
series resonance oscillators oscillate at a frequency fosc = fs. The series reson-
ance frequency fs is not accessible with standard oscillator concepts without
compensation of the parallel capacitance, C0

7. The phase of a quartz crys-
tal with compensation of C0 becomes ϕm = Im(Zm)

Re(Zm) = ωL∗
s –1/ωC∗

s
R∗

s
, where ∗ again

symbolizes the sum of all respective series elements in the motional arm of
the modified BVD circuit (Fig. 10). The definition of fs (G → Max) is equiva-
lent to Im(Zm) = 0 (i.e., ϕm = 0) hence an ideal series resonance oscillator now
vibrates at fs. Figure 14 displays the difference between ϕ and ϕm for a 10 MHz
quartz crystal with single side in contact with water in the region around se-
ries resonance. The plot of ϕm has an offset of 144 Hz with respect to ϕ (see
also Table 2), the slope of both curves is almost equivalent. The plot of G has
been added for comparison.

The quartz crystal should be operated in the neighborhood of its series res-
onance frequency, since alterations in C0 or Cext have much lower effects on
resonance frequency than on parallel resonance (Table 2). Another essential
reason for operating at series resonance is that the quartz impedance is in
the range of RF-technique impedance (50 Ω), which minimizes the effect of
interference signal coupling.

7 If an external capacitance Cext parallel to C0 exists, i.e., C0 → C∗
0 = C0 + Cext, C∗

0 must be
compensated.
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Fig. 14 Phase of impedance Z(ϕ = X/R) and phase of motional impedance Zm (ϕm =
Im(Zm)/Re(Zm)) and conductivity G of a 10 MHz blank quartz crystal with one surface
in contact with water

Due to the reduced Q factor of the quartz crystals in liquids, and there-
fore decreased phase slope, the requirements of the circuit with respect to
phase (frequency dependence, noise, temperature dependence), to amplifica-
tion linearity, and to temperature constancy are much higher. One electrode
of the quartz crystal should be grounded to minimize parasitic effects and to
allow operation of quartz arrays in conductive liquids. The increased damp-
ing of the oscillator should be overcome by automatic level control. The
control variable in the amplitude control loop can be used as an independent
measurement value. It also allows for calibration of fosc with respect to fs [36].

4.2
Network Analysis

The aim of network analysis is the investigation of the amplitude and phase
response of a two- or four-port network. Impedance analysis determines the
complex impedance or admittance of a device. This method is appropriate
for quartz resonators in order to obtain more complete information than is
conceivable by merely considering the shift of the resonance frequency. The
method especially allows the determination of the equivalent circuit elements
(BVD) presented in Fig. 8. Actually many commercial instruments directly
provide this information. Determination of the physical parameters, or their
effective values, for accurate modeling of the sensor behavior based on Eq. 5
requires mathematical procedures which fit the calculated curves (e.g., with
Eq. 2) to the experimentally measured values. It is recommended to include
an external capacitance parallel to C0 to account for uncompensated para-
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sitic capacitance, even if the crystal interacts with the surroundings only on
one surface. An external capacitance shifts the parallel frequency to lower
values but it does not change the elements of the motional arm, Fig. 4. It ac-
counts for deviations between series and parallel frequency from 1 – 8K2

q/π
2,

see Footnote 3.
Impedance analysis is also suggested when properties of an attached film,

a liquid, or interfaces are of interest. Due to the weak frequency dependence8

of the acoustic load within a typical measurement range of some 10 kHz at
fundamental mode, one measurement point would be sufficient to calculate
ZL (Eq. 2). An effective method to decrease statistical errors is to first fit a the-
oretical curve to the experimental curve or a specific segment, secondly to
calculate ZL from the fit, and finally to extract (material) parameters of inter-
est using separate models describing how the acoustic load is generated [37].

Due to passive operation of the quartz crystal it is possible to minimize
parasitic influences from the experimental setup, i.e., to almost eliminate
their effects by calibration. If the interface behaves like a linear network, most
electrical parameters relevant for the measurement can be implicitly obtained
and the influence of the network can be eliminated. Calibration of the meas-
urement setup is one of the important advantages of network analysis and
must be performed with care.

The ratiometric method treats the sensor interface as a network with four
ports (Fig. 15) [38].

The interface is powered by a source E. The measurement voltages V1 and
V2 depend on an impedance Z. In this model the inner resistance of the volt-
age source E, the cable connecting Z to the circuit, and the measurement
channels for V1 and V2 belong to the network itself and do not produce sys-
tematic errors. As a consequence of assumed linearity the voltage ratio:

V1

V2
= r(Z) =

k0 + Z
k1Z + k2

(20)

depends on the measurement impedance Z and on three as yet unknown net-
work parameters k0, k1, and k2. In order to determine these constants three
calibration standards, open (Z → ∞), short (Z = 0), and a reference resistor
(Z = Rref) are required, which deliver three voltage ratios, ropen, rshort, and rref,
respectively. Solving Eq. 20 for the unknown measurement impedance Z and
expressing k0,1,2 by their dependencies on ropen, rshort, and rref delivers:

Z = Rref
ropen – rref

rref – rshort

rshort – r(Z)
r(Z) – ropen

. (21)

r(Z) is measured with the unknown impedance Z connected. In this way
Z is independent of the unknown linear network properties of the sensor

8 Under certain circumstances the acoustic load may exhibit a noticeable frequency dependence,
e.g., near the so-called film resonance.
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Fig. 15 Network model for the measurement of impedance Z

interface. Since the behavior of the sensor interface is generally frequency-
dependent, the above calibration should be performed for every frequency ω

in the spectrum Z(ω) to be acquired.
The ratiometric measurement principle is independent of the configura-

tion of the input stage, which therefore can be adapted to the specific sensor
application. The impedance range is restricted by stray capacitance in general
and by the input capacitance of the measurement channels in particular.

The essential drawbacks of network analysis are the high costs and large
dimensions of commercial equipment, which has to satisfy the require-
ments of universal application such as large frequency range and different
measurement principles. Acoustic sensors as a particular application case
do not require many of those instrument functions. The specific require-
ments have been realized in new network analyzer-based sensor interface
circuitry.

4.3
Impulse Excitation

After excitation with an ideal impulse, the quartz resonator will carry out
damped oscillations solely influenced by the acoustic properties of the res-
onator. The effect of the sensor interface circuit with a proper design is
negligible. At a first glance, the advantage of impulse excitation is the oscil-
lation of the quartz resonator at its mechanical resonance frequency, i.e., the
oscillation frequency depends only on the motional elements. The decay of
oscillation is defined by mechanical damping. In analogy to the discussion
of oscillators, the motional elements of the quartz crystal can be replaced by
those with ∗ in case of a sensor application; the generic principle does not
change.

In control theory the impulse response, g(t), is the response of a (linear)
system to a Dirac delta input. The Laplace transform of the delta function is
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1, hence the system’s transfer function is equivalent to the Laplace transform
of the impulse response:

G(s) = L{g(t)} =

∞∫
0

g(t)e–st dt , (22)

where s ≡ σ + jω is the Laplace variable. Obviously impulse excitation delivers
the inverse Laplace transform of the system’s transfer function in a (theoret-
ically) infinite frequency range. Since the resonator comprises several modes,
including spurious modes near fundamental (or overtone) modes, signal pro-
cessing and analysis is more involved if high accuracy in absolute values is
required.

4.4
Comparison

Table 3 summarizes the advantages and drawbacks of the above sensor in-
terface concepts. Oscillators are the best solution for most chemical sensor
applications. Low expenses of circuitry and a frequency analog output signal

Table 3 Survey on advantages and drawbacks of sensor interfaces

Sensor interface Advantages Drawbacks

Oscillator • Low expenses for circuitry
• Direct frequency output

with high resolution
• Acoustic energy dissipation

measurement possible

• High stability of circuit
necessary

• Extremely high phase stability
required

• fosc = fs without
C0-compensation

• Restricted to single mode

Network analysis • Provides complete impedance
spectrum

• Calibration of measurement
setup; reduction of parasitic
effects

• Access to acoustic parameters

• High expenses for circuitry
• Data processing necessary to

select characteristic values
• Complex measurement setup

and measurement routines

Impulse excitation • Provides sensor transfer
function

• Other kinds of excitation
possible

• Direct access to resonant
frequency and acoustic
energy dissipation

• Impulse generation not appro-
priate in liquid applications

• Limited range for precise
frequency and damping
measurement

• High expenses for circuitry
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are the crucial advantages. Oscillators allow per se high accuracy of frequency
measurement, however, fosc may significantly deviate from fs. The necessity of
parallel capacitance compensation increases the efforts in oscillator develop-
ment. The same holds when a lower Q factor of the sensor must be expected.
Automatic level control and evaluation of the control signal as a measure of
acoustic energy dissipation is strongly recommended since this value pro-
vides independent information.

Network analysis is the preferred concept under more complex experimen-
tal conditions and is approved during sensor development to analyze and
optimize sensor signal generation, especially for (bio)sensors if effects other
than pure mass effects contribute to the signal. Measurement at different har-
monics is easily established. Modern sensor interface concepts are about to
combine the advantages of precision measurement with reasonable expenses
for circuitry.

Determination of the sensor transfer function, unperturbed by the inter-
face electronics, is a major advantage of impulse excitation. Other forms of
excitation have been proven to overcome limitations when applied to liquid
analytes. Access to harmonic analysis of the resonator is an inherent feature
of this method.

5
Examples for Sensor Interface Circuits

5.1
Quartz Crystal Oscillators

5.1.1
Pierce and Colpitts Oscillator

The simplest oscillator circuits for QCM apply solutions according to Pierce
or Colpitts–Miller. The Pierce oscillator (Fig. 13a) does not meet the re-
quirement of a quartz crystal with one electrode grounded. The operation
principle of the Colpitts oscillator (Fig. 13b) applies the quartz crystal as an
inductance of high quality. In order to fulfill the phase condition the oscilla-
tor operates at a frequency at which the quartz crystal has a phase of 90◦. As
shown in Fig. 11, a quartz crystal in contact with water is not able to reach
this phase, hence additional frequency-dependent feedback components are
used to enable the circuit to oscillate. Since the quartz crystal is part of the
feedback network, alterations of its equivalent parameters cause a shift of the
phases in this network, which means a shift of the resonance point along the
phase curve depending on damping. Therefore, the oscillator frequency is
strongly influenced by the acoustic load.
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5.1.2
Lever Oscillator

The Lever oscillator [39], Fig. 16, allows the application of series resonance
configurations with one-side quartz electrode grounding. Since the effect
of parasitic capacitance is minimized and simple shielding is possible, this
circuit configuration is especially suited for under-liquid QCM. Besides the
series resonance frequency, the series resonance resistance Rs can be meas-
ured. For this purpose the Lever oscillator allows a largely transistor current
gain-independent measurement of the resistance. An automatic level control
provides a signal proportional to Rs.

The practical realization with discrete transistor circuits may offer some
problems caused by a strong influence of their parasitic capacitance to the
phase curve. Best results could be achieved in the lower MHz range.

C1R1

R2

R3 quartz crystal

C4

C2

ALC

C3 R4

L

Fig. 16 Simplified circuit of the Lever oscillator [39]

5.1.3
Emitter Coupled Oscillator

The emitter coupled oscillator (Fig. 17) is a circuit also providing one quartz
crystal electrode grounded. For practical realization as a series resonance os-
cillator, a signal proportional to the current through the quartz crystal is
amplified and fed back as a voltage. Since least gain is necessary for low
impedance resonance, the resonance with the smallest impedance will prefer-
ably be excited. Phase condition is fulfilled for a frequency where the quartz
crystal behavior is real, i.e., for fr.
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Fig. 17 Emitter-coupled oscillator (example)

The properties of discrete transistors, their non-linear amplification char-
acteristic, parasitic capacitance, and the problematic adjustment of a stabile
operating point are uncomfortable drawbacks.

5.1.4
Quartz Oscillator with OTA

5.1.4.1
OTA as Amplifier

In contrast to the traditional operational amplifier (OPA) an operational
transconductance amplifier (OTA), Fig. 18, has a mode of operation where the
non-inverting input is high ohmic whilst the inverting input is low ohmic.
Here, the input current controls a current source, which affects transconduc-
tance and thus generates the output voltage [40, 41].

Ra

R1

R2
I0

C

+UCC

T2

UOUT

UIN

-UCC

T1 Buffer

T3

IIN

Fig. 18 Amplifier with OTA and current feedback (simplified circuit)



36 R. Lucklum · F. Eichelbaum

Fig. 19 Frequency response: a voltage feedback, b current feedback

In contrast to common OPAs a low ohmic current source reloads internal
parasitic capacitance, which determines the upper cut-off frequency. Conse-
quently a much higher slew rate becomes possible. Gain for both voltage and
current feedback OPA circuits is:

A = 1 +
R2

R1
. (23)

Figure 19 demonstrates the advantage of current feedback (OTA) over voltage
feedback. Bandwidth in the case of current feedback is almost independent of
gain, and also the phase shift is constant over a wide frequency range. The
OTA bandwidth is determined by R2, where constancy of bandwidth–gain–
product is not given. Nevertheless, the feedback voltage divider R1, R2 should
be low ohmic in order to minimize low-pass behavior of R2 together with
parasitic capacitance.

Current feedback amplifiers always consist of a diamond transistor (DT)
and a buffer stage internally connected. The OPA660 [42] or its replacement
OPA860 [43] allows separated access to both circuit parts so that a voltage-
controlled current source (OTA) at a bandwidth of 90 MHz and a buffer stage
at a bandwidth of 700 MHz are available. In contrast to normal transistors the
diamond transistor, whose temperature-stabile operating point is internally
determined, allows four-quadrant operation. The OTA provides the required
almost-ideal transistor to design an emitter-coupled oscillator.

5.1.4.2
Circuitry

Fig. 20 shows the practical realization of a quartz oscillator concept [44] uti-
lizing an OTA.

Bias current and thus maximal current slew rate of DT1 must be adjusted
with R1, R5, and R6 to suppress high frequency parasitic effects; R3 generates
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Fig. 20 Quartz crystal oscillator with OTA and amplitude limiting

an emitter DC potential. Gain is to be charged as follows:

A =
R4

(Z‖R3) + rE
, (24)

where Z is the electrical impedance of the quartz crystal and rE is the internal
dynamic emitter resistance [42].

Amplitude stabilization is provided by means of antiparallel connected
low capacitance Schottky diodes D1 and D2. Thus gain is maximal at small
amplitudes and the oscillator begins to oscillate even at strong quartz damp-
ing. The R2, C1 high-pass partially compensates for the phase-shift of the
circuit resulting from loop transit time, internal OPA860 phase-shift, and
low-pass behavior of the entire configuration. The phase at resonance fre-
quency can be adjusted in the range – 25◦ to – 60◦ depending on bias current
(R1-determined), gain (R4-determined) and C1,R2 high-pass. The L1,C2 par-
allel oscillating circuit damped by R4 avoids parasitic oscillation above quartz
crystal resonance.

The frequency signal is coupled out via DT2 and buffer 2, amplified and
adapted to the coaxial cable impedance. The circuit is adjusted to a reson-
ance frequency near fr. However, driving the quartz crystal at a phase of – 40◦
has been found to be optimal for under-liquid sensing [44]. Temperature de-
pendence of the circuit is essentially due to the temperature dependence of
the quartz crystal. Dependence on voltage supply of approximately 20 Hz V–1

has been found for a quartz crystal in air and 80 Hz V–1 in water [45]. Thus
common stabilizing methods for current supply are sufficient.

For measurement of quartz crystal damping the amplitude limiting can
be replaced by an automatic level control (ALC). For this purpose the oscil-
lator, Fig. 21, must be modified by opening the feedback loop and inserting
a variable gain amplifier. The control variable effecting the loop gain is pro-
portional to the series resonance resistance Rs.

For designing an ALC, a precision rectifier, a comparator, a proportional-
integral (PI) controller, and a gain-controllable amplifier are required. The
block diagram of the quartz crystal oscillator with ALC is depicted in Fig. 21
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Fig. 21 Scheme of a quartz crystal oscillator with automatic level control. The gray com-
ponents belong to the automatic level control [36]

with the new components marked gray. A realization of this oscillator al-
lowed under-liquid measurement up to a resonance frequency of 30 MHz and
a damping equivalent value of Rs = 800 Ω [44].

5.1.5
PLL-Based Oscillators

PLL-based oscillators are characterized by a loop with phase detection of two
signals in a sensor and reference path. A circuit based on a phase-locked loop
(PLL) configuration has been introduced in [46]. The core of this solution is
a sensor circuit consisting of a reference and a sensor path. It is essential for
the working principle to maintain an identical structure in the sensor and
the reference path, in order to minimize systematic differences between them.
A phase frequency detector measures the phase difference between the sensor
and reference path. An adjustable capacitance in the reference path allows for
C0-compensation. The oscillator can therefore work at fs.

The concept behind the design of the oscillator shown in Fig. 22 ensures
continuous measurement and automatic compensation of the parallel capaci-
tance C∗

0 , while the quartz crystal is simultaneously and independently driven
at its zero-phase frequency [47, 48]. Provided that the capacitance compensa-
tion is effective, the zero-phase frequency is always equal to the sensor series
resonance frequency fs, irrespective of the load.

For that purpose, the quartz crystal is simultaneously excited at two fre-
quencies. The response at the lower frequency is processed by a feedback loop
dedicated to measure and automatically compensate C∗

0 . The response at the
higher frequency is processed by a phase-locked loop that continuously main-
tains and tracks oscillations at fs. The voltage waveform VHL is the sum of the
two sinusoidal signals VH, with frequency fH generated by the voltage con-
trolled oscillator VCO, and VL, with frequency fL lower than fH, generated by
the auxiliary oscillator OSC. The frequency fH of the signal VH is taken as the
output frequency fout of the whole circuit. In the frequency domain, the ex-
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Fig. 22 Block diagram of the automatic capacitance compensation oscillator. Adapted
from [48] with kind permission of V. Ferrari

pression of the differential voltage (V2 – V1) at the output of the amplifiers A1
and A2 is:

V2 – V1 = VHLZ3α
[
Ys + jωC∗

0 – jωCC
]

, (25)

where Z3 = R3
1+jωR3C3

, α = R2
R1+R2

, CC =
[A

α
– 1
]
C, and Ys =

[
jωLs + Rs + 1

jωCs

]–1.

As shown in Eq. 25, the equivalent capacitance CC, that is dependent on the
gain A of the voltage-controlled amplifier VCA, becomes subtracted from the
sensor parallel capacitance C∗

0 . Therefore, CC effectively behaves as a voltage-
controlled compensating capacitance. The values of R3 and C3 are properly
chosen so that their parallel impedance Z3 is dominated by R3 at the low
frequency fL, and by C3 at the high frequency fH. Therefore, Eq. 25 can be sim-
plified in two ways. At fL the sensor is far from the resonance, therefore its
equivalent circuit reduces to the parallel capacitance C∗

0 and Eq. 25 becomes:

V2 – V1 = jωVLR3α
[
C∗

0 – CC
]

. (26)

According to Eq. 26 V2 – V1 = 0 if CC = C∗
0 . The circuit section including low

pass differential filter (LPF), differential amplifier (DA2), phase shifter (PS),
multiplier (M2), integrator (I2), and the equivalent capacitance CC automat-
ically maintain the compensation condition by forming a feedback loop so
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that V2 – V1 is constantly kept zero. The LPF extracts the low-frequency com-
ponent from V2 – V1 at fL. The DC voltage Vc at the output of I2 adjusts the
gain A of the voltage-controlled amplifier (VCA) and, in turn, modifies the
equivalent compensating capacitance CC to be equal to the sensor parallel
capacitance C∗

0 . The integrator output voltage Vc can be taken as an additional
output providing the value of C∗

0 .
At fH, due to the automatic compensation of C∗

0 , Eq. 25 becomes:

V2 – V1 =
αVH

jωC3

[
jωLs + Rs +

1
jωCs

]–1

. (27)

M1, I1 and the VCO form a phase-locked loop feedback system. The multi-
plier makes a synchronous detection of

(
V2 – V1

)
at the frequency fH. The

output of I1 drives the VCO so that the output frequency fH constantly adjusts
to the frequency where the admittance of the motional arm Ys of the sensor is
real, i.e., to the series resonance frequency fs. Therefore, the oscillator output
frequency fout = fH is continuously tracking fs.

The high-pass differential filter (HPF), DA1, and peak rectifier (PR) form
a section dedicated to the measurement of the sensor damping at resonance.
The HPF extracts from

(
V2 – V1

)
the high frequency component at fH = fs.

The rectifier then detects the amplitude and provides a DC voltage VD, which
is proportional to 1

/
Rs and a measure of acoustic energy dissipation at res-

onance:

VD =
αV̂H

jωsC3

1
Rs

. (28)

A different way of C0-compensation is schematically shown in Fig. 23 [49, 50].
This approach is dedicated to the measurement of liquid viscosity by

determining the real part of the sensor admittance at series resonance fre-
quency. According to this concept, one terminal of the sensor is fed with the
(constant-level) output of a VCO. The resonator current I is measured by con-
necting a transimpedance amplifier at the second terminal. Due to the low
input impedance of the transimpedance amplifier, the entire VCO output volt-
age is applied to the sensor. Parasitic capacitances from the sensor terminals
to ground (e.g., due the shielding of the connection cables) are on one side

VCO

freq. modulation

out=G
I

quartz crystal

Fig. 23 Oscillator circuit self-tuning to fs and evaluating G. Adapted from [49] with kind
permission of B. Jacoby
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shorted by the low input impedance of the transimpedance amplifier, while
they are fed by a low impedance source (VCO output) on the other side, so
that they do not affect the measurement. The amplitude of the in-phase con-
tribution of I (with respect to the phase of the VCO output voltage) is then
determined by means of a synchronous detector (demodulator) consisting of
a mixer and a low pass filter yielding an output signal G according to

V̂1 sin(ωt) · V̂2 sin(ωt + ϕ) =
V̂1V̂2

2
[cos(– ϕ) – cos(2ωt + ϕ)] . (29)

With the latter summand in the brackets suppressed by the low pass filter and
with V̂2(ω) ∝ V̂1/Zq, ϕ(ω) = Im(Zq)/Re(Zq) Eq. 29 yields∣∣∣∣ V̂1V̂2

2
cos ϕ

∣∣∣∣∝ Re
(
Zq
)∣∣Zq

∣∣2 = G . (30)

If the VCO frequency fV is tuned to the series resonance frequency fs G(f )
shows a maximum value. In order to tune fV to fs, the resonance peak in G(f )
needs to be detected. This is achieved by means of a control loop applying
a frequency modulation (FM) to the VCO signal using a low-frequency mod-
ulating signal, e.g., a sinusoidal signal (or a triangular waveform). For fV < fs,
the FM-induced amplitude variations in G are in phase with the FM signal,
for fV < fs they are out of phase, Fig. 24. These phase shifts can be detected by
means of another synchronous detector whose output signal is used as the in-
put of a controller (integrator) tuning the center frequency of the VCO, fV, to
fs. In the case of fV = fs, the tuning signal vanishes.

Fig. 24 Tuning principle. Adapted from [49] with kind permission of B. Jacoby
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5.2
Network Analysis

5.2.1
Analog Interface

A miniaturized realization of an analog network analysis interface is shown in
Fig. 25 [38, 51].

The input stage of the impedance analyzer is a voltage divider formed by
the quartz crystal and the series resistor RV. The quartz crystal is grounded
to meet the requirements of sensor applications in liquids. The voltage di-
vider is powered by a direct digital synthesizer (DDS 1) at a programmable
frequency f for acquiring an impedance spectrum. The synthesizer applied
here is clocked at 100 MHz and controlled with a 4× 8 bit frequency tuning
word which gives a resolution of 100 MHz/232 = 0.02 Hz. The DDS is set by
a field-programmable gate array having an identical clock to the DDS. The
DDS output signal is a staircase sine wave with a typical pulse amplitude
modulation spectrum containing the desired frequency, f , and, additionally,
artifacts at 100 MHz± f . These artifacts are suppressed with a fourth-order
Cauer filter, thus obtaining a harmonic excitation signal for the voltage di-
vider. The filter is optimized for a measurement frequency of f = 10 MHz,
having two notches at 90 and 110 MHz for suppressing the first two artifacts.
The voltage divider is fed at adjustable amplitude and the voltage across the

Fig. 25 Interface with analog measurement of (quartz crystal) sensor impedance
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frequency-dependent sensor impedance varies between 1.5 V and 70 mV. The
resulting voltages V1 and V2 are to be measured referring to amplitudes and
phase difference.

For the improvement of precision, V1(f ) and V2(f ) are transformed into
the low frequency range by mixing each with a sine wave from a second
DDS at a frequency f + 10 kHz. A mixed signal consists of a harmonic com-
ponent at the intermediate frequency of 10 kHz and a second component at
2f + 10 kHz that is suppressed by low-pass filtering. Consequently, interme-
diate signals VIF1 and VIF2 are obtained at a 10 kHz intermediate frequency
retaining the amplitude and phase information of V1 and V2. The value of
10 kHz is constant while the measurement frequency f increases stepwise
when acquiring an impedance spectrum.

The amplitudes of the intermediate signals are measured by two-way rec-
tification according to the principle of the “ideal diode” having zero thresh-
old. The error of the output voltage due to the thresholds of applied diodes
is reduced by the factor of the open-loop gain of the employed amplifier.
The 20 kHz signals resulting from a rectification of 10 kHz sine waves are
composed of two positive half-cycles whose mean value is determined by
averaging with fourth-order Butterworth low-pass filters. Due to the cut-off
frequency of 1 kHz, signals require a settling time of 1 ms which limits the
measurement rate of this analog interface. Finally, the amplitude informa-
tion â1 and â2 is obtained as two DC voltages. The use of two individual
analog-to-digital converters (ADCs) for simultaneous sampling could imply
temperature dependence. Consequently, amplitudes are subsequently meas-
ured by a single 12 bit-ADC, which is multiplexed by the FPGA.

The phase shift ϕ12 between the intermediate signals VIF1 and VIF2 is meas-
ured with the FPGA counting the time ∆t12 elapsing between zero crossings
of VIF1 and VIF2. Because of their constant period (T = 100 µs) the phase shift
becomes

ϕ21 = 360◦ ∆t21

T
. (31)

Zero crossings are detected by fast comparators. Since their thresholds di-
verge from 0 V a zero crossing will be detected too early or too late, resulting
in time measurement errors ∆t1 and ∆t2. Assuming that these errors are the
same for the positive and negative slopes of the signal, they can be compen-
sated by counting the time between the positive and negative edges of the
comparators 1 and 2. Since the shift register S is refreshed every 40 ns the
phase resolution is 360◦ ×40 ns/100 µs = 0.14◦.

The impedance Z can be calculated according to Eq. 20, using a computer.
An impedance spectrum with 1000 frequencies can be acquired within 5 s,
including data transfer.

With a similar concept, real and imaginary parts of the admittance, instead
of magnitude and phase of impedance, can also be determined [52]. In this
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case, the DDS must provide two signals phase-shifted by 90 degrees. Multi-
plication with the sensor signal followed by low pass filtering provides two
voltages that contain the essential information.

5.2.2
Digital Interface

The digital interface shown in Fig. 26 employs a fast analog-to-digital con-
verter for directly sampling the voltages V1 and V2 at their original frequency
ω = 2πf . The method of direct sampling aims at calculating amplitudes and
phase shifts by a sine wave fitting of acquired signal probes [38, 53, 54].

The time dependence of the voltage signals V1(t) and V2(t) considering an
unavoidable offset Voff is given by:

V(t) = V̂ sin(ωt + ϕ) + Voff = V̂s sin(ωt) + V̂c cos(ωt) + Voff, (32)

where V̂s = V̂cos(ϕ) and V̂c = V̂ sin(ϕ), V̂=
√

(V̂2
s +V̂2

c ), and ϕ = arctan(V̂c/V̂s).
A least mean square fitting of N samples:

N∑
i=1

(
V̂s sin

(
ωti
)

+ V̂c cos
(
ωti
)

+ Voff – Vi
)2 → min (33)

is necessary to achieve the required accuracy of the unknown parameters V̂s,
V̂c, and Voff. In order to run the digital interface independent of a computer
this sine fitting is performed by an onboard FPGA in real time. The final
computation is done by an onboard microcontroller via a standard routine
for matrix inversion. This procedure delivers the amplitudes V̂1 and V̂2 and

Fig. 26 Digital interface based on direct sampling and sine fitting with an FPGA
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phase angles ϕ1 and ϕ2. Note that offset voltages Voff do not influence these
results since they are fitted as well. The measurement time for both voltages
including multiplexing is 60 µs compared to 3 ms for the analog interface.

5.3
Impulse Excitation

The practical application of this measurement principle is the QCM-D tech-
nique (quartz crystal microbalance with dissipation monitoring), patented
by Q-Sense [55]. The QCM-D technique extracts frequency, f , and dissipa-
tion, D = Rs/(ωLs), or the respective changes ∆f and ∆D (see Chap. 12 in this
volume).

The measuring principle is based on an abrupt decoupling of the sensor
driving circuitry from the resonator and monitoring the decay of the quartz
sensor oscillation, Fig. 27. The influence of electrical load on the crystal is
both minimized and independent of the mechanical load on the crystal. It
is possible to measure the resonance frequency for parallel oscillation mode,
fp, the resonance frequency for series oscillation mode, fs, the decay constant
for parallel oscillation mode, Dp, and the decay constant for series oscillation
mode, Ds.

The oscillation decays is with a time constant τ inversely proportional to D:

V(t) = V̂e–t/τ sin(ωt + ϕ) + constant, t ≥ 0 . (34)

The QCM-D technique allows measurement of these parameters several times
per second and the performance of measurements on quartz crystals either in
vacuum, gaseous, or liquid environment. Additionally it is possible to switch
between fundamental frequency and overtones [56].

Oscillator

Oscilloscope

high
impedance
probe

Relay

high
pass
filter

f-Counter

PC

quartz
crystal

Fig. 27 Principal circuitry for QCM-D [55]
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Abstract The chapter summarizes the standard model of how acoustic multilayers inter-
act with a quartz crystal microbalance (QCM). In a first step, it is shown how the three
formulations around (the mathematical description, the description in terms of acoustic
reflectivities, and the equivalent circuit) model correspond to each other. Special empha-
sis is given to the small-load approximation, which states that the shifts of frequency and
bandwidth are about equal to the real and the imaginary parts of the stress–speed ratio
(the load) at the crystal surface. The (laterally averaged) stress–speed ratio can be com-
puted for many types of samples (including anisotropic and heterogeneous materials).
The small-load approximation is therefore of outstanding importance when employing
the QCM in complex environments. The second part of the chapter provides the predic-
tions of the standard model for various geometries. This includes the discussion of slip,
of the comparison of optical and acoustic thickness, of electrode effects, of the frequency
dependence of the viscoelastic parameters, and of the consequences of a finite contact
area. Viscoelastic modeling of QCM data has some pitfalls, which are pointed out. A sep-
arate section is devoted to the shortcomings of the small-load approximation (which can
be very noticeable) and the amendments to the model accounting for these.

Keywords Acoustic multilayers · Equivalent circuits · Quartz crystal microbalance ·
Quartz crystal resonator · Viscoelasticity

Abbreviations
A Area
a Amplitude of oscillation at the crystal surface
bs Slip length
c Speed of sound, c = (G/ρ)1/2

C1 Motional capacitance
C0 Electrical (parallel) capacitance
D Dissipation, D = Q–1

d Thickness
de Thickness of the electrode
df Thickness of the film
dq Thickness of the crystal, dq = cq/(2ff)
d26 Piezoelectric strain coefficient, d26 = 3.1×10–12 m V–1

e26 Piezoelectric stress coefficient, e26 = d26Gq = 9.65×10–2 C m–2

e as an index: Electrode
F Force
Fex External force
f as an index: Film (exception: ff, frequency of the fundamental)
f Frequency
fr Resonance frequency (real part)
f0 Resonance frequency in reference state
f̃r Resonance complex frequency, f̃r = fr + iΓ
f̃0 Resonance complex frequency in reference state
ff A parameter close to the resonance frequency of the fundamental
G Shear modulus, G = G′ + iG′′
Gq Shear modulus of AT-cut quartz, Gq ≈ 29.3×109 Pa
hq Half of the thickness of the crystal, hq = dq/2
h Half of the thickness of a layer
Iel Electrical current
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J Shear compliance, J = 1/G, J = J′ – iJ′′
k Wave vector, k = ω/c = ω(ρ/G)1/2, k = k′ – ik′′
liq as an index: Liquid
L1 Motional inductance
me Areal mass density of the electrode
mf Areal mass density of the film
mp Mass of resonating system; mp is not an areal mass density, it is a mass
mq Areal mass density of the crystal, mq = ρqdq = ρqcq/(2ff) = Zq/(2ff)
n Overtone order, n ≈ fr/ff
q as an index: Quartz
Q Q factor, Q = fr/(2Γ )
R1 Motional resistance
t Time
u Lateral displacement
u̇ Lateral speed, u̇ = iωu
u± Wave traveling to the left (+) or to the right (–)
u±,0 Amplitudes of waves
Uel Electrical voltage
x Spatial coordinate in the surface plane
y Spatial coordinate in the surface plane
z Spatial coordinate perpendicular to the surface plane
zj,j+1 Location of interface between layers j and j + 1
Z Acoustic impedance, Z = ρc = (ρG)1/2, Z = Z′ + iZ′′
Zel Electric impedance
Zk Circuit element related piezoelectric stiffening
Zliq Acoustic impedance of a liquid, Zliq = (iωηρ)1/2

Zm Mechanical impedance, Zm = F/u̇ = Aσ/u̇
Zq Acoustic impedance of AT-cut quartz, Zq = 8.8×106 kg m–2 s–1

ZL Load impedance, ZL = σ/u̇
β′ Power law exponent of viscoelastic dispersion, J′( f ) = J′( fref) · ( f /fref)β

′

β′′ Power law exponent of viscoelastic dispersion, J′′( f ) = J′′( fref) · ( f /fref)β
′′

∆f̃ Complex frequency shift
∆f Frequency shift
∆Γ Shift of half bandwidth at half maximum
∆ϕ Phase shift induced by the sample
γ Decay constant, γ = ξp/mp
Γ Half-band-half-width of a resonance, HBH width, “bandwidth” for short
φ Factor for conversion between current and speed, φ = Ae26/dq, Iel = φu̇
ϕ Phase shift for one round-trip
η Viscosity, η = G/(iω)
κp Spring constant of a resonator
κ Piezoelectric coupling coefficient, κ2 = e2

26/(εε0Gq)
λ Wavelength
µe Dimensionless parameter describing the mass of the electrode, µe = me/mq
µf Dimensionless parameter describing the mass of the film, µf = mf/mq
ρ Density
σ Stress
ω Radial frequency
ωr Radial frequency on resonance
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ω0 Radial frequency on resonance in the reference state or eigenfrequency of a res-
onator, ω0 = (κp/mp)1/2

ξp Drag coefficient, ξp = F/u̇
ξliq Dimensionless parameter describing the viscosity of liquid
ζe Dimensionless parameter describing the compliance of the electrode
ζf Dimensionless parameter describing the compliance of the film

1
Introduction

The quartz crystal microbalance (QCM) is a well-known tool to measure film
thicknesses in the nanometer range [1–3]. It is difficult to imagine a device
which is simpler than a quartz crystal resonator, and simplicity is one of
the principal advantages of the QCM. A QCM is a disk of crystalline quartz.
The disk displays acoustic resonances like any other three-dimensional body.
As a resonator, it distinguishes itself from other resonators by a number of
features:

• Since crystalline quartz is weakly piezoelectric, the acoustic resonances
can be probed by electrical means. Otherwise, piezoelectricity is of minor
importance.

• There are a number of acoustic modes, which can be well approximated
by standing plane waves with the k vector perpendicular to the crystal sur-
face. For these plane-wave modes, the crystal can be considered as laterally
infinite. The only dimension of interest is the dimension perpendicular to
the surface. One-dimensional models apply [4].

• For certain crystal cuts the motion is of the thickness-shear type. Since the
motion at the crystal surface is then in the surface plane, these modes do
not emit longitudinal sound (or at least not very much of it). The weak
acoustic coupling to the environment increases the Q factor of the reso-
nances to rather exceptional levels. The bandwidth is orders of magnitude
smaller than the resonance frequency, which greatly simplifies the data
analysis.

The classical sensing application of quartz crystal resonators is micro-
gravimetry [1, 5]. Many commercial instruments are around. These devices
exploit the Sauerbrey relation (Eq. 28). For thin films, the resonance fre-
quency is—by and large—inversely proportional to the total thickness of the
plate. The latter increases when a film is deposited onto the crystal surface.
Monolayer sensitivity is easily reached. However, when the film thickness in-
creases, viscoelastic effects come into play, as was for instance recognized by
Lu and Lewis, who derived a refined version of the Sauerbrey equation [6].
These authors mainly intended to improve the microweighing procedure. Ac-
tually measuring viscoelastic properties with the QCM was not a major issue
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at the time. In the late 1980s, it was recognized that the QCM can also be
operated in liquids, if proper measures are taken to overcome the large damp-
ing [7, 8]. The ensuing questions and their discussion contributed much to the
increased interest in nongravimetric applications of the QCM.

Today, microweighing is only one out of many uses of the QCM (Fig. 1).
The QCM can be viewed as an acoustic reflectometer, as a high-frequency in-
terfacial rheometer, or as a micromechanical probe. In view of this diverse
set of applications, it is helpful to describe the acoustic interaction between
the crystal and the sample in a general way. This entails a certain mathemat-
ical effort. However, there are intuitive views for most cases. Regardless of the
complexity occurring in the intermediate steps of the calculation, simple re-
lations are eventually found which can be readily programmed in any of the
standard software packages for data analysis. For instance, if the sample is
a thin film in air, an advanced analysis (Eq. 72) can yield the viscous com-
pliance of the film, J′′f (ω). If the film is in a liquid environment, the elastic
compliance of the film, J′f(ω), is derived (Eq. 85). Equations 72 and 85 are lim-
iting cases to a viscoelastic model, which today is well established. Note that
the “nongravimetric” QCM is by no means an alternative to the conventional
QCM. Viscoelastic modeling deepens our understanding of the conventional
QCM and enhances the information derived from physical, chemical, or bio-
logical sensors based on quartz crystal resonators.

Although this chapter is mainly concerned with modeling, we briefly ad-
dress a few experimental issues:

Fig. 1 Different uses of the QCM
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• Impedance analysis (Fig. 2), whereby the resonance curves are passively
mapped out with a network analyzer, has in many ways laid the ex-
perimental ground for the viscoelastic modeling [9, 10]. With impedance
analysis, both the frequency and the bandwidth of the resonance are ac-
cessible on a number of different overtones. Ring-down has been recently
introduced as an alternative to impedance analysis [11]. This technique
(Sect. 2) also provides frequency and bandwidth and can do so on a num-
ber of harmonics.

• Oscillator circuits are a cost-efficient alternative to impedance analysis
and ring-down [12, 13]. Naturally, most sensors run on oscillator circuits.
Some advanced circuits provide a measure of the dissipation (such as the
peak resistance, R1, see Sect. 6) in addition to the frequency. Most os-
cillators operate on one harmonic only. Oscillators can be more stable
than ring-down and impedance analysis because the latter two techniques
periodically turn the crystal on and off in one way or another, whereas
oscillators just run quietly on one fixed frequency. If the signal-to-noise
ratio is the primary concern, no technique can beat oscillators. There is
one pitfall with the use of oscillators worth mentioning: the theory be-
low pertains to the series resonance frequency (simply called resonance
frequency). The output frequency of an oscillator circuit, on the other
hand, usually is not the series resonance frequency (Fig. 2). For instance,
phase-locked-loop oscillators keep the phase constant. Many oscillators
run at the zero-phase frequency (B ≡ 0, Fig. 2). Importantly, the difference
between the zero-phase frequency and the series resonance frequency
changes if the bandwidth or the parallel capacitance change (Sect. 6). The

Fig. 2 Impedance analysis is based on the conductance curve of the crystal. The central
parameters of measurement are the resonance frequency, fr, and the half-band-half-
width, Γ . The insert shows the admittance diagram in the complex plane of the admit-
tance Y(ω) = G(ω) + iB(ω). The series resonance frequency, fr, corresponds to the peak
of the conductance. The frequency corresponding to B = 0 is the zero-phase frequency
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latter may happen as a consequence of fluctuating stray capacitances.
Changes in bandwidth or parallel capacitance therefore induce a change in
the frequency of oscillation that is not related to a shift of the (series) res-
onant frequency. This cross-sensitivity easily leads to misinterpretations.

• Because the QCM is so tremendously sensitive, factors of influence come
into play that can safely be ignored in other fields of physics. The correct
interpretation of an experiment is often a challenge and supplemental in-
formation in addition to the frequency shift is helpful. Such information
can, for instance, come from the comparison of the shifts of frequency and
bandwidth at the different harmonics. The combination of the QCM with
other surface-analytical techniques like electrochemical cyclovoltamme-
try [14–16], optical reflectometry [17], atomic force microscopy [18, 19],
or the colloidal probe [20, 21] has been pursued for the same reason. Par-
ticularly advanced is the electrochemical QCM (EQCM) [14].

• While a stability of δf /f < 10–9 and better is achieved with sealed res-
onators as they are usually employed in timing and frequency-control
applications, a typical stability for resonators exposed to the environment
is in the range of 10–8–10–7.

• The best agreement between theory and experiment is reached with pla-
nar, optically polished crystals for overtone orders between n = 5 and
n = 13. On low harmonics, energy trapping [22] is insufficient, while on
high harmonics, anharmonic side bands interfere with the main reson-
ance [23].

• Admittedly, some of the amazing simplicity of quartz crystal resonators
is lost once the surfaces are covered with electrodes and the crystal is
inserted into a holder. In this chapter, we mostly stick to an idealistic
view and describe the modeling as if there were none of these com-
plications. We do not touch upon compressional waves [24, 25], effects
of varying temperature or stress [26, 27], anharmonic side bands [23],
roughness [28, 29], bubbles and slip [30], or effects of a variable dielectric
environment [31, 32].

Although this chapter is concerned with bulk acoustic wave (BAW) de-
vices, some of the concepts apply to shear horizontal surface acoustic wave
(SH-SAW) devices in a similar way [33, 34]. When modeling SH-SAW devices,
one usually decomposes the wave vector into a vertical and a lateral compon-
ent. The vertical component obeys similar laws as the shear wave in a BAW
resonator. This being said, we confine the discussion to BAW devices (also
termed thickness-shear resonators) in the following.

The most popular BAW resonator is the QCM. The name QCM correctly
suggests that its main use is microgravimetry. However, many researchers
who use quartz resonators for other purposes have continued to call the
quartz crystal resonator “QCM”. We will follow this usage and call all quartz
crystal resonators QCMs. Actually, the term “balance” makes sense even for
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nongravimetric applications if it is understood in the sense of a force bal-
ance. The force exerted on the crystal by the sample is balanced by the force
originating from the shear gradient inside the crystal. This is the essence of
the small-load approximation (Eq. 51). Crystalline α-quartz is by far the most
important material for thickness-shear resonators. Langasite (La3Ga5SiO14,
“LGS”) and gallium orthophosphate (GaPO4) are investigated as alternatives
to quartz, mainly (but not only) for use at high temperatures [35, 36]. We also
call these devices “QCMs”, even though they are not made out of quartz (and
may or may not be used for gravimetry).

2
Complex Resonance Frequencies

We use complex resonance frequencies, where the real part, fr, is the series
resonance frequency and the imaginary part, Γ , is half the bandwidth at half
maximum of the resonance (half-band-half-width, HBH width, also termed
“bandwidth” for short). In the following, we comment on why—and under
what conditions—the imaginary part of the resonance frequency is equal to
the half-band-half-width [37].

Consider a forced resonator obeying the force-balance equation:

mp
d2x(t)

dt2 + ξp
dx(t)

dt
+ κpx(t) = Fex(t) (1)

with mp the mass, ξp the drag coefficient, κp the spring constant, and Fex the
external force. Introducing the decay constant γ = ξp/mp and the eigenfre-
quency ω0 =

(
κp/mp

)1/2, and also considering the Fourier transforms x(ω)
and Fex(ω), this reads:

mpx(ω)

Fex(ω)
=

1

ω2
0 – ω2 + iγω

. (2)

We now introduce the variables f = ω/2π, fr = ω0/2π, and Γ = (1/2)γ/(2π).
The factor of 1/2 in the latter definition is essential. Assuming that the reson-
ance is narrow (Γ 	 fr), one may approximate 2iΓ f by 2iΓ fr and write:

4π2mpx( f )

Fex( f )
≈ 1

f 2
r – f 2 + 2iΓ f

≈ 1
f 2
r – f 2 + 2iΓ fr

≈ 1
f 2
r – f 2 + 2iΓ fr – Γ 2

=
1(

fr + iΓ
)2 – f 2

=
1

f̃ 2
r – f 2

. (3)

The small term Γ 2 has been added to the denominator in step 3. As Eq. 3
shows, the bandwidth can been absorbed into a complex resonance fre-
quency, f̃r, if one chooses the real part as fr and the imaginary part as Γ . Since
the crystal cannot be excited with a complex frequency, the denominator al-
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ways remains nonzero and the amplitude x( f ) remains finite. Allowing for
complex resonance frequencies is a convenient way to include the bandwidth
in all equations.

It is instructive to go through a similar set of equations in the time domain.
Assume that the excitation of the resonance is carried out with a radiofre-
quency pulse (rather than a continuous sine wave). After the excitation has
been turned off, the resonator rings down according to a decaying complex
exponential:

x(t) = x0 exp
(
iω̃rt

)
= x0 exp

(
2πifrt

)
exp

(
– 2πΓ t

)
. (4)

Since Fex = 0, Eq. 1 requires that:(
– mpω̃

2
r + iξpω̃r + κp

) (
x0 exp(2πiω̃rt)

)
= 0 (5)

and further, since x0 = 0:

ω̃2
r – iγ ω̃r – ω2

0 = 0 , (6)

which, for γ 	 ω0, is solved by

ω̃r =
iγ
2

±
√

– γ 2

4
+ ω2

0 ≈ ±ω0 +
iγ
2

. (7)

Again, the imaginary part of ω̃r is one half of the decay constant, γ , provided
that the resonance is sharp. Sharp resonances are always found for the QCM.
A quick estimate shows that the error caused by neglecting γ 2/4 in compari-
son to ω2

0 in Eq. 7 is negligible in all cases of practical interest. The complex
resonance frequency, f̃r, also describes the ring-down of a freely oscillating
resonator. Since the decay time, τ , is equal to (2πΓ )–1, Γ can be determined
by ring-down experiments (see the chapter by F. Höök and B. Kasemo, 2006,
in this volume) just as well as by mapping out the resonance curve with an
impedance analyzer.

The time-domain description and the frequency-domain description are
connected via the Greens function formalism. Solving Eq. 1 for an arbitrary
tune sequence of the external force Fex(t) by means of the Greens function
shows that the crystal “remembers” the ariving conditions of a tune equal
to (2πΓ )–1. The Greens function formalism is of importance in the context
of advanced pulse sequences for driving the crystal [40]. Note, however, that
a response to a change in the crystal properties (for example a change in κp
caused by a contact with an external object) is instantaneous. The parame-
ters κp, mp, and ξp in Eq. 1 (and, as a consequence, f̃r) then acquire an explicit
time dependence. The output of the QCM responds almost instantaneously
to changes in its resonance parameters, whereas it responds more slowly to
changes in its driving conditions. This issue is of importance in the context of
fast measurements [38, 39].
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In this chapter, the half-band-half-width, Γ , is used to quantify dissipa-
tion.1 Other common parameters are the quality factor, Q, and the dissipa-
tion [11] D = Q–1. Q is defined as:

Q =
fr

2Γ
, (8)

which implies that:

D =
2Γ
fr

. (9)

These other measures of dissipation are completely equivalent to the band-
width. It is entirely a matter of taste which variable to use.

The motional resistance, R1 (Sect. 6), is also used as a measure of dissipa-
tion. R1 is an output parameter of some instruments based on advanced oscil-
lator circuits. However, experiments based on impedance analysis show that
R1 usually is not strictly proportional to the bandwidth (although it should
be, according to the Butterworth–van Dyke (BvD) circuit, Appendix A). Also,
in absolute terms, R1—being an electrical quantity and not a frequency—
is affected by calibration problems much more than the bandwidth. In the
author’s opinion, Γ or D are better measures of dissipation than R1.

Even though getting used to a complex resonance frequency takes some
exercise, one is rewarded later on with a reduction in the number of equa-
tions by a factor of two. Just about every single equation below (concerning
load, impedance, speed of sound, wave vector, resonance frequency, shear
modulus, or shear compliance) can be formulated with complex parameters,
where the imaginary part quantifies a loss of energy. Consistently using com-
plex variables (including complex resonance frequencies) much simplifies the
algebra.

At this point, we introduce a convention: a traveling wave u(z, t) shall be of
the form

u±(z, t) = u±,0 exp
(
+ i(ωt ±kz)

)
+ c.c. , (10)

where “c.c.” denotes the complex conjugate and is usually omitted. We could
equally well have written u±(z, t) = u±,0 exp

(
– i(ωt ±kz)

)
+ c.c. because after

adding the complex conjugate, it does not matter whether the time depen-
dence has the form exp(iωt) or exp(– iωt). However, it is helpful to stick to
exp(+ iωt) and to certain other sign conventions as well, in order to ensure
that dissipative processes always increase the entropy and never decrease it.
These sign conventions are: G = G′ + iG′′ for the shear modulus, J = J′ – iJ′′
for the shear compliance, Z = Z′ + iZ′′ for the acoustic impedance, ε = ε′ – iε′′
for the dielectric constant, k = ±k′ – ik′′ for the wave vector, c = c′ + ic′′ for

1 Note that Γ denotes the half-band-full-width in [28] and other publications by this group.
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the speed of sound, and η = η′ – iη′′ for the viscosity. Using the above conven-
tions, all quantities with two primes are positive as long as the corresponding
processes comply with the second law of thermodynamics.2

In the following, all variables which are connected to viscoelasticity in one
way or another (such as G, J, k, c, or Z) are considered complex. Exceptions
are the parameters Gq, kq, cq, and Zq, which pertain to the quartz crystal.
These parameters, as well as the frequency of the fundamental, ff, are consid-
ered to be real in order to conform to the current usage in the literature. One
can also define them as complex (which they are, in principle, although the
imaginary parts are much smaller than the real parts). When any of the par-
ameters Gq, kq, cq, and Zq are meant to be complex, they attain a tilde (∼).
Even when they are complex, the ratios c̃q/(2f̃f) and Z̃q/(2f̃f) (leading to the
thickness of the crystal, dq, and the mass per unit area of the crystal, mq) are
real. Frequencies and spring constants are real, unless they have a tilde (f̃r, f̃0,
ω̃r, ∆f̃ , κ̃p). The overtone order, n, is never complex. The overtone order is
meant to be the nearest integer to f̃r/ff. In some cases, it makes sense to de-
fine n as the real part of f̃r/ff. Since overtones are always slightly displaced
from the exact integer multiples of the fundamental, f̃r/ff is not exactly an in-
teger [41]. The deviation is small and, further, the context will make it clear
whether accuracy can be gained by considering n a real number (close to an
integer), rather than an integer.

3
Assumptions of the Standard Model

A standard model has emerged for the calculation of the resonance frequen-
cies of quartz crystal resonators coated with planar layers [37, 42–45]. We first
summarize the assumptions entering the model:
1. The resonator and all cover layers are laterally homogeneous and laterally

infinite.
2. The distortion of the crystal is given by a transverse plane wave with

the k vector perpendicular to the surface normal (thickness-shear mode).
There are neither compressional waves [24] nor flexural contributions to
the displacement pattern [46]. There are no nodal lines in the plane of the
resonator. The standard model ignores anharmonic side bands (spurious
modes) [23].

3. All stresses are proportional to strain. Linear viscoelasticity holds [47].
4. The voltage across the crystal is a boundary condition controlled by the

experimentalist. The current through the electrodes is the primary par-
ameter of the measurement.

2 For the viscosity, the primed quantity (η′) is related to dissipation rather than the quantity with
double primes.
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These assumptions deserve a few comments. Assumptions 1 and 2 are inter-
related and not fulfilled in practice. In order to be able to mount the crystal
in a holder touching its rim, “energy trapping” [22] is employed. One confines
the oscillating region to the center of the plate by making the crystal slightly
thicker in the center than at the rim. The resonator then acts as a small acoustic
lens, which focuses the acoustic beam to the center of the plate. An increased
thickness at the center can, for instance, be achieved with keyhole-shaped back
electrodes or, alternatively, with plane-convex crystals. There is an analytical
treatment of energy trapping with plane-convex crystals by Stevens and Tier-
sten [48]. Finite element calculations are being done [49], but their routine
use at this point seems difficult. Importantly, energy trapping induces flexural
contributions to the pattern of motion as well as compressional waves [50, 51],
which is a problem with the use of the QCM in liquids. Because laterally het-
erogeneous samples are of tremendous importance in practice, we treat them
briefly in Sect. 8.1.1 (see also D. Johannsmann, 2006, in this volume).

Assumptions 1 and 2 constitute a practical requirement for the construc-
tion of resonators in the sense that resonators perform poorly if the width-
to-thickness ratio is less than about 30. This condition severely restricts the
design options when it comes to miniaturization and array sensors. Viola-
tions of assumptions 1 and 2 are tolerable only to a certain extent.

Linear viscoelasticity (assumption 3) is obeyed as long as the driving volt-
age is small enough. In air, a drive level of – 5 dBm (170 mVrms) usually is
safe.3 In liquids, higher drive levels (resulting in a better signal-to-noise ratio)
can be tolerated because the motion is more strongly damped and the peak
amplitude is not as high as in air. The main source of a drive-level dependence
of the resonance parameters is an elastic anharmonicity of the crystal [47, 52].
Heating also plays a role. Linear viscoelasticity is often violated in contact
mechanics experiments (D. Johannsmann, 2006, in this volume) because in-
terfacial friction is a strongly nonlinear phenomenon.

Assumption 4 is not fulfilled in practice, because the electrical circuitry
probing the crystal has finite output and input impedance. Nevertheless, since
the calculations provide the electrical impedance of the crystal, the electrical
circuitry can be accounted for by using an appropriately extended equivalent
electrical circuit of the crystal (Sect. 6) in the analysis.

When employing impedance analysis, proper calibration of the impedance
analyzer takes care of the additional electric circuit elements to a large
extent.4 It turns out to be advantageous to interface the crystal to an elec-

3 A drive level of DL = 0 dBm corresponds to a power of P = 1 mW. With an impedance of
the cable of R = 50 ohms, this translates to a voltage Uel = (RP)1/2 = (50×10–3 )1/2V(rms) ×
exp(DL/(20 dBm)) = 223.6 mV(rms)×exp(DL/(20 dBm)). The amplitude of the voltage is equal to
the rms voltage multiplied by 21/2.
4 Most network analyzers use three-term calibration, which is good enough in the sense that the
resonance curves look correct after calibration. Evidently, three-term calibration only accounts for
sufficiently simple electrical elements between the analyzer and the crystal. Three-term calibration
is described in the EIA Standard 512.
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tronic circuitry with low impedance. Because of piezoelectric stiffening
(Sect. 6) the crystal responds rather sensitively to stray capacitances between
the electrodes. The influence of stray capacitances can be lowered by con-
necting the two electrodes across a small resistor (typically 14.2 ohms). The
resistor short-circuits the stray capacitances. Such an electrical separation
from the environment is achieved by means of a π network [53]. However,
the π network also short-circuits the connection between the crystal and the
driving electronics to some extent (effectively acting as a 15-dB attenuator),
thereby decreasing the signal-to-noise ratio.

4
Wave Equations and Continuity Conditions: The Mathematical Approach

The following section describes the canonical mathematical way of finding
the resonance frequencies of coated quartz crystals. The method is described
in detail in [54]. The wave equations for the different layers and the boundary
conditions at the interfaces between the layers form a homogeneous system
of linear equations, which can only be solved if the determinant of the sys-
tem is zero. Since the determinant depends on frequency, the zeros of the
determinant lead to the resonance frequencies.

Figure 3 illustrates the geometry. There are a total of N layers, where the
semi-infinite media to the left and to the right of the layer stack have the in-
dices 0 and N + 1. Later on, the crystal will usually be layer 1 and the index 1
will be replaced by q. Each layer j is characterized by the thickness, dj, an
acoustic impedance, Zj, and a speed of sound, cj. Both the impedance Zj and
the speed of sound cj are complex. They are given by:

cj =

√
Gj

ρj
=

√
G′

j + iG′′
j

ρj
(11)

Zj = ρjcj =
√

ρjGj =

√
ρj

(
G′

j + iG′′
j

)
, (12)

Fig. 3 Layer system and definition of variables
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where ρ is the density and G is the shear modulus. Each layer supports two
waves of the form u±

j = u±,0
j exp

(
i(ωt ±kjz)

)
, where the “+” and “–” signs de-

note the direction of propagation; u–
j is the wave traveling from left to right,

kj = ω/cj is the wave vector, and u±,0
j is the amplitude. Unless the crystal is op-

erated as a microphone [55] (which is not considered here), the semi-infinite
media to the left and to the right each only support one wave, which propa-
gates outwards. The amplitudes u–,0

0 and u+,0
N+1 are zero, leaving us with a set

of 2N + 2 nontrivial amplitudes. The N layers are bounded by N + 1 inter-
faces. Both the displacement, u, and the stress, G∂u/∂z, are continuous at the
interface. The continuity of displacement is expressed as:

u+
j

(
zj,j+1

)
+ u–

j

(
zj,j+1

)
= u+

j+1

(
zj,j+1

)
+ u–

j+1

(
zj,j+1

)
, (13)

where zj,j+1 is the location of the interface between layers j and j + 1. Adopting
the definition that:

u±
j

(
zj–1,j

)
= u±,0

j

u±
j

(
zj,j+1

)
= u±,0

j exp
(±ikjdj

)
, (14)

Eq. 13 translates to:

u+,0
j exp

(
ikjdj

)
+ u–,0

j exp
(
– ikjdj

)
= u+,0

j+1 + u–,0
j+1 . (15)

The continuity of stress is expressed as:

iGjkj

[
u+

j

(
zj,j+1

)
– u–

j

(
zj,j+1

)]
= iGj+1kj+1

[
u+

j+1

(
zj,j+1

)
– u–

j+1

(
zj,j+1

)]
. (16)

Using Eqs. 14 and 15 as well as k = ω/c = ω(ρ/G)1/2 = ωZ/G, Eq. 16 can also
be written as:

Zj

[
u+,0

j exp
(
ikjdj

)
– u–,0

j exp
(
– ikjdj

)]
= Zj+1

[
u+,0

j+1 – u–,0
j+1

]
. (17)

Equation 17 illustrates why the acoustic impedance is of such tremendous
importance in the physics of the QCM. The acoustic impedance governs the
condition of stress continuity, and thereby the reflectivity at acoustic inter-
faces.

Equations 15 and 17 constitute a homogeneous system of 2N + 2 linear
equations. A nontrivial solution for the set of amplitudes {u±,0

j } only exists
if the determinant of this equation system vanishes. The search for the ze-
ros of the determinant as a function of frequency will in general be carried
out numerically. The zeros define the resonance frequencies. Since, for a real
material, the shear modulus always contains a dissipative component, G′′, the
resonance frequencies are complex (where the imaginary part is the half-
band-half-width, Γ ).

Let us consider a simple example. For the bare crystal in air, the number
of layers is equal to 1 and the adjacent bulk media have vanishing impedance
(Z0 = 0, Z2 = 0). Here and in the following, we neglect the impedance of air
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and treat air and vacuum as the same. We use the index “q” instead of “1”
because the first layer is the quartz crystal. The resulting set of equations is:

u+,0
0 = u+,0

q + u–,0
q (18)

0 = Z̃q

[
u+,0

q – u–,0
q

]
(19)

u+,0
q exp

(
ik̃qdq

)
+ u–,0

q exp
(
– ik̃qdq

)
= u–,0

2 (20)

Z̃q

[
u+,0

q exp
(
ik̃qdq

)
– u–,0

q exp
(
– ik̃qdq

)]
= 0 . (21)

In matrix notation this reads as:⎡⎢⎢⎢⎣
– 1 1 1 0

0 Z̃q – Z̃q 0

0 exp
(
ik̃qdq

)
exp

(
– ik̃qdq

)
– 1

0 Z̃q exp
(
ik̃qdq

)
– Z̃q exp

(
– ik̃qdq

)
0

⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎣

u+,0
0

u+,0
q

u–,0
q

u–,0
2

⎤⎥⎥⎥⎥⎦ = 0 . (22)

Requiring that the determinant of this system be zero amounts to:

Z̃2
q exp

(
ik̃qdq

)
– Z̃2

q exp
(
– ik̃qdq

)
= 0 (23)

or equivalently:

k̃q =
ω̃r

c̃q
=

nπ

dq
, (24)

where the overtone order, n, is an integer.5 Equation 24 is the well-known
resonance condition for a bare plate in vacuum. The displacement pattern is
given by a standing wave with antinodes at the surfaces. For the fundamental,
the wavelength is twice the crystal thickness. The surfaces are stress-free with
vanishing gradients ∂u/∂z. The overtone order may be even or odd. However,
only odd harmonics can be excited electrically.6

For later use, we rewrite Eq. 24 in two different ways. Calling the frequency
of the fundamental f̃f (n = 1), we find:

dq =
1
2

c̃q

f̃f
(25)

and

mq = ρqdq =
1
2

ρqc̃q

f̃f
=

1
2

Z̃q

f̃f
, (26)

5 The overtone order may turn into a noninteger number if piezoelectric stiffening and energy
trapping are taken into account. This does not change the structure of the equations.
6 A resonance can be excited electrically if there is a difference between the displacement of the
two electrodes (inducing a polarization and a current). Harmonics with even overtone order can,
under certain conditions, also be electrically excited. The displacement pattern has to be slightly
asymmetric. This may be the case if one side of the crystal is heavily loaded whereas the other side
is empty.
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where mq is the mass per unit area of the crystal, and ρq is its density. In
the context of viscoelastic modeling, the combination of parameters Zq and ff
usually encodes the mass of the crystal. For the reasons stated in [41], the res-
onance frequency at the fundamental is not the best choice for the parameter
ff. This resonance frequency is also affected by piezoelectric stiffening and
energy trapping. Some accuracy can be gained by using the high-frequency
limit f0(n)/n (where f0(n) is the frequency of the bare crystal at overtone
order n) for the parameter ff, rather than the frequency of the fundamental.
The two are not exactly the same.

Let us assume that a thin film of thickness df 	 dq has been coated onto
the crystal surface. Let the film have the same acoustic properties as the
crystal (ρf = ρq, c̃f = c̃q). Adding a film of identical properties amounts to
a thickening of the plate. This system may still be modeled as a single layer.
If the properties of the film were to be different from the properties of the
crystal, we would need to repeat the full analysis with two layers instead of
one. The discussion of a viscoelastic film with arbitrary acoustic properties is
deferred to Sect. 8.2.

For a film which has exactly the same acoustic properties as the crystal, the
shift in resonance frequency is predicted as:

∆f̃

f̃0
≈ –

df

dq
= –

mf

mq
. (27)

Here and in the following, f̃0 is the resonance frequency of the crystal in the
reference state (which usually is the uncoated state)7; mf and mq are the areal
mass densities (mass per unit area) of the film and the crystal, respectively.
The relation df/dq = mf/mq evidently requires that the density of the film and
the crystal are the same. It will turn out that the fractional frequency shift is
the same as the ratio of mf and mq for all thin films, regardless of their acous-
tic properties. Therefore, one may memorize the relation ∆f̃ /f̃0 =– mf/mq
right here. Note that this “Sauerbrey limit” only holds for films much thinner
than the wavelength of sound, λ.

Using Eq. 26 for the parameter mq, we arrive at the famous Sauerbrey
equation:

∆f̃
ff

≈ –
2f̃0
Zq

mf (28)

or, equivalently,

∆f̃ ≈ –
2f̃0ff
Zq

mf ≈ –
2nf 2

f

Zq
mf . (29)

7 For reasons which are stated in [56] and [41], the reference frequency at the nth overtone is never
strictly equal to nff.
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Zq is the acoustic impedance of AT-cut quartz; its value is 8.8×106 kg m–2 s–1.
Strictly speaking, Zq is a complex quantity Z′

q + iZ′′
q, where Z′′

q accounts for
internal friction. Zq is often considered to be real. When this happens, the
fundamental frequency ff must also be a real number (see end of Sect. 2). The
Sauerbrey equation fails to account for viscoelasticity and also, when applied
in liquids, cannot distinguish between the adsorbed material itself and sol-
vent trapped inside the adsorbed film. When a mass is derived by means of
the Sauerbrey equation, the interpretation of this mass parameter is some-
times difficult. The terms “Sauerbrey mass” and “Sauerbrey thickness” are
used in order to indicate that the respective parameters have been calculated
by the simple Sauerbrey equation.

The derivation above ignores piezoelectricity (Sect. 6). The theory of the
piezoelectric plate has been worked out by Tiersten [56]. Kanazawa has ap-
plied this theory rigorously to the case of a crystal loaded with a liquid or
a viscoelastic film [54]. These treatments are equivalent to the treatment with
equivalent circuits (Sect. 6), and we therefore defer the discussion of piezo-
electricity to that section.

5
The QCM as an Acoustic Reflectometer: The Optical Approach

The procedure described in Sect. 4 is mathematically straightforward, but
somewhat technical. Applying the formalism to multilayers leads to awk-
wardly large determinants (Eq. 22). Searching the zeros of these determinants
certainly is possible, at least numerically. On the other hand, the procedure
is tedious and somewhat obscures the underlying physics. Two other formu-
lations are around. These make use of an analogy to the theory of optical
reflectivities and of electrical circuits, respectively. With regard to the out-
come, these theories are completely equivalent to the strictly mathematical
formulation. It is just a matter of language and graphical representation. The

Fig. 4 The frequency shift depends on the acoustic reflectivity at the quartz–sample inter-
face
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alternative formulations provide an intuitive insight and we therefore discuss
them both.

Within an optics-type approach, one considers the resonator as an acous-
tic cavity. The term “acoustic” in this context always pertains to shear waves,
never to longitudinal waves. This distinction is important: in liquids, shear
waves rapidly decay because the elastic part of the shear modulus is zero.
Shear waves therefore provide for surface specificity. Longitudinal waves, on
the contrary, propagate because the elastic component of the compressional
modulus is nonzero.

Resonances occur if the time required for one round-trip is an integer
multiple of the period of oscillation. If this is the case, there is constructive
interference and the amplitude becomes large. In order to calculate the time
needed for one round-trip, we need to know the set of layer thicknesses, {dj},
wave vectors, {kj}, and reflectivities at the interfaces (Fig. 3). Let us calcu-
late the reflectivity ra,b = u+,0

a /u–,0
a of a single interface between media termed

“a” and “b”. We have u–,0
a = 1 and u+,0

b = 0. The analogs of Eqs. 13 and 17
are:

u+,0
a + u–,0

a = u–,0
b (30)

Za
[
u+,0

a – u–,0
a

]
= Zbu–,0

b . (31)

Eliminating u–,0
b , one finds:

ra,b =
u+,0

a

u–,0
a

=
Za – Zb

Za + Zb
. (32)

This relation is reminiscent of the reflectivity of optical waves impinging
vertically onto a dielectric interface. The optical reflectivity r is given by
r = (na – nb)/(na + nb), where na and nb are the indices of refraction. In
acoustics, the acoustic impedance, Z = (ρG)1/2, takes the role of the re-
fractive index. Note, however, that this analogy has its limitations. In op-
tics, the refractive index governs both the reflectivity at interfaces and
the speed of light. This happens because the magnetic permeability (the
analog of the density) is about equal to unity at optical frequencies. In
acoustics, it is not quite as easy. Also, strictly speaking, n is not the op-
tical impedance, but the ratio of the optical impedances of vacuum and
of the medium. Finally, refractive indices typically vary by a few percent.
Typical optical reflectivities (of—let’s say—the water surface) therefore are
also in the range of a few percent. The acoustic shear impedance, on
the other hand, can easily vary by a factor of 10 or more because the
shear modulus may vary by orders of magnitude. As a consequence, acous-
tic reflectivities easily approach unity even for rather similar materials
(Sect. 8.3.2).
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Let us apply the optical approach to a single plate in vacuum. The ampli-
tude of the wave after one round-trip, u(1), is given by:

u(1) = u(0) exp
(
– ik̃qdq

)
rq,2 exp

(
– ik̃qdq

)
rq,0 , (33)

where u(0) is the initial amplitude and r is the reflectivity. Since both Z0 and
Z2 vanish, we have rq,2 = rq,0 = 1 and the condition of constructive interfer-
ence is:

u(0) ≡ u(1) = u(0) exp
(
– 2ik̃qdq

)
= u(0) exp

(
– 2iω̃r

c̃q
dq

)

= u(0) exp

(
– 4πif̃r

c̃q
dq

)
= u(0) exp

⎛⎝– 4πif̃r
√

ρq√
G̃q

dq

⎞⎠
= u(0) exp

(
– 4πif̃rρq

Z̃q
dq

)
. (34)

The argument of the exponential (the phase shift, – iϕ) must be an integer
multiple of – 2πi, leading to:

f̃r =
nc̃q

2dq
=

n
2

√
G̃q

ρq

1
dq

=
nZ̃q

2ρqdq
=

nZ̃q

2mq
, (35)

which is the familiar resonance condition.
Now let us assume that the reflectivity at the front surface, rq,2, is slightly

different from unity. The absolute value may be smaller than unity because
some energy may be dissipated inside the sample. Also, there may be a phase
shift because a certain part of the wave enters the sample, returns, and su-
perimposes itself onto the wave reflected at the crystal surface (Fig. 4). The
resonance condition then is:

1 ≡ rq,2 exp

(
–

4πif̃rdq

c̃q

)
. (36)

If we assume that rq,2 is close to unity, we may write f̃r = f̃0 + ∆f̃ with a small
complex frequency shift ∆f̃ . Since 4π f̃0dq/c̃q = 2πn, we can write:

1 ≡ rq,2 exp

(
–

4πif̃0dq

c̃q

)
exp

(
–

4πi∆f̃ dq

c̃q

)

= rq,2 exp

(
–

4πi∆f̃ dq

c̃q

)
≈ rq,2

(
1 –

4πi∆f̃ dq

c̃q

)
, (37)

which leads to the expression:

4πi∆f̃ dq

c̃q
= 2πi

∆f̃

f̃f
≈ 2πi

∆f̃
ff

≈ rq,2 – 1

rq,2
≈ rq,2 – 1 (38)



68 D. Johannsmann

or equivalently:

∆f̃

f̃f
≈ i

2π

(
1 – rq,2

)
. (39)

∆f̃ /f̃f is small whenever rq,2 is close to one. Conversely, since the QCM only
works well when the normalized frequency shift ∆f̃ /f̃f is small, it makes sense
to assume rq,2 ≈ 1. Equation 39 shows that quartz crystals are acoustic re-
flectometers. The results of QCM measurements can therefore be easily com-
pared to data obtained with other forms of ultrasonic reflectometry [57, 58].
It is well known from optical techniques such as ellipsometry [59] or surface
plasmon resonance (SPR) spectroscopy [60] that a film thickness can be in-
ferred from a measurement of the reflectivity. The same applies to acoustics.

Let us assume that the crystal has been coated with a thin film of thick-
ness df. Let the film have the same acoustic properties as the crystal. In this
case, the entire acoustic wave enters the sample. Evaluating rq,2 as the ratio
u+

q (zq,2)/u–
q(zq,2), we find the modulus |rq,2| as unity. There is a phase shift

∆ϕ =– 2kfdf which the wave acquires while traveling through the film. We
find:

∆f̃

f̃f
≈ i

1 – exp(– 2ikfdf)
2π

≈ – 2kfdf

2π
=

– ω̃rdf

π c̃q
=

– 2f̃rdf

c̃q
=

– 2f̃r
Z̃q

mf , (40)

which is again the Sauerbrey equation.
In the presence of multilayers, the coefficient of reflectivity rq,2 = u+

q (zq,2)/
u–

q(zq,2) can be derived in the same way as in optics. There is a choice between
the matrix formalism [61] and an iterative scheme [59]. In the following, we
briefly describe the matrix formalism.

The amplitudes are written as a two-dimensional vector (u+,0
j , u–,0

j ). There
is no reflected wave in the last, semi-infinite medium on the right-hand side.
The transmitted wave in this medium, u–,0

N+1, is normalized to unity. The vec-
tor of amplitudes in this medium therefore is (0,1). The vector (u+,0

j , u–,0
j ) at

any other location is related to the amplitudes at the right end of the layer sys-
tem via transfer matrices (Fig. 3). There are transfer matrices for the layers
(Lj) and for the interfaces (Sj,j+1). The amplitudes are calculated as:(

u+,0
j

u–,0
j

)
= Lj ·Sj,j+1 · ... ·SN,N+1 ·

(
0
1

)
. (41)

For the matrix Lj, one has:

Lj =
(

exp(– ikjdj) 0
0 exp(ikjdj)

)
, (42)



Studies of Viscoelasticity with the QCM 69

where kj is the wave vector and dj is the thickness. Sj,j+1 takes care of reflection
at interfaces. One has:

Sj,j+1 =
1
2

(
1 + Zj/Zj+11 – Zj/Zj+1
1 – Zj/Zj+11 + Zj/Zj+1

)
, (43)

where Zj = (ρjGj)1/2 is the acoustic impedance of the respective medium. Ap-

plying Sj,j+1 to the vector
(
u+,0

j+1, u–,0
j+1

)
, one reproduces Eqs. 13 and 17. The

vector (u+
q (zq,2), u–

q(zq,2)) is computed as:(
u+

q (zq,2)
u–

q(zq,2)

)
= Sq,2 ·L2 · ... ·SN,N+1 ·

(
0
1

)
. (44)

Finally, using rq,2 = u+
q (zq,2)/u–

q(zq,2), the reflectivity of an arbitrary layer sys-
tem can be obtained.

6
Equivalent Circuits: The Electrical Approach

Electrical engineers also deal with waves. In electrical engineering, the waves
are usually confined to cables and different cables are interconnected to form
networks. When calculating the properties of such networks, one makes use
of the Kirchhoff laws. The first Kirchhoff law states that the sum of all the cur-
rents entering a junction is equal to the sum of all the currents leaving the
same junction. The second law states that the sum of voltages encountered in
a complete traversal of any closed loop is zero. With a little exercise, one can
get an intuitive feeling for a network by just looking at its graphical represen-
tation. For instance, when a capacitance, C, and an inductance, L, are placed
in series, the total impedance of the two vanishes at a resonance frequency
equal to (LC)–1/2.

Naturally, electrical engineers have designed “equivalent circuits” for non-
electrical wave phenomena. The waves may or may not be confined to cables.
For simple propagating waves, the equivalent circuits are often called trans-
mission line models. The transmission line has two ports representing input
and output. The input–output relation can be predicted by applying the
Kirchhoff laws to the set of elements located in between.8 The circuit elements
may be simple resistors or capacitors, but their electrical impedance may also
be a more complicated function of frequency (see, for instance, Fig. 6)

Can acoustic phenomena be described by electrical circuits? Yes, they can,
by means of the electromechanical analogy, that maps forces onto voltages

8 While a certain equivalent circuit uniquely predicts the input–output relation, the same input–
output relation can be represented by more than one equivalent circuit. It is a bit of an art to find
the simplest one. For example, the Norton transformation (Fig. 13b) links two networks which are
equivalent to each other with regard to the input–output relation.
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and speeds onto currents. The ratio of force and speed is termed “mechanical
impedance”. Nota bene: speed here means the derivative of a displacement,
not the speed of sound. There is also an electroacoustic analogy, within which
stresses (rather than forces) are mapped onto voltages. In acoustics, forces
are normalized to area. With regard to the terminology, there is a compli-
cation: the ratio of stress and speed cannot be called “acoustic impedance”
(in analogy to the mechanical impedance) because this term is already in
use for the material property Z (which only under certain conditions is
equal to the stress–speed ratio, see below). We call the stress–speed ratio
“load impedance”. It is also called “surface impedance” [30] and “acoustic
load” [62].

The electromechanical analogy provides for simple equivalents of a resis-
tor, an inductance, and a capacitance, which are the dashpot (quantified by
the drag coefficient, ξp), the point mass (quantified by the mass, mp), and the
spring (quantified by the spring constant, κp). The ratio of force and speed is
the mechanical impedance, Zm. For a dashpot, the impedance by definition is
Zm = F/u̇ = ξp (with F the force and u̇ the speed). For a point mass under-
going oscillatory motion u(t) = u0 exp(iωt) we have Zm = iωmp. Finally, the
spring obeys Zm = κp/(iω).

Piezoelectric coupling is depicted as a transformer. It is characterized by
a “ratio of the number of loops”, φ. While φ is dimensionless for usual
transformers, it has the dimension of current/speed here. The transformer
separates the electrical and the acoustic branch of the network. The following
equations hold [4]:

Iel = φu̇

Uel =
1
φ

F =
1
φ

Aσ

Zel =
Uel

Iel
=

1
φ2

Aσ

u̇
=

1
φ2 Zm (45)

φ =
Ae26

dq
.

The parameter A is the effective area of the crystal, σ is the stress, dq is
the thickness of the quartz plate, and e26 is the piezoelectric stress coeffi-
cient [63]. Its value is 9.65×10–2 C m–2 for AT-cut quartz. Actually, putting
down a number for the effective area of a quartz crystal, A, is not an easy task
(end of Appendix A). The effective area is less than the total area of the plate
because of energy trapping [22].

There is a pitfall with the application of the electromechanical analogy,
which has to do with how we draw networks. When a spring pulls onto
a dashpot, we would usually draw the two elements in series. However, when
applying the electromechanical analogy, we have to draw the two elements in
parallel. For two parallel electrical elements the currents are additive. Since
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the speeds add when placing a spring behind a dashpot, this assembly has to
be represented by a parallel network (Fig. 5).

Figure 6a shows the transmission line representing a viscoelastic layer [64].
Every layer is represented by a “T”. The application of the Kirchhoff laws to
the Ts reproduces the wave equation and the continuity of stress and strain.
The detailed proof is provided in [4]. To the left and to the right of the cir-
cuit are open interfaces (ports). These can be exposed to external shear waves.
They can also be connected to the ports of neighboring layers (Fig. 6b). Al-
ternatively, they may just be short-circuited, in case there is no stress acting
on this surface (left-hand side in Fig. 6c). Finally, if the stress–speed ratio
ZL (the load impedance, see below) of the sample is known, the port can be
short-circuited across an element of the form AZL, where A is the active area
(right-hand side in Fig. 6c). Figure 6c shows a viscoelastic layer which is also
piezoelectric. This equivalent circuit was first derived by Mason [4, 55]. We
term it the Mason circuit. The capacitance, C0, is the electric capacitance be-
tween the electrodes. The port to the right-hand side of the transformer is
the electrical port. The series resonance frequency is given by the condition
that the impedance of the acoustic part (the stress–speed ratio, σ/u̇) be zero,
where the “acoustic part” comprises all elements connected to the left-hand
side of the transformer.

Even though σ/u̇ is an entirely acoustic quantity, the series resonance fre-
quency is affected by the value of the electrical capacitance, C0, because of the
element Zk = – φ2/(iωC0), which introduces piezoelectric stiffening into the
acoustic branch. Piezoelectricity adds a negative capacitor into the mechan-
ical branch of the circuit.

Fig. 5 When representing mechanical elements with equivalent circuits, elements which
are placed in series to each other, physically, have to be drawn as parallel elements in the
circuit representation because currents (speeds) are additive for parallel electrical elem-
ents. Conversely, mechanical elements which are physically placed in parallel have to be
represented in series because the voltage (force) is additive for electrical elements placed
in series. In the literature on polymer rheology, springs and dashpots are depicted as on
the right-hand side, but connected to each other as on the left-hand side. This conven-
tion differs from the convention chosen here. It amounts to a different set of Kirchhoff
rules
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Fig. 6 Equivalent circuits of a a viscoelastic layer of thickness 2h, b two viscoelastic layers
of thickness 2h1 and 2h2 (where 1 denotes the quartz crystal and 2 denotes the film), and
c a piezoelectric plate loaded on one side with a load AZL. The parameter h is half of the
thickness of the respective layer

When applying the Kirchhoff laws to such a network, one finds the same
resonance conditions as with the mathematical and the optical approaches.9

Why should one bother going through these transformations if the results are
the same? There are important benefits tied to the use of equivalent circuits:

• All acoustic, electric, and piezoelectric parameters can be displayed in
a single graph, which is not just a cartoon. The graph, in conjunction with
the Kirchhoff laws, predicts the behavior of the resonator. Anyone who can

9 In this section, the Mason circuit does account for piezoelectric stiffening, whereas piezoelectric
stiffening is neglected in Sects. 4 and 5. In order to find exact equivalence between the three models,
the element Zk (dealing with piezoelectric stiffening) must be deleted from the Mason circuit.
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master the Kirchhoff laws can also calculate the impedance across the elec-
trical port and search the zeros of this impedance. This can be done for
arbitrarily complicated layer systems. It is easy to add more layers to the
model. Every new layer is represented by another “T”, as in Fig. 6b [65]. If
the crystal is immersed in a viscoelastic liquid, the mechanical port on the
right-hand side is not just short-circuited (as in air), but connected across
a circuit element, AZliq, which is the product of the area A and the acoustic
impedance of the liquid, Zliq. A load impedance ZL (see below) is treated in
the same way as the acoustic impedance of a liquid.

• In the vicinity of resonances, the somewhat complicated algebraic form
of the circuit elements can be approximated in such a way that they can
be represented by resistors, capacitors, and inductances. If this is the
case, one can intuitively understand the circuit. The famous Butterworth–
van Dyke (BvD) circuit [66] (Fig. 7) can be derived from the Mason circuit.
While the general form of the BvD circuit can be guessed without going
back to the Mason circuit, the values of its elements can only be deter-
mined by the full derivation (Appendix A).

• Piezoelectricity and piezoelectric stiffening are rigorously accounted for
in the Mason circuit. This is not the case for the mathematical and optical
approaches at the level of detail presented here.

Apart from these practicalities, there is an important new concept contained
in the equivalent circuit representation, which is the load impedance, ZL. The
load impedance in this context is the ratio of the stress, σ , and the speed, u̇,
at the crystal surface. The load impedance is normalized to area (unlike the
mechanical impedance).

The load impedance, ZL, in general is not equal to the material constant
Z = ρc = (Gρ)1/2. Only for propagating plane waves in an infinite medium are
the values of ZL and Z the same. The ratio of stress and speed in this case is
given as

ZL =
σ

u̇
=

G∂u/∂z
∂u/∂t

=
Giku
iωu

=
G
c

=
√

Gρ = Z . (46)

Fig. 7 Butterworth–van Dyke equivalent circuit
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For a propagating wave in an infinite medium the stress–speed ratio is the
same everywhere and equal to the acoustic impedance. This is not true for
more complicated displacement patterns. For instance, if two waves u+ and u–

travel in opposite directions, the analog of Eq. 46 reads:

ZL =
σ

u̇
=

Gik
(
u+(z) – u–(z)

)
iω
(
u+(z) + u–(z)

) (47)

and there is no way to further specify ZL without knowledge of the am-
plitudes and the relative phase of the two waves. One can show that the
fractional frequency shift of a quartz crystal resonator is proportional to the
load impedance. This important result is further elaborated in Sect. 7.

The Mason circuit is a necessary level of complication (and a safe ground,
as well) if any of the following conditions are encountered:

• Both sides of the crystal are loaded.
• The behavior of the crystal far away from the resonances matters.
• The linearizations used in the derivation of the Butterworth–van Dyke cir-

cuit (Fig. 7) are not accurate enough (Sect. 9).
• The amplitude of shear motion is of interest (end of Appendix A).

A word of caution is appropriate with regard to an over-interpretation of the
Mason circuit: in principle, one might attempt to calculate the complete ad-
mittance spectrum of a crystal directly from the Mason circuit. However, this
possibility is of little practical use, because the electrical admittance cannot
be measured accurately enough in experiment. In order to allow for a com-
parison with the prediction from the Mason circuit, the admittance would
have to be measured as precisely as the resonance frequency (relative error
of 10–7), which is impossible. The strength of the QCM lies in its tremen-
dous accuracy with regard to frequency measurements. Unfortunately, this
extreme accuracy is limited to the frequency of the peak conductance; it does
not extend to the conductance (or, more generally, the complex admittance)
itself.

For frequencies close to the resonance, the Mason circuit can be simplified
to the Butterworth–van Dyke (BvD) circuit shown in Fig. 7. The values of its
elements are:

C1 = 4φ2 1
κ̄p

=
8Ae2

26

dq(nπ)2Gq

(
1 –

8κ2

(nπ)2

)–1

L1 =
1

4φ2 mp =
ρqd3

q

8Ae2
26

(48)

R1 =
1

4φ2 ξp =
d2

q

8Ae2
26

Zqnπ tan(δ) =
dq

8Ae2
26

(nπ)2ηq .
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The derivation is provided in Appendix A; κ̄p, mp, and ξp represent a (piezo-
electrically stiffened) spring, a mass, and a dashpot. The parameter κ is a di-
mensionless measure of piezoelectric coupling (see Appendix A). The BvD
circuit is frequently used. For instance, the admittance diagram of a quartz
crystal (insert in Fig. 2) can be easily understood from the BvD circuit. Given
that the width of any given resonance is small, the susceptance of the parallel
capacitance, ωC0, can be considered constant over the frequency range of an
individual resonance. It adds to the susceptance of the motional branch and
therefore just displaces the admittance curve along the vertical scale. The con-
ductance (the real part of the admittance) is unaffected by C0. The admittance
curve of the motional branch is a circle, where the series resonance frequency
corresponds to the point with the largest conductance.

A few other comments on the Mason circuit and the BvD circuit are pro-
vided in the Appendix. Here, we move on and discuss the role of the load
impedance in data analysis.

7
Relation Between the Frequency Shift and the Load Impedance

The load impedance is the ratio of stress and speed at the crystal sur-
face. From the BvD circuit, one can read how the resonance frequency
responds to the load. Below we derive a relation between the frequency shift
and the stress–speed ratio. We use a complex spring constant, κ̃p = κ̄p +
iωξp, and a complex eigenfrequency of the bare crystal, ω̃0 = (κ̃p/mp)1/2,
for computational convenience. From Fig. 14b one reads the resonance
condition as:

0 = iω̃rmp +
κ̃p

iω̃r
+ AZL = i

√
κ̃pmp

(
ω̃r

ω̃0
–

ω̃0

ω̃r

)
+ AZL

= i
√

κ̃pmp

(
ω̃r + ω̃0

) (
ω̃r – ω̃0

)
ω̃0ω̃r

+ AZL ≈ i
√

κ̃pmp
2(ω̃r – ω̃0)

ω̃0
+ AZL (49)

≈ iAZ̃q
nπ

2
2∆f̃

f̃0
+ AZL ,

where the relation (κ̃pmp)1/2 =
(
(κ̄p + iωξ)mp

)1/2 ≈ AZ̃qnπ/2 was used
(Eq. 115). Equation 49 also made use of the approximation ω0 + ωr ≈ 2ω0,
which requires ∆f /f0 	 1. Further using f̃0 = nf̃f, we obtain:

∆f̃

f̃f
≈ i

πZ̃q
ZL =

i
πZ̃q

σ

u̇
. (50)
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Since the phase angles of Z̃q and f̃f are the same, one has Z̃q/f̃f = Zq/ff and
one can also write:

∆f̃
ff

=
∆f + i∆Γ

ff
≈ i

πZq
ZL =

i
πZq

σ

u̇
. (51)

Equation 51 shows that ∆f and ∆Γ are proportional to the imaginary and
the real part of the load, respectively. Using Z̃q = 2mq f̃f, this can be further
rewritten as:

∆f̃ = ∆f + i∆Γ ≈ i
2πmq

ZL . (52)

Equation 52 shows that the areal mass density of the crystal is the only param-
eter connecting the load and the frequency shift, as long as the latter is small.
The stiffness of the crystal (and piezoelectric stiffening, in particular) is of no
influence at this level of approximation. Comparing Eqs. 51 and 39, we find:

1 – rq,2 ≈ 2
ZL

Zq
, (53)

which provides the link between the optical and the equivalent circuit formu-
lation.

We briefly convince ourselves that the same result is found without re-
currence to equivalent circuits in case the sample is a semi-infinite liquid
(ZL = Zliq with Zliq 	 Zq a materials constant). For such a situation we have
using (Eq. 32):

1 – rq,2 = 1 –
Zq – Zliq

Zq + Zliq
≈ 1 –

1 – Zliq/Zq

1 + Zliq/Zq

≈ 1 –
(
1 – Zliq/Zq

) (
1 – Zliq/Zq

)≈ 1 –
(
1 – 2Zliq/Zq

)
=

2Zliq

Zq
, (54)

which is equivalent to Eq. 53.
Since Eq. 51 is of such fundamental importance, we briefly re-derive it in

the frame of the mathematical approach. According to Eqs. 13 and 16, the dis-
placement and the stress must both be continuous at the crystal surface. The
equation for displacement is given as:

u+
q

(
zq,2
)

+ u–
q

(
zq,2
)

= exp
(
ik̃qdq

)
u+,0

q + exp
(
– ik̃qdq

)
u–,0

q = utot
sample , (55)

where zq,2 is the location of the crystal surface and utot
sample is the total displace-

ment at the crystal surface. Note that u±
j (z) is always defined to be equal to

u±,0
j on the left-hand side of each layer j (Eq. 14). The condition that the stress

at the back of the crystal (the left-hand side in Fig. 3) vanishes, reads:

iG̃qk̃q

[
uq +

(
zq,0
)

– u–
q
(
zq,0
)]

= iωZ̃q

[
u+,0

q – u–,0
q

]
= 0 , (56)
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where zq,0 is the location of the back of the crystal. The stress continuity at
the front surface requires that the stress originating from the shear gradient
inside the crystal is balanced by the stress from the sample, where the latter is
– ZLu̇tot

sample = – ZLiωutot
sample:

iωZ̃q

[
u+

q
(
zq,2
)

– u–
q
(
zq,2
)]

= iωZ̃q

[
exp

(
ik̃qdq

)
u+,0

q – exp
(
– ik̃qdq

)
u–,0

q

]
= – iωZL utot

sample

= – iωZL

[
exp

(
ik̃qdq

)
u+,0

q + exp
(
– ik̃qdq

)
u–,0

q

]
. (57)

From Eq. 56 we know that u+,0
q = u–,0

q . Using this result, Eq. 57 can be simpli-
fied to read:

Z̃q
[
exp

(
ik̃qdq

)
– exp

(
– ik̃qdq

)]
= – ZL

[
exp(ik̃qdq) + exp(– ik̃qdq)

]
(58)

or, equivalently:

–
ZL

Z̃q
= i tan

(
k̃qdq

)
= i tan

(
2π
(
f̃0 + ∆f̃

) dq

c̃q

)
= i tan

(
2π∆f̃

dq

c̃q

)
= i tan

(
π

∆f̃

f̃f

)
. (59)

Equation 25 as well as the relation tan(nπ + ε) = tan(ε) have been used.
Taylor-expanding tan(x) as tan(x) ≈ x we find Eq. 50 confirmed. The pertur-
bation analysis (Sect. 9) will start out from Eq. 59.

When using the small-load approximation below, the load will always be
evaluated at the reference frequency, f0. For instance, for the load given by
a Sauerbrey film, one uses iωm = 2πif0m (as opposed to 2πi(f0 + ∆f )m).
Using the latter expression would turn Eq. 51 into an implicit equation in
∆f and that is exactly what must be avoided at this level of approximation.
Within the perturbation analysis, one makes peace with implicit equations
and therefore also evaluates the load at the true resonance frequency, rather
than the reference frequency. The perturbation analysis cures both the prob-
lems resulting from approximating tan(x) as x and the problems resulting
from evaluating the load at f0 rather than f .

Equation 51 is the most important equation of the physics of the QCM. As
long as the frequency shift is small compared to the frequency, the complex
frequency shift is proportional to the load impedance at the crystal surface.
We term Eq. 51 the small-load approximation. At this point, we have not
made any statement on the nature of the sample. We have only stated how
the frequency shift depends of the stress–speed ratio at the crystal surface.
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Under certain conditions, this statement can also be applied in an average
sense.10 [67]

Assume that the sample does not consist of planar layers, but instead of
a sand pile, a froth, an AFM tip, an assembly of spheres or vesicles, a cell cul-
ture, a droplet, or any other kind of heterogeneous material. There are many
interesting samples of this kind. The frequency shift induced by such objects
can be estimated from the average ratio of stress and speed at the crystal–
sample interface. The latter is the load impedance of the sample. The concept
of the load impedance tremendously broadens the range of applicability of
the QCM. The load impedance is the conceptual link between the QCM and
complex samples. If we want to predict the frequency shift induced by a com-
plex sample, we must ask for the average stress–speed ratio. If this ratio can
be estimated in one way or another, a quantitative analysis of the experimen-
tal QCM data is in reach. Otherwise, the analysis must remain qualitative.

8
Layered Systems within the Small-Load Approximation

In the previous sections, we have assembled the tools needed to calculate the
frequency shifts based on acoustic modeling. In following, we apply these
equations to calculate the complex frequency shift for a number of different
planar geometries.

8.1
Semi-infinite Viscoelastic Medium

For the semi-infinite medium, there is only one wave traveling outwards with
an amplitude u–,0. The stress exerted onto the crystal surface is:

σ = – Gliq
∂u
∂z

= – Gliq(– ik)u–,0 = iGliq
ω

cliq
u–,0

= iωGliq

√
ρliq

Gliq
u–,0 = iωZliqu–,0 , (60)

where the index liq denotes the liquid. For the frequency shift, ∆f̃ , one finds:

∆f̃
ff

=
i

πZq

σ

u̇
=

i
πZq

Zliq =
i

πZq

√
ρliqiωη

=
1

πZq

– 1 + i√
2

√
2πnffρliq

(
η′ – iη′′) (61)

10 Heterogeneous samples will, in general, lead to scattering of acoustic waves and a modified
energy trapping, which is not captured by just calculating the average stress.
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which was independently derived by Stockbridge [68], Borovikov [69], and
Kanazawa [70]. (The Borovikov reference misses a factor of 2 in Eqs. 1, 2,
and 3. Otherwise, the result is the same as the Kananazawa result.) A related
version applying to torsional resonators was derived by Mason in the early
days of acoustic sensing [71]. For Newtonian liquids (η′ = const., η′′ = 0), ∆f
and ∆Γ are equal and opposite. They scale as the square root of the overtone
order, n1/2. For non-Newtonian liquids (η′ = η′(ω), η′′(ω) = 0), the complex
viscosity can be obtained by inversion of Eq. 61 as:

η′ = –
πZ2

q f

ρliq

∆f ∆Γ

f 2
f

η′′ =
1
2

πZ2
q f

ρliq

(
∆Γ 2 – ∆f 2

)
f 2
f

. (62)

Note that viscoelasticity always entails viscoelastic dispersion in the sense
that η′ and η′′ are themselves a function of frequency [72]. The n1/2 scaling
therefore no longer holds. Contrary to intuition, a finite elastic component in-
creases the bandwidth more than it increases the negative frequency shift. An
ideally elastic medium leads to ∆f = 0 and to a nonzero ∆Γ , because energy
is withdrawn from the crystal in the form of elastic waves.

Compressional waves, surface roughness, and slip cause systematic errors
in the determination of the viscosity on the order of about 10%. For reasons
which are not entirely understood, the imaginary part of the viscosity, η′′,
often is derived as slightly negative when applying Eq. 62 to the experimen-
tal data [73]. This clearly contradicts the second law of thermodynamics and
points to a systematic shortcoming of Eq. 62. Roughness and slip may play
a role [28]. These issues are covered in more detail in Chapter by M. Urbakh
et al. 2006, in this volume. The values for η′ found by application of Eq. 62 to
the experimental data tend to be larger than the literature values, which may
be related to compressional waves [24].

Importantly, the QCM only probes the region close to the interface. The
shear wave evanescently decays into the liquid according to:

u(z)
u0

= exp
(
– i(k′ – ik′′)z

)
= exp

(
–

iω
c̃

z
)

= exp

⎛⎝–

√
iρliqω√

(η′ – iη′′)
z

⎞⎠ . (63)

For Newtonian liquids (η′′ = 0), this amounts to:

u(x)
u0

= exp
(
– (1 + i)

z
δ

)
(64)

with δ =
√

2η′/
(
ρliqω

)
, the penetration depth. Using ω = 2π ·5 MHz and the

viscosity of water (η ≈ 10–3 Pa s), the penetration depth is found to be about
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250 nm. For the general case of viscoelastic materials, one writes:

δ =
(
k′′)–1 = –

(
Im

√
ρliqω

i
(
η′ – iη′′)

)–1

. (65)

8.1.1
The Sheet-Contact Model

Equation 62 is very attractive for the study of adhesion between polymers and
solid surfaces, since it allows for the determination of the viscoelastic con-
stants of the adhesive in the immediate vicinity of the contact. Unfortunately,
the QCM does not work well with semi-infinite media when the viscosity, η,
is larger than about 50 cP. The bandwidth in this case is too large. Most poly-
mers exceed this limit. If, however, the contact area can be confined to a small
spot in the center of the crystal the measurement becomes feasible [74]. Such
a small contact area can, for instance, be established with a JKR tester [75].
The area of contact can be determined by optical microscopy. Of course,
this kind of sample is laterally heterogeneous and the applicability of simple
models may be questioned. Experiment shows that the finite contact area can
be reasonably well accounted for by modifying as:

∆f
ff

=
i

πZq
KA

Ac

A
ZL , (66)

where Ac is the contact area and KA is a “sensitivity factor”. For more details
see Sect. 4.2 by D. Johannsmann, 2006, in this volume.

8.1.2
Nematic Liquid Crystals

Nematic liquid crystals (LCs) are a classical example of complex fluids. If we
trust the small-load approximation as well as the matured theory of nema-
todynamics [76], we must be able to predict the frequency shift induced by
nematic LCs. The theory of nematic LCs in contact with the QCM has been
worked out in detail by people who did not know about the QCM as a tool to
probe these phenomena. These authors performed ultrasonic reflectometry.
As we know from Sect. 5, the results of these studies can be transported to the
QCM in a straightforward way by just using Eq. 39.

In nematic liquid crystals, the viscosity depends on the relative orientation
between the shear gradient and the orientation of the nematic phase. Close to
a surface, the orientation is usually governed by surface orientational anchor-
ing [77]. Anchoring transitions, for instance induced by the adsorption of an
analyte molecule to the surface [78], can therefore be easily detected with the
QCM [79, 80]. This reorientation induced by adsorption amounts to an ampli-
fication scheme: the expected shift in the resonance frequency and bandwidth
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due to reorientation is much larger than the frequency shift induced by the
adsorption in the Sauerbrey sense.

The physics of shear waves in nematic liquid crystals is rather compli-
cated. Because shear couples to reorientation, there are two separate modes—
termed “hydrodynamic” and “orientational”—emanating from the oscillat-
ing crystal surface. The hydrodynamic mode mainly transports vorticity. This
mode is known from simple liquids. The orientational modes mainly trans-
port rotation of the director with regard to the background fluid. The pene-
tration depth of the orientational mode is much smaller than the penetration
depth of the hydrodynamic mode. While the amplitude of the orientational
mode strongly depends on the strength of surface anchoring, the amplitude
of the hydrodynamic mode does not [76].

The quantitative description has been worked out by Kiry and Mar-
tinoty [81]. They discuss the director orientations perpendicular to the sur-
face (“c”), along the direction of shear (“b”), and in-plane and perpendicular
to the direction of shear (“a”). Tilted orientation is not covered. Their ex-
periments were based on ultrasonic reflectometry [82] rather than quartz
crystal resonators. Generally speaking, the topic is somewhat academic be-
cause the theory involves no less than five independent parameters, which
are usually unknown. Interestingly, Kiry and Martinoty predict the effective
viscosities, ηb and ηc, to be the same, which was confirmed by their experi-
ments on the liquid crystal 4-n-pentyl-4′-cyanobiphenyl (5CB). This finding
has gotten some attention because it constitutes the only experimental proof
of the Parodi relation [83]. Parodi has used the Onsager theorem to reduce the
number of independent parameters of nematodynamics from six to five.

8.1.3
Colloidal Dispersions

The flow behavior of colloidal dispersions at interfaces is of paramount im-
portance in many branches of industry [84]. The effective high-frequency
viscosity of such materials is of interest in this context because there are
qualitative differences between the low-frequency and the high-frequency
rheology [85–87]. A considerable amount of literature on this topic has been
accumulated by authors employing torsional resonators. Apart from the fre-
quency range (which is around 100 kHz for torsional resonators) the prin-
ciples established in these works apply to the QCM as well. Three different
timescales come into play, which are the Brownian diffusion time τR ∼ a2/D0
(a is a characteristic length such as the particle radius and D0 the self-
diffusion coefficient), the hydrodynamic retardation time τH ∼ d2/ν (d is the
interparticle distance and ν the kinematic viscosity), and the momentum re-
laxation time τB ∼ m/ξ (m is the mass of the particle and ξ = 6πηR the drag
coefficient) [88]. Time–temperature superposition [72] does not hold for col-
loidal dispersions. Theories exist for excitation frequencies larger than τ–1

R ,
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but smaller than τ–1
H and τ–1

B [86, 88]. Filling in numbers, one finds that the
particle size must be in the range of 10 nm or less in order for these condi-
tions to hold in the megahertz range.

8.2
Viscoelastic Film in Air

8.2.1
Purely Inertial Loading

Before going into the details of the calculation for thin films, we briefly
come back to a statement made earlier with regard to the proportionality of
frequency shift and added mass (as opposed to film thickness). This propor-
tionality is the essence of the Sauerbrey relation. The frequency shift–mass
proportionality holds for all thin films, regardless of their viscoelastic prop-
erties. It even applies to laterally heterogeneous samples as long as these are
so thin that viscoelasticity can be ignored. In the latter case, the areal mass
density of course is an average mass density.

We now prove the Sauerbrey equation (Eq. 28) based on the small-load
approximation (Eq. 51): the stress induced by a very thin film is caused by
inertia only and is given as σ = – ω2u0mf, where u0 is the amplitude of oscil-
lation and mf is the (average) mass per unit area. Inserting this result into the
small-load approximation (Eq. 51), one finds:

∆f
ff

≈ i
πZq

– ω2u0mf

iωu0
= –

2f
Zq

mf , (67)

which is the Sauerbrey relation.

8.2.2
Viscoelastic Film

If we now drop the thin-film condition and instead consider viscoelastic films
of arbitrary thickness, we find:

σ = – Gf
∂u
∂z

= – Gf
(
– ikf

) (
u–,0

f – u+,0
f

)
= iGf

ω

cf

(
u–,0

f – u+,0
f

)
= iωZf

(
u–,0

f – u+,0
f

)
, (68)

where u–,0
f and u+,0

f are the amplitudes of the waves traveling away from the
crystal and toward the crystal, respectively. The index f labels the film. Since
the reflectivity at the film–air interface is rf,a = 1, the parameter u+,0

f is given
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by:

u+,0
f = exp

(
– 2ikfdf

)
u–,0

f = exp
(
– ∆ϕ

)
u–,0

f , (69)

where ∆ϕ is the phase shift induced by the film. The frequency shift induced
by the film is:

∆f̃
ff

=
i

πZq

iωZf

(
u–,0

f – u+,0
f

)
iω
(
u–,0

f + u+,0
f

) =
i

πZq
Zf

1 – exp
(
– 2ikfdf

)
1 + exp

(
– 2ikfdf

)
=

i
πZq

Zf
exp

(
ikfdf

)
– exp

(
– ikfdf

)
exp

(
ikfdf

)
+ exp

(
ikfdf

)
=

– 1
πZq

Zf tan
(
kfdf

)
. (70)

The first pole of the tangent (kfdf = π/2) defines the film resonances [6, 37,
89]. Higher order film resonances corresponding to kfdf = mπ/2 with m an
odd integer should exist, in principle, but have rarely been observed in ex-
periment. At the film resonance one has df = λ/4. Note that the frequency
shift is not small right at the film resonance and that the small-load approx-
imation used in the derivation of Eq. 70 breaks down. Cernosek et al. have
developed an equivalent circuit for the film resonance which also holds right
at the film resonance [90]. According to this circuit (and also to a more rig-
orous numerical calculation based on the Mason circuit), the frequency shift
does not go to infinity at the film resonance. Rather, there are two resonances
in parallel, which correspond to a symmetric and an antisymmetric motion
of the crystal and the film, respectively. The quantitative agreement between
the experimental data and this more rigorous theory still is not impressive.
This is one manifestation of the general rule that the QCM does not work well
when the frequency shifts become large. It is instructive to write Eq. 70 in
a slightly different form:

∆f̃
ff

=
– 1
πZq

Zf tan
(
kfdf

)
=

– Zf

πZq
tan

(
ω

cf
df

)
=

– Zf

πZq
tan

(
ω
√

ρf√
Gf

df

)
=

– Zf

πZq
tan

(
ω

Zf
ρfdf

)

=
– Zf

πZq
tan

(
ω

Zf
mf

)
, (71)

which shows that the acoustic properties of a film are fully specified by two
parameters: its acoustic impedance, Z, and its mass per unit area, m. Equa-
tion 70 misleadingly suggests that there might be three parameters (Z, k, and
d), but these three parameters are not independent. As a consequence, one
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can never hope to independently derive the thickness, density, and viscoelas-
tic parameters of a film from acoustic measurements alone. This statement
holds for multilayers and films in contact with a liquid in the same way.

8.2.3
Derivation of Viscoelastic Constants

In principle, viscoelastic constants can be extracted from the experimental
data by fitting Eq. 70 (or any of the more complicated equations below) to the
data. For a small film thickness, certain approximations hold which make the
derivation more transparent. If kfdf is much less than unity, the tangent in
Eq. 70 can be Taylor-expanded to third order as tan(x) ≈ x + 1/3x3, resulting
in:

∆f̃
ff

=
– 1
πZq

Zf tan
(
kfdf

)≈ – 1
πZq

Zf

(
kfdf +

1
3

(
kfdf

)3)

=
– 1
πZq

Zfkfdf

(
1 +

1
3
ω2 ρf

Gf

m2
f

ρ2
f
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=

– 1
πZq

ωmf

(
1 +

1
3

Jf
Z2

q

ρf

(
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mq
nπ

)2
)

=
– 1
πZq

ωmf

(
1 +

1
3

Z2
q

Z2
f

(
mf

mq
nπ

)2
)

, (72)

where the relation ω = 2πnff = πnZq/mq has been used. Jf is the complex
compliance Jf = G–1

f = J′f – iJ′′f . A large elastic compliance, J′f , tends to decrease
the frequency, whereas a large viscous compliance, J′′f , increases the band-
width. For small mf (neglecting the second term inside the brackets) this
expansion reproduces the Sauerbrey equation. For slightly larger film thick-
nesses, there is a viscoelastic correction proportional to n2. In principle, both
J′f and J′′f can be extracted from the dependence of the frequency shift on the
overtone order. However, there are certain caveats to be kept in mind:

• Unless the film is very soft, Eq. 72 should be replaced by the corresponding
equation derived from perturbation theory (Eq. 99) for the reasons stated
in Sect. 9. The difference is noticeable if the compliance of the film is of the
same order of magnitude as the compliance of the crystal.

• J′f and J′′f often depend on frequency f . Since the experimentally accessible
range of frequencies is narrow (usually less than a decade), it is fair to as-
sume that J′f and J′′f depend on f according to a power law with power law
exponents β′ and β′′:

J′f( f ) ≈ J′f( fref)
(

f
fref

)β′

J′′f ( f ) ≈ J′′f ( fref)
(

f
fref

)β′′

, (73)
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where fref is a reference frequency (typically in the center of the accessible
frequency range).

In standard polymer rheology, there are no inertial effects and β′ is always
negative [72]. The choice of the exponents β′ and β′′ does affect the derived
values of the compliance. Generally speaking, viscoelastic dispersion applies
to all viscoelastic parameters, not just the compliance of the film. However,
for the crystal and the electrodes, the viscoelastic dispersion is often weaker
than for polymer films.

Not all choices for J′f , J′′f , β′, and β′′ are equally plausible, because J′f( f )
and J′′f ( f ) are interrelated by the Kramers–Kronig relations [72]. For illustra-
tion, consider the simplest model for a viscoelastic solid depicted in Fig. 8. If
the spring on the left-hand side is small, the material behaves like a Maxwell
fluid (J′′ 	 J′, β′ ≈ – 2, β′′ ≈ – 1). The Maxwell fluid is characterized by its re-
laxation time τ = ξ/κ. Simple liquids like water have relaxation times in the
gigahertz range. For more complex liquids, there is a broad spectrum of re-
laxation times, usually also covering the megahertz range. The other extreme
is given by the viscoelastic solid in the Voigt sense (J′′ 
 J′, β′ ≈ 0, β′′ ≈ – 1).
Voigt-based modeling [92] with frequency-independent parameters G′ and
η only makes sense if G′ is significantly larger than ωη(ωτ). However, ωτ is
often comparable to unity in the megahertz range, and G′ and ωη are of-
ten comparable as well. This is the essence of viscoelasticity. If G′ works out
to be of the same order of magnitude as ωη(ωτ), G′(ω) must increase with
frequency.

Electrode effects are very important in the determination of J′f from experi-
mental data (Fig. 11). Unless the electrode thickness is precisely known, the
derivation of J′f is difficult. The viscous compliance, J′′f , can be derived much

Fig. 8 Three-element network describing a viscoelastic solid. Leaving out the spring on
the right-hand side leads to the Voigt model [92]. However, this model predicts infinite
stress at infinite frequency. Since the frequency of the QCM is high, the Voigt model
misses an essential bit of the picture
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more reliably. Even the frequency dependence of J′′f can be determined. This
applies to experiments in air.

The Voigt modes is represented by Fig. 8 if the spring on the right-hand
side is omitted. Omission of the spring is dangerous because it leads to an infi-
nite stiffness at infinite frequencies. The Voigt model only makes sense in the
low-frequency limit.

8.3
Viscoelastic Film in Liquid

As usual, we start the calculation from the small-load approximation. Equa-
tion 68 still applies, but the coefficient of reflection at the outer interface of
the film now is not unity but (Zf – Zliq)/(Zf + Zliq) instead. The amplitude u+,0

f
is given by:

u+,0
f = exp

(
– 2ikfdf

) Zf – Zliq

Zf + Zliq
u–,0

f . (74)

Inserting Eq. 74 into Eq. 68, we arrive at [91–93]

∆f̃
ff

=
i

πZq
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1 – exp
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) Zf–Zliq
Zf+Zliq

1 + exp
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=
– Zf

πZq

Zf tan
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)
– iZliq

Zf + iZliq tan
(
kfdf

) . (75)

At the pole of the tangent one again has a film resonance [91]. The Chalmers
group (F. Höök and B. Kasemo, 2006, in this volume) have derived an equiva-
lent equation, which they term “Voigt model” [92]. Expanding Eq. 75 to first
order in df, one finds:

∆f̃
ff

≈ i
πZq

[
Zliq + iZfdfkf

(
1 –

Z2
liq

Z2
f

)]
. (76)

The frequency shift is usually determined with respect to a reference state,
where the quartz is already immersed in liquid. When the film is absent, one
has ZL = Zliq. Referencing the measurement to the bare quartz in liquid by
means of subtraction of Eq. 61 from Eq. 76, one obtains [94–96]:

∆f̃
ff

≈ i
πZq
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– 1
πZq

Zfkfdf
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)

=
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πZq
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Z2

f – Z2
liq

Z2
f

)
, (77)

where Ztot is the load of the entire sample. Apart from the term in brackets,
Eq. 77 is equivalent to the Sauerbrey equation. The term in brackets is a vis-
coelastic correction, dealing with the fact that highly dilute and soft layers
lead to a smaller Sauerbrey thickness than rigid layers.
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Because Eq. 77 is linear in mass, it also holds in an integral sense [97]:

∆f̃
ff

≈ –
– ω

πZq

∞∫
0

[
Z2

f (z) – Z2
liq

Z2
f (z)

]
ρ(z)dz ≈ –

ρω

πZq

∞∫
0

[
Gf(z) – Gliq

Gf(z)

]
dz ,

(78)

where ρ(z) was assumed to be about constant and equal to ρ. The integral for-
mulation would be used when the viscoelastic properties vary with distance
from the crystal surface.

8.3.1
Physical Interpretation of the Sauerbrey Thickness

The correct interpretation of the frequency shift from QCM experiments in
liquids is a challenge. Practitioners often just apply the Sauerbrey equation
(Eq. 28) to their data and term the resulting areal mass density “Sauerbrey
mass” and the corresponding thickness “Sauerbrey thickness”. Even though
the Sauerbrey thickness can certainly serve to compare different experiments,
it must not be naively identified with the geometric thickness. Here is a list of
considerations:
1. The QCM always measures an areal mass density, never a geometric thick-

ness (cf. the remarks below Eq. 71). The conversion from areal mass dens-
ity to thickness usually requires the physical density as an independent
input. A density of 1 g cm–3 is often assumed in soft matter experiments.
Given the other uncertainties (see below), this is in many cases a fair ap-
proximation.

2. It is difficult to infer the viscoelastic correction (brackets in Eq. 77) from
QCM data. However, if the correction factor is significantly different from
unity, it may be expected that it also affects the bandwidth, ∆Γ , and also
that it depends on overtone order. If, conversely, such effects are absent
(∆Γ 	 ∆f , Sauerbrey thickness same on all overtone orders) one may
assume (1 – Z2

liq/Z2
f ) ≈ 1.

3. When the viscoelastic correction as discussed in (2) is insignificant, this
by no means implies that the film is not swollen in the solvent. It only
means that the (swollen) film is much more rigid than the ambient liquid.
The amount of swelling can only be inferred from a comparison of the
wet and dry thicknesses. QCM data taken on the wet sample alone do not
allow the degree of swelling to be inferred (Sect. 8.3.2).

4. Complex samples are often laterally heterogeneous. The models presented
here do not capture lateral heterogeneities, for example caused by rough-
ness (M. Urbakh et al. 2006, in this volume).

5. Complex samples often have fuzzy interfaces. Again, the QCM can never
quantitatively determine such a fuzziness. However, a “fluffy” interface
will lead to a viscoelastic correction and, as a consequence, to a nonzero
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∆Γ as well as an overtone-dependent Sauerbrey mass. In the absence of
such effects, one may conclude that the outer interface of the film is sharp.

6. Last but not least, let it be mentioned that the competing techniques for
thickness determination in liquids have their own problems. For AFM
measurements, one worries about the influence of the tip on the film.
Neutron reflectometry [98] certainly is very accurate, but not easily avail-
able on a routine basis. With optical measurements, there is the unknown
refractive index of the film. The output of SPR measurements is often re-
ported in terms of the shift of the coupling angle (rather than in terms of
thickness) for that reason. The conversion from the shift in coupling angle
(or from “RUs” [99]) to percent coverage must be done for every adsor-
bate separately, based on a calibration to be carried out on this particular
system.

8.3.2
Comparison of Optical and Acoustic Reflectometry

It is instructive to compare Eq. 78 with the corresponding equation applied
in the context of SPR spectroscopy. For the shift of the coupling angle, θc, we
have [17, 100, 101]:

∆
(
sin θc

)≈ 2π
nrλ

(
εqεliq

εq + εliq

)2
1√– εqεliq

∞∫
0

εf(z) – εliq

εf(z)
dz , (79)

where nr is the refractive index, λ is the wavelength, and ε = n2
r is the di-

electric permittivity of the medium. The index q in this case denotes the
substrate, rather than the quartz crystal. The structure of Eqs. 78 and 79 is
very similar. Since both techniques are based on reflectometry, this is not at
all a coincidence.

Comparing Eqs. 78 and 79, and one might assume that the information
contained in surface plasmon resonances and quartz crystal resonances is
essentially the same. However, this is very often not the case, which has
to do with the fact that the contrast obtained with acoustic shear waves is
usually much larger than the contrast in optics. While refractive indices typ-
ically vary in the range of a few percent, shear moduli may easily vary by
orders of magnitude even for rather dilute adsorbates. In optics the weight
function (the integrand in Eq. 79) is much smaller than unity and roughly
proportional to the concentration. Therefore, the shift of the coupling angle
is approximately proportional to the adsorbed amount. In acoustics, on the
contrary, the weight function (integrand in Eq. 78) easily saturates to a value
of unity even for dilute adsorbates if the shear modulus of the adsorbate is
much higher than the shear modulus of the liquid [91]. As a consequence, the
Sauerbrey thickness (also termed acoustic thickness) approaches the geomet-
ric thickness even for rather dilute polymer layers. If the adsorbate drags some
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Fig. 9 The acoustic contrast easily saturates. The figure shows a sketch of the contrast
function (integrands in Eqs. 78 and 79) as a function of the polymer volume fraction of
an adsorbed polymer film. It is assumed that both the shear modulus Gf and the dielectric
constant εf are roughly proportional to the polymer concentration. However, Gf increases
much more strongly than εf. If, for instance, a swollen polymer film contains 50% water,
this will not appreciably decrease the apparent acoustic thickness because the modulus of
the film is still much larger than the modulus of water and (Gf – Gliq)/Gf remains about
unity. This is different in optics because the contrast is roughly proportional to the con-
centration. As a consequence, the apparent optical film thickness is proportional to the
product of concentration and thickness, which is the adsorbed amount. In acoustics, the
apparent thickness is close to the geometric thickness. Trapped water appears as part of
the film in acoustics

solvent along in its shear movement, the trapped solvent appears as part of
the film, as far as the acoustic properties are concerned. However, the trapped
solvent does not increase the optical thickness (Fig. 9). Swelling therefore in-
creases the acoustic thickness, while it affects the optical thickness to a much
lesser extent [102]. The ratio of acoustic and optical thickness gives an es-
timate of the degree of swelling. For adsorbed proteins, this amounts to an
estimate of the degree of hydration.

Evidently, the fact that the acoustic contrast is much higher than the opti-
cal contrast is beneficial for sensing. The advantage which the QCM has over
the competing optical techniques is most strongly felt for dilute adsorbates.
The QCM responds very sensitively to these because—pictorially speaking—
a few polymer strands suffice to turn the film into a solid-like object.

8.3.3
Information Contained in the D/f Ratio

The term in brackets in Eq. 77 is a viscoelastic correction to the Sauerbrey
equation. The viscoelastic correction is independent of film thickness in a li-
quid environment. This is in contrast to films in air or vacuum, where the
viscoelastic correction scales as the square of the mass (Eq. 72). In air, the
film surface is stress-free. The film only shears under its own inertia and in
the limit of vanishing film thickness, the shear strain goes to zero. As a conse-
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quence, the shear compliance drops out of the equations in the thin-film limit.
This is different in liquids: here the film is “clamped” by the liquid on its outer
side, regardless of how thin it is.

In most cases, the viscoelastic correction cannot be directly extracted from
the frequency shift because the mass, mf, is not known independently. The
frequency shift contains the product of the mass and the real part of the
term in brackets in Eq. 77. The two contributions cannot be disentangled.
Note, however, that the mass can be eliminated by considering the ratio of the
shift in half-band-half-width, ∆Γ , and the negative frequency shift, – ∆f (the
“D/f ratio”, where the D stands for dissipation). One has:

∆Γ

– ∆f
=

– Im
(
1 – Z2

liq/Z2
f

)
Re
(
1 – Z2

liq/Z2
f

) . (80)

In the following, we assume that the liquid is Newtonian with a density, ρliq,
and a viscosity, η. The acoustic impedance then is:

Zliq =
√

iωρliqη . (81)

For the film we use:

Zf =
√

ρfGf =
√

ρf

Jf
. (82)

Inserting Eqs. 81 and 82 into Eq. 80, we find:

∆Γ

– ∆f
=

– Im
(
1 – iωρliqηJf/ρf

)
Re
(
1 – iωρliqηJf/ρf

) =
ωρliqηJ′f

ρf – ωρliqηJ′′f
. (83)

Equation 83 is exact to first order in df. Further simplifying assumptions can
be made with regard to the right-hand side. Firstly, the densities in soft matter
experiments usually are similar. Assuming ρf ≈ ρliq yields:

∆Γ

– ∆f
∼= ωηJ′f

1 – ωηJ′′f
. (84)

Secondly, most films of interest are substantially more rigid than the ambient
liquid. Even films which are statically soft will often appear rigid at mega-
hertz frequencies. The denominator in Eq. 83 can be rewritten as 1 – J′′f /J′′liq,
where J′′liq = (ωη)–1 is the viscous compliance of the liquid. The elastic com-
pliance of the liquid is infinite. If the film is much more rigid than the liquid,
the denominator is close to unity and one has [97]:

∆Γ

– ∆f
≈ ηωJ′f = 2πnffηJ′f . (85)
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If the density of the film and the liquid are not the same, one can still neglect
the second term in the denominator in Eq. 83, leading to:

∆Γ

– ∆f
≈ ρliq

ρf
ηω J′f =

ρliq

ρf
2πnffη J′f = Re

⎛⎝
∣∣∣Z2

liq

∣∣∣
Z2

f

⎞⎠ . (86)

Detailed investigation shows that Eqs. 85 and 86 require films with a thick-
ness of not more than a few nanometers in order to yield fair agreement with
the full equation. Still, it holds quite generally that the shift in bandwidth is
mostly affected by the elastic compliance of the film, rather than its viscous
compliance. This contrasts to the situation in air, where ∆Γ is dominated by
the viscous compliance of the film.

8.3.4
Slip

The issue of slip at the solid–liquid interface has been a topic of much de-
bate [103]. The influence of slip on the frequency of the QCM is discussed
in detail in the chapter by M. Urbakh et al. 2006, in this volume. Slip can be
very easily integrated into the framework of the multilayer formalism and we
briefly show this connection. We represent slip by a layer close to the solid
surface (a “film”) with a reduced viscosity. Inside this layer, the shear gradi-
ent is increased, leading to the flow profile indicated in Fig. 10. The slope of
the profile dv(z)/dz is proportional to η–1(z). The slip length, bs, is the dif-
ference between the location of the surface and the extrapolated plane of zero
shear. One can show that the slip length, bs, is given by:

bs =
[
ηliq

ηf
– 1
]

df , (87)

where ηf is the viscosity inside the film and df is the thickness of the layer with
reduced viscosity (solid line in Fig. 10). Since this relation is linear in df, it
also holds for continuous profiles η(z) (dashed line in Fig. 10) in an integral

Fig. 10 Flow profile above a solid surface with slip. Dashed line: the viscosity η(z) in-
creases continuously from a small value at the surface to a somewhat higher value in
the bulk. At the surface, the shear gradient is correspondingly increased. Solid line: the
viscosity is reduced inside a hypothetical discrete layer of thickness df
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sense:

bs =

∞∫
0

[
ηliq

η(z)
– 1
]

dz . (88)

For quantitative analysis, we may treat the layer with reduced viscosity like
a thin film. As in Eq. 78, we can use an integral formulation:

∆f
ff

= –
2f
Zq

∞∫
0

(
1 –

Z2
liq

Z2
f (z)

)
ρ(z)dz

= –
2f
Zq

∞∫
0

(
1 –

iωρliqηliq

iωρ(z)η(z)

)
ρ(z)dz

≈ 2f
Zq

ρliq

∞∫
0

(
ηliq

η(z)
– 1
)

dz =
2f
Zq

ρliqbs , (89)

where ρ(z) ≈ ρliq has been used.
To the experimentalist, slip looks like a negative Sauerbrey mass, where the

slip length is equal to the negative Sauerbrey thickness. This model ignores
roughness and lateral heterogeneities, which presumably play a role in most
practical situations where slip is observed.

8.3.5
Roughness at the Film–Liquid Interface

Roughness, generally speaking, is not easily incorporated into the multilayer
formalism because it violates the assumption of lateral heterogeneity. On the
other hand, it is certainly essential. The chapter (M. Urbakh et al. 2006, in this
volume) describes various ways to deal with roughness. Roughness may very
well occur not only at a quartz–liquid interface, but also at a film–liquid in-
terface. There is a logical extension of the formalism treated to the case of
multilayers (M. Urbakh et al. 2006, in this volume). One uses an impedance
of the liquid of the form:

Zliq ≈
√

ρliqωη

2

[(
1 + 2

h2
r

δ2

)
+ i
(

1 + 3
√

π
h2

r

lrδ
– 2

h2
r

δ2

)]
. (90)

The term in front of the bracket is the well-known Kanazawa expression
(Eq. 61). The correction terms inside the brackets take care of roughness at
the interface of the liquid; lr is the lateral correlation length of roughness
(where the spectrum of spatial frequencies is assumed to be Gaussian), hr
is the root-mean-square roughness, and δ = (2η/(ρω))1/2 is the penetration
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depth. Both lr and hr must be much smaller than δ for Eq. 90 to hold. Also,
hr must be much less than lr (shallow roughness). For details, see (M. Urbakh
et al. 2006, in this volume)

8.4
Two Viscoelastic Films in Air

For two films in air, the matrix formalism yields:

∆f̃
ff

=
– 1
πZq

Zf tan
(
kfdf

)
+ Ze tan

(
kede

)
1 – Zf/Ze tan

(
kfdf

)
tan

(
kede

) . (91)

The indices e and f denote the electrode (the lower film, in general) and the
film (the upper film, in general), respectively. Electrode effects can be very
noticeable, particularly when Eq. 91 is used to derive the elastic properties of
a film. For thin films (tan(x) ≈ x), the effects of both films are additive in the
sense that:

∆f̃
ff

=
– ω

πZq

(
me + mf

)
. (92)

8.5
Two Viscoelastic Films in Liquid

For two films in a semi-infinite medium (liquid) the matrix formalism yields:

∆f̃
ff

=
– Ze

πZq

Zf
(
Ze tan

(
kede

)
+ Zf tan

(
kfdf

))
+ iZliq

(
Ze tan

(
kfdf

)
tan

(
kede

)
– Zf

)
Zf
(
Ze – Zf tan

(
kfdf

)
tan

(
kede

))
+ iZliq

(
Ze tan

(
kfdf

)
+ Zf tan

(
kede

)) .

(93)

The indices e, f, and liq denote the electrode (the lower film, in general), the
film (the upper film, in general), and the liquid, respectively. While Eq. 93
seems long and complicated, it definitely is of practical relevance. It has to
be used when films in liquids are investigated and electrode effects not be
neglected.

9
Perturbation Analysis

In Sect. 8 we have used the small-load approximation to derive frequency
shifts for various geometries. Evidently, the linearization in ∆f , which was
applied in order to derive the small-load approximation, has its limits of
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validity. These limits are felt not only when large frequency shifts are en-
countered, but also when one looks into the details of the dependence of the
frequency shift on the overtone order n. This one would do in order to derive
viscoelastic parameters such as the compliances J′ and J′′. These viscoelastic
effects are typical second-order effects in the sense that a linearization of the
equations can easily produce wrong results.

For an illustration of this shortcoming, assume that the film has the ex-
act same acoustic properties as the quartz crystal. In this case the fractional
frequency shift must be strictly the same on all overtone orders:

∆f
f0

≡ –
df

dq
≡ –

mf

mq
. (94)

Equation 94 holds regardless of the overtone order and is a simple result.
However, Eq. 94 is not reproduced when applying the small-load approxima-
tion (Eq. 51) and using the load impedance of a viscoelastic film as expressed
in Eq. 72:

∆f̃
ff

≈ – 1
πZq

ωmf

(
1 +

1
3

Z2
q

Z2
f

(
mf

mq
nπ

)2
)

= –
mf

mq

(
1 +

1
3

Jf
Z2

q

ρf

(
mf

mq
nπ

)2
)

.

(95)

Unless the compliance of the film, Jf, is zero (which is physically impos-
sible) there is a nontrivial dependence of ∆f̃ on overtone order, contradicting
Eq. 94. This error occurs because the term – 2iAZq cot(k̃qh̃q) in Eq. 113 was
linearized in f – fr (Appendix A), whereas the impedance of the load was ex-
panded to third order in thickness (Sect. 8.2.3). In order to do the derivation
consistently, we have to omit the linearization in ∆f̃ = f – fr. Requiring that
the mechanical impedance on resonance, Zm, be zero amounts to an implicit
equation in ∆f̃ . The entire equation has to be Taylor-expanded in ∆f̃ /f and
solved iteratively. In the following, we sketch the argument. The full deriva-
tion is given in [104].

We neglect piezoelectric stiffening and base the analysis on Eq. 59:

ZL =– ĩZq tan

(
π

∆f̃

f̃f

)
=– ĩZq tan

(
nπ

∆f̃

f̃0

)
≡ Zcr , (96)

where the last identity only serves to define the parameter Zcr. In the follow-
ing, we neglect the difference between f̃0 and f0. Both sides of Eq. 96 can be
Taylor-expanded in ∆f̃ /f0 as:

Z(0)
L + Z(1)

L
∆f̃
f0

+ Z(2)
L

(
∆f̃
f0

)2

+ ... ≈ Z(1)
cr

∆f̃
f0

+ Z(2)
cr

(
∆f̃
f0

)2

+ ... . (97)

Superscripts in brackets ((n)) denote the respective coefficient of the Taylor
expansion. Importantly, the zeroth-order term on the right-hand side van-
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Fig. 11 Illustration of the effects of electrodes for a film in air. The figure shows the
frequency shift scaled by overtone order ∆f /n induced by a 100-nm polymer film
(ρ = 1 g/cm3, G′ = 1 GPa, G′′ = 0) as a function of the square of the overtone order
(Eq. 99). �: Small-load approximation, no electrode effects; ◦: 200-nm gold electrodes
(ρe = 19 g/cm3, G′

e = 29 GPa); third-order perturbation same as ◦; �: fifth-order pertur-
bation. The slope in the upper panel strongly depends on the electrode thickness

ishes. Solving Eq. 97 to first order in ∆f̃ /f , we find:(
∆f̃
f0

)[1]

≈ Z(0)
L

Z(1)
cr – Z(1)

L

≈ Z(0)
L

Z(1)
cr

. (98)

In the next step we write ∆f̃ /f0 as (∆f̃ /f0)[1] + (∆f̃ /f0)[2], insert this expres-
sion into Eq. 97, linearize in (∆f̃ /f0)[2], and solve for (∆f̃ /f0)[2]. Superscripts
in square brackets denote the perturbation order. This step is iterated until
the desired accuracy is reached. This procedure cures, for instance, the prob-
lem outlined below Eq. 95. After going through the perturbation analysis to
third order, one finds:

∆f̃
ff

= –
2f̃0
Zq

mf

(
1 +

1
3

(
Z2

q

Z2
f

– 1

)(
mf

mq
πn
)2
)

≈ –
2f̃0
Zq

mf

(
1 +

1
3

(
Jf

Z2
q

ρf
– 1

)(
mf

mq
πn
)2
)

. (99)
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Fig. 12 Illustration of the difference between the small-load approximation and the per-
turbation analysis for a film in liquid. �: Experimental data obtained with an adsorbed
protein layer in buffer. Dashed line: fit with third-order perturbation analysis. Fit parame-
ters: df = 14 nm, J′f = 13 300 GPa–1, and β′ =– 1; gold electrodes as in Fig. 11. The viscosity
of the buffer was 0.96 cP. Solid line: simulation with the small-load approximation and the
same model parameters as the input to the dashed line. There is a systematic difference.
(Experimental data kindly provided by I. Reviakine)

Clearly, the viscoelastic correction (second term in brackets) vanishes if the
film and the crystal have identical properties (Zf = Zq).

We introduce the following new variables:

µe =
me

mq
, µf =

mf

mq
,

ζe(ω) =
Z2

q

Z2
e(ω)

– 1 =
Je(ω)
ρe

Z2
q – 1 , ζf(ω) =

Z2
q

Z2
f (ω)

– 1 =
Jf(ω)
ρf

Z2
q – 1 ,

ξliq(ω) =
Zliq(ω)

Zq
. (100)

The parameter µ is a dimensionless measure of the film thickness. The par-
ameter ζ is a dimensionless measure of the shear compliance, and the par-
ameter ξliq is a dimensionless measure of the viscosity of the liquid. Strictly
speaking, the parameters ζe, ζf, and ξliq of course are measures of the acoustic
impedances of these materials. In soft matter experiments, the density often
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is about constant and the impedance is governed by the viscoelastic paramet-
ers. The parameters µe, µf, and ξliq are considered small in the perturbation
calculation. The perturbation therefore can only cover the thin-film limit.

The full equations are lengthy and therefore not reproduced here. They are
available from the author on request. As an example, we provide the fifth-
order perturbation result for a film in liquid:

∆f̃
f0

≈ iξliq

nπ
+

iξ3
liq

3nπ
+

iξ5
liq

5nπ

+

(
– 1 –

iξliq

nπ
+ ζfξ

2
liq +

(
– 5i + 15iζf

)
ξ3
liq

15nπ
+ ζfξ

4
liq

)
µf

+

(
1 +

( i
nπ

+ inπζf

)
ξliq – 4ζfξ

2
liq

+

(
5i – 45iζf

)
15nπ

+

(
15iπ2ζf – 15iπ2ζ2

f

)
15nπ

ξ3
liq

)
µ2

f

+

(
– 1 –

1
3

n2π2ζf +
(
–

i
nπ

– 4inπζf

)
ξliq

+

(
10ζf +

n2
(
– 10π3ζf + 20ζ2

f

)
15π

)
ξ2
liq

)
µ3

f

+

(
1 –

4
3

n2π2ζf +

(
i

nπ
+ 10inπζf +

n3
(
– 5π4ζf + 10π4ζ2

f

)
15π

)
ξliq

)
µ3

f

+
(

– 1 –
10
3

n2π2ζf –
1
15

n4π4ζf
(
– 1 + 2ζf

))
µ5

f . (101)

Note that the reference state is always the bare crystal. Should the crystal
in the reference state already have a load (such as an electrode or a buffer
solution) the proper subtractions have to be carried out. For instance, if the
reference state is the crystal immersed in liquid without a film, one applies
Eq. 101 setting µf = 0 and subtracts this result from the full result in order to
compare with the experimental frequency shift.

In order to properly treat electrode effects, it is essential to use the per-
turbation formalism. The small-load approximation gives the wrong results.
The situation is particularly dangerous in dry environments. In liquids, the
shortcomings of the small-load approximation are less severe.

Equation 101 also clarifies which viscoelastic parameters are easily de-
termined from experiments, and which are not. A typical situation where
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Eq. 101 would be employed is adsorption from solution, such as typically oc-
curs in biosensing. In this case, the reference state is usually the QCM inserted
in the buffer. Also, the films are usually so thin that only the first-order term
in µf is of importance. Subtracting the contribution from the pure liquid and
omitting terms proportional to µ2

f and µ3
f one arrives at:

∆f̃
f0

≈ – µf

(
1 +

iξliq

nπ
– ζf ξ

2
liq

)
µf (102)

= –
mf

mq

(
1 –

Z2
liq

Z2
f

+
Z2

liq

Z2
q

+
i
√

iωρliqη

nπZq

)
.

In order to make the comparison with Eq. 77, we normalize to the frequency
of the fundamental ff, rather than to f0. Further, we neglect the last two terms
on the right-hand side. These are small because they have the quantity Zq
in the denominator. Finally, we assume a Newtonian liquid (η′(ω) = const.,
η′′ = 0) and separate the real and the imaginary parts, leading to:

∆f
ff

≈ –
2f0
Zq

mf

(
1 – J′′f

ωρliqη

ρf

)
∆Γ

ff
≈ 2f0

Zq
mf

(
J′f

ωρliqη

ρf

)
. (103)

Equation 103 shows that—at this level of approximation—only the quantity
J′′ (the viscous compliance) enters the frequency shift, whereas only the quan-
tity J′ (the elastic compliance) enters the bandwidth. This has far-reaching
consequences in the data analysis. Because the thickness and the viscous
compliance additively enter the frequency shift, it is difficult to derive the vis-
cous compliance without independent knowledge of the thickness. J′ cannot
be inferred from the n-dependence of ∆f because the n-dependence of J′ is
unknown. The elastic compliance, on the other hand, can be derived with fair
accuracy, because the mass only enters the bandwidth as a prefactor. Even its
frequency dependence (Eq. 73) is obtained.

The situation becomes much more complicated when moduli (or the vis-
cosity) are used for the analysis, rather than compliances. Moduli and com-
pliances are interrelated in the following way:

G′(ω) = Re
(

1
J(ω)

)
=

J′(ω)
J′2(ω) + J′′2(ω)

G′′(ω) = Im
(

1
J(ω)

)
=

J′′(ω)
J′2(ω) + J′′2(ω)

η′(ω) =
1
ω

G′′(ω) =
1
ω

J′′(ω)
J′2(ω) + J′′2(ω)

. (104)
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When using moduli (or an elastic modulus and a Newtonian viscosity) one
has parameters which are combinations of J′ and J′′. Since only J′ is well de-
termined, the solutions found in the fitting procedure will not be unique.
However, it will be difficult to find the cross correlations, because J′ and J′′
both contribute. Fitting with J′ and J′′ is more transparent. Figures 11 and 12
illustrate that perturbation indeed is of practical relevance.

10
Concluding Remarks

This chapter has focused on applications of the QCM which go beyond mi-
croweighing. The analysis has relied on the small-load approximation and
has led to a comprehensive picture covering a wide variety of configurations.
From a practical point of view, the main benefits of this analysis can be sum-
marized as follows:

• The frequency-dependent viscous compliance J′′(ω) can be determined for
thin films in air.

• The frequency-dependent elastic compliance J′(ω) can be determined for
thin films in a liquid environment.

• Interfacial viscoelastic spectroscopy on soft elastomers is possible by
virtue of the sheet-contact model.

On the other hand, there are numerous experiments which cannot easily be
interpreted within this frame. Here are some examples:

• Electrical fringe fields often do penetrate into the sample. The sample’s
dielectric properties affect the parallel capacitance, C0, and thereby the
frequency shift. The QCM can probe dielectric properties and viscoelastic
properties at the same time.

• The laws of linear acoustics are violated at high amplitudes of oscilla-
tion. Studying nonlinear interactions between the crystal and the sample
should be useful in the context of tribology and adhesion.

• Many interesting samples are not laterally homogeneous. The calculation
of the average shear-induced stress is not an easy task, but it seems feas-
ible in some cases. High-frequency fluid dynamics calculations should be
helpful.

It is to be hoped that the established models describing the QCM can be ex-
tended to cover these more complicated—but also more interesting—samples
as well.

Acknowledgements The author is indebted to I. Reviakine and R. Lucklum for critical
reading of the manuscript.
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Appendix

A
Derivation of the Butterworth–van Dyke Equivalent Circuit

In the following, we derive the Butterworth–van Dyke (BvD) equivalent cir-
cuit (Fig. 7) from the Mason circuit (Fig. 6c). The Mason circuit itself is
derived in detail in [4]. The BvD circuit approximates the Mason circuit close
to the resonances. The BvD circuit accounts for piezoelectric stiffening and
can also be extended in a simple way to include an acoustic load on one side of
the crystal. In the derivation of the BvD circuits, one assumes small frequency
shifts as well as small loads and applies Taylor expansions in the frequency
shift (or the load) whenever these variables occur. The condition of ∆f /f 	 1
is fulfilled as long as the load impedance of the sample, ZL, is much smaller
than the impedance of crystalline quartz, Zq (where the latter, as opposed
to ZL, is a material constant). Zq sets the scale of the impedances contained
in the Mason circuit. Generally speaking, the QCM only works properly if
ZL 	 Zq.11

In a first step, we set the load on the back side of the crystal (left-hand
side in Fig. 6a) to zero and short-circuit the respective port. In a second step
we apply the “Norton transformation” (Fig. 13b). The circuit from Fig. 13c is
fully equivalent to the circuit shown in Fig. 13a. The equivalence of Figs. 13c
and 13d is based on the relation:

tan(x) + cot(x) =
2

sin(2x)
. (105)

In the following we neglect the small element 4Zk for notational convenience.
Accounting for the term 4Zk does not introduce essential changes. We put the
term 4Zk back into the equations when introducing the piezoelectrically stiff-
ened spring constant κ̄p (Eq. 117). On resonance, the total impedance across
the electrical port (which is now located on the left-hand side) vanishes. This
happens close to a frequency where cot(k̃qhq) is zero. Since tan(k̃qhq) is large
at this frequency and since we have assumed the element AZL (in parallel to
iAZq tan(k̃qhq)) to be small, we may omit the element iAZq tan(k̃qhq) close to
resonance.

We first consider the resonance in the absence of the sample (ZL = 0). On
resonance, cot(k̃qhq) is zero, which implies:

k̃qhq =
2π f̃0
c̃q

hq =
nπ

2
, n = 1, 3, 5, ... (106)

11 This is a statement based on practical experience. The theory itself is not limited to small loads.
However, the agreement between theory and experiment is unsatisfactory for large loads.



Studies of Viscoelasticity with the QCM 101

Fig. 13 Steps in the derivation of the Butterworth–van Dyke circuit. a Same as Fig. 6c
with the circuit elements rearranged. b Norton equivalence: ZX = αZA, ZY = αZB, α =
(ZA + ZB)/ZB. c Norton equivalence applied to b. c Same as c where the relation
– 2/ sin(2x) + tan(x) =– cot(x) has been used. The two transformers have been merged

and

f̃0 = f0 + iΓ0 =
nc̃q

4hq
=

nc̃q

2dq
, n = 1, 3, 5, ... . (107)

Here, the overtone order, n, is odd to ensure an antisymmetric pattern of
motion. Otherwise, there is no current through the electrodes. Symmetric
acoustic resonances cannot be excited electrically. Neither the mathematical
approach (Eq. 24) nor the optical approach (Eq. 35) captures this fact because
they do not account for piezoelectricity. Separating the real and imaginary
parts of Eq. 107, we find:

f0 =
nc′

q

2dq
, n = 1, 3, 5, ... (108)
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and

Γ0 =
nπ c′′

q

2dq
= f0

c′′
q

c′
q

= f0

√
G′′

q√
G′

q

= f0
√

tan
(
δ
)≈ f0

1
2

tan
(
δ
)

, (109)

where tan(δ) = G′′
q/G′

q is the loss tangent. Note that the approximation
(tan(δ))1/2 ≈ tan(δ)/2 requires tan(δ) 	 1, which is certainly fulfilled for
quartz.

For the Q factor, we find:

Q =
f0

2Γ0
=

1
tan(δ)

. (110)

We now consider a frequency close to the resonance frequency f = f0 + df
rather than the resonance frequency itself. Here df is a small difference be-
tween the driving frequency and the resonance frequency (as opposed to
a shift of the resonance frequency). We write:

k̃qhq = k′
qhq – i k′′

qhq ≈ nπ

2

(
1 +

df
f0

– i
tan

(
δ
)

2

)
. (111)

Separation of cot(k̃qhq) into its real and imaginary part yields

cot
((

k′
q – ik′′

q

)
hq

)
= –

sin
(
2k′

qhq

)
cos

(
2k′

qhq

)
– cosh

(
2k′′

qhq

)

– i
sinh

(
2k′′

qhq

)
cos

(
2k′

qhq

)
– cosh

(
2k′′

qhq

) . (112)

Using Eq. 111 and Taylor-expanding Eq. 112 to first order in the small terms
df /f0 and tan(δ), we find:

– 2iAZq cot
(
k̃qhq

)≈ nπAZq

(
tan

(
δ
)

2
+ i

df
f0

)
. (113)

In order to find the equivalent mass, mp, the equivalent spring constant, κp,
and the equivalent dashpot, ξp, we need to write down the impedance of such
an equivalent circuit (Fig. 14b). By comparing the coefficients with the coef-
ficients in Eq. 113, we determine the values of mp, κp, and ξp. When placing
a mass, a spring, and a dashpot in series (in the electrical sense, Fig. 5) the
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Fig. 14 Simplified Mason circuit (a) close to Fig. 13d. Since tan(kqhq) is large close to the
resonance and, further, since this element is in parallel to the small load AZL, it may be
neglected. b Close to resonance we have cot(kqhq ≈ 0) and the element – 2iAZq cot(kqhq)
can be approximated by a spring, a mass, and a dashpot. c Using the electromechanical
analogy, the spring, the mass, and the dashpot may also be represented as a motional
capacitance, C1, a motional inductance, L1, and a motional resistance, R1

total impedance is:

iωmp +
κp

iω
+ ξp = i

√
κpmp

(
ω

ω0
–

ω0

ω

)
+ ξp

= i
√

κpmp

((
ω + ω0

) (
ω – ω0

)
ω0ω

)
+ ξp

≈ i
√

κpmp

(
2
(
ω – ω0

)
ω0

)
+ ξp

≈ i
√

κpmp

(
2df
f0

)
+ ξp , (114)
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where the relations ω0 = (κp/mp)1/2 and ω + ω0 ≈ 2ω have been used. Com-
parison with Eq. 113 shows that:

√
κpmp =

κp

ω0
= AZq

nπ

2

ξp = AZq
nπ

2
tan

(
δ
)

=
√

κpmp

Q
. (115)

Using 2πfr = (κp/mp)1/2 = 2πncq/(4hq) we find:

κp =
√

κpmp 2πfr = AZq
nπ

2

cq

hq

nπ

2
=

AGq

dq

(nπ)2

2
= κq,stat

(nπ)2

2

mp =
√

κpmp

2πf0
= AZq

hq

cq
=

Aρqdq

2
=

1
2

Amq

ξp = AZq
nπ

2
tan

(
δ
)

, (116)

where κq,stat is the static shear stiffness of the crystal. As expected, κp is re-
lated to the static stiffness, but the relation is not trivial. The same is true for
the mass parameter, mp, and the mass of the crystal, Amq.

We now put the term 4Zk back into the equations, thereby accounting for
piezoelectric stiffening. The elastic energy contained in a strained crystal de-
pends on whether or not the strain-induced polarization is compensated by
an external potential (supplied by the electric circuit). If the polarization is
not compensated, then there is an electrical contribution to the strain en-
ergy and the restoring force pushing the crystal back into its original shape
is stronger than in the case of compensation. Piezoelectric stiffening is more
effective on higher harmonics than on lower ones because the displacement
pattern on high harmonics contains antinodes in the center of the plate,
whereas the fundamental only has antinodes at the surfaces. A polarization
close to the surface is more efficiently compensated by the external electric
field emanating from the electrodes than a polarization at the center.

This stiffening is one of two reasons why the resonance frequencies on the
various overtone orders do not strictly scale as the overtone order, n [41, 105].
In the context of timing applications, one actually takes advantage of piezo-
electric stiffening in order to electrically pull the resonance frequency of
a crystal [106]. By inserting a capacitor in series with the crystal, one can
shift the resonance frequency within certain limits. Stray capacitances be-
tween the electrodes and the sample also pull the frequency, which—most of
the time—is an undesired perturbance. One way to diminish the influence
of stray capacitances is to connect the two electrodes across a small resis-
tor (see end of Sect. 3). A second countermeasure is good grounding of the
front electrode. If no such measures are taken, piezoelectricity opens a box of
interesting phenomena [31, 32] which are, in fact, highly relevant to sensing.
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Given the functional form of the term related to piezoelectric stiffening,
one can define a new complex spring constant, κ̄p, taking piezoelectric stiff-
ening into account. Remembering that Zk = φ2/(iωC0), one writes:

κ̄p = κp – 4φ2 1
C0

=
AGq

dq

(nπ)2

2
–

4A2e2
26

d2
q

dq

Aεε0

=
AGq

dq

(nπ)2

2

(
1 –

8e2
26

Gqεε0

1
(nπ)2

)
= κp

(
1 –

8
(nπ)2 κ2

)
, (117)

where κ = [e2
26/(εε0Gq)]1/2 is a dimensionless coefficient of piezoelectric

coupling. Its value is κ = 0.089 for AT-cut quartz. The spring constant drops
out from the resonance conditions when the latter is linearized in ∆f̃ /ff
(Eq. 52). Within the linearized theory, piezoelectric stiffening may be ig-
nored. This is not true in the same way for the perturbation analysis (Sect. 9).
Neglecting piezoelectric stiffening in the perturbation theory amounts to an
approximation, which does change the outcome of the calculation to some
extent.

Equations 114–116 can be written down in terms of an electrical capaci-
tance, C1, an inductance, L1, and a resistance, R1, as well (Fig. 14c). In order
to find the values for C1, L1, and R1, one needs the conversion factor between
electrical and mechanical impedances. We have:

Zel =
1

4φ2 Zm =
(

dq

2 e26A

)2

Zm , (118)

where the factor of 4 (Eq. 45) is a consequence of the Norton transformation
(Fig. 13b). We have for the Butterworth–van Dyke circuit elements:

C1 = 4φ2 1
κ̄p

=
8Ae2

26

dq(nπ)2Gq

(
1 –

8κ2

(nπ)2

)–1

L1 =
1

4φ2 mp =
ρqd3

q

8Ae2
26

R1 =
1

4φ2 ξp =
d2

q

8Ae2
26

Zqnπ tan
(
δ
)

=
dq

8Ae2
26

(nπ)2ηq =

√
L1

C1

1
Q

, (119)

where the relations tan(δ) = G′′
q/G′

q = ωηq/G′
q and dqZqω/G′

q = dqZq2πnfr/G′
q

= nπZqcq/G′
q = nπ have been used. The parameter ηq quantifies internal

damping of the crystal. It is not a Newtonian viscosity: ηq depends on fre-
quency in a nontrivial way.

The load, AZL, can also be introduced into effective BvD parameters in
analogy to Eq. 117. For instance, one could write mp = A(mq/2 + mf) in the
Sauerbrey case. The author prefers to use the BvD parameters for the un-
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loaded crystal according to Eq. 119 and calculate the frequency shift with the
small-load approximation (Eq. 52). This, again, is a matter of taste.

The amplitude of motion and the effective area can be calculated rather
straightforwardly from the Mason circuit. One has:

a =
4

(nπ)2 d26QUel . (120)

Here, d26 = e26/Gq = 3.1×10–12 m V–1 is the piezoelectric strain coefficient.
Note that the derivation assumes laterally infinite resonators; it does not
account for energy trapping. Equation 120 is therefore expected to miss a nu-
merical factor of order unity. Inputting values (d26 = 3.1 pm V–1), we arrive
at:

a
QUel

=
4

(nπ)2 d26 =
1.25
n2

pm
V

. (121)

This compares well with the experimental value of 1.4 n–2 pm V–1, where the
latter has been extracted from the blurring of a scanning tunneling micro-
copy (STM) image (taken of the electrode of a quartz crystal), which occurred
when the oscillation was turned on [107]. Kanazawa finds a similar value
by numerically solving the full Mason circuit [108]. The agreement between
Eq. 120 and experimentally derived values of the amplitude is often bad on
the fundamental, whereas it is fair on overtones with n = 3 and higher.

The direction of oscillation can be experimentally determined with a po-
larizing microscope in the conoscopic mode. Colored rings are observed. The
direction of curvature points perpendicular to the x-axis of the crystal, that is,
perpendicular to the direction of oscillation.

The drive level is often quoted in dBm, where 0 dBm corresponds to
a power of 1 mW. The conversion is:

Uel = 0.317×10(power[dBm]/20) , (122)

where Uel is the amplitude (half of the peak-to-peak voltage).
From the comparison of the resistance R1 and the Q factor one can infer

the effective electrode area as:

A =
1

32f 2
f Zqd2

26

nπ

R1Q
. (123)

When the resonance parameters are probed via impedance analysis, the par-
ameter R1 is routinely determined as the inverse of the peak conductance,
Gmax. The effective area is proportional to the peak conductance, Gmax = R–1

1 ,
because a large active area draws a large current. Being an electric quantity,
the parameter R1 is susceptible to calibration problems and electrical imper-
fections. Also, Eq. 123 does not account for energy trapping and is therefore
expected to miss a factor of the order of unity. The active area may vary with
overtone order due to energy trapping. By routinely measuring the effective
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electrode area, one can check for the electrical contact of the electrodes with
the holder.
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Abstract In this chapter we discuss the results of theoretical and experimental studies of
the structure and dynamics at solid–liquid interfaces employing the quartz crystal mi-
crobalance (QCM). Various models for the mechanical contact between the oscillating
quartz crystal and the liquid are described, and theoretical predictions are compared with
the experimental results. Special attention is paid to consideration of the influence of
slippage and surface roughness on the QCM response at the solid–liquid interface. The
main question, which we would like to answer in this chapter, is what information on
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the structure and dynamics at the solid–liquid interface can be extracted from the QCM
measurements. In particular, we demonstrate that the quartz crystal resonator acts as
a true microbalance only if, in the course of the process being studied, the nature of the
interface (its roughness, slippage, the density and viscosity of the solution adjacent to it,
and the structure of the solvent in contact with it) is maintained constant.

So far most of the QCM data were analyzed on a qualitative level only. The next step
in QCM studies requires a quantitative treatment of the experimental results. Theoretical
basis for the solution of this problem already exists, and has been discussed in this re-
view. Joint experimental and theoretical efforts to elevate the QCM technique to a new
level present a challenge for future investigators.

Keywords Quartz crystal microbalance · Roughness · Slippage · Thin films

Abbreviations
a Ratio of the slip length to the liquid decay length, bs/δ

AFM Atomic force microscope

Cm Mass sensitivity of the QCM,
2f 2

0√
µqρq

Cη Sensitivity of the QCM operating in contact with a liquid,
f 3/2
0√

πµqρq

d Thickness of the quartz crystal
EQCM Electrochemical quartz crystal microbalance
f Frequency
f0 Fundamental frequency of the resonator
g(K) Correlation function for surface roughness
h Root mean square height of a roughness
k Wave vector of shear waves in quartz, ω

√
ρq/µq

l Correlation length of surface roughness
df Thickness of the liquid film
L Thickness of interfacial layer
MD Molecular dynamics
P(r, ω) Pressure in a liquid
QCM Quartz crystal microbalance
R Hydrodynamic roughness factor
R̃ Electrochemical roughness factor
r = (z, R) Coordinates (normal and lateral)
SFA Surface force apparatus
STM Scanning tunneling microscope
u(z, ω) Amplitude of the shear displacements of the quartz
uf(ω) Displacements of the homogeneous surface film
vf(t) Film velocity
vf0(ω) Amplitude of film velocity
vq(t) Velocity of the quartz surface
vq0(ω) Amplitude of the quartz surface velocity
va(ω) Velocity of absorbed later
vl(ω) Liquid velocity at the interface
ZL Mechanical impedance of the contacting medium
Zq Mechanical impedance of quartz crystal
∆Γ Half-width of the resonance
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∆Γl Half-width of the resonance for quartz crystal resonator contacting a semi-
infinite liquid

Γ a, Γ m Surface excess and maximum surface excess of adsorbate

δ Velocity decay length in a liquid, δ =
√

η/πρf0
∆γ Change of surface tension
∆f Resonant frequency shift
∆fm Mass-induced resonant frequency shift
∆fη Viscosity-induced resonant frequency shift
∆fP Pressure-induced resonant frequency shift
∆fR Roughness-induced resonant frequency shift
∆fsl Slippage-induced resonant frequency shift
∆fT Resonant frequency shift due to change of temperature
∆fl Frequency shift for quartz resonator contacting a semi-infinite liquid
∆mf Surface mass density of a film
∆ma Average surface density of the adsorbed atoms
∆mf Average surface mass density
∆m1 Root mean square deviation of the mass distribution
εls, εll Energy of liquid–substrate and liquid–liquid interactions
εla, εaa, εas Energy of adsorbate–liquid, adsorbate–adsorbate and adsorbate–substrate in-

teractions
η Viscosity of a liquid
ηf Viscosity of the liquid film
bs Slip length
beff

s Effective slip length
λq Wave length of shear-mode quartz oscillations
µq Shear modulus of the quartz crystal
ξ(R) Surface profile
ξH Permeability of interfacial layer
ρ Density of a liquid
ρq Density of the quartz crystal
ρf Density of the liquid film
ρs Density of solid
τs Slip time
φ Porosity of interfacial layer
χ Coefficient of sliding friction
ω Angular frequency
ω0 Fundamental angular frequency, ω0 = 2πf0

1
Introduction

The literature concerning the quartz crystal microbalance (QCM) and its elec-
trochemical analog, the electrochemical EQCM, is wide and diverse. Many
reviews are available in the literature, discussing the fundamental properties
of this device and its numerous applications, including its use in electrochem-
istry [1–7]. In this chapter we focus on the effect of interfacial properties on
the QCM response, specifically when the device is immersed in a liquid.
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When the quartz crystal microbalance was first introduced in 1959 [8],
it represented a major step forward in our ability to weigh matter. Un-
til then, routine measurements allowed a sensitivity of 0.1 mg, and highly
sensitive measurements could be made with an accuracy limit of 0.03 µg,
under well-controlled experimental conditions [9]. The QCM extended the
sensitivity by two or three orders of magnitude, into the sub-nanogram
regime.

Even when used in vacuum or in an inert gas at ambient pressure, the QCM
acts as a balance only under certain conditions, as discussed below. Under
these conditions the change of mass caused by adsorption or deposition of
a substance from the gas phase can be related directly to the change of fre-
quency, by the simple equation derived by Sauerbrey [8].

Generally this is not the case, and the frequency shift observed could more
appropriately be expressed by a sum of terms of the form:

∆f = ∆fm + ∆fη + ∆fP + ∆fR + ∆fsl + ∆fT , (1)

where the different terms on the right hand side of this equation represent
the effects of mass loading; viscosity and density of the medium in contact
with the vibrating crystal; the hydrostatic pressure; the surface roughness;
the slippage effect, and the temperature, respectively, and the different con-
tributions can be interdependent. These effects become of major importance
particularly when small changes of frequency, associated with sub-monolayer
phenomena, are considered. Some of these factors will be discussed in this
chapter.

1.1
Applications of the Quartz Crystal Microbalance

The most common commercial use of the QCM is as a thickness gauge
in thin-layer technology. When used to monitor the thickness of a metal
film during physical or chemical vapor deposition, it acts very closely as
a nanobalance, providing a real-time measurement of the thickness. Indeed,
devices sold for this purpose are usually calibrated in units of thickness (hav-
ing a different scale for each metal, of course), and claim a sensitivity of less
than 0.1 nm, which implies a sensitivity of less than a monolayer.

The other common application of the QCM is as a nanosensor proper,
made sensitive to one gas or another by suitable surface treatment. Selecting
the suitable coating on the electrodes of the QCM can determine selectiv-
ity and enhance sensitivity. It is not our purpose to discuss sensors in the
present review. It should only be pointed out that any such sensor would have
to be calibrated, since the Sauerbrey equation would not be expected to apply
quantitatively.
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1.2
Applications for Gas-Phase Adsorption

The high sensitivity of the QCM should make it an ideal tool for the study
of adsorption from the gas phase. We note that the number of sites on the
surface of a metal is typically of the order of 1015 cm–2, hence a monolayer
of a small adsorbate, occupying a single site, would be about 2 nmol cm–2.
A monolayer of water would therefore weigh about 40 ng cm–2, while a mono-
layer of pyridine would weigh 30–60 ng cm–2, depending on its orientation
on the surface. Comparing these numbers with the sensitivity of 2 ng cm–2

shows that adsorption isotherms could be measured in the gas phase, em-
ploying the QCM. This has not been done properly until relatively recently,
mainly because the device was treated as a microbalance, i.e., it was assumed
that the Sauerbrey equation could be applied, and several important terms
in Eq. 1 were ignored. Obtaining adsorption isotherm one has to change
the pressure over a wide range. Therefore the changes of properties of the
surrounding gas cannot be ignored. This shortcoming was overcome by the
present authors [10] who developed the supporting gas method. When this
method is employed, the overall pressure is maintained constant by a large
excess of an inert gas, and the frequency shift of the QCM is measured as
a function of the partial pressure of the material being investigated. In this
manner all terms in Eq. 1, other than ∆fm, are essentially zero and the device
acts as a true nanobalance.

1.3
Use of the QCM in Liquids

It was not initially obvious that the quartz crystal resonator would operate
in liquids, until this was proven experimentally [11, 12]. The term associated
with the influence of the viscosity, η, and density, ρ, of liquid in Eq. 1 can be
written [13] as:

∆fη = – Cη

(
ηρ
)1/2 . (2)

Since the product of
√

ηρ in liquids is about two orders of magnitude higher
than in gases at ambient pressure, the crystal is heavily loaded when trans-
ferred from the gas phase into a liquid.

Once the door had been opened to its use in liquids, the potential of the
QCM for interfacial electrochemistry was obvious, and the EQCM became
popular.

When a QCM, with fundamental frequencies 6–10 MHz, is placed in con-
tact with a dilute aqueous solution, the frequency should shift to lower values
by about 0.8–1.2 kHz according to Eq. 2. In practice the observed shift is
larger by 1–2 kHz, depending on the surface roughness. The effect of rough-
ness is also related indirectly to viscosity and density, since the hydrodynamic



116 M. Urbakh et al.

flow regime at the surface is altered as a result of roughness [14–16]. Rough-
ness is a major issue in the interpretation of the response of the QCM in
liquids, and it is discussed in some detail in the following sections.

1.4
Impedance Spectrum of the EQCM

In early studies of the QCM and the EQCM, only the resonance frequency
was determined, and conclusions were drawn, based on the shift of frequency.
Unfortunately, in many cases this shift was attributed to mass loading alone,
and it was used to calculate the weight added or removed from the surface,
disregarding other factors that affect the frequency. In the past decade more
and more laboratories expanded such studies to include measurements of the
impedance spectrum of the crystal [17–28]. This provides an additional ex-
perimental variable that can obviously yield further information and deeper
understanding of the structure of the interface. For instance, a variation of the
resonance width provides an unambiguous proof that mechanisms other than
mass loading are also involved.

The properties of the impedance spectrum are discussed in detail in
Chap. 2 in this volume. Here we present only a relation between the reso-
nant frequency and the mechanical impedance of the medium contacting the
quartz surface, ZL. The latter is defined as the ratio of the shear stress act-
ing on the contact medium to the surface velocity [6]. Under the experimental
conditions when the surface loading is relatively small, the shift of the reso-
nant frequency with respect to the resonant frequency of the unloaded quartz
crystal, f0, can be written as [14, 29]:

∆f̃ ≡ ∆f + i∆Γ = i
f0
π

ZL

Zq
, (3)

where Zq is the acoustic impedance of an AT-cut quartz.
It should be noted that the frequency shift ∆f̃ can be a complex num-

ber, and its imaginary part, ∆Γ , reflects the half-width of the resonance.
Equation 3 shows that the complex frequency shift ∆f̃ contains the same in-
formation as the mechanical impedance ZL.

In order to analyze the influence of the different loading mechanisms
on the QCM response one has to model a dependence of the mechanical
impedance ZL or the complex resonance frequency shift on the chemical and
physical properties of the contacting medium. Various models for the me-
chanical contact between the oscillating quartz crystal and the outer medium
are discussed below. The QCM is now so widely and extensively used that,
in the framework of this chapter, it is not possible to review all the available
literature. Hence we limited ourselves here to a review of the experimental
data and theoretical ideas concerning the studies of structure and interac-
tion at solid–liquid interface. Furthermore, we did not present here studies on
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adsorption, metal deposition, and kinetics with the help of the QCM. These
topics are well described in previous reviews ( [1, 2, 6], and in many articles
published in readily accessible journals). The problems of the interpretation
of the QCM response caused by changes taking place at the solid–liquid inter-
face are obviously of first priority, especially for studies in electrochemistry.

2
Effect of Thin Surface Films

2.1
Film Rigidly Attached to the Surface

First we consider the effect of a thin film, rigidly attached to an ideally flat
crystal surface, on the response of the quartz crystal resonator (Fig. 1).

For a homogeneous thin film with a thickness smaller than the wavelength
of the shear oscillations, the shift of the resonance frequency can be expressed
in terms of the change in surface mass density of the film, ∆mf, (in units
g cm–2). This was given by Sauerbrey [8] as:

∆f = – Cm∆mf , (4)

where Cm = 2f 2
0 /(µqρq)1/2 and ρq and µq are the density and shear modu-

lus of quartz. Equation 4 can be derived by supplementing the wave equation,
which describes displacements in the quartz crystal, with the Newtonian
equation of motion for the surface film [6]. Equation 4 shows that the addition
of mass rigidly attached to the surface of the quartz crystal resonator leads to
a decrease of the resonant frequency, but it does not influence the width of

Fig. 1 Schematic presentation of the quartz crystal resonator in contact with a liquid. The
contacting medium is a thin film rigidly attached to the crystal surface from one side, at
z = d. The opposite surface of the crystal (z = 0) is unconstrained. d is the thickness of the
quartz crystal
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the resonance. The constant Cm in Eq. 4 can differ from the theoretical value
given above due to effects of non-uniform mass distribution, roughness, etc.
Therefore one is well advised to calibrate the QCM.

It should be noted that Eq. 4 is valid only for thin films for which the thick-
ness is much smaller than the wave length of the shear mode oscillations. In
this case the frequency shift is determined by the inertial force of the film
acting on the quartz surface. For thicker films effects of elasticity or viscoelas-
ticity become important and Eq. 4 should be modified essentially [30].

A question arises whether an inhomogeneous mass distribution would
lead to an additional shift of frequency and/or to a broadening of the res-
onance, compared to the result given by the Sauerbrey equation? It was
shown [6] that in the case of inhomogeneous mass distribution splitting of
the resonant frequency can occur, and the frequency shift can be estimated
as:

∆f = –
2f 2

0√
ρqµq

[∆mf ±∆m1] , (5)

where ∆m1 is the root mean square deviation of the mass density from the
average value ∆mf. In contrast to the case of uniform mass loading, where
∆m1 = 0, two values of the resonance frequency are derived. This effect can be
simulated by a simple equivalent circuit consisting of two Butterworth–Van
Dyke [31–33] circuits in series with the inductances corresponding to the two
different values of the surface mass densities, ∆mf + ∆m1 and ∆mf – ∆m1.
Due to overlap of these two resonance states, splitting can lead to an appar-
ent broadening of the resonance, which will have an effective half-width of the
order of f 2

0 ∆m1/π(µqρq)1/2. For the 6 MHz quartz resonator this broadening
effect becomes important when the correlation length of the mass distribu-
tion is larger than 0.02 cm.

2.2
Slippage at the Interface Between a Thin Film and a Solid

The Sauerbrey equation shows that a thin uniform film rigidly attached to
the quartz surface does not influence the width of the mechanical resonance.
However, it was experimentally shown for a number of systems that adsorp-
tion on the quartz surface produced both a shifts of frequency and an increase
of the width of the resonance [34–38]. This phenomenon can be explained,
assuming slippage at the adsorbate–substrate interface.

Slippage occurs as a result of the force of inertia acting on the adsorbate
during the vibrational motion of the crystal. The force of inertia, F, is ex-
tremely weak (∼ 10–13 dyne per atom) [39] and cannot, by itself, move an
adsorbed species over the lateral energy barriers of the adsorbate–substrate
potential [39]. However, this force decreases the barriers in the direction of F
that leads to a thermally activated drift of the adsorbate in the direction oppo-



Probing the Solid/Liquid Interface with the Quartz Crystal Microbalance 119

site to the motion of the crystal surface. As a result, the instantaneous velocity
in the adsorbate layer can differ from the velocity of the surface of the quartz
crystal resonator.

The slippage at the interface between a thin film of density ∆mf and the
substrate is usually described in terms of an interfacial friction coefficient
(“coefficient of sliding friction”), χ. This coefficient determines the stress act-
ing between the film and the substrate, which move at different velocities. An
infinite value of χ implies that the non-slip (sticking) boundary condition is
applicable. When the interfacial friction coefficient equals zero, the film is free
to slide with no energy dissipation.

The motion of the adsorbed film on the oscillating quartz surface can be
described by Eq. 6:

∆mf
d
dt

vf(t) = – χ[vf(t) – vq(t)] , (6)

where vq(t) = vq0(ω) exp(iωt)) and vf(t) = vf0(ω) exp(iωt) are the velocities of
the crystal surface and of the film. Simultaneous solution of the wave equation
in the quartz crystal and the equation of motion (Eq. 6) for the adsorbed film
yields the following expressions for the changes of the frequency, ∆f , and the
half-width of the resonance,∆Γ :

∆f = –
2f 2

0 ∆mf√
ρqµq

[
χ2

χ2 + (2πf0∆mf)2

]
(7)

∆Γ =
2f 2

0 ∆mf√
ρqµq

[
2πf0∆mfχ

χ2 + (2πf0∆mf)2

]
. (8)

Note that:

∆Γ

∆f
= – 2πf0

∆mf

χ
. (9)

Thus, the interfacial friction can be evaluated from measurement of ∆Γ

and ∆f . This procedure has been applied to a number of systems in which
weak physical adsorption occurs, such as the adsorption of Xe, Kr, N2 on
Au, and of H2O and C6H12 on Ag [34–38]. In all the above cases slippage
was observed, and the ratio of the coefficient of sliding friction to the mass
density was of the order χ/∆mf = (108 – 109) s–1. As an example, the fric-
tional stress acting on the monolayer Xe film sliding on a Ag(111) surface
at a velocity ν = 1 cm s–1, F = χv, equals about 10 Nm–2 [40]. It is much
smaller than typical shear stresses involved in sliding of a steel block on
a steel surface under boundary lubrication condition (Eq. 6), which is of order
≈ 108 Nm–2 [39].
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The effect of slippage at a substrate–film interface can also be described in
terms of slip time [39]. To understand the physical meaning of the slip time,
one can consider an adsorbate film on a substrate, moving at constant vel-
ocity. If the substrate stops, the velocity and momentum of the film decay
exponentially, and the time constant of this process is the slip time. If this pro-
cess is very rapid, i.e., we have a rigidly adsorbed film, the time constant will
be close to zero, and there will be no noticeable slip. The slip time is related
to the interfacial friction coefficient through the equation [39]:

τs = ∆mf/χ . (10)

In a recent paper [41] the dependence of the slip time, τs, on the amplitude
of the crystal surface oscillations, A, and on the surface coverage was investi-
gated. The results refer to the absorption of krypton atoms on gold at 85 ◦K. It
was found that there is a step-like transition between a low-coverage region,
where slippage exists at the solid–film interface, and a high-coverage region
where the film is locked to the surface. The transition occurs at different cov-
erage depending on the amplitude, A. Independent of coverage, the film is
attached rigidly to the surface for A ≤ 0.18 nm and slides for A > 0.4 nm. In
the region of sliding at small coverages the values of the slip time are in the
interval 2–10 ns, for 0.18 nm < A < 0.4 nm.

3
Quartz Crystal Operating in Contact with a Liquid

3.1
General Considerations

When a quartz crystal resonator operates in contact with a liquid, the shear
motion of the surface generates motion in the liquid near the interface. The
velocity field, v(r, ω), related to this motion in a semi-infinite Newtonian li-
quid is described by the linearized Navier–Stokes equation:

iωρv(r, ω) = – ∇P(r, ω) + η∆v(r, ω) , (11)

where P(r, ω), η and ρ are pressure, viscosity, and density of the liquid. Under
the typical conditions of the QCM experiments, where the shear velocities are
much smaller than the sound velocity in the liquid, the displacement of the
crystal does not generate compressional waves and a liquid can be considered
to be incompressible. If the surface is sufficiently smooth, the quartz oscil-
lations generate plane-parallel laminar flow in the liquid, as shown in Fig. 2.
The velocity field obtained as the solution of Eq. 11 for a flat surface has the
form:

vx(z) = vq0(ω) exp[– (1 + i)z/δ] , (12)
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Fig. 2 System geometry and velocity profiles. Curves 1 and 2 represent the velocity distri-
butions at the liquid–adsorbate interface without and with slippage, respectively. Curve 3
is the velocity distribution in the quartz. The thickness of various layers is not drawn to
scale

where vq0(ω) is the velocity of the liquid at the surface, and δ =
√

2η/ω0ρ.
Equation 12 represents a damped shear wave radiating into the liquid from
the surface of the oscillating resonator. δ is the velocity decay length of this
shear wave, which lies between 250 and 177 nm for dilute aqueous solutions at
room temperature, for crystals having a fundamental frequency in the range
5–10 MHz. Damping of the shear wave has a number of important conse-
quences. First, it ensures that the quartz crystal can operate in liquids, the
losses in the liquid being limited by the finite depth of penetration. Secondly,
a small portion of the liquid is coupled to the crystal motion and a frequency
decrease is observed. Thirdly, the viscous nature of motion gives rise to en-
ergy losses, which are sensed by the resonator, both as a decrease in frequency
and as an increase in the width of the resonance.

3.2
Non-slip Boundary Condition

The response of the QCM at the solid–liquid interface can be found by match-
ing the stress and the velocity fields in the medium in contact. It is usu-
ally assumed that the relative velocity at the boundary between the liquid
and the solid is zero. This corresponds to the non-slip boundary condition.
Strong experimental evidence supports this assumption on the macroscopic
scales [42, 43]. In this case the frequency shift, ∆fl, and the half-width of the
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resonance, ∆Γl, can be written as follows [12, 13]:

∆fl = –
f 3/2
0

√
ρη√

πρqµq
(13)

∆Γl =
f 3/2
0

√
ρη√

πρqµq
. (14)

Equations 13 and 14 show that the generation of a damped laminar flow in the
liquid causes a decrease in the resonance frequency and an increase in the res-
onance width, which are both proportional to

√
ρη. In contrast to the case of

the mass loading where ∆f is proportional to f 2
0 , the liquid-induced response

of the QCM is proportional to f 3/2
0 .

It is interesting to note that for both a surface film rigidly attached to the
resonator and a liquid in contact with the surface of the quartz crystal, the
shift of the resonant frequency can be written in the same form, as:

∆f = – f0
ρ

ρq
kheff . (15)

Where k = ω0
√

ρq/µq, ρ is the bulk density of the medium in contact with the
vibrating surface of the solid, a film or a liquid, and heff is the thickness of the
layer that responds to the quartz oscillations. In the case of the film, heff co-
incides with the thickness. For a semi-infinite liquid, heff presents a thickness
of liquid involved in the motion and it should be taken as equal to δ/2. The
difference in the frequency dependence of the QCM response in the two cases
is a result of the frequency dependency of δ. However, in contrast to the case
of pure mass loading, the effect of a liquid results not only in a frequency shift
but also in a broadening of the resonance.

3.3
Effect of a Thin Liquid Film at the Interface

The properties (the effective viscosity and density) of the liquid layer in close
vicinity to the interface can differ from their bulk values. There are various
reasons for these phenomena. For example, the structuring of a liquid in-
duced by the substrate and a non-uniform distribution of species in the liquid
near the substrate can influence significantly the properties of the liquid at
the interface. The liquid properties change with distance from the interface,
until the values corresponding to the bulk of solution have been reached. In
order to simplify the description of this non-uniformity on the QCM, we as-
sume here that a thin film of liquid, having different values of ηf and ρf, exists
at the interface [44]. To calculate the effect of this film on the frequency shift,
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one has to solve the wave equation for the elastic displacements in the quartz
crystal simultaneously with the linearized Navier–Stokes equation for the vel-
ocities in the film and in the bulk liquid under standard non-slip boundary
conditions.

Then the shift of the resonant frequency and the half-width of the reson-
ance can be written as:

∆f = –
f 3/2
0

√
ρη√

πµqρq
–

2f 2
0√

µqρq

[
ρ(1 –

η

ηf
) + (ρf – ρ)

]
df (16)

∆Γ =
f 3/2
0

√
ρη√

πµqρq
+

2f 2
0√

µqρq

[
ρ(1 –

η

ηf
) + (ρf – ρ)

] d2
f

δ
. (17)

Here df and ρf are the thickness and the density of the film. These equations
are valid in a particular case, when df 	 δ. The general case for arbitrary df
was given in [44]. The first terms in Eqs. 16 and 17 yield the liquid-induced
frequency shift and half-width of the resonance in the absence of a film. The
terms in brackets describe the influence of the viscosity and density of a film
of thickness df. According to Eqs. 16 and 17, the ratio of the film-induced half-
width to the film-induced frequency shift is proportional to df/δ. Thus, for
df/δ 	 1, the contribution of the thin interfacial film to the width is much
smaller than its contribution to the frequency shift. For ηf 
 η the film acts
as though it were rigidly attached to the surface: it causes a shift in frequency
equal to that caused by its mass. The thin film model has been successfully
used to describe the QCM response in electrochemical systems, which arises
due to the effect of electrostatic adsorption of ions and the effect of electric
field on viscosity inside the diffuse layer [44].

3.4
Slip Boundary Conditions

3.5
Slippage at Solid–Liquid Interface

Although the non-slip boundary condition has been remarkably successful
in reproducing the characteristics of liquid flow on the macroscopic scale, its
application for a description of liquid dynamics in microscopic liquid layers
is questionable. A number of experimental [45–52] and theoretical [53, 54]
studies suggest the possibility of slippage at solid–liquid interfaces. Recent re-
views [55–57] summarize the results of these works. Here we focus on the
effect of slippage on the QCM response.

The boundary condition is controlled by the extent to which the liquid
“feels” a spatial corrugation in the surface energy of the solid. This depends
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on a number of interfacial parameters, including the strength of the liquid–
liquid and liquid–solid interactions, the commensurability of the substrate
and the liquid structures, substrate and liquid densities, and also the rough-
ness of the interface. In order to quantify the slippage effect, the slip length,
bs, is usually introduced [53, 58, 59]. The traditional non-slip boundary con-
dition is replaced by:

dv(z, ω)
dz

∣∣∣∣
z=0

=
1
bs

(v(0, ω) – vq0(ω)) , (18)

where v(z, ω)is the velocity in the liquid and vq0(ω) is the velocity of the
quartz crystal surface, z = 0. Equation 18 expresses the discontinuity of the
velocity across the interface. For bs = 0, Eq. 18 is reduced to the usual non-
slip boundary condition: v(d, ω) = vq0(ω). The physical meaning of the slip
length can be clarified by comparing velocity profiles for the non-slip and slip
boundary conditions. These two profiles coincide when the non-slip bound-
ary condition is imposed at the surface shifted inside the solid by the distance
bs with respect to the actual interface.

Basically two different types of experimental approaches have been used
to study the boundary slip: local (direct) [45, 60] and effective (indirect)
methods [49–52, 61]. The first group of methods is based on application of
optical techniques using tracer particles or molecules to determine the flow
field. These techniques have a resolution of less than 100 nm, so they cannot
distinguish small differences in slip lengths. The effective methods assume
the boundary conditions (Eq. 18) or similar ones to hold at the substrate sur-
face and infer the slip length by measuring macroscopic quantities. These
methods have been the most popular so far and they include atomic force
microscopy (AFM), surface force apparatus (SFA), capillary techniques, and
QCM.

The experimental studies involving different techniques report slip ef-
fects varying over more than two orders of magnitude, and with qualita-
tively different shear-rate dependence, for similar systems [55, 56]. Drastically
different behaviors are reported for liquids wetting atomically smooth sur-
faces [45, 49, 55, 56, 62], for the influence of surface roughness [63, 64], and
for the amplitude and rate dependence of boundary slip on hydrophobic sur-
faces [48–52]. There is no clear understanding why such large differences
are obtained. A possible reason for the disagreement between the results
obtained by different groups is a contamination of substrate surfaces by
nanoparticles [49, 65]. Another parameter of obvious importance, which may
explain such variability, is surface roughness. We discuss the effect of rough-
ness on slippage in Sect. 5 of this chapter.

Within the QCM measurements the slip boundary condition (Eq. 18) re-
sults in the following equations for the resonant frequency shift and the
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half-width of the resonance:

∆f = –
f 2
0 ρδ√
ρqµq

[
1

(1 + bs/δ)2 + (bs/δ)2

]
≈ –

f 2
0 ρδ√
ρqµq

[
1 –

2bs

δ

]
(19)

∆Γ =
f 2
0 ρδ√
ρqµq

[
1 + 2λ/δ

(1 + bs/δ)2 + (bs/δ)2

]
≈ f 2

0 ρδ√
ρqµq

[
1 –

2b2
s

δ2

]
, (20)

where the right hand side equalities are valid for small values of the slip
length, bs/δ 	 1. Equations 19 and 20 show that the influence of the slippage
on the response of the QCM in liquid is determined by the ratio of the slip
length bs to the velocity decay length, δ. Even for a small value of bs ≈ 1 nm
the slippage-induced correction to the frequency shift, ∆fsl, will be of the
order of 6.5 Hz for the fundamental frequency of f0 = 5 MHz. This value far
exceeds the resolution of the QCM, but it is difficult to separate it from the
overall QCM signal.

It should be noted that in QCM measurement interfacial properties are
determined by averaging over the length scale δ. As a result one cannot
distinguish between a true slip on the molecular level and an apparent hy-
drodynamic slip, which can arise from a shear thinning of the liquid near the
surface. The latter leads to a steep velocity profile at the surface that appears
as a slip, although the velocity is continuous at the surface. Indeed, a compar-
ison between Eqs. 19–20 and Eqs. 16–17, which describe the effects of slip and
surface film on the resonant frequency respectively, allow a relationship to be
established between the apparent slip length and the film properties that give
the same QCM response:

bs

δ
=
(

η

ηf
–

ρf

ρ

)
. (21)

According to Eq. 21 the apparent boundary slip can be observed if the vis-
cosity and/or density depends on the composition (η = ηf, ρ = ρf) and the
less viscous and less dense fraction of the liquid wets the substrate better
than the more viscous and the more dense one (η > ηf, ρ > ρf). It is also clear
that there are two ways to obtain a large slip length. The first is by having
a macroscopically thick boundary layer, since the slip length has the same
order of magnitude as the thickness of this layer. The second is by providing
large values of the viscosity and/or density contrast. Similar conclusions were
reached in [66] for the Couette flow of liquid.

There were attempts [39] to estimate the slip length at the solid–liquid in-
terface on the basis of QCM experiments for adsorbed liquid layers. The slip
length can be expressed in terms of the coefficient of sliding friction, χ, at the
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interface:

bs =
η

χ
. (22)

Using the sliding friction coefficient χ = 3 g cm–2 s–, which is obtained for
a monolayer of water on Ag in [35] and on Au in [67], a surprisingly high
slip length of bs = 6×104 nm is obtained. Using this value for the inter-
face between Au and bulk water, Eq. 19 yields for f0 = 5 MHz a value of
∆f ≈ 7×10–3 Hz, which turns out to be smaller than that observed exper-
imentally by a factor of 105. This inconsistency is most likely caused by
a roughness of the electrode surface that reduces the effective slip length. An-
other reason could be the difference between friction at the solid–adsorbed
layer and the solid–liquid interfaces. For example, a decrease of the slip length
with increasing film thickness has been observed recently in QCM studies of
Kr films on gold electrodes [41].

From a theoretical point of view, molecular dynamics simulations (MD)
have shown [53, 66, 68] that the slip length is mostly determined by the ratio
of characteristic energies of liquid–substrate, εls and liquid–liquid εll in-
teractions, bs = f (εls/εll). For the simple Lennard–Jones liquids wetting an
atomically smooth surface, εls/εll ≥ 1, slip length is negligible except at very
high shear rate when the hydrodynamic boundary condition becomes non-
linear [53, 68]. It grows with the decrease of the parameter εls/εll. Substantial
slip develops in non-wetting situations when the contact angle is larger than
90◦, with slip lengths reaching 10–50 molecular sizes, and it depends on the
pressure [59]. It should also be noted that, for a given value of εls/εll, the
slip length is minimal when substrate and liquid molecules are of the same
size, and increases with the increase of incommensurability of the sizes. For
smaller coupling between the liquid and the substrate or incommensurability
of their sizes, the spatial corrugation in the interfacial energy is weaker and
interfacial slip can develop.

MD simulations and mode-coupling calculations [59, 68, 69] have shown
that the magnitude of the hydrodynamic slippage can be correlated to the
wettability of surfaces, which is characterized by a contact angle θ [59]:

cos(θ) = – 1 + 2
ρs

ρ

εls

εll
, (23)

where ρs and ρ are the density of the solid and the liquid, respectively. Thus,
the contact angle may be interpreted as a measure of the strength of inter-
action between the liquid and the solid, εls. One expects a large value of
the slip length for a non-wetting situation (cos(θ) →– 1), when εls becomes
much smaller than εll. This conclusion is in agreement with several experi-
mental observations [45, 70] reporting large slip lengths for partially wetting
liquids.

An early model for molecular slip based on wetting properties has been
suggested by Tolstoi [71] and extended in later publications [72]. This model
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predicts a relation between the slip length and the contact angle in the form

bs/σ = exp
[
ασ2γ

(
1 – cos θ

)
/kBT

]
– 1 , (24)

where σ is the molecular size, γ is the surface tension at the substrate–liquid
interface and α is a geometric parameter of order one. According to Eq. 24 the
slip length increases with the contact angle and can be orders of magnitude
above the molecular length. However, the values predicted by Eq. 24 are usu-
ally much smaller than those measured experimentally. As well, Eq. 24 does
not account for surface roughness or other surface properties.

The authors of [16, 73, 74] showed that surface treatments affecting liquid
contact angle influence the response of quartz crystal resonator: resonant
frequency changes caused by liquid loading were consistently smaller for sur-
faces having large liquid contact angles. These results were interpreted as
arising from the onset of slippage at the solid–liquid interface: the solid–
liquid interaction becomes sufficiently weak on a hydrophobic surface and
shear displacement becomes discontinuous at the interface. However, this in-
terpretation was called into question by a series of experiments, in which
the effect of a hydrophobic monolayer was examined on devices with various
surface roughness [14].

3.6
Slippage at the Adsorbate–Electrolyte Interface

Slippage is very sensitive to the molecular structure of the interface, as we
have already discussed. Thus, adsorption can strongly influence this phe-
nomenon. In order to describe the effect of adsorption, let it be assumed that
the adsorbed layer is rigidly attached to the surface, and slippage occurs at
the adsorbate–liquid interface, see Fig. 2. Then the equation of motion of the
adsorbed layer can be written as [61]:

iω∆mava(ω) = – µq
du(z)

dz
– χ(va(ω) – vl(ω)) , at z = d , (25)

where va(ω) is the velocity of the adsorbed layer and ∆ma is its mass per unit
area, while vl(ω) is the velocity of the liquid at the interface, z = d. The first
term on the right hand side of Eq. 25 describes the driving force acting on the
adsorbed layer from the quartz crystal, while the second term accounts for the
friction at the adsorbate–liquid interface.

The velocity fields in the crystal and the liquid are given by the solutions of
the wave equation in the crystal and the linearized Navier–Stokes equation in
the liquid, respectively. The solution of these equations and Eq. 25, with the
boundary conditions for shear stresses and velocities, leads to the following
equation for the shift of the resonant frequency, ∆f , and the change of the
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half-width of the resonance, ∆Γ :

∆f = –
2f 2

0 ∆ma

(ρqµq)1/2 –
f 3/2
0 (ρη)1/2

(πρqµq)1/2

[
1

(1 + a)2 + a2

]
(26)

∆Γ =
f 3/2
0 (ρη)1/2

(πρqµq)1/2

[
(1 + 2a)

(1 + a)2 + a2

]
. (27)

Writing Eqs. 26 and 27 we introduced a dimensionless parameter a = η/χδ =
bs/δ, which is the ratio of the slip length, bs = η/χ, and the velocity decay
length in the liquid, δ. Equations 26 and 27 include both the interfacial (ad-
sorption) and the bulk solution contributions to the response of the QCM,
given by Eqs. 13 and 14. The latter remains constant in adsorption studies,
and can be subtracted from the overall change given by Eqs. 26 and 27. As
a result, the shift of the resonant frequency and the change of the half-width
due to adsorption, which are measured experimentally, are given by the equa-
tions:

∆f – ∆fl ≡ ∆fm + ∆fsl = –
2f 2

0 ∆ma

(ρqµq)1/2 +
f 3/2
0 (ρη)1/2

(πρqµq)1/2

[
a(a + 1)

(1 + a)2 + a2

]
(28)

∆Γ – ∆Γl = –
2f 3/2

0 (ρη)1/2

(πρqµq)1/2

a2

(1 + a)2 + a2 . (29)

Equation 28 shows that there are two different contributions to the frequency
shift, ∆fm and ∆fsl, which originate from: (i) a change of the mass of the ad-
sorbed layer rigidly coupled to the surface (first term on the right hand side
of Eq. 28), and (ii) partial decoupling between the quartz crystal oscillations
and the solution, caused by slippage at the adsorbate–liquid interface (sec-
ond term on the right hand side of Eq. 28). It should be stressed here that, in
contrast to adsorption from the gas phase, adsorption from liquid phase can
result in either a decrease or an increase of the resonant frequency, depend-
ing on its effect on the mass of the layer rigidly coupled to the surface and
on changes of the coefficient of sliding friction, χ, which determined the slip
length, according to Eq. 22.

Consider the effect of adsorption on the parameters ∆ma and χ. The
layer adsorbed at the electrode–electrolyte interface contains two types of
molecules: adsorbate and solvent. In the framework of mean field approxima-
tion, the effective interaction between the liquid and the adsorbed layer can
be characterized by the energy εls ≈ εlaΓ a/Γ m + εll(1 – Γ a/Γ m), where εla is
the characteristic energy of the adsorbate–liquid interaction Γ a and Γ m are
the surface excess and the maximum surface excess of the adsorbate, respec-
tively. As a result, the slip length at the adsorbed layer–liquid interface can be
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expressed as

bs = f [(εla/εll)Γ a/Γ m + (1 – Γ a/Γ m)] ≈ f (εla/εll)Γ a/Γ m , (30)

showing an increase of bs with Γ a for εla/εll < 1. Equation 30 is the interpola-
tion formula that describes correctly the behavior of bs for small Γ a/Γ m and
for Γ a/Γ m = 1. We note that, when the liquid and the adsorbate molecules are
of significantly different size, the incommensurability between the structures
of the adsorbed layer and the liquid grows with Γ a, which may lead to an ad-
ditional enhancement of the slip length. What is important here is a relation
between scales of corrugations of the potential energy in the solvent and the
adsorbate molecules, rather than their physical size.

The foregoing discussion shows that for εla/εll < 1 the parameter a = bs/δ,
in Eqs. 28 and 29, characterizing the effect of slippage on the response of the
QCM increases with Γ a. For instance, for εla/εll ≈ 0.5, it may reach values
as high as a ≈ 10–2, for Γ a ≈ Γ m. Correspondingly, the adsorption-induced
slippage leads to a positive frequency shift, which grows with Γ a. This con-
tribution can be larger than the effect of added weight. As a result, the overall
frequency shift due to adsorption can be positive and increases with Γ a [61].
It should be noted that, for small values of the parameter a, the effect of slip-
page on the resonance frequency shift is much larger than its effect on the
width of the resonance (Eqs. 28 and 29). Also, slippage will always cause a de-
crease in the width of the resonance. Thus, if a positive shift of frequency with
adsorption is to be associated with enhanced slippage, it should also be exhib-
ited as a reduction of the width of the resonance, although the latter may be
hard to detect experimentally.

The approach described above has been applied to treat experimental data
on adsorption of pyridine from the electrolyte solutions [61]. Using Eq. 28
made it possible to determine the slip length as a function of surface excesses
of pyridine. In agreement with the theoretical prediction, it was found that
bs grows with Γ a. The values of bs did not exceed 0.3 nm and 1.2 nm for
adsorption from butanol and water solutions, respectively. The dependence
of slip length on surface excess was essentially linear (Eq. 30) for pyridine
adsorption from butanol solution, but deviated from linearity for pyridine
adsorption from water. The deviation was attributed to a reorientation of ad-
sorbed pyridine molecules at the Au surface.

Above, we discussed the situation where the adsorbed layer is rigidly at-
tached to the oscillating crystal surface, and there is finite slippage at the
adsorbate–liquid interface. An alternative model, based on the assumption
that slippage occurs at the crystal-adsorbed interface and non-slip boundary
conditions apply to the adsorbate–liquid interface, can also be considered.
For a small slip length, bs 	 δ, this model leads to the same results for the
shift of the complex resonance frequency as the model discussed above and
measurements employing the QCM cannot distinguish between them. How-
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ever, in the case of specific adsorption, the assumption of slippage at the
crystal-adsorbed layer interface is hard to justify, since the characteristic en-
ergy of adsorbate–substrate interactions, εas, is larger than the energy of
adsorbate–adsorbate interactions, εaa, hence the corresponding slip length
bs = f (εas/εaa) is expected to be very small.

4
Quartz Crystals with Rough Surfaces Operating in Liquids

4.1
Theoretical Approaches

When the surface of a quartz crystal resonator is rough, the liquid mo-
tion generated by the oscillating surface becomes much more complicated
than for the smooth surface. A variety of additional mechanisms of coup-
ling between the acoustic waves in the solid and the motion in the liquid can
arise. These may include generation of non-laminar motion, the conversion
of in-plane surface motion to motion normal to the surface, and trapping of
liquid by cavities and pores. It has been experimentally demonstrated [14,
17, 75–79] that the roughness-induced response of the QCM includes both
the inertial and viscous contributions. Measurements of the complex shear
mechanical impedance [14] were used to analyze different contributions to
the roughness-induced response of the quartz resonator, and to correlate
the experimental results with the surface roughness of the quartz resonator.
Nevertheless, this subject is poorly developed, and the interpretation of ex-
perimental results can often be ambiguous.

The dependence of the QCM response on the morphology of the interface
is determined by the relation between the characteristic sizes of roughness
and the length scales of the shear modes in the liquid and the quartz res-
onator. The length scales in the liquid (the velocity decay length, δ) and
in the crystal (wave length of the shear-mode oscillations, λq) are defined
by the Navier–Stokes equation and by the wave equation for elastic dis-
placement, respectively. For typical frequencies used in QCM experiments,
f0 ≈ 5–10 MHz, the lengths δ = (η/πf0ρ)1/2 and λq = (µq/ρq)1/2f –1

0 are of the
order 0.177–0.25 µm and 0.03–0.1 cm, respectively.

The surface profile may be specified by a single valued function z = ξ(R)
of the lateral coordinates R that defines a local height of the surface with re-
spect to a reference plane (z = 0). The latter is chosen so that the average value
of ξ(R) will equal zero. Surfaces used in QCM experiments may have vari-
ous scales of roughness. In order to clarify this point, let us consider the two
limiting cases: slight and strong roughness structures, which are schemati-
cally shown in Fig. 3. For the slight roughness (Fig. 3a) the “amplitude” of
deviation from the reference plane z = 0 is much less than the lateral charac-
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Fig. 3 Schematic representation of a slight (a) and a strong (b) roughness. The profile of
slight roughness is described by the function z = ξ(R). L is the effective thickness of the
“porous” film that represents strong roughness. (From [27])

teristic length. In the case of strong roughness (Fig. 3b), the “amplitude” and
“period” of repetitions are of the same order of magnitude.

In order to stress the multiscale nature of roughness, the profile function
can be written as the sum of the functions that characterize the profile of the
specific scale i:

ξ(R) =
∑

i

ξi(R) . (31)

For the calculation of the response of the QCM, the height–height pair corre-
lation function is needed [80]. When rough structures having different scales
do not correlate, the total correlation function can be written in the form:

〈ξ(R′)ξ(R′ – R)〉 =
∑

i

〈ξi(R′)ξi(R′ – R)〉 , (32)

where 〈ξi(R′)ξi(R′ – R)〉 is the correlation function for the scale i and 〈 〉
means averaging over the lateral coordinates. Usually one assumes that the
correlation function 〈ξi(R′)ξi(R′ – R)〉 has a Gaussian form 〈ξi(R′)ξi(R′ – R)〉 =
h2

i exp(– |R|2 /l2i ), where hi is the root mean square height of the roughness
and li is the lateral correlation length, which represents the lateral scale.
Thus, the morphology of the rough surface can be characterized by a set of
lengths [81].

It is impossible at the present time to provide a unified description of the
response of the QCM for non-uniform solid–liquid interfaces with arbitrary
geometrical structure. Below we summarize results obtained for the limiting
cases of slight and strong roughness.
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4.1.1
Slight Roughness

For slightly rough surfaces, the problem was solved in the framework of per-
turbation theory with respect to the parameters |∇ξ(R)| 	 1 and h/δ 	 1,
where h is the root mean square height of the electrode surface [80, 82]. The
first condition means that the local slope of the interface is small, i.e., the
height, h, is less than the lateral characteristic length (i.e., the correlation
length, l) of the roughness.

For roughness described by a one-scale correlation function, the shift in
the resonant frequency and the half-width of the resonance can be written in
the following form [80, 82]:

∆f = –
f 2
0 ρδ

(ρqµq)1/2

[
1 +

h2

l2
F(l/δ)

]
(33)

∆Γ =
f 2
0 ρδ

(ρqµq)1/2

[
1 +

h2

l2
Φ(l/δ)

]
. (34)

The scaling functions F(l/δ) and Φ(l/δ) are expressed through the Fourier
components of the height–height correlation function of the roughness
g(K) [82], which can be defined as:

h2g(K) =
∫

dR exp(– iKR)〈ξ(R′)ξ(R′ – R)〉 . (35)

The correlation function provides the most detailed characterization of the
surface structure. Sometimes the surface roughness is described by an inte-
gral parameter, the roughness factor, R, which is the ratio between the true
and the apparent (geometrical) surface area. For slight roughness, the rough-
ness factor is expressed through the correlation function [82] as:

R = 1 +
h2

2

∫
dK

(2π)2 g(K)K2 . (36)

For the Gaussian random roughness g(K) = πl2 exp(– l2K2/4) and Eq. 36
yield R = 1 + 2h2/l2.

It should be noted that the roughness factor, R, relevant to the operation
of the QCM is not the same as the roughness factor commonly referred to
in studies of adsorption and interfacial electrochemistry, because of the dif-
ference in corresponding length scales. The QCM roughness factor is mostly
determined by the roughness on the scale of the velocity decay length in the
liquid, δ, which assumes values of hundreds of nanometers, depending on
the frequency of the crystal and the viscosity and density of the liquid. The
“interfacial” roughness factor is related to the structure of the molecular ad-
sorbed layer, or the double layer, or to the charge transfer at the interface, and
therefore its characteristic scale is about 1 nm.
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The first terms in braces in Eqs. 33 and 34 define the shift and the broad-
ening of the resonance at the interface between an ideally smooth crystal and
the liquid [13]. The surface roughness leads to an additional decrease of the
resonant frequency and a broadening of the half-width of the resonance, ex-
pressed by the second terms in this equation.

The particular form of the scaling functions F(l/δ) and Φ(l/δ) is deter-
mined by the morphology of the surface. However, the asymptotic behavior
of these functions for l/δ 
 1 and l/δ 	 1 is universal [82] and has the form:

F(l/δ) = (l/δ)[α1 + α2δ/l] at l/δ 
 1 (37)

F(l/δ) = (l/δ)[β1 + β2l/δ] at l/δ 	 1 (38)

Φ(l/δ) = γ1 at l/δ 
 1 (39)

Φ(l/δ) = (l/δ)2γ2 at l/δ 	 1 . (40)

For random Gaussian roughness, the parameters are:

α1 = π1/2, α2 = 2, β1 = 3π1/2, β2 = – 2 and γ1 = γ2 = 2 . (41)

It should be noted that for l/δ 
 1 the roughness-induced frequency shift in-
cludes a term that does not depend on the viscosity of the liquid, the first
term in Eqs. 37 and 33. It reflects the effect of the non-uniform pressure dis-
tribution, which is developed in the liquid under the influence of a rough
oscillating surface [80]. The corresponding contribution has the form of the
Sauerbrey equation. This effect does not exist for smooth interfaces. The sec-
ond term in Eq. 37 and Eq. 39 describe a viscous contribution to the QCM
response. Their contribution to ∆f has the form of the QCM response at
a smooth liquid–solid interface, but includes an additional factor R that is
a roughness factor of the surface. The latter is a consequence of the fact that
for l/δ 
 1 the liquid “sees” the interface as being locally flat, but with R times
its apparent surface area.

Results obtained in [80, 82] show that the influence of slight surface rough-
ness on the frequency shift cannot be explained in terms of the mass of liquid
“trapped” by surface cavities, as proposed in [76, 77]. This statement can be
illustrated by consideration of the sinusoidal roughness profile. The mass of
the liquid “trapped” by sinusoidal grooves does not depend on the slope of
the roughness, h/l, and is equal to S∗h, where S is the area of the crys-
tal. However, Eq. 33 demonstrates that the roughness-induced frequency shift
does increases with increasing slope.

Equation 34 and the asymptotic behavior of the scaling functions show
that in the regions where l/δ 
 1 and l/δ 	 1, the width is proportional to the
factors (ρη)1/2f 3/2

0 and ρ3/2η–1/2f 5/2
0 , respectively. In the high viscosity limit,

when η > l2πρf0, the roughness-induced frequency shift approaches a con-
stant value and the roughness-induced width tends to zero.
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The results obtained make it possible to estimate the effect of roughness on
the response of the QCM, if the surface profiles function ξ(R) can be found
from independent measurements.

4.1.2
Strong Roughness

Perturbation theory cannot be applied to describe the effect of the strong
roughness. An approach based on Brinkman’s equation has been used in-
stead to describe the hydrodynamics in the interfacial region [83]. The flow
of a liquid through a non-uniform surface layer has been treated as the
flow of a liquid through a porous medium [84–86]. The morphology of the
interfacial layer of thickness, L, has been characterized by a local permea-
bility, ξH, that depends on the effective porosity of the layer, φ. A number
of equations for the permeability have been suggested. For instance, the em-
pirical Kozeny–Carman equation [84] yields a relationship between ξ2

H and
the effective porosity ξ2

H ∼ r2φ3/(1 – φ)2, where r is the characteristic size of
inhomogeneities.

The flow of liquid through the interfacial layer can be described by the
following equation [83]:

iωρv(z, ω) = η
d2

dz2 v(z, ω) + ηξ–2
H [vq0 – v(z, ω)] , (42)

where vq0 is the amplitude of the quartz surface velocity and v(z, t) =
v(z, ω) exp(iωt) is the velocity of the liquid in the layer. In this equation the
effect of the solid phase on the flow of liquid is given by the resistive force,
which has a Darcy-like form, ηξ–2

H [vq0 – v(z, ω)]. In the case of high effective
porosity, the resistive force is small and Eq. 47 is reduced to the Navier–
Stokes equation, describing the motion of the liquid in contact with a smooth
quartz surface. For a given viscosity, the resistive force increases with decreas-
ing effective porosity and strongly influences the liquid motion. At very low
effective porosity all the liquid located in the layer is trapped by the rough-
ness and moves with a velocity equal to the velocity of the crystal surface
itself.

Brinkman’s equation represents a variant of the effective medium approx-
imation, which does not describe explicitly the generation of non-laminar
liquid motion and conversion of the in-plane surface motion into the normal-
to-interface liquid motion. These effects result in additional channels of
energy dissipation, which are effectively included in the model by introduc-
tion of the Darcy-like resistive force.
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The liquid-induced frequency shift and the half-width of the resonance
have the following form [83]

∆f = –
2f 2

0 ρ

(µqρq)1/2

×Re
{

1
q0

+
L

ξ2
Hq2

1

–
1
W

1

ξ2
Hq2

1

[
2q0

q1
[cosh(q1L) – 1] + sinh(q1L)

]}
(43)

∆Γ = –
2f 2

0 ρ

(µqρq)1/2

× Im
{

1
q0

+
L

ξ2
Hq2

1
–

1
W

1

ξ2
Hq2

1

[
2q0

q1
[cosh(q1L) – 1] + sinh(q1L)

]}
.

(44)

Here q0 = (i2πf0ρ/η)1/2, q2
1 = q2

0 + ξ–2
H , and W = q1 cosh(q1L) + q0 sinh(q1L).

The first terms on the right-hand sides of Eqs. 43 and 44 describe the response
of the QCM for the smooth quartz crystal–liquid interface [13]. The addi-
tional terms present the shift and the half-width of the QCM response caused
by the interaction of the liquid with a non-uniform interfacial layer.

When the permeability length scale is the shortest length of the problem,
ξH 	 δ and ξH 	 L, the layer-induced shift, ∆fL, is proportional to the dens-
ity of the liquid and does not depend on the viscosity. It has the form of
the Sauerbrey equation for mass loading. This effect results from the inertial
motion of the liquid trapped by the inhomogeneities in the interfacial layer.

∆fL = –
2f 2

0 ρ

(µqρq)1/2 (L – ξH) . (45)

The effective thickness of the liquid film rigidly attached to the oscillating
surface is equal to L – ξH, and is less than the thickness of the inhomoge-
neous layer, L. The increase of the permeability ξH leads to the enhancement
of the velocity gradient in the layer, which results in a decrease of the shift due
to mass loading, and an increase of the width caused by the energy dissipa-
tion. When the layer thickness is the shortest length of the problem, L 	 δ,
L 	 ξH, and ξH 	 δ, the frequency shift is also proportional to the density of
the liquid and does not depend on viscosity:

∆fL = –
2f 2

0 ρL

3(µqρq)1/2 (L/ξH)2 . (46)

However, in contrast to the previous case, it cannot be related to the mass of
trapped liquid. The correction to the width of the resonance depends on the
viscosity and is substantially less than the layer-induced shift.
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4.2
Experimental Studies

4.2.1
Non-conducting Liquids

Experimentally, correlation between the QCM signal and the surface morph-
ology, as determined by microprofilometry and STM techniques, has already
been established in the early experiments with the QCM in liquids [14, 16].
Measurements indicated that the mechanical impedance, ZL, increases with
increasing surface roughness. In contrast to smooth surfaces, interactions of
rough oscillating surfaces with liquids do not contribute equally to Re(ZL)
and Im(ZL) [14, 87, 88]. It was also found that the roughness leads to new
dependencies of the frequency shift on viscosity, which does not appear for
smooth surfaces. For instance, the experimental data obtained in methanol–
water mixtures and in alcohols [16] demonstrated that the effect of roughness
on the QCM is most pronounced for low viscosities, where the liquid-induced
shift of the resonance frequency is small. This conclusion agrees with the the-
oretical predictions discussed in Sect. 4.1 (see Eqs. 33 and 34). Theory shows
that, at low viscosities, the QCM response in liquids is mainly determined
by the contribution of the non-uniform pressure distribution, which is de-
veloped in the liquid under the influence of a rough oscillating surface [89].

In [27] experiments in liquids having a wide range of viscosity and dens-
ity were performed, and the response of the QCM was analyzed, using the
theoretical models described in Sect. 4.1. Both parameters characterizing the
resonator, the shift in fundamental frequency and the width of the resonance,
were measured simultaneously. The usual form of presenting the experimen-
tal data in liquids is to plot the real and the imaginary components of the
response of the QCM as a function of the density of the liquid or of the pa-
rameter

√
ρη. However, these parameters are the natural variables only for

ideally flat interfaces. Equations 33, 34, 43 and 44 show that for rough sur-
faces it is more convenient to consider the quantities ∆Γ/f 2ρ and ∆f /f 2ρ, as
a function of the velocity decay length in the liquid, δ, as shown in Fig. 4. The
dependence of these two parameters on δ is linear for the ideally smooth sur-
face of the quartz crystal resonator loaded on one side, (see line 1 in Fig. 4a,b).

Close points in these figures represent data measured on a relatively
smooth surface, (obtained by vacuum sputtering), while open points were
taken on a surface with strong roughness, prepared by electroplating. The de-
viation of the data from the straight line 1 calculated for an ideally smooth
surface increases with increasing roughness, as expected.

The experimental dependence of the quantity ∆Γ/f 2ρ on the velocity de-
cay length exhibits a sharp increase at low values of δ, followed by a gentle
growth at large values of δ. This effect becomes more pronounced with in-
creasing roughness (open circles).
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Fig. 4 Dependence a of the parameter ∆Γ/ρf 2 and b ∆f /ρf 2 on the velocity decay
length in different liquids, for an ideally smooth surface (lines 1), and experimental data
for two real surfaces: vacuum-sputtered gold (closed circles) and electrochemically de-
posited gold (open circles). Lines 2 and 3 represent results of parameter fitting, see text.
(From [27])

In Fig. 5a, the theoretical dependence of the function ∆Γ/f 2ρ on δ is given
(lines 2–4) for different values of the local permeability, ξH, and a fixed value
of the film thickness parameter, L, in the framework of the theory developed
for strong roughness (Sect. 4.1.2). At large values of δ, the calculated lines ap-
proach line 1 for an ideally smooth surface. This behavior can be understood
since it becomes difficult for the liquid to move inside pores in the surface
film when δ is much larger than the size of the pores. In the limiting case the
liquid moves in-phase with the solid surface, acting only as a mass loading,
but adding nothing to the width of the resonance.

Line 5 in Fig. 5 is calculated for a surface having slight roughness, accord-
ing to Eq. 34 and 39. The hydrodynamic roughness factor R is chosen so that
this line connects the origin with the experimental point for the highest value
of δ. This yielded a value of R = 1.3.

Curves 2–4 in Fig. 5b were calculated for different values of the film thick-
ness, L, and a constant value of the local permeability, ξH, according to Eq. 44.
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Fig. 5 Dependence of the parameter ∆Γ/ρf 2 on the velocity decay length: points ex-
perimental data, line 1 in both plots indicates an ideally smooth surface. a Influence of
strong roughness according to Eq. 44 for different values of ξH: 2 69, 3 172, 4 276 nm) and
L = 506 nm. b The same for different values of L: 2 460, 3 506, 4 690 nm and ξH = 172 nm.
Line 5 in both plots was calculated for slight roughness (roughness factor R = 1.3, Eqs. 34
and 39). (From [27])

Lines 1 and 5 are the same as in Fig. 5a. The width of the resonance is seen to
increase with increasing film thickness.

Figure 5 shows that there is no way to fit the experimental data assum-
ing that only one type of roughness is presented on the surface. We are thus
forced to conclude that, in these experiments the surface has a multiscale
roughness, shown schematically in Fig. 6. The structure of this rough surface
is a combination of a slight and a strong roughness shown in Fig. 3a,b. When
this is taken into account, it is possible to use Eqs. 33, 34, 43, and 44 to calcu-
late the shift in resonance frequency and shift in the width of the resonance,
and fit the experiments to the calculated curves with properly chosen values
of the parameters of strong roughness. The result of such a fit is shown in
Fig. 4, curves 2 and 3. For details of the fitting procedure, the limitations asso-
ciated with the use of a simplified model, and the comparison with STM data
see [27].
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Fig. 6 Schematic representation of multiscale roughness. This structure is a combination
of a slight and a strong roughness shown in Fig. 3a,b. (From [27])

Here we should emphasize only one point, of major importance for elec-
trochemical use of the QCM. The velocity decay length of most solvents
of interest for electrochemical and analytical purposes happen to be at the
lower end of the values of δ shown in Figs. 4 and 5. This is the region
where the interplay between the two types of roughness is the strongest, and
it is the most difficult to fit the data to either model. This inherent diffi-
culty should be borne in mind whenever an attempt is made to interpret the
impedance response of the QCM operating in typical solvents such as water,
alcohols, or many of the other non-aqueous solvents employed in electro-
chemistry.

The importance of measuring the imaginary component of the quartz
crystal in order to study metal deposition and dissolution processes has also
been noted by the authors of [26, 88]. In particularly, in this way they [26] suc-
ceeded in separating contributions of mass loading and roughness to QCM
response and to characterize the electrode roughness.

Recently it has been suggested that shear oscillations of rough surfaces can
generate acoustic compressional waves in the liquid at the second harmonic
frequency if the amplitude of oscillations is large enough [90, 91]. This effect
has been detected while electrochemically growing a rough metal surface on
the QCM device. It should be noted that mass loading, viscosity, and slippage
effect do not contribute to the second harmonic generation, and thus the sec-
ond harmonic generation would allow for an independent measurement of
the surface roughness with the QCM technique. Unfortunately under realistic
conditions, the acoustic signal at the second harmonic frequency is too small
to obtain quantitative results.

4.2.2
The Electrochemical Case

There are only few publications where the response of the QCM in electro-
chemical systems has been studied on intentionally roughened surfaces [25,
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26, 92–95]. Figure 7 shows how the response of the EQCM changes with the
change of surface roughness, induced by extensive cycling into the region of
surface oxide formation. When the surface was not roughened, the loops de-

Fig. 7 a Influence of the number of oxidation–reduction cycles on the frequency re-
sponse for platinum in 0.2 M H2SO4, at 100 mV/sec (curve 1 100, 2 2000, 3 10 000 cycles).
b Stabilized cycling voltammogram for Pt electrode. c Frequency shift and d width of res-
onance for gold electrodes in 0.1 M HClO4 at 10 mV/sec (curve 1 4, 2 100, 3 500 cycles).
(a and b from [93])
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scribing the shift in frequency with potential, associated with surface oxide
formation, have clockwise directions, (see curves 1 in Fig. 7a,c). On very
rough surfaces, (represented by curves 3), the loops are in the opposite di-
rection. The data for platinum electrode (Fig. 7a,b) were taken from [93], in
which only the shift of resonance frequency was measured. The data on the
gold electrode were obtained in our own laboratory, and both the shift of fre-
quency and the width of the resonance were measured (Fig. 7c,d). The latter
shows that when the surface is sufficiently smooth there are no changes in the
width of resonance with the potential. The corresponding curves for rough
surfaces, when the resonance is wide (∆Γ > 1.5 kHz), show strong potential
dependence and remarkable hysteresis. On the one hand the comparison of
voltammograms and dependence of the responses of the EQCM on potential
clearly shows that the hysteresis is associated with surface oxide formation.
On the other hand, the effect cannot be ascribed to mass loading because the
frequency shift on rough surfaces is not only larger than that on smooth sur-
faces – the effect has a reverse sign. Moreover, mass loading alone cannot lead
to changes in ∆Γ . The loop of frequency shift also changes its sign in the re-
gion of hydrogen adsorption on platinum. It should be noted that the surface
of Pt is much more resistant to roughening than that of gold. Thus, comparing
Figs. 7a,c it would seem that cycling 2000 and 10 000 times on Pt has an effect
comparable to that of cycling Au 100 and 500 times, respectively. However, the
experiments on Pt and Au shown they were performed under similar, but not
identical, conditions.

Comparison of Fig. 7c,d for a highly rough surface (curve 3) shows that
a decrease in width is associated with a positive shift in resonance frequency,
in the region of surface oxide formation. This is consistent with the notion
that both effects result from a weakening of the interactions between the vi-
brating surface and the liquid under surface oxidation. Similar results have
been obtained for gold surfaces having different degrees of roughness.

All the data obtained with rough surfaces and the discussion of these
data [25, 28, 92, 93, 95] lead to the following conclusions

1. The roughness of the electrode has a profound influence on the response
of the EQCM, see Figs. 7 and 8. This may explain the unusually large dis-
crepancies among data obtained with the EQCM in different laboratories
(not necessarily on intentionally roughened surfaces). A good example is
the large discrepancy in data reported for the region of surface oxide for-
mation on gold [76, 96–100].

2. The response of the EQCM on rough surfaces cannot be treated in terms of
the electrochemically defined roughness factor R̃, which is obtained from
adsorption phenomena, e.g., from data such as presented in Fig. 9. This
quantity can be considered as representing all adsorption sites on the sur-
face, which is equivalent to the surface roughness on the atomic scale.
However, the response of the EQCM depends on roughness on a meso-



142 M. Urbakh et al.

scopic scale, which is comparable to the hydrodynamic velocity decay
length rather than to the double layer thickness.

3. The width of the resonance is an important characteristic of the surface, as
seen in Fig. 8b, and can serve as a semi-quantitative measure of its rough-
ness, on the scale relevant to the response of the EQCM. Unfortunately,
only very few publication so far contain this information.

In addition to the conclusions drawn above, one is still left with the need to
interpret the dependence of the response of the EQCM on potential on rough
surfaces (Figs. 7 and 8). Attempts to provide a qualitative interpretation were
made in [95, 101]. The authors ascribed the effects on rough surfaces to “for-
mation of a structured region of solvent which leads to increased viscosity
and consequent frequency changes” and agreed that “the exact nature of the
changes in the surface ... still has to be established” [95]. Thus, they assumed
that the properties of that “structured region of solvent” near the electrode
depend on adsorption and on potential.

Fig. 8 Dependence of the frequency shift (a) and the half-width of the resonance (b) of
the EQCM on potential, for different gold surfaces, S1–S4 [28]. (From [28])
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Fig. 9 Cycling voltammetry (5 mV/sec) for gold electrodes of different roughness [28]. S1
untreated (as received) surface. S2–S4 surfaces obtained by electrodeposition of gold at
currents densities close to the limiting current density. Inset: approximate values of the
half-width of resonance. Curves S2 and S3 lie between curves S1 and S4, in some parts
coinciding with them. Arrows P(S1) and P(S4), show the peak currents for reduction of
the surface oxide, measured for the surfaces S1 and S4, respectively. (From [28])

5
Slippage at Rough Surfaces

Mesoscopic roughness at the solid–liquid interface can greatly modify both
interfacial flow and static wetting properties leading to two behaviors, ei-
ther a decrease [45, 64, 102] or an increase [63, 103] of surface slippage with
roughness.

The calculations, which have been made for periodic and random sur-
faces [6, 104–106], demonstrated that if the liquid fully wets the solid surface,
the roughness reduces slip and shifts the position of the effective surface
plane (the plane where the liquid and substrate velocities are equal) in the
direction of the liquid phase [6, 107]. The authors of [39, 108] suggested intro-
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duction of an effective slip length, beff
s , which takes into account both slippage

and roughness, in order to describe an interplay between the slippage and
roughness. In this manner, liquid flow at a rough surface has been simulated
as a flow at a smooth surface with an effective slip length. Application of
this approach to the QCM problem [6] yields the following equation for the
effective slip length:

beff
s = bs

{
1 –
(

h0k0

2

)2 [3 + 4bsk0

1 + 2bsk0

]}
–

k0h2
0

2

[
2 + 3bsk0

(1 + bsk0)(1 + 2bsk0)

]
.

(47)

Equation 47 was derived for a sinusoidal profile of roughness, z(x) = d +
h0 sin(k0x), with an amplitude h0 and a period of 2π/k0, assuming that the de-
cay length, δ, is the largest characteristic length of the problem, δ/bs 
 1 and
δk0 
 1. Beyond these conditions the effective slip length is a complex func-
tion. Equation 47 shows that roughness diminishes the influence of slippage
on the QCM response, namely the effective slip length becomes smaller than
the corresponding length for the smooth interface. At rough interfaces, the ef-
fective slip length decreases with an increase of the amplitude of the surface
corrugation and with a decrease of its period.

It should be noted that an effective slip length is not an intrinsic prop-
erty of the surface. Its value depends also on the experimental configuration,
for instance, beff

s found for the Poiseuille flow between rough surfaces [108]
differs from the corresponding value obtained for QCM experiments (Eq. 47).

When the liquid partially wets the solid surface, roughness can lead to
the spontaneous dewetting of a surface and the appearance of a super-
hydrophobic state, resulting in large slip length [103, 109, 110], and possibly
in shear-rate-dependent effects [111]. It was also claimed that under these
conditions roughness favors the formation of vapor or gas pockets (nanobub-
bles) trapped at the solid surface, which could be an important factor in slip-
page phenomena [55, 56]. It was proposed to simulate the effect of nanobub-
bles on the QCM signal through the introduction of laterally heterogeneous
slip [112]. Over the last 5 years many groups have reported experimental ob-
servations of nanobubbles against hydrophobic surfaces in water [113–120].
The amount of slip has been observed experimentally to depend on the type
and quantity of dissolved gas. However, there is great variation in published
results and the observed behaviors are very sensitive to the surface prep-
aration. The formation and stability of nanobubbles, even on hydrophobic
surfaces, is not easily explained.

The formation of bubbles at solid surfaces has also been studied with
the QCM technique. In [121] a non-linear dependence of ∆f /ρ on (ηρ)0.5

was interpreted as the result of the presence of nanobubbles on the surface.
However, it should be noted that the observed dependencies could be also
explained using the concept of multiscale roughness discussed above (see
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Sects. 4.1.2 and 4.2.1). In order to check the hypothesis of bubble formation,
the authors of [122] immersed dry surfaces of the QCM of different roughness
and hydrophobicity into electrolytes saturated by oxygen (or hydrogen). In
all cases removing gases in situ by electrochemical reduction (or oxidation)
did not result in changes of either the resonant frequency or the width of res-
onance. This led to a conclusion that even on freshly formed metal/aqueous
solution contacts, the size and coverage of bubbles (if they exist) are so low
that they could not influence the QCM response.

The above discussion shows that existing literature contains arguments,
both theoretical and experimental, in favor as well as against the presence of
nanobubbles at the metal/liquid interface. Many more targeted experiments
and theoretical works are required to clarify this issue.

6
Conclusion

The quartz crystal resonator is a useful device for the study of thin-layer and
interfacial phenomena. The crystals commonly employed have a fundamental
resonance frequency of 5–10 MHz and a resolution of the order of 0.1–0.5 Hz.
This high resolution makes the device sensitive to a myriad of physical phe-
nomena, some of which are interrelated and some quite independent of each
other. It cannot be overemphasized that the quartz crystal resonator acts as
a true microbalance (more appropriately a nanobalance) only if in the course
of the process being studied, the nature of the interface (its roughness, slip-
page, the density and viscosity of the solution adjacent to it, and the structure
of the solvent in contact with it) is maintained constant.

In this chapter we have limited our discussion to the effects of interfacial
structure on the QCM response in liquids.

Some of the main conclusions are listed below:

• The shift in frequency observed experimentally cannot be interpreted in
terms of a change in mass loading alone, unless the conditions have been
carefully chosen to ensure that this is the only factor affecting the reson-
ance frequency.

• It seems to be essential to measure the admittance spectrum and de-
termine both the resonant frequency shift and the width of the reson-
ance simultaneously. This yields additional information not available from
measurement of the resonant frequency alone, and can hence provides
more detailed interpretation of processes occurring at the solid–liquid
interface.

• Surface roughness is of paramount importance in the use of the QCM in li-
quids. The existing theories provide a description of the QCM response for
rough surfaces in two limiting cases of slight and strong roughness. How-
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ever, much is left to be developed for a quantitative interpretation of data
obtained for real surfaces. In order to overcome the gap between exist-
ing theory and experiments, measurements on specially prepared surfaces
with well-defined roughness should be performed.

• Numerous experimental techniques employed to study solid–liquid inter-
faces (X-ray and neutron scattering, optical, AFM and STM, adsorption,
double layer capacitance, rotating disc electrode and QCM) are sensitive to
the roughness of substrate surfaces. It should be noted that each technique
probes roughness on the particular characteristic scale only, which is the
atomic scale for X-ray and neutron scattering, AFM, STM, adsorption and
double-layer capacitance measurements; a wave-length of light for opti-
cal measurements; the Nernst diffusion layer for rotating disc electrode
experiments; and the hydrodynamic velocity decay length for the QCM.
Thus, the impedance of the QCM would be expected to respond to rough-
ness of about 10 nm and above, ignoring most of the so-called atomic scale
roughness, but detecting roughness that can usually be ignored in experi-
ments conducted under mass transport limitations.

• The results obtained by the QCM contain information relevant to the un-
derstanding of phenomena in the area of nanotribology, where techniques
such as SFA and AFM are used. In both cases the results carry information
regarding the properties of a nanoscale layer of liquid at the interface.

• An important part of modern experimental surface science and electro-
chemistry has been performed on single-crystal electrodes. In contrast,
the metal deposited on the surface of the quartz resonator always has
a rough surface and at best a preferred crystal orientation. Studies with
a QCM having a true single crystal surface have not yet been reported.
Making a thin (about 1 µm) stable single-crystal metal layer on the surface
of quartz seems to be an insurmountable problem.

So far most of the QCM data were analyzed on a qualitative level only. The
next step in QCM studies requires a quantitative treatment of the experimen-
tal results. The theoretical basis for the solution of this problem already exists,
and has been discussed in this chapter. Joint experimental and theoretical
efforts to elevate the QCM technique to a new level present a challenge for
future investigators.

Finally it would seem that, in spite of some shortcomings, the potential ad-
vantages of the QCM far exceed its limitations. There are many challenges to
overcome and the QCM will undoubtedly continue to be one of the important
tools in studies of metal–solution interfaces in general.
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Abstract The quartz crystal microbalance can serve as high-frequency probe of the
microcontacts formed between the crystal surface and a solid object touching it. On
a simplistic level, the load can be approximated by an assembly of point masses, springs,
and dashpots. The Sauerbrey model, leading to a decrease in frequency, is recovered if
small particles are rigidly attached to the crystal. In another limiting case, the particles
are so heavy that inertia holds them in place in the laboratory frame. The spheres exert
a restoring force onto the crystal, thereby increasing the stiffness of the composite res-
onator. The resonance frequency increases in proportion to the lateral spring constant
of the sphere–plate contacts. A third limiting case is represented by particles attached
to the crystal via a dashpot. Within this model (extensively used in nanotribology) the
dashpot increases the bandwidth. The momentum relaxation time τS (“slip time”) is
calculated from the ratio of the increase in bandwidth and the decrease in frequency,
∆Γ/(– ∆f ).

The force–displacement relations in contact mechanics are often nonlinear. A promi-
nent example is the transition from stick to slip. Even for nonlinear interactions, there is
a strictly quantitative relationship between the shifts of frequency and bandwidth, ∆f and
∆Γ , on the one hand, and the force acting on the crystal, F(t), on the other. ∆f and ∆Γ

are proportional to the in-phase and the out-of-phase component of F(t), respectively. Ev-
idently, F(t) cannot be explicitly derived from ∆f and ∆Γ . Still, any contact-mechanical
model (like the Mindlin model of partial slip) can be tested by comparing the predicted
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and the measured values of ∆f and ∆Γ . Further experimental constraints stem from the
measurement of the amplitude dependence of the resonance parameters.

Contacts mechanics in the MHz range is much different from its low-frequency coun-
terpart. For instance, static friction coefficients probed with MHz excitation are often
much above 1. Contact mechanics at short time scales should be of substantial practical
relevance.

Keywords Contact mechanics · Contact stiffness · Fretting wear · Mindlin model ·
Nonlinear mechanics · Quartz crystal resonator · Quartz crystal microbalance ·
Partial slip · Stick-slip

1
Introduction

Contact mechanics is both an old and a modern field. Its classical domains of
application are adhesion, friction, and fracture. Clearly, the relevance of the
field for technical devices is enormous. Systematic strategies to control fric-
tion and adhesion between solid surfaces have been known since the stone
age [1]. In modern times, the ground for systematic studies was laid in 1881
by Hertz in his seminal paper on the contact between solid elastic bodies [2].
Hertz considers a sphere–plate contact. Solving the equations of continuum
elasticity, he finds that the vertical force, F⊥, is proportional to δ3/2, where δ is
the indentation. The sphere–plate contact forms a nonlinear spring with a dif-
ferential spring constant κ = dF/dδ ∝ δ1/2. The nonlinearity occurs because
there is a concentration of stress at the point of contact. Such stress concen-
trations – and the ensuing mechanical nonlinearities – are typical of contact
mechanics.

Clean, dry single-asperity contacts have intensely been studied both the-
oretically [3–5] and experimentally [6]. The development of the atomic force
microscope (AFM) [7–9] and the surface forces apparatus (SFA) [10–12]
have certainly been influential. Both instruments allow for experiments under
a control of geometry on the molecular level. Multi-asperity contacts evi-
dently are more difficult to study than clean sphere–plate contacts [13, 14],
but are much closer to the real world, as well. Currently, there is quite some
activity carrying the knowledge gained on single-asperity contacts to the field
of dry and wet granular media [15, 16]. The mechanics of a sand pile (such as
its critical angle of sliding, its compactification with time or pressure, or its
strengthening upon exposure to water vapor) all depend on the forces (nor-
mal and lateral) exerted at the contacts between the individual grains.

Given that nonlinearities are ubiquitous, testing with oscillatory excitation
is of less practical importance in contact mechanics than in other fields of ma-
terial science. For instance, stick-slip motion is most easily studied by steadily
pulling the object of interest across the supporting substrate. Oscillatory test-
ing will result in complicated trajectories [17]. Sinusoidal excitation mostly
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makes sense in the small-amplitude limit, where force and displacement are
linearly (or almost linearly) related. In the linear domain, superposition holds
and a system’s response is fully specified by its complex, frequency-dependent
stiffness. Small nonlinearities can be dealt with in the frame of the two-timing
approximation (cf. Sect. 3). Linear behavior, generally speaking, is always
found in the limit of small stress [5]. This is true for both elastic interactions
and sliding. A sliding motion, where the speed is proportional to the force,
is termed “creep” in the context of rheology. Linear creep occurs whenever
the external force is comparable in magnitude to the random forces related
to Brownian motion. The external force then only adds a small bias to the
random movement of the sample, and this bias is proportional to the force.

The use of the QCM for contact mechanics has been pioneered by Dyb-
wad [18]. Dybwad placed a sphere onto a quartz resonator and found an
increase in frequency. He explains this increase by the fact that the sphere
rests in place in the laboratory frame due to inertia. It exerts a restoring force
onto the crystal, thereby increasing its resonance frequency. He points out
that the frequency shift can be exploited to measure the strength of the con-
tact between the sphere and the quartz plate.

Nanotribology has also gained much from the QCM, where the early work
has been done by J. Krim [19, 20]. The Krim group studied adsorbed mono-
layers of noble gas atoms onto the electrode and observed an increase in
dissipation. Describing these experiments in the frame of continuum models,
where the monolayer would correspond to a film with a viscosity η (Eq. 71 in
Chap. 2 of this volume, replace Zf by (iωρη)1/2), cannot explain these findings.
The viscosity would have to be orders of magnitude smaller than the viscosity
of the corresponding bulk liquid, and it is hard to see why this should be the
case. The Krim group models the atoms as discrete objects sliding across the
surface. The motion of the atom is coupled to the motion of the surface via
a dashpot with a drag coefficient ξS. The ratio of mass and drag coefficient has
the dimension of a time, called “slip time”, τS. τS is a momentum relaxation
time. When the motion of substrate stops abruptly, the speed of the sphere
exponentially slows down with a decay time τS. There is now experimental ev-
idence that this kind of sliding – at least in certain cases – is not a creep in the
sense of biased diffusion. Mistura and coworkers determined the amplitude
dependence of the slip time and found a critical minimum amplitude, below
which the molecules slick [21]. This finding contradicts liquid-like sliding. In
liquid-like sliding, the slip time would be independent of amplitude.

2
Modeling with Discrete Mechanical Elements

In contact mechanics experiments with the QCM, the sample usually does
not consist of a planar layer system, but rather of one or more discrete ob-
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Fig. 1 Equivalent circuit representation of the quartz crystal including a load. Piezo-
electric stiffening (described by the element 4Zk in Fig. 13, Chap. 2 in this volume) was
neglected. The sample is represented by the load ZL

jects touching the crystal surface. One can – on a purely heuristic level –
describe the sample by an equivalent mechanical model containing elements
like a mass, a spring, or a dashpot. The effect, which these elements have on
the frequency shift, is readily calculated starting from the small-load approx-
imation (Eq. 51 in Chap. 2 in this volume). We assume that the stress–speed
ratio may be replaced by an average stress–speed ratio, where the average
stress is just the lateral force divided by the active area of the crystal. Replac-
ing the stress by an average stress certainly is an approximation1. It can to
some extent be justified by an argument based on the scattering of acoustic
waves [22]. Once one has accepted this simple picture, the change of res-
onance frequency can be easily predicted by means of the Butterworth–van
Dyke (BvD) equivalent circuit (Sect. 6 in Chap. 2 in this volume). In the fol-
lowing, we use the version of the BvD circuit, where electrical and mechanical
elements are separated as shown in Fig. 1.

2.1
Loading with a Mass

Consider a small sphere rigidly attached to the crystal (Fig. 2). Let the mass
of the sphere be mS. Figure 2a shows a single sphere. Real crystals might
be in contact with many such spheres, which is accounted for by including
the number density of these spheres, NS/A, as a prefactor into the equa-
tions below. NS is the number of spheres and A is the active area of the
crystal.

If the spheres are small enough, they can be treated like a Sauerbrey film
with an areal mass density mf = NSmS/A. Let κp be the spring constant of
the crystal in the BvD sense, mp the equivalent mass of the crystal in BvD
sense (Eq. 116 in Chap. 2 in this volume), and mq the areal mass density of the

1 For instance, energy trapping may be affected by a load applied at the center of the disk.



Studies of Contact Mechanics with the QCM 155

Fig. 2 Different circuits to be inserted for the load in Fig. 1. The conversion from the
physical situation (right) to the equivalent circuits (left) entails a complication because
networks are depicted such that the electrical Kirchhoff rules apply. Elements which are
placed in series, physically, are represented as parallel circuit elements and vice versa (cf.
Fig. 5 in Chap. 2 in this volume). For instance, the forces exerted by the spring and the
dashpot in e are additive. In order to let the corresponding voltages in the electrical cir-
cuit also be additive, the circuit elements have to be placed in series. In the literature on
polymer rheology, networks of springs and dashpots are drawn according to the physical
situation (right-hand-side in this figure), which comes down to a different set of Kirchhoff
rules

crystal. The frequency shift of the composite resonator then is:
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where fr is the resonant frequency, f0 is the resonant frequency of the bare
crystal, and ω0 = (κp/mp)1/2 is the radial resonant frequency of the bare crys-
tal. The relation mp = Amq/2 (Eq. 116 in Chap. 2 in this volume) was used.
Equation 1 reproduces the Sauerbrey equation (Eq. 28 in Chap. 2).

The same result is found by use of the small-load approximation (cf. Eq. 51
in Chap. 2) Using the stress σ = – ω2(NS/A)mSa = – ω2mfa (a is the amplitude
of motion) and the speed u̇ = iωa exp(iωt), one finds:

∆f
ff

=
i

πZq

σ

u̇
=

i
πZq

ZL =
i

πZq

– ω2mfa exp(iωt)
iωa exp(iωt)

=
– ωmf

πZq
= – n

mf

mq
, (2)

where the relation mq = Zq/(2 ff) has been used (Eq. 26 in Chap. 2). ZL = σ/u̇
is the load impedance.

2.2
Loading with a Spring

In analogy to Eq. 1, one can add a spring (with a spring constant κS) into the
BvD circuit, rather than a mass (Fig. 2b). Such a spring would represent the
stiffness of a contact between the crystal and an object touching it. The object
would have to be so heavy that it does not take part in the movement of the
crystal. The analog of Eq. 1 is:

∆f = fr – f0 =
1

2π
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–

√
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)
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(
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1
2

NS

A
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– 1
)

= ff
NS

A
1

πZq

κS

ω
, (3)

where the relation (κpmp)1/2 = κp/ω0 ≈ κp/ω ≈ AZqnπ/2 (Eq. 115 in Chap. 2)
has been used. In this context the resonance frequency of the unloaded crys-
tal, ω0, and the loaded crystal, ω, can be considered to be about equal. The
same result is found by application of the small-load approximation if one as-
sumes that the average stress is given by the spring constant multiplied the
number density, NS/A [23]:

∆f
ff

=
i

πZq

σ

u̇
=

i
πZq

NS

A
κSu0

iωu0
=

i
πZq

NS

A
κS

ω
. (4)

In the following, the small-load approximation is always used to calculate the
frequency shift.

The frequency shift in Eq. 4 is positive. If the spring constant is indepen-
dent of frequency, ∆f scales as ω–1, that is, as the inverse overtone order, n–1.
Damping and frequency dependent interactions can be introduced into Eq. 4
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by replacing κS with a complex spring constant κS(ω) + iωξS(ω), leading to:

∆f̃
ff

=
NS

πZAq

1
ω

(
κS(ω) + iωξS(ω)

)
. (5)

The parameter ∆f̃ = ∆f + i∆Γ is a complex resonance frequency. Γ is the
half-band-half-width (cf. Sect. 2 in Chap. 2 in this volume). The drag coeffi-
cient may describe interfacial drag, but also the withdrawal of energy from
the crystal via radiation of sound. Equation 5 can be inverted, leading to ex-
plicit formulas for κS(ω) and ξS(ω):

κS(ω) = 2π2Zqn
A
NS

∆f (ω) (6)

ξS(ω) =
πZq

ff

A
NS

∆Γ (ω) . (7)

In order to emphasize the generality of the model, the frequency dependence
of κS(ω) and ξS(ω) was explicitly included in Eqs. 5, 6, and 7. More detailed
models (cf. Sects. 2.4 and 2.5) predict the frequency dependence of κS(ω) and
ξS(ω). For the time being, no such statement is made. The only assumption
made here is the absence of inertial effects: Clearly, some of the material close
to the contact must move with the crystal. The total mass of this co-moving
material was neglected.

2.3
Loading with a Mass in Series with a Spring

In the simple-spring model, the crystal is in contact with an immobile ob-
ject. The model can be extended to cover situations where the object takes
part in the oscillation to some extent. A typical object of this kind would be
a small (< 10 µm) sphere [40]. Figure 2c depicts the physical situation and the
equivalent circuit representation. Note that the motion occurs into the lateral
direction even though the spring is drawn vertically. In the following, we as-
sume a spring constant independent of frequency, labeled κ̄S. From Fig. 2c, we
infer the load to be:
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A

(
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–1)–1
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NS

A

(
1
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)–1

=
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A
iωmSκ̄S

– ω2mS + κ̄S
=

NS

A
iωmS

1

1 – ω2

ω2
S

, (8)
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where the parameter ωS = (κ̄S/mS)1/2 denotes the resonance frequency of the
mass-spring system. Using the small-load approximation, we find:

∆f
ff

=
i

πZq
ZL = –

NS

A
ωmS

πZq

1

1 – ω2

ω2
S

. (9)

Since the spring constant is complex due to dissipalion, the denominator
never becomes zero. Equation 9 was first proposed by Dybwad [19]. In the
limits of ω2

S 
 ω and ω2
S 	 ω, Eq. 9 reproduces the Sauerbrey equation (Eq. 2)

and the simple-spring model (Eq. 4), respectively. Equation 9 can also be de-
rived from Eq. 91 in Chap. 2 in this volume by expanding all tangents to first
order. This amounts to a continuum model of the same experimental situ-
ation, where the contacts and the spheres correspond to a “soft”, first layer
and a “hard”, second layer, respectively.

2.4
Loading with a Mass in Series with a Dashpot

The connection between the sphere and the crystal can also be made across
a dashpot (Fig. 2d). This model is extensively used for the interpretation of
nanotribological experiments with the QCM [20]. We consider the drag coef-
ficient of the dashpot, ξ̄S, to be a fixed parameter independent of frequency.
Within this model, the sphere slides on the surface in a liquid-like sense
(creep). This liquid-like friction is very different from interfacial sliding in the
Coulomb sense. For Coulomb sliding, the friction force is proportional to the
vertical load with a dimensionless dynamic friction coefficient, µD. In par-
ticular, the friction force is independent of the sliding speed. Sliding in the
Coulomb sense implies a strongly nonlinear force–speed relation. The drag
force in creep, on the other hand, depends linearly on sliding speed.

From Fig. 2d one reads:
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A
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–1)–1
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1
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)–1
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=
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A
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1
1 + iωτS

=
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A
iωmS

1 – iωτS

1 + iω2τ2
S

, (10)

where the slip time τS = mS/ξ̄S was used. Using the small-load approximation,
we find [19, 24]:

∆f̃
ff

= –
NS

AπZq
ωmS

1 – iωτS

1 + ω2τ2
S

. (11)

The tilde denotes a complex frequency shift. We write ∆f̃ = ∆f + i∆Γ . The
imaginary part, ∆Γ , is the shift of the half bandwidth at half maximum. The
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slip time is inferred from the ratio of ∆Γ and (– ∆f ) as:

τS =
1
ω

∆Γ

(– ∆f )
. (12)

The mass-dashpot model predicts that the ratio ∆Γ/(– ∆f ) scales as the over-
tone order (unless the slip time itself depends on frequency).

2.5
Loading with a Spring and a Dashpot

The extension of the previous models to a sphere coupled to the plate via
a spring and a dashpot is straightforward. The coupling can be achieved ei-
ther via a Voigt-type circuit (viscoelastic solid, Fig. 2e) or via a Maxwell-type
circuit (viscoelastic liquid, Fig. 2f). Below, we assume that the object is so
heavy that it does not take part in the motion. When the mass is infinite, the
inertial term drops out of the load impedance. An infinite mass is graphically
depicted as a wall. For Voigt-type coupling we find:

ZL =
NS

A

(
Zspring + Zdashpot

)≈ NS

A

(
κ̄S

iω
+ ξ̄S

)
(13)

leading to a frequency shift of:

∆f̃
ff

=
1

πZq

NS

Aω

(
κ̄S + iωξ̄S

)
. (14)

Voigt-type coupling makes sense for multi-asperity contacts. The load-
bearing asperities correspond to springs, but there will also be interfacial
drag (for instance across capillary bridges) acting in parallel to the elastic
contacts. The model predicts a positive frequency shift, which scales as the
inversely overtone order, n–1. Both the positive frequency shift and the n–1-
scaling are rather characteristic experimental features. Checking for the n–1-
scaling, one can easily determine whether or not Voigt-type coupling applies.

Figure 3 shows an example [25]. A monolayer of glass spheres with a diam-
eter of 200 µm was deposited onto the crystal at t = 0 (state I). The initial
deposition had virtually no effect on the frequency of resonance. Even though
the spheres did touch the crystal, the dry contacts only transmitted a minute
amount of stress. After about 10 min, the chamber was filled with saturated
water vapor, leading to a substantial frequency increase (state II). Capillary
forces strengthen the contacts, as known from the sand-castle effect. A fur-
ther strong increase in frequency was achieved by ramping the humidity back
down to a low value (state III). After having been exposed to water vapor,
the spheres form a cake. The latter transition is reversible: once the assembly
of spheres has been soaked in humid air, one can go back and forth be-
tween the states II and III. Comparing the frequency shifts on the different
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Fig. 3 Shifts of frequency (a) and bandwidth (b) experienced by a quartz crystal covered
with a monolayer of glass spheres (diameter d = 200 µm) exposed to humid air. States I,
II, and III correspond to the initial state right after deposition, to humid air, and to
a dry state reached after soaking the sample in humid air for a while and then returning
to the dry state, respectively. Full line 5 MHz, dashed line 15 MHz, dotted line 25 MHz,
dash-dotted line 35 MHz (adapted from [28])

overtones, one confirms n–1 scaling. This experiment proves the QCM to be
a non-destructive monitoring device for capillary aging [26].

For Maxwell-type coupling, the situation is more complicated. From
Fig. 2f, one reads:

ZL ≈ NS
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. (15)

A retardation time τR = ξ̄S/κ̄S was introduced. For the frequency shift, we
find:

∆f̃
ff

=
NS

A
i

πZq
ξ̄S

1 – iωτR

1 + iω2τ2
R

=
NSξ̄S

AπZq

ωτR + i

1 + ω2τ2
R

. (16)

The frequency shift is positive. The n-scaling depends on the value of ωτR. In
the limit of ωτR 
 1, n–1 scaling is found. In this case, the relaxation time is
much longer than the period of oscillation and the Maxwell element behaves
elastically. The Maxwell model reduces to the simple-spring model (Sect. 2.2).
If, on the other hand, the retardation time is short (ωτR 	 1), the frequency
shift is still positive, but it scales linearly with n. If a positive frequency shift
in conjunction with linear n-scaling is found, this in indicative of fast relax-
ation processes in the contact zone. If this is the case, the damping must also
be large.
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Two caveats are worth mentioning: Firstly, inertial effects can only be neg-
lected if the contact area is small enough. Otherwise, the co-moving mass
needs to be included into the model. The co-moving volume is much smaller
than the volume of the entire sphere but it may be nonzero. Secondly, there
usually is some increase in bandwidth originating from the radiation of
acoustic waves into the sphere. Acoustic radiation can be accounted for by
adding a dashpot with a drag coefficient ξac as a parallel element into the
circuits shown in Fig. 2. The magnitude of the dashpot is of the order of
ξac ∼ (krc)κS/ω, where k is the wave number of sound and rc is the contact
radius [24, 27].

3
Nonlinear Mechanics and Memory Effects

The standard model for analyzing QCM data is based on linear mechanics.
All forces and stresses are assumed to be proportional to displacement or
speed. Such a linear behavior is a prerequisite for equivalent circuits to apply.
Nonlinear behavior, generally speaking, is often found in contact mechanics
because of the sharp peaks in the stress distribution.

Importantly, the analysis of QCM data is not limited to situations, where
stress and strain at the crystal surface are linearly related. In the presence
of nonlinear interactions, the movement of the crystal becomes slightly an-
harmonic, meaning that it weakly deviates from a pure cosine. It is essential
that the deviation from the purely harmonic motion is small. The two-timing
approximation used below only holds for weakly nonlinear oscillators. How-
ever, since the perturbation of the crystal by the sample is small in any case,
the nonlinear term in the dynamical equations governing the crystal’s re-
sponse are always small, as well. They are by far outweighted by the strong,
linear stress-strain relation intrinsic to the crystal, even if the interaction be-
tween the crystal surface and the sample is strongly nonlinear. Assume that
the crystal is in contact with a tip, which undergoes a transition from stick to
slip: This would usually be considered a complicated situation. The interac-
tion is so strongly nonlinear that the trajectory of the tip is highly hysteretic.
Still: the tip only weakly perturbs the motion of the crystal and the analysis
described below therefore holds.

The following section describes the use of the two-timing approxima-
tion for the analysis of QCM data. The same formalism is also used in
the field of non-contact atomic force microscopy [28, 29]. In the latter con-
text, the tip–sample interaction perturbs the oscillation of the cantilever.
As long as the tip–sample force is weak compared to the force needed to
bend the cantilever, the interaction potential can be reconstructed from the
frequency of the cantilever as a function of amplitude and mean vertical
distance.
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The behavior of weakly nonlinear oscillators is discussed in the text-
books [30]. For a small external force F(t), the two-timing approximation
holds. The motion of the crystal is almost sinusoidal and the consequences
of the external force are captured by a slowly varying amplitude a(t) and
a slowly varying phase Φ(t):

u(t) = a(t) cos
(
ω0t + Φ(t)

)
. (17)

u(t) is the lateral displacement of the crystal surface and ω0 is the resonance
frequency of the unperturbed oscillator. The shift in bandwidth, ∆Γ , is pro-
portional to the time derivative of the amplitude, whereas the frequency shift,
∆f , is proportional to the time derivative of the phase [31, 32]:

2π∆Γ = –
1
a

da
dt

2π∆f =
dΦ

dt
. (18)

Here, the time increment dt is meant to be larger than the period of oscilla-
tion. This is the essence of the two-timing approximation. With regard to the
details of the two-timing approximation, the reader is referred to [32]. The
outcome of the calculation is [31, 32]:

∆f
ff

=
2
a

1
πAZq

1
ω

〈
F(t) cos(ωt)

〉
(19)

and
∆Γ

ff
=

2
a

1
πAZq

1
ω

〈F(t) sin(ωt)〉 . (20)

The angular brackets denote the average over an entire period of oscillation.
The parameter ω is the frequency of the loaded oscillator (as opposed to ω0).
The difference between ω and ω0 is small.

Note that the quantities in angular brackets are the exact same weighted
averages which a lock-in amplifier (referenced to ω) would produce. Although
the angular brackets look clumsy at first sight, they represent quantities which
are very familiar to the experimentalist. They are the in-phase and the out-of-
phase components of the force.

Equation 20 can be made plausible by noting that the term 〈F(t) sin(ωt)〉 is
proportional to the energy dissipated per cycle:

〈F(t) sin(ωt)〉 =
1

aωa

1
Tp

Tp∫
0

F(t)
du(t)

dt
dt =

1
2πa

∮
F(u)du =

1
2πa

∆W ,

(21)

where Tp is the period of oscillation and
∮

F(u)du = ∆W is the area inside the
hysteresis loop (see, for example, Fig. 4). The connection to the bandwidth is
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Fig. 4 Force–displacement relation as predicted by the Mindlin model. Since the central
area, where the contact sticks, decreases with increasing tangential load, the force in-
creases sub-linearly with displacement. The area under the hysteresis loop is the energy
dissipated per cycle, ∆W

made by noting that the Q-factor of a resonance obeys the relation:

∆(Q–1) =
2∆Γ

f
=

∆W
2πEosc

=
∆W

2π 1
2κpa2

, (22)

where ∆(Q–1) is the shift of the inverse Q-factor and Eosc = κpa2/2 is the
energy contained in the oscillation. Using the relation (κpmp)1/2 = κp/ω =
AZqnπ/2 (Eq. 115 in Chap. 2), we find:

∆Γ

ff
=

1
ff

f
2
∆(Q–1) = n

1
2πκpa2 ∆W

= n
1

2πκpa2 2πa〈F(t) sin(ωt)〉

=
2

AZqπ

1
a

1
ω

〈F(t) sin(ωt)〉 , (23)

which reproduces Eq. 20. With regard to the frequency shift (Eq. 19), the ar-
gument is less intuitive and we leave it with the formal proof as given in [30].

When linear force laws hold, one has F(t) = κSu(t) + ξSu̇(t), which leads to:

∆f
ff

=
1

πZq

1
ω

2
A

〈κS cos2(ωt)〉 =
1

πZq

1
ω

1
A

κS

∆Γ

ff
=

1
πZq

1
ω

2
A

〈ωξS sin2(ωt)〉 =
1

πZq

1
A

ξS . (24)

Equations 19 and 20 then reduce to Eqs. 4 and 5. If memory effects are absent,
a nonlinear stress–strain relation (quantified by a nonlinear spring constant
κS(u)) and a nonlinear stress–speed relation (quantified by a nonlinear drag
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coefficient ξS(u̇)) can be explicitly reconstructed from the amplitude depen-
dence of the ∆f and ∆Γ [31, 32]. A unique solution is obtained. If, on the
other hand, memory and hysteresis may not be neglected, no such explicit
inversion of the equations is possible. Still, any assumption on the time-
dependent force F(t) can be inserted into Eqs. 19 and 20 in order to predict
the frequency shift. The prediction can be compared with the experimentally
determined frequency shift and the model can be refined until the prediction
matches the experiment. By means of Eqs. 19 and 20, any given hypothesis
about the force F(t) (including stick-slip and memory effects) can be checked
against the experiment.

4
Continuum Models

The circuits discussed in Sect. 2 contain discrete mechanical elements. They
predict the sign, the n-dependence, and the relative magnitude of ∆f and
∆Γ , but they make no suggestion of how to assign a physical meaning to the
model parameters, once they have been determined from experiment. Con-
tinuum models evidently are more complicated. On the other hand, they are
not only more realistic, they also provide quantitative guidelines for the in-
terpretation of experimentally derived parameters. Two situations have been
analyzed, which are the sphere–plate contact and the sheet contact.

4.1
The Mindlin Model

The analysis of the sphere–plate contact under tangential oscillatory load
goes back to Mindlin [12]. We refer the reader to [3] with regard to the deriva-
tion. Oscillatory tangential load is also discussed in the context for fretting
wear [41, 42]. When a Hertzian sphere–plate contact is subjected to a tangen-
tial load, there is a stress concentration at the rim of the contact area. Within
the continuum treatment, the stress goes to infinity at r = rc, where rc is the
radius of contact. As a consequence, there is a ring-shaped area close to the
rim of the contact, inside which the two surfaces slide against each other. The
phenomenon is termed “partial slip”. As the stress increases, the sliding part
of the contact zone increases in size, until it finally covers the entire contact.
At this point, partial slip turns into gross slip.

If roughness plays a role, the Mindlin model does not apply. Still, the
Mindlin model is a good example of a broader class of models of partial slip.
Bureau et al. have proposed a quantitative extension of the microslip model
accounting for multi-contact interfaces [34]. Partial slip also occurs in multi-
asperity contacts because the microcontacts located at the rim are expected to
rupture first. These contacts experience the largest lateral stress and the low-
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est vertical load. While the details will certainly differ when comparing the
Hertzian contact and the multi-asperity contact, the generic features should
be similar.

Figure 4 shows the force–displacement relation for oscillatory tangential
loading. The force–displacement curves bend downward because the part of
the contact which sticks becomes smaller and smaller as the lateral force
increases. The Hertzian contact is nonlinear under tangential load. (It is
nonlinear under vertical load, as well.) The energy dissipated per cycle cor-
responds to the area inside the loop in Fig. 4. The dissipated energy does not
depend on frequency. The Mindlin model describes a quasi-static motion. In
particular, the energy dissipation entirely originates from the hysteretic be-
havior. Energy dissipated during sliding in the outer ring is neglected, which
certainly is a shortcoming of the model.

For oscillatory loading, the lateral displacement, u(t), is given by [3]:

u(t) =
3µSF⊥
8rcGeff

[
2
(

1 –
F||,max – F||(t)

2µSF⊥

) 2
3

–
(

1 –
Fmax

µSF⊥

) 2
3

– 1

]

=
3
2
λS

[
2
(

1 –
F||,max – F||(t)

2µSF⊥

) 2
3

–
(

1 –
Fmax

µSF⊥

) 2
3

– 1

]
, (25)

where µS is the static friction coefficient, rc is the radius of contact, F⊥ is
the vertiacl force, F|| is the tangential force, and F||,max is the maximum tan-
gential force. Geff = 2× ((2 – ν1)/G1 + (2 – ν2)/G2)–1 is an effective modulus.
G is the shear modulus, ν is Poisson’s number, and the indices 1 and 2 la-
bel the contacting materials. We will show below that the quantity 4rcGeff is
the lateral spring constant of the contact in the low amplitude limit, κ0,M. The
characteristic length λS = µSF⊥/(4rcGeff) = µSF⊥/κ0,M, termed “partial slip
length”, was introduced for notational convenience. λS is defined in analogy
to the elastic length λe = F⊥/κ (κ the lateral spring constant) used by the Paris
group to describe multi-asperity contacts [35]. In macroscopic experiments,
λe is a measure of roughness. λS differs from λe in that it contains the static
friction coefficient µS as a prefactor. From the ratio of λS and λe, one obtains
an estimate of the static friction coefficient.

Since the force across the contact only weakly perturbs the motion of the
crystal surface, the displacement, u(t), is mainly governed by the dynamics of
the quartz crystal. u(t) is sinusoidal with time, and the force F(t) is a func-
tion of the displacement and the direction of motion. F(t) can be calculated
by inversion of Eq. 25 as:

F||(t)
µSF⊥

=

⎡⎣F||,max

µSF⊥
– 2 +

1√
2

(
1 +

2u(t)
3λS

+
(

1 –
F||,max

µSF⊥

) 2
3
) 3

2
⎤⎦ . (26)
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Inserting Eq. 26 into Eq. 24 and performing the integration leads to a predic-
tion for ∆f and ∆Γ . In the small amplitude limit (u(t) 	 λS) one finds:

∆f
ff

≈ 1
AZqπ

4rcGeff

ω

(
1 – 0.20

a
λS

)
=

1
AZqπ

κ0,M

ω

(
1 – 0.20

a
λS

)
(27)

∆Γ

ff
≈ 1

AZqπ

κ0,M

ω

2
9π

a
λS

. (28)

In the case of Eq. 27, the integration was carried out numerically. For the
bandwidth (Eq. 28), analytical integration is possible because the integral is
proportional to the area inside the hysteresis loop in Fig. 4 [3].

Comparing Eqs. 4 and 27, one sees that the term 4rcGeff can be identified
with the spring constant in the small amplitude limit, κ0,M. The dissipation is
small, because the sliding portion of the contact is small. It is proportional to
amplitude. This type of interfacial friction may therefore not be represented
by a dashpot. However, there always is an additional source of dissipation
given by radiation of sound into the sphere. This component can be modeled
with a dashpot. The acoustic contribution to dissipation may mask interfacial
friction at small amplitudes.

Figure 5 shows an example. A quartz crystal was covered with a mono-
layer of glass spheres (diameter d = 200 µm) and exposed to humid air.
In this case, the frequency shift and bandwidth were determined by ring-
down [31, 32, 36]. The dependence of frequency and bandwidth on amplitude
is substantial, indicative of a nonlinear interaction. From the slopes in the
plots of ∆f and ∆Γ vs a one infers a partial slip length λS of the order of

Fig. 5 Shift of frequency a and bandwidth b as a function of amplitude for a quartz plate
covered with a monolayer of glass spheres (d = 200 µm) at a various humidities. The data
were acquired via ring-down [32]. From the slopes, one infers the partial slip length, λS
and the coefficient of static friction, µs
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a nanometer. The slips lengths derived from ∆f and ∆Γ differ, indicating
that the Mindlin model is not quantitatively applicable.

The sources of discrepancy are sliding friction, capillary interactions, and
the fact that we have a multiasperity contact. Rolling (simultaneous release of
contacts on one side and formation of new ones at the other) may also be part
of the picture.

The elastic length λe = F⊥/κS is explicitly available: The spring constant,
κS, can be derived from the frequency shift (Eqs. 4 and 27). The vertical
force, F⊥, is known from the weight of the spheres2. The static friction co-
efficient µS = λS/λe is significantly above one. High coefficients of static
friction have also been found with colloidal probe experiments on quartz
crystals (Gubaidullin and Johannsmann, in preparation). The reason for the
increased static friction is subject to interpretation. Presumably, slip takes
time: the MHz oscillation is just too fast for slip to set in [37]. This finding
highlights, how much different the contact mechanics at high frequencies is
from the corresponding behavior at low frequencies.

4.2
The Sheet-Contact Model

The Mindlin model describes the sphere–plate contact, assuming a contact
radius much smaller than the radius of the sphere. The opposing limit, where
the contact area is much larger than the wavelength of sound has been treated
by the Shull group [38]. Such a geometry is established when a soft object like
a hemisphere of a rubbery material touches the crystal. The JKR tester uses
this arrangement [39]. The JKR model – underlying the JKR tester – is an ex-
tension of the Hertz model, accounting for a finite interfacial energy of the
contacting materials. The interfacial interaction must be short-ranged. The
model predicts the radius of contact as function of vertical load, stiffness of
the material, and surface energy. The radius of contact usually is measured by
imaging the contact from a above or below with a microscope. The JKR model
and the JKR tester are frequently used in the study of polymer adhesion.

Clearly, combining the JKR tester with the QCM is attractive [38]. The ma-
terial of interest is molded into the shape of a hemisphere and pushed against
the top electrode of the QCM. From the shift in frequency shift and band-
width one obtains the viscoelastic parameters of the material in the contact
zone.

In passing, we note that this approach, in fact, is the only way to determine
the viscoelastic parameters of rubbery polymers with the QCM. In princi-
ple, one might of course also coat the entire crystal with a thick layer of the
respective material. If the thickness of the layer is larger than the penetra-
tion depth, the sample is acoustically semi-infinite. The Kanazawa equation

2 This assumes that the external force is much larger than the force of adhesion.
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applies and G′ and G′′ can be determined from Eq. 62 in Chap. 2 in this
volume (using G = iωη). Unfortunately, the QCM does not work well with
semi-infinite media when the viscosity, η, is larger than about 50 cP. The shift
of frequency and bandwidth in this case is too large. Most polymers exceed
this limit. If, however, the contact area can be confined to a small spot in the
center of the crystal, the bandwidth decreases accordingly and, the measure-
ment becomes feasible.

Evidently, the contact established by the JKR-tester is laterally heteroge-
neous. Experiment shows that the finite contact area can reasonably well be
accounted for by modifying the Kanazawa relation as:

∆f
ff

=
i

πZq
KA

Ac

A
ZL , (29)

where Ac is the contact area and KA is a “sensitivity factor” [38]. Equation 29
assumes a contact area much larger than the decay length of the shear wave.
Also, energy trapping is assumed to be unaffected by the contact (which may
be unrealistic in some situations).

The sensitivity factor, KA, accounts for the non-trivial amplitude distribu-
tion over the area of the crystal. For small contact areas, KA is about constant
and equal to two [38]. Since the efficiency of energy trapping depends on
overtone order, the parameter KA depends on overtone order, as well. The
KA-factor can be determined by placing drops of water with known contact
radius onto the center of the crystal. Equation 29 has been tested in that way
and found to be a good approximation to the data for a large range of experi-
mental conditions [38].

5
Concluding Remarks

The study of contact mechanics is just emerging as an application of the
QCM. Clearly, there are limitations: the QCM probes the contacts at a fre-
quency in the megaHertz range3, it can only provide oscillatory excitation,
and the amplitude of excitation is in the namometer range. Comparing the
QCM to other devices of mechanical and micromechanical testing, there are
following advantages and disadvantages:

• Due to the small amplitude of excitation, the contacts are not usually
broken. The QCM is a device for non-destructive testing of interfacial
contacts. The evolution of the contact strength with time, temperature,
exposure to solvent vapor, or vertical pressure can be monitored without
ever breaking a bond.

3 Analogous studies can be done with torsional resonators in the kHz range. These have a lower
sensitivity, but can bridge the frequency gap.
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• Because the frequency is so high, inertia comes into play rather strongly.
Balancing the force of interest (such as the force transmitted through
the sphere–plate contact) against the force of inertia (holding the sphere
in place), one gets around the often cumbersome problem of calibrating
springs. In low frequency measurements, for example performed with the
atomic force microscope, determination of the spring constant is a steady
practical challenge. In a way, the situation is reminiscent of astronomy
a few hundred years ago, where the force of gravity was analyzed based on
a measurement of the orbital frequency of the planets (which admittedly
is in a vastly different range).

• It is not true that the QCM is blind to nonlinear interactions. The QCM
measures a peculiarly weighted average of the force, but it certainly can ac-
cess nonlinear phenomena via the amplitude dependence of ∆f and ∆Γ .

• The QCM probes elastic and dissipative interactions at high frequencies.
How relevant these high-frequency interactions are for real world devices,
needs to be seen. We know today that things are much different at the MHz
scale. We also know that fast processes are important in contact mechan-
ics. Typical phenomena, where high-frequency events are crucial, are the
sudden impact of a slider onto a substrate or the advancement of a crack
tip in fracture events. At this point, the contact mechanics experiments
with the QCM are part of fundamental research, but that may change.
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Abstract Mass-sensitive devices such as the quartz crystal microbalance (QCM) or the
surface acoustic wave device (SAW) are very advantageous for chemical sensing. As their
name implies, they react towards mass changes on their respective sensitive areas, which
makes them almost universally applicable since every analyte has a mass. Detection limits
can be as low as 1 ng for QCM and in the picogram range for SAW. Of course, selectivity
also has to be introduced into the sensor system. For this purpose molecular imprint-
ing, where the sensitive layer is generated by polymerising it directly on the respective
device surface, is gaining increasing attention. A reason for this is the very straightfor-
ward synthetic approach, where the analyte-to-be is used as a template that determines
the structure of the interaction sites within the polymer by self-organisation processes.
In this chapter, we give an introduction into the electronic background of mass-sensitive
devices as well as into molecular imprinting. In the second half, we will introduce selected
strategies for actual chemical sensing of analytes covering a size range from molecular to
micrometre as well as both pure compounds and mixtures.
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Keywords Mass-sensitive transducer · QCM · SAW · Molecular imprinting ·
Chemical sensor

Abbreviations
AC Alternating current
AFM Atomic force microscopy
FBAR Film bulk acoustic resonator
HRV Human rhinovirus
MOS Metal oxide semiconductor device
PAH Polycyclic aromatic hydrocarbon
PDMS Polydimethyl siloxane
PVAc Poylvinylacetate
QCM Quartz crystal microbalance
SAW Surface acoustic wave resonator
STW Shear transverse wave resonator
RBC Red blood cell
VOC Volatile organic compound

1
Introduction

Chemical sensing has gained substantial scientific and public interest during
the last decade as an effective novel technique in analytical sciences. Mod-
ern apparative analytical chemistry has reached extraordinarily low detection
limits, high sensitivity and outstanding flexibility, especially with hyphenated
techniques. However, the versatility, flexibility and power of these methods
comes at the cost of comparably high initial as well as maintenance invest-
ment, as the apparatus is usually very elaborate and requires specially trained
personnel to reach the peak level of method abilities. Yet there is a range of
measurement tasks that do not require this analytical potential. Furthermore,
established apparative techniques often lack portability and on-line ability.
To address these questions, chemical sensing is gaining increasing acceptance
and attention both by the scientific community and industry, but also by the
broad public, especially as environmental monitoring is a matter of increasing
awareness in the industrialised countries. Generally speaking, a chemical sen-
sor is a small analytical device that is capable of selectively detecting a defined
analyte or range of analytes with predetermined sensitivity. Additionally,
a sensor system ideally is portable and adequate for on-line measurements
and does not require specially trained operators. Figure 1 gives the general
scheme of a chemical sensor. In principle, it consists of a chemically sensitive
layer that changes one of its physical properties when it selectively interacts
with the desired analyte molecule. This change is recorded by the transducer,
a device that transforms the chemical information into electronically measur-
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Fig. 1 Scheme of a chemical sensor

able and quantifiable data. Finally, the electronic signal is usually amplified
and the measuring data recorded by a signal processing and data evaluation
unit.

A wide range of physical parameters are suitable for chemical sensing
applications, consequently, there is a very wide variety of different trans-
ducers. Some examples of frequent transducing techniques are metal oxide
semiconductor devices (MOS diodes and field effect transistors) relying e.g.
on changes in electrical fields or opt(r)odes concerning optical phenomena
such as absorbance and fluorescence, but also miniaturised capacities [1].
Mass-sensitive, or acoustic, devices constitute another very popular class of
transducers. Within this chapter we will focus on this transducing technique
and introduce its abilities and properties in combination with selective artifi-
cial interaction materials.

2
Mass-Sensitive Devices

2.1
Fundamentals

Any type of acoustic transducer, such as quartz crystal microbalance (QCM)
or surface acoustic wave device (SAW), is fundamentally based on the piezo-
electric effect. This was first described in 1880 by Jacques and Pierre Curie
as a property of crystalline materials that do not have an inversion centre.
When such a material is subjected to physical stress, a measurable voltage
occurs on the crystal surfaces. Naturally, the opposite effect can also be ob-
served, i.e. applying an electrical charge on a piezoelectric material leads
to mechanical distortion, the so-called inverse piezo effect. These phenom-
ena can be used to transfrom an electrical signal to a mechanical one and
back, which actually happens in QCM and SAW. Different materials are ap-
plied for device fabrication, such as quartz, lithium tantalate, lithium titanate
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and lithium niobate. Quartz of course is the most popular, because it is in-
herently cheap, can be processed to yield single crystals quite easily and can
withstand usual chemical, thermal and mechanical stress. The actual type
of oscillation induced in the device (i.e. bulk oscillation, surface effect, type
of movement) as well as the temperature behaviour depends on the cut-
ting angle of the device substrate with respect to the crystallographic main
axis. The AT-cut (35◦ 15′) shows very low temperature dependence and is
therefore very frequently applied for QCMs. For this purpose, two electrodes
are deposited on the quartz plate (see also Fig. 2a sketching the cross sec-
tion). When applying voltage, the device undergoes thickness shear stress,
i.e. the two faces are moved against each other in their plane. In case of
an AC voltage, the two faces oscillate against each other. Resonance occurs
if the AC wavelength exactly matches the plate thickness in a way that n/2
wavelengths fit into the device thickness with n being an uneven integer. At
this frequency the device oscillation remains almost undamped. Figure 2b
depicts the AFM image of a QCM electrode both at 30 V and 0 V applied volt-
age. When the voltage is switched on, the indentation visible in the centre is

Fig. 2 A Schematic cross-section depicting the shear horizontal wave in a QCM device.
B Contact mode AFM image of a QCM electrode surface at 0 V and 30 V. The horizontal
displacement by applying voltage can clearly be seen by the surface scratch. C AFM traces
recorded on the surface at 30 V and 0 V, respectively. These measurements are optimal
for quantifying the displacement, which is 3 nm in the given case
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shifted. As the AFM traces show (part c), this leads to a surface displacement
of 3 nm.

However, to get further insight into the electronic properties of QCM de-
vices, we have to complement this purely mechanistic view by regarding the
damping spectrum of such a device, as shown in Fig. 3b. These two curves
covering 95 MHz and 100 kHz frequency ranges, respectively, have been ob-
tained by a network analyser and give the electronic damping of the device as
a function of frequency. The base line in the wider frequency range resembles
the frequency behaviour of a capacitor, as damping decreases with increasing
frequency (see the frequency behaviour of a 10 pF capacitor). This so far is
not surprising, as the two gold electrodes with the dielectric insulator quartz
in between indeed constitute a capacitor. However, at regular intervals, res-

Fig. 3 A Electronic equivalent circuit of a QCM resonator. B Network analyser damping
spectra of a QCM and a 10 pF capacitor recorded with a 95 MHz span. The inset shows
a QCM spectrum with 100 kHz span around the resonance frequency of 10 MHz
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onance spikes towards zero and infinite damping are observable in the QCM
spectrum. The insert gives the zoomed frequency range near 10 MHz, where
this resonance phenomenon is depicted. Such frequency behaviour can be
described by the means of the electronic equivalent circuit also depicted in
Fig. 3a: a capacity and an inductance are connected in serial with a further
capacity in parallel. In case of a damped device, an Ohmic resistor has to be
included into the serial connection. Any combination of a capacity and an
inductivity constitutes an oscillator circuit, thus Fig. 3 contains two different
oscillators, one of them with the serial frequency and the other with the par-
allel one. Neglecting R, the impedance of the equivalent circuit is described by
Eq. (1):

Zq =
j
ω

(
ω2LC – 1

C0 + C – ω2LCC0

)
. (1)

Evidently, there are two distinct frequencies, where either the numerator or
the denominator of the complex impedance becomes zero. However, the case
of zero impedance is determined exclusively by the serial capacity, whereas
the parallel determines the frequency of infinite impedance. These two fre-
quencies thus correspond to the resonance frequencies of the two “part cir-
cuits” mentioned above and are also correctly reproduced in the frequency
spectrum of the QCM. Observable side resonances (as shown especially in
the insert with lower span) can be traced back to mechanical oscillations that
differ from the main one: one is the result of antisymmetric thickness shear
oscillation, the other of a twist oscillation. The ratio of intensity between the
desired thickness shear wave and the side resonances is mainly defined by
the ratio between electrode diameter and quartz substrate thickness. This
is illustrated in Fig. 4, where the damping spectra for both a 10 MHz and
a 5 MHz device are given. In both cases the electrode diameter here is 8 mm
(the spectra in Fig. 3 were recorded with 4 mm electrode diameter). Evidently,
the 5 MHz QCM shows the desired response pattern, where the shear reson-
ance by far dominates the electrical behaviour. The 10 MHz QCM, however,
shows very pronounced side resonances. The rather large electrode diameter
(compared to the thickness) very strongly favours the occurrence of torsional
motions within the substrate, thus reasonable amplitudes are generated for
this mode.

Commercially, QCMs are usually available with resonance frequencies up
to 20 MHz (sometimes 50 MHz). The main reason that no higher frequencies
can be reached is mechanical stability: 20 MHz requires quartz plates with
a thickness of 84 µm, which already are mechanically sensitive. Two strategies
lead to higher frequencies, namely either operating the quartz at a resonance
of overtones or by partly etching a QCM, by which methods one can reach
50 MHz or higher [2].

But why are acoustic transducers referred to as mass-sensitive? Evidently,
the plate thickness determines the resonance frequency of the quartz, but it
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Fig. 4 Damping spectra of two QCMs with 10 and 5 MHz resonance frequency, respec-
tively, and electrode diameters of 8 mm. The different amount of side resonances is
a consequence of the ratio between electrode diameter and quartz thickness

is not the only parameter. As Sauerbrey found out in 1959 [3], mass load-
ing on the electrodes is also of fundamental influence on an acoustic device.
Equation 2 gives the mathematical expression of his findings:

∆f = – Cmf 2
0 ∆m (2)

namely that the frequency shifts caused by a mass change on the electrodes
depend on the square of the fundamental frequency (which is one of the rea-
sons why higher device frequencies are usually preferred) and linearly from
the deposited mass. Therefore, piezoelectric devices can be regarded as highly
sensitive scales; e.g. a 10 MHz QCM has a sensitivity of 1 Hz ng–1 mass load-
ing. Given the fact that frequencies can be determined with an accuracy of
0.1 Hz this means absolute detection limits of ∼ 1 ng in the worst case, some-
times even lower, depending on the standards applied. For chemical sensing
the detection of mass is one of the best label-free possibilities, because any
analyte has a mass. Compared with other methods, acoustic transducing is
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thus inherently very generally applicable and opens up the way for a wide
variety of sensors.

2.2
Properties of QCM

Although their mass sensing properties make QCM a very powerful tool in
chemical sensing, still some aspects of measuring science have to be taken
into account to achieve reliable experiments. As already mentioned, the cut-
ting angle (AT-cut) is chosen to optimise the temperature dependence of
the frequency signal. In gas phase, this condition is actually met. Here the
piezo effect of the device and the mass load are actually the most promi-
nent reasons for responses of the device. In liquid phase, however, there
is a somewhat different picture: strictly speaking the Sauerbrey equation is
only valid for ideally rigid masses deposited in an infinitely thin layer on
the electrode surface. In gas phase, the deviations of the real system from
the ideal one are usually negligible. Liquids, however, are viscous and there-
fore have to be treated somewhat differently. One reason for this is depicted
in Fig. 5, where the frequency signals of a dual-electrode 10 MHz QCM im-
mersed in water are shown for temperature changes of 15–20 ◦C. Evidently,
each temperature step of 1 ◦C leads to an average frequency shift of 40 Hz.
This is much more than would be expected from gas phase measurements.
The main effect in this case, of course, is the very high temperature depen-
dence of liquid viscosity: the quartz interacts with the surrounding liquid
layers and partly drags them along with itself during oscillation. Therefore,
the resonance propagates into the material and the moving quartz surface
is also elastically decelerated, as is expected for any moving object in vis-

Fig. 5 Temperature response curve between 15 ◦C and 20 ◦C of a two-electrode QCM im-
mersed into water with one face. The viscosity effects are perfectly compensated for by
the dual-electrode setup
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cous media. This results both in a frequency shift and a change in electronic
damping: the higher the viscosity, the larger are both the negative frequency
shifts and the damping on the quartz. Finally, this is also the reason for the
very pronounced temperature dependence of the QCM in liquid phase. One
way to overcome this problem, however, is also given in Fig. 5: whereas both
channels of the quartz show the effects discussed above, the difference be-
tween them remains perfectly constant. This total compensation of physical
effects is very favourable for chemical sensing applications, as it makes the
measuring technique much easier: one just has to apply dual-electrode de-
vices, coated with a sensitive layer on the first electrode and using the second
one as reference.

2.3
Surface Acoustic Wave Devices

Of course, the oscillation type triggered in a piezoelectric material is not re-
stricted to bulk shear waves such as in QCM. As their name already implies,
surface acoustic wave devices show oscillation phenomena that are confined
to their surface. Figure 6 depicts the basic setup for such a device, which
finds widespread application as narrow-bandwidth frequency filters or os-
cillators, e.g. in TV sets or mobile phones. In principle, they again consist
of a piezoelectric substrate (usually ST-cut in the case of quartz), on which
interdigitated electrodes are deposited. These electrode patterns resemble
comb-like structures that interpenetrate each other. In a “classical” SAW, ap-
plying a voltage vertically shifts the two electrode structures against each
other, which at the resonance frequency leads to a Rayleigh wave propagating
over the surface of the device. This oscillation resembles the waves that can be
observed on a tranquil water surface when throwing a stone into a pond. SAW
resonance frequencies are determined by the dimensions of the electrode
structure, as the distance between the centres of two equally polarised elec-

Fig. 6 Scheme of a SAW resonator
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trode fingers determines the wavelength. The wave propagates over the free
area on the surface that also contains the sensor layer and is re-transformed
into an electronic signal by a second interdigital transducer. In principle, two
different SAW designs can be found: delay lines and resonators. Both rely on
the same transducing mechanism and the above description applies to both
of them. The difference, however, is that in a resonator the two sets of trans-
ducers on the device surface are surrounded by a large number of electrode
fingers that reflect the wave back to the centre and thus ensure resonance
of the system. Both types of SAW are usually operated in a ring oscillator
setup, where the device determines the frequency of the standing wave in
the ring that amplifies the signal, shifts it in phase with the device, and re-
feeds it to the transducer. Figure 7 shows the resulting damping spectrum of
a 434 MHz SAW: the resonance peak is very sharp and more intensive than the
side bands by at least a factor of 25 dB. Aside from the resonance peak, the
overall band structure is determined by the limited amount of electrode fin-
gers: their number has to be infinity for obtaining only one sharp resonance
signal. In reality, of course device dimensions are limited, which in this case
means that the surface wave is amplitude-modulated by a rectangular signal
that is determined by the lateral dimensions of the transducer. The damping
spectrum is given by the Fourier transformation of this time domain. As can
bee seen in Fig. 7, the damping of a SAW is very low, which is a consequence
of the fact that no bulk material has to oscillate, but the resonance is confined
to the surface. Therefore, only a comparably small mass has to be moved thus
reducing adverse effects such as friction.

Upper frequency limits of SAW are determined by the resolution of the
lithographic process for electrode deposition. Currently, the highest frequen-
cies achieved in electronic engineering reach 2.5 GHz, sensor applications
have been reported up to 1 GHz. These frequencies, of course, are much

Fig. 7 Damping spectrum of a 434 MHz SAW resonator
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higher than those reached with QCM. This gives SAW an excellent sensitiv-
ity: with a fundamental frequency of 434 MHz for instance, absolute mass
changes as low as one picogram are detectable!

Besides the obvious advantages, there are also some limitations: the most
important one is the fact that a customary SAW is very sensitive towards high
viscosity and loading. This makes it virtually impossible to operate it in li-
quid phase, as the surface wave is completely damped by the sample matrix.
The second consequence is that sensitive layers for SAW coating usually are
thinner than for QCM, however, the highly increased device sensitivity by
far overcompensates the lower amount of interaction sites. Additionally, thin
layers lead to very favourable sensor response times.

The limitation of a “classical” SAW concerning the operation in liquid
phase can be overcome with an alternative design, namely the so-called
shear–transverse wave resonator (STW). In contrast to SAW, such devices
are made from, e.g., lithium tantalate instead of quartz as transducer ma-
terial. In this case, applying an alternating voltage causes a surface trans-
verse wave propagating entirely within the substrate surface due to its high
dielectric constant. Thus a short circuit in media with high dielectric con-
stants is avoided. Therefore there is no or only negligible viscous interaction
with the surrounding medium, thus avoiding the fundamental damping oc-
curring in SAW. Nonetheless, an STW is of course sensitive towards mass
loading, making it a highly suitable tool for any application where high
sensitivity has to be achieved in liquid phase. Similarly to QCMs, surface
acoustic devices usually also measure the difference between the actual sens-
ing channel and a reference to optimally compensate for physical changes
in the environment.

3
Generating Selectivity

3.1
Selective Materials – An Introduction

In the chemical sensing process, the transducer provides sensitivity, i.e. it
transforms a chemical or physical signal into an electronic quantity for fur-
ther recording and processing. Thus, it gives us quantitative information, but
of course usually no or only minor qualitative insight, as the frequency shifts
of an uncoated device depend on the amount of physisorption on the elec-
trodes. Therefore the chemist has to add this missing qualitative information
to the sensor system by working on the second crucial aspect in sensing,
i.e. selectivity. Let us therefore shift our attention away from electronics
and measuring science towards chemical aspects in sensing and recognition.
Here, the sensor layer has to interact selectively with the analyte(s) of inter-
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est and to change one of its physical properties, which is then detected. In
mass-sensitive sensing, the aim is to design a material that forms a host–guest
complex with the respective target analyte. The challenge for the chemist is
to find the optimal amount of interaction: if binding is too strong, the result-
ing material will show excellent sensitivity and selectivity; however, it will be
reluctant to release the analyte after exposition. A variety of non-covalent in-
teractions meets these premises and is indeed applied both by nature as well
as in chemical sensing, such as non-polar, π–π and dipolar interactions (the
latter including H-bonds).

In nature all these types of interactions are used, such as for enzyme–
substrate binding, immunological recognition or every ligand–receptor bind-
ing. Therefore it seems very logical to apply biological materials as recog-
nition layers for chemical sensors. In spite of their unparallelled selectivity
(see e.g. [4]), they have some inherent limitations: First, biological com-
pounds usually degrade giving them only limited long-term stability. In
a living organism, however, this does not cause defects, because one of the
fundamental aspects of life is the ability to regenerate degraded compo-
nents, a feature that is not (yet) accessible with artificial systems. Second,
biomaterials are usually restricted to physiological or nearly physiological
conditions, as most enzymes tend to denature and therefore lose their ac-
tivity when subjected to harsher environmental conditions. So, their use is
often limited to aqueous conditions. Third, antibody-antigen bonds are often
very strong, leading to reduced reversibility and reusability of the resulting
materials.

Therefore, it is of high interest to replace such natural systems with ar-
tificial ones, thus overcoming the limitations in chemical, thermal and me-
chanical stability. A major breakthrough was the concept of “supramolecu-
lar chemistry”, a term substantially coined by Jean Marie Lehn [5], where
the scientific interest in chemistry shifted from molecules and materials
more towards inter- and intramolecular non-covalent interactions. Among
other impacts, this resulted in artificial recognition systems based on macro-
cyclic compounds for host–guest interactions with the analyte for chemical
sensing. Experiments with different types of compounds have proven to be
very successful in terms of selectivity, including calix-[n]-arenes, paracyclo-
phanes and cyclodextrins that all share the excellent sensor performance
of the resulting layers [6]. However, synthesising them is often somewhat
tedious and time-consuming. Additionally, tuning their sensitivity towards
a specific analyte usually requires targeted derivatisation and modification
of the macrocyclic core, although computer modelling is a successful tool
for alleviating these steps. Finally, such macrocyclic compounds usually have
to be chemically cross-linked on the respective sensor surface or have to
be embedded into a polymeric matrix to achieve the desired amount of
stability.
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3.2
Molecular Imprinting

A further step in the design of “artificial antibodies”, as they are some-
times termed, for chemical sensing is to generate recognition abilities directly
within a polymeric material. This has the following advantages:

• Polmerisations are usually fast and comparably uncomplicated reactions,
thus reducing the necessity for tedious synthetic efforts

• The result of the reaction can be either a bulk material or a thin sensor
layer, therefore allowing tuning of material properties towards the desired
properties

• Polymeric materials can be deposited on most transducers by industrial
standard processes such as dip-coating, spin coating or drop-coating and
therefore are compatible to current manufacturing processes in the micro-
electronics industry

• Polymeric matrices usually exhibit very favourable chemical, mechanical
and thermal stability

A very elegant and straightforward way to generate such functional matri-
ces is given by molecular imprinting [7]. This technique was established by
the groups of Wulff [8] and Mosbach [9] some 25 years ago and has gained
very broad scientific interest during the last decade. In principle, imprint-
ing can be compared with casting techniques, e.g. to make copies of a statue
on a molecular to micrometre level. Figure 8 shows the principal idea be-
hind it: monomers and a template (usually the analyte-to-be) are mixed and
polymerised. The polymer chains are self-organised around the template

Fig. 8 Principle of molecular imprinting
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compound, which is finally removed either by evaporation or by washing.
This leaves behind adapted cavities in the material that are capable of re-
versible re-inclusion and that can be further modified by post-imprinting
modification [10, 11], e.g. to enhance selectivity. Of course, the analyte–layer
interaction depends on a variety of experimental parameters, including the
template–monomer ratio [12] and the polymerisation conditions [13–15].
The system has to fulfil two prerequisites to reach these properties: First, the
template compound must not interfere with the polymerisation reaction. Sec-
ond, the polymer has to be very highly cross-linked to maintain geometrical
stability after the analyte has been removed from the matrix. Recently, some
evidence has been found that the recognition sites in the material are not only
formed by a single template molecule but may rather result from adducts [16].

Usual amounts of cross-linker applied in imprinting are in the range of
40–80%. Just for comparison: polystyrene used for yoghurt cups usually con-
tains 2–3% of cross-linker.

Basically, there are two different imprinting concepts, namely covalent
and non-covalent imprinting [17, 18]. In the first case the template com-
pound is covalently linked to a monomer molecule, whereas in the second
case it is added separately to the reaction mixture. Of course, both ap-
proaches have their inherent advantages and limitations [19, 20]. Compara-
tive chromatographic studies revealed that both chromatographic resolution
and peak asymmetry are more favourable for the covalently imprinted ma-
terials [21, 22]. Non-covalent imprinting on the other hand offers the ad-
vantage of an extremely straightforward approach, because in this case no
further synthetic steps are necessary to introduce the template into the poly-
meric matrix. Consequently, removing the template is usually also very fast
and elegant, as no bond-breaking is necessary.

This brings us to another great advantage of imprinting techniques: as
the features of the interaction centres are directly determined by the tem-
plate, the method is by no means restricted regarding the nature and the
size of the analyte. This, of course, is only true under the premises already
mentioned, namely that the template compound must not interfere with the
polymerisation reaction. However, these inherent advantages make MIPs the
ideal platform technology for the design of sensor layers, as they combine
high selectivity with compatibility to established industrial techniques and
an extremely straightforward synthetic approach. Actually generating selec-
tivity with MIPs, however, still remains a more empirical approach based
on trial and error. Therefore, several attempts have been made to streamline
these processes by chemometric [23] or combinatorial [24–26] approaches. It
turns out as well that the polymerisation technique applied also has substan-
tial influence on rebinding. When, e.g. producing MIP particles, the rebinding
ability is different for polymers produced by bulk, suspension, precipitation,
two-step swelling or emulsion core–shell polymerisation [27], although the
order of rebinding ability depends strongly on the solvent system in which
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the particles are applied. Schmidt et al. [28, 29] very recently published a fun-
damental study on substantially improving the sensitivity of bulk-imprinted
materials towards propranolol by adding a sacrificial polymer – in this case
polyvinylacetate (PVAc) – to the process. PVAc is removed from the material
together with the template and leaves behind a nanoporous structure that can
be assessed, e.g. by AFM, and that substantially increases the availability of
the molecular interaction sites resulting from the propranolol.

Finally, imprints can also be distinguished by another criterion, which is
the distribution of the interaction sites in the final sensor layer. Either the
recognition events take place in the entire bulk of the polymer or exclusively
at the surface. Whereas in chemical sensing the former approach is usually
preferred for detecting small molecules (below 500 g mol–1), the latter is most
promising in the case of larger analytes such as (bio-)polymers or even en-
tire microorganisms/cells. The reason for this is to be found in the nature
of the analyte: an individual small molecule will usually not lead to a de-
tectable sensor response because, e.g. in the case of mass-sensitive devices,
the mass change of one individual recognition event is simply too small. An
average 10 MHz QCM usually has a mass sensitivity of 1 Hz ng–1 loading (e.g.
an entire monolayer of octanethiol deposited on the surface leads to 60 Hz
frequency shift). SAW even detects masses that are lower by a factor of 1000
or more, nonetheless this is by far not enough for detecting a single small
molecule. Therefore in this case it is crucial to generate as many interaction
sites as possible within the sensitive layer to make optimal use of the sens-
ing properties of the thin film. By this strategy even sensor responses in the
kHz range can be achieved with QCM, where a monolayer of an average sol-
vent molecule leads to a 80 Hz effect. However, in the case of particle MIPs
surface approaches can also be found [30], where the template is usually im-
mobilised on the surface of a nanoporous particle, which is dissolved after
polymerisation.

With bioanalytes, different aspects have to be taken into account: in this
case even an analyte monolayer covering of the transducer surface leads to
highly appreciable sensor effects. But on the other hand it is absolutely useless
to design a sensor layer with interaction centres distributed throughout the
bulk of the material, for two reasons: First, the sensor layers would become
very bulky, which can lead to problems with mass-sensitive transducers. Sec-
ond, such layers would require very long diffusion pathways, thus making real
sensor detection in a reasonable time impossible.

A completely different imprinting approach, however, has been proposed
by the group of Tepper [31]: they polymerised 2,5-distyrylpirazine and
diethyl-p-phenylenediacrylate on SAW in the presence of alkane vapours.
Upon deposition, the two monomers form nanoparticles on the surface that
polymerise in solid phase instead of in solution. During polymer formation,
the material takes up vapours from their environment leading to imprint sites
that readily reincorporate the template compound.
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4
Exemplary Sensor Applications

4.1
Organic Species in Gases and Liquids

Regardless of the exact nature of the respective analyte, the main interest in
sensor design is to achieve ideal sensitivity and selectivity. Increasing either
the device frequency or the amount of recognition sites in the material are
two ways in which sensitivity can be improved. The second possibility, i.e.
recognition abilities towards an increased number of analyte molecules, is the
fundamental way to detect small molecules by means of mass-sensitive de-
vices. This increased number is of course achieved by applying bulk imprint-
ing procedures, where – as the name already implies – recognition takes place
in the entire bulk of the polymer film, thus overcoming the limitations of pure
surface sensitivity. In this case the templates usually fulfil a double role: on
the one hand they naturally determine the sterical and chemical properties
of the interaction centres within the materials, but on the other hand they
also very frequently determine the diffusion pathways within the material and
therefore make the interaction sites accessible to the analyte compounds. For
detecting small molecular compounds, this is an ideal behaviour: due to their
small size and mass they only lead to a frequency shift if a reasonable amount
is incorporated into the respective sensor layers. Imprinting techniques are
often criticised with the argument that it is not possible to generate recog-
nition sites for compounds that are smaller than the monomer used. In fact
this is fortunately not true, as one of the smallest molecule that has been de-
tected selectively is acetaldehyde [32], by suitable methacrylates. Compared
with acetone, these MIPs incorporate up to 11 times more acetaldehyde when
exposed to the same gas concentrations.

As previously mentioned, selectivity is the second key issue. Imprinted
polymers lead to astonishing results, which usually are even better for rigid
analyte compounds [33] and can be fundamentally improved by suitable
functional monomers, such as vinylpyridine for detecting caffeine [34]. Less
pronounced functionalities can also be seen, e.g. by the example of aromatic
solvents with different substitution patterns (i.e. benzene, toluene and xy-
lene). As templates for synthesising, e.g. polystyrene MIPs [35, 36], they lead
to the interaction properties that can be seen in Fig. 9. The figure shows the
QCM responses obtained with toluene-imprinted polystyrene against ben-
zene, toluene and o-xylene, respectively. Evidently, the MIP most favourably
incorporates toluene (the template component) and only shows smaller re-
sponses to the other analytes. The very low sensitivity towards the o-xylene
can be explained straightforwardly by geometrical considerations: the second
methyl group on the xylene molecule causes steric hindrance and thus makes
it much more complicated for the xylene to enter the interaction sites within
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Fig. 9 Normalised QCM sensor effects of a toluene-imprinted polystyrene towards
200 ppm of three different aromatic solvents (benzene, toluene, xylene); all signals were
referenced by the molar mass of the analyte

the toluene imprint. The lower response to benzene reveals the high selec-
tivity of the material, in spite of the fact that it should geometrically fit into
the imprinted cavities. Therefore, obviously chemical considerations have to
be taken into account. Although the most prominent functional group in all
analyte compounds is the benzene ring that is capable of undergoing π–π in-
teractions, still the aliphatic van der Waals interactions due to a methyl group
are important. The layer thus incorporates a lower amount of the “lean” an-
alyte molecule than expected, because the overall interaction cross-section,
including both the aromatic and the aliphatic hydrocarbons, is smaller. This
combination of chemical and sterical aspects leading to the selective reac-
tions is further underpinned by the interaction behaviour of different xylene
imprints. The xylenes have exactly the same molar masses and their vapour
pressures differ only slightly. Nonetheless, a MIP gives highly selective results
in this case, as can be seen in Fig. 10, where the response characteristics of the
three xylene isomer imprints are shown. Evidently, each imprinted polymer

Fig. 10 QCM selectivity pattern obtained with xylene MIPs (all isomers)
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preferably incorporates their respective “own” analyte and gives substan-
tially lower responses for the other two isomers, thus exhibiting selectivity
factors that lie between 3 in the worst and 100 in the optimal case. Both
results impressively show the ability of the imprinting technique, as selectiv-
ity is generated by the presence or position of a single methyl group. This
can even be observed for much larger compounds such as steroids [37]. The
authors linked nandrolone (used for illegal doping in sports) covalently to
vinyl phenol as carbonate ester and incorporated this adduct into a methacry-
late polymer. The resulting materials did not show any cross-sensitivity at
all towards testosterone and episterone, which is highly remarkable because
nandrolone and testosterone only differ by one methyl group, whereas the
conformations at all stereogenic centres are absolutely the same.

All these selectivities are even more remarkable if one takes into account
that the chemical composition of each layer is exactly the same. Function-
ality is indeed introduced into the material by the templating process that
forces the growing chains to adopt conformations determined by the template
compound itself.

Of course, hydrogen bonding between a layer and an analyte is not neces-
sary for sensor effects. Polycyclic aromatic hydrocarbons (PAH) e.g. usually
do not bear hydrogen bonding functionalities. Despite this fact they have
been very successfully used as templates for mass sensitive as well as for fluor-
escence sensing. Initial work showed that the cavities generated by a defined
PAH are usually somewhat larger than the template component and conse-
quently prefer to incorporate an analyte that is slightly larger, with excellent
selectivity and sensitivity. In terms of imprinting technique, however, PAH
show very interesting behaviour that on the first sight even contradicts the
premises of the templating process: when applying a template mixture con-
sisting of two components instead of only one, both selectivity and sensitivity
of the resulting materials are substantially higher [38]. A result for this can be
seen in Fig. 11, where the QCM sensor characteristic of a double-imprinted
material is given towards pyrene.

Compared with single imprints, the signals are increased by a factor of
five. Additionally, a very favourable linear range can be observed, which ends
in a plateau above 60 µg L–1 pyrene, where obviously all available interaction
sites are occupied. The increase in sensitivity compared with “single” im-
prints can be correlated to an improved accessibility of the interaction sites,
which is a consequence of the increased amount of diffusion pathways within
the material. These are obviously generated by fast evaporation of the smaller
analyte and kept accessible by the slower removal of the larger compound. Re-
sponse times of the resulting layers remain in the range of some seconds to
some minutes and primarily depend on layer thickness.

Not only organic, but also inorganic matrices are highly suitable for im-
printing approaches. Titanate sol-gel materials imprinted with different car-
bonic acids based on PAH [39], such as 2-anthracene carbonic acid and
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Fig. 11 10 MHz QCM sensor characteristic of a polyurethane MIP templated with ace-
naphtene/pyrene towards pyrene

9-anthracene carbonic acid, lead to excellent isomeric selectivity. In the case
of chiral analytes, the different optical isomers are also clearly distinguishable
from each other. The authors in this case use film thicknesses of some 10 nm,
which leads to very fast sensor responses, about 30 s, and still very favourably
detectable mass signals.

In some cases MIPs can reach stereoselectivity factors of more than four,
e.g. in the case of detecting serine by QCM sensors [40] coated with molec-
ularly imprinted methacrylates. One main reason for the outstanding selec-
tivity in this case can be found in the comparably high amount of func-
tional groups within the polymeric material, which is capable of undergo-
ing H-bonds with all three functional groups of the analyte. Such three-
point interactions are known to be absolutely necessary for chiral recog-
nition. Compared with separation techniques based on MIPs (as e.g. very
successfully demonstrated for dichlorobenzoyl amino acids [41]), chemical
sensing requires higher selectivity factors as a consequence of the fact that
a chemosensor offers only one theoretical plate for separation. Naturally, not
only H-bonds lead to such high selectivity but also coordinative bonds, as
presented by sensing glucose via complexing it with copper ions bound to
methacrylamidohistidine [42].

4.2
Complex Mixtures

Chemical sensing is not restricted to selectively detecting a single analyte
within a matrix, but can also be applied for characterising more complex
phenomena. In principle, one can distinguish between two different tasks:
first, the parallel monitoring of several selected compounds (i.e. markers) in
a more complex matrix; and second, the overall characterisation of changes
in such a multicomponent matrix by a single sensor that therefore translates
a wide variety of changes into a single detectable signal. With its straight-
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forward and flexible approach, molecular imprinting adds to the success of
both approaches. Within the following paragraphs we will introduce some
successful examples for such sensors.

4.2.1
Multiselective Arrays

By nature, animals and humans possess two chemically sensitive organs,
namely the nose and the tongue. Both of them are able to detect selectively
a vast variety of compounds in gas and liquid phase and thus are multiselec-
tive systems. So-called electronic noses (gas phase) [43] and tongues (liquid
phase) [44] try to mimic these organs to assess multicomponent mixtures.
For this purpose, usually sensor arrays consisting of up to a dozen different
sensors or more are assembled. In this case the selectivity of each individual
sensor layer need not necessarily be very pronounced, as any analyte mixture
leads to a sensor response pattern, which then is evaluated with chemomet-
ric methods such as partial least squares or neural networks. Consequently,
a sensor array usually consists of more sensors than the number of analytes,
because this “over-definition” ensures optimal calculation results due to re-
dundancies in the system. As the final selectivity is achieved by mathematical
methods, many groups prefer to coat their respective sensor arrays with affin-
ity materials known from gas chromatography.

Fig. 12 Trend lines for composting. The composting lead analytes were water, propanol,
ethyl acetate and limonene obtained by on-line sensing with a 6–10 MHz QCM sensor array
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Nonetheless, sensor arrays consisting of highly selective individual sensors
have been proposed in the literature. One example for this is to monitor com-
posting procedures on-line via the organic solvent pattern in the headspace
gas [45]. An array consisting of six QCM sensors has been coated with five
different imprinted materials for detecting low aliphatic alcohols, ethyl ac-
etate and limonene, plus an affinity material for humidity. The ratios between
these analytes characterise the composting stage: at the beginning of the pro-
cess alcohols play a prominent role as degradation products of sugars and
carbohydrates. Within the thermophilic phase that is characterised by com-
poster core temperatures of up to 80 ◦C the alcohol levels decrease and make
way for elevated amounts of acetic esters. Finally, in the advanced stages of
degradation, the amount of terpenes increases as a consequence of degrad-
ing cell walls in wood materials and the digestion of plant fats and waxes. As
can be seen in Fig. 12, the sensors reproduce these trends very well. Addition-
ally, GC-MS data (demonstrated with the example of limonene) confirms the
sensor data, thus indicating the ability of the imprinted material. The main
difference between sensor and GC-MS data of course is the fact that all sensor
data is obtained directly on-line, whereas chromatography requires sampling
and off-line analysis.

4.2.2
Degradation Processes

Molecular imprinting opens up the way to sensors for processes that are
sometimes not even entirely known in all details, such as analytics in de-
grading engine oil and also in edible oils. Both imprinted organic [46] and
inorganic [47] polymers have been reported for this purpose. Sensors based
on organic polymers – mostly polyurethanes – have been prepared with the
entire oil matrix, both with fresh oil and waste oil. In contrast to this, inor-
ganic polymeric sol-gel materials based, e.g., on Si or Ti are imprinted with
a mid-chain carbonic acid as model compound for oxidised oil components.
Such sol-gels outperform organic materials mainly in terms of chemical,
thermal and mechanical stability. Deposited on a QCM, both layer types
yield pronounced mass effects combined with frequency shifts originating
from changing oil viscosity during degradation. Therefore, the frequency
shift of the fresh oil imprint is lower than for an uncoated device, whereas
it is higher for the waste oil imprint. Of course, the reason for this is that
each MIP preferably incorporates the respective template. By this strategy
a way has indeed been opened up that allows us to transform oxidative pro-
cesses within a chemically very complex matrix into a single frequency signal.
This can also be seen in Fig. 13 that gives the sensor responses for such
a change from fresh oil to waste oil and back. Evidently, the MIP material
leads to higher frequency responses due to incorporating oxidised waste oil
components.
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Fig. 13 10 MHz QCM sensor responses of a carbonic acid imprinted Ti-sol-gel material
and the reference channel when changing from fresh to waste oil and back

Viscosity effects can be additionally minimised by applying a shear trans-
verse wave (STW) resonator, because in these devices the oscillation takes
place exclusively within the piezoelectric substrate. Therefore, they are almost
uninfluenced by viscosity and additionally lead to highly increased sensitivi-
ties as a consequence of the higher fundamental frequency.

4.3
Cells and Microorganisms

There is no reason why MIPs should be restricted to molecular analytes.
During the last one or two decades, life science and its application have
boosted scientific interest in various fields. Modern biotechnology also re-
quires adapted analytical techniques to cope with the new challenges. Let
us also recapitulate that the dimensions of microorganisms make bulk im-
printing strategies impossible, because both removing the analyte and rein-
corporating it is substantially hindered. One of the first successful imprints
of a biological species was published by the group of Vulfson in 1996 [48]
in a short communication, followed by the full report one year later [49].
The key to their technique is the observation that bacteria tend to assem-
ble on oil/water interfaces. Therefore, they introduced a highly non-polar
monomer mixture (e.g. leading to polyamides or fluoropolymers) into an
aqueous suspension of bacteria and initiated emulsion polymerisation. This
process results in polymer microbeads that contain bacteria on their outer
shell. After removing the microorganisms, surface imprints remain that are
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defined in size and morphology by the initial templating bacteria. A similar
approach can also lead to imprinted surfaces, if a homogeneous oligomer–
bacteria mixture is deposited on a suitable surface, such as mica. In this case,
the polymer also grows around the templating bacteria and leads to the re-
spective nanostructured surfaces. Albeit excellent work in terms of material
science and characterisation, the authors have not yet reported any sensor
applications of their materials.

A slightly different approach is given by the surface imprinting process
via stamping that has been introduced in our group. Yeast cells were the first
biological species for which this approach has been reported including both
organic polymers [50] and sol-gel materials [51]. For generating the sensi-
tive materials (see also Fig. 14), first a suitable stamp has to be prepared,
often by self-assembly. In the case of yeast cells, this process is comparably
simple and straightforward, as yeast deposited on a glass or quartz plate is
pressed against a flat, inert Teflon surface, leading to an optimally flat sur-
face of most densely packed cells. In parallel, a suitable polymer system has
to be generated and prereacted to an oligomeric state that allows spin coat-
ing of thin layers. After depositing this material onto a suitable transducer, the
above-mentioned stamp is pressed into the forming oligomer and the system
hardened. During polymerisation, the chains thus grow around the cells and
arrange themselves by forming e.g. H-bonds with protein or carbohydrate
components of the outer cell membrane. Finally, after washing away the tem-
plate species, the respective imprints remain behind in the polymer surface.
An example of this can be seen in Fig. 15, where not only the pits generated

Fig. 14 Principle of surface imprinting by the stamping technique
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Fig. 15 AFM image of a partly occupied yeast imprint

by the individual cells are evident, but also some of these cavities are occu-
pied by yeast cells that have been reincorporated into the material. Compared
with imprinting by molecular templates, this approach is slightly different:
as the dimensions of the imprinted cavities by far exceed the size of a single
molecule, the amount of cross-linker in the polymer formulation plays a less
predominant role, because no collapse of the structure is expected after re-
moving the template. Second, the interaction centres in this case are of course
not distributed within the entire bulk of the polymer layer, but are only con-
centrated on the surface. This evidently ensures that the analyte species can
enter the interaction sites without being hindered by diffusion. The apparent
loss in sensitivity is not important because the interaction with one individ-
ual analyte may already lead to a detectable frequency shift due to its high
mass. Preliminary tests with polystyrene microbeads have been carried out
with 433 MHz SAW devices. Depositing a single microbead with 5 µm diam-
eter on the device surface, which can be followed by light microscopy, leads to
a frequency shift of 273 Hz. Geometric considerations lead to the conclusion
that adherence of a single yeast cell thus results in a frequency shift of about
60 Hz, which is easily detectable.

Evidently, the cavities resulting from surface imprinting correctly repro-
duce the geometrical features of a yeast cell on the micrometre scale. How-



Imprinted Polymers in Chemical Recognition for Mass-Sensitive Devices 197

ever, two levels of structuring are to be seen in this system. When compar-
ing the frequency shifts of a QCM coated with a Saccharomyces bayanus-
imprinted polyurethane towards different species, one can clearly see that
the template species leads to the largest frequency shifts. Other yeast strands
show smaller effects and bacteria give no response at all, although they def-
initely fit into the yeast cavities as they are much smaller in size. These
findings indicate that in the layers not only a microstructure is present, but
that additionally in each cavity a nanostructure must exist that gives the
polymer almost antibody-like selectivity and therefore optimised interaction
properties. The best proof for this hypothesis is to generate imprints of a cell
species with exactly the same geometrical dimensions but different surface
chemistry. Very prominent examples for such a species are erythrocytes or
red blood cells (RBC). They are disc-shaped (see also the AFM image in
Fig. 16a) with a disc diameter of roughly 7 µm.

Due to their shape with the pit in the centre, red blood cells nonetheless are
very flexible and thus fit even through the tiniest veins. From the point of view
of imprinting the interesting fact is that erythrocytes are not only responsible
for oxygen transport, but they also carry the blood group information. The
four principal blood groups within the ABO system (i.e. A, B, AB and O) are
encoded by glycolipids present on the respective cell surface. All these glycol-
ipids consist of a chain of at least five sugars (BG O), at which in the case of A,
B and AB a sixth molecule is bound that is N-acetyl-d-galactosamine in the
case of BG A and d-galactoside in the case of BG B. When imprinting poly-
mers with RBC, the expected imprint pattern can be observed in the material,
so the geometrical features of the individual cells are indeed depicted in the
matrix. Using such a material as sensitive layer on a QCM additionally yields
selectivity, i.e. imprints with BG A prefer BG A erythrocytes and vice versa
for BG B (see Fig. 16b). Obviously, not only the geometric features of the ana-

Fig. 16 A AFM image of a single human erythrocyte, B Blood group selectivity of surface
imprinted sensor layers on a 10 MHz QCM
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lyte on the micrometre scale are depicted in the material, but there must also
be some self-organisation at the molecular level that leads to antibody-like
interaction properties.

4.4
Viruses

4.4.1
Direct Imprinting

For chemical sensing applications, viruses represent a type of species that
is of special interest because their size normally is in the range between 10
and some 100 nm. Therefore, they are too small to be visualised by optical
microscopy, which means that currently there are no fast, easy-to-use tech-
niques for their detection. Additionally, as viruses may be a substantial threat
to humans, livestock or plants, a direct on-line method for their determin-
ation would be highly desirable. The imprinting approach promises to solve
these problems, because, as already mentioned, it is inherently applicable to
a very wide variety of analytes and not restricted to a certain size or to defined
chemical properties of the material or the template.

Among the wide variety of different viruses, the Tobacco Mosaic Virus
(TMV) seems to be a highly suitable template as test system for imprinting
techniques. Figure 17 shows an AFM image of some TMV on a flat mica sur-
face: the species has a rod-like shape with a length of 300 nm and a cylinder
diameter of 18 nm, although at higher concentrations the individual viruses
tend to form hexameric aggregates (as also suggested by the vertical dimen-
sion in the AFM image). The detailed structure of TMV is well-known: it
consists of a central, helically wound RNA strand that is covered by a pro-
tein shell. The latter consists of one protein type and every virus shell consists

Fig. 17 TMV assembled on an atomically flat mica surface
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of about 2000 individual protein molecules. Therefore the apparent rods are
rather cylinders with an inner cavity of 4 nm diameter. Due to their compara-
bly simple structure and the resulting low complexity, TMV are astonishingly
robust for a biological species: they can withstand temperatures up to 90 ◦C
and pH values between 3.5 and 9. This inherent robustness combined with
the comparably low pathogenicity for humans and animals make it an ideal
model organism for imprinting studies. Additionally, a sensor for TMV is also
of economic interest because the virus can do large amounts of damage to
tobacco or cucumber plantations.

Currently, only very few papers exist that deal with viruses as templates in
general, and even less that report sensing applications. The group of Bittner
published reports where they used TMV as structure-directing templates for
inorganic matrices [52]. This work aims at two different targets: on the one
hand the authors achieved nanostructured materials defined by the TMV, on
the other hand they were interested in contrast enhancement for transmission
electron microscopy characterisation of the virus. For all these strategies, the
starting point is the high amount of hydroxyl and carbohydroxy groups on
the virus surface. Uranyl acetate can be readily adsorbed both on the inner
cavity walls and the outer surface of a virus species. Due to their very high
molar mass, the uranium atoms strongly absorb in TEM leading to a highly
enhanced contrast for this method. On the same sites, other metal ions also
adsorb (e.g. platinum and palladium ions), which then are the starting point
for electroless deposition of pure metal coatings on the virus. By this strat-
egy the authors succeeded in designing nanostructured Ni and Co particles,
whose shape was determined by the templating TMV.

Thus, such approaches have led both to successful materials structuring
and novel analytical tools for characterising the TMV, however, no sensor
applications have been reported. Sensors, however, have been successfully im-
plemented with an imprinting strategy similar to the technique used for the
yeast-imprinted materials introduced earlier [53, 54]. In this case, the TMV
are again self-assembled on a flat surface to form a stamp that is then pressed
into a forming polymer film. In Fig. 18 both a stamp and a TMV imprint
layer are depicted. On the stamp surface one can clearly see the aligned virus
species that partly arrange themselves along their cylinder axes. The linear
shape is also retained within the imprinted cavities, whose dimensions ad-
ditionally are in excellent correlation with the size of the individual TMV
species. Again, the imprinting approach proves to be a rapid and highly prac-
tical tool for actually casting the shape of a complex template species into
a material and generating functionality in this way. As in the case with other
templates, the imprint layer indeed incorporates the template species and acts
as an artificial antibody. Compared with the state of the art in virus analytics
this is a major improvement because for the first time it allows detection of
these species directly on-line and reversibly with a fast and robust method.
Naturally, not only the detection as such is important, but also selectivity is
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Fig. 18 AFM images of A a TMV stamp and B corresponding imprinted polymer surface

obtained, a key parameter of a sensor measurement or, more generally, of
analysis. We have carried out two different measurement series for this pur-
pose: one series included experiments for directly detecting TMV in crude
plant saps of infected leaves rather than in standardised virus suspensions,
which gives information about possible cross-reactivities towards plant com-
ponents. The second was to test the selectivity of the layer for different virus
types, which we assessed by control measurements with both the TMV and
the human rhinovirus (HRV).
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Measurements checking the first case have been successful [55]: a QCM
coated with a TMV-imprinted layer can also clearly recognise the template
species, even in a filtrate of shock-frozen and ground tobacco leaves and
therefore represents a highly useful analytical tool.

Figure 19 summarises the results of the selectivity measurements with
both the TMV and the HRV imprints and therefore illustrates the second of
the above-mentioned. Each of the two sensors clearly prefers the respective
template component, as 8 ng mL–1 TMV in water lead to a frequency response
of 70 Hz on the TMV MIP, whereas the more than thousand-fold concentra-
tion of HRV only yields about 10 Hz. The HRV imprint on the other hand
shows exactly the opposite effect, as in this case about 1 µg mL–1 HRV results
in 1.4 kHz effect and the fivefold concentration of TMV does not give any de-
tectable frequency shift at all. Evidently, excellent selectivity factors can be
achieved by the virus imprints. In this case, however, one can perfectly under-
stand them from geometrical considerations. As already mentioned, the TMV
is a rod-shaped species with a cylinder diameter of 18 nm and a length of
300 nm, whereas the HRV has icosahedral shape (and can be very accurately
approximated by a sphere) with a diameter of 30 nm. Therefore, it can be un-
derstood that the two species show only a minor cross-selectivity between
each other; however, it is astonishing that no unspecific adsorption occurs on
the sensor layers. Besides this somewhat obvious geometrical selectivity, it is
of course of fundamental interest whether also “chemical” selectivity can be
observed for virus MIPs in the same way as for the cell imprints, i.e. blood
group selectivity for erythrocyte MIPs.

The above-mentioned Human rhinovirus (the cause of common colds)
represents an ideal model system for this purpose because it exists in a large
variety of different so-called serotypes. All of them have the same “micro-
scopic” shape, i.e. they are almost spherical with 30 nm diameter, but they
differ in the chemical structure of the proteins constituting the respective re-

Fig. 19 Selectivity pattern of both TMV- and HRV2-templated surface MIPs towards TMV
and HRV2, respectively. All data is based on QCM measurements
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ceptor sites for docking onto cells. Figure 20 shows the results of such an
imprinting process with HRV-2 and HRV-14, where once again the template
species is very preferably incorporated by the sensitive layer. Therefore once
again there must be a preformed non-covalent interaction network (presum-
ably mainly based on hydrogen bonds) present that ensures the recognition
abilities. Thus, the main message we receive from imprinting is that selectiv-
ity is always generated on a molecular level during imprinting, irrespective
of the template size. This unique feature of imprinting therefore makes the
strategy highly interesting for the design of artificial antibodies, i.e. for gen-
erating functionality in completely man-made materials that combine biolog-
ical recognition abilities with the stability, ruggedness and manageability of
man-made systems.

Another aspect of imprinting is that by carefully choosing the experi-
mental parameters, sensor layers for very sensitive templates can also be
generated very straightforwardly, as has been shown with the example of the
parapox ovis virus (PPOV) [56]. This species is a member of the large group

Fig. 20 Selective QCM sensor responses for A HRV2 and B HRV14 imprints when exposed
to both species
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of poxviruses, which cause disease in sheep and cattle but are not threat to
humans, as is e.g. the smallpox virus. PPOV have a very delicate morphology
(see also Fig. 21): they consist of the virus core containing the genetic infor-
mation, which is surrounded by a so-called core envelope and a palisade layer
leading to a biconcave disc. The two concave “cavities” hold the two liquid-
filled lateral bodies. Finally, an outer envelope covers the entire aggregate,
leading to an ellipsoid shape. The entire assembly is both mechanically and
thermally very sensitive, mainly as a consequence of the lateral bodies. The
stamping approach with hard stamping surfaces therefore can not be used
in this case, because during hardening the viruses would burst. The solution
for this problem is to utilise a flexible, elastic stamping material. Such ap-
proaches are also well-known from soft lithography techniques, where mainly
polydimethyl-siloxane (PDMS) is used. In the case of PPOV this leads to suc-
cessful imprints, as can be seen in Fig. 21, where the respective mass effect can
be seen. The sensor curve shown already represents the differential measure-
ment between the imprint and the non-imprint channel.

Fig. 21 A Morphology of PPOV, and B 10 MHz QCM response of a PPOV MIP showing
selective incorporation. The data represented gives the difference between imprint and
non-imprint material
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4.4.2
Epitope Approaches

Imprinting approaches with microorganisms are somewhat rare in the liter-
ature; however, apart from using the whole species as a template, so-called
epitope approaches can also be found. In this case a characteristic (protein)
sequence is used as template, and the entire microorganism is then detected.
This principle is directly derived from nature, e.g. natural antibodies usually
only interact with a very small part of an outer cell membrane, the so-called
antigen, and usually do not contain the entire information about the species
leading to the immunoreaction. One successful example for such a strat-
egy is the detection of Dengue virus proteins [57]. It is well known that the
Dengue virus is responsible for hemorrhagic fevers that are frequently fa-
tal and thus represent a real threat to humans, especially in tropical zones
of Africa. As already previously described, surface imprinting techniques are
most suitable for (mass-sensitive) bioanalyte detection with molecularly im-
printed polymers, which is also demonstrated by the approach the authors
use here. Instead of templating with the entire analyte species, they chose
a pentadecapeptide as being typical for the so-called Dengue virus NS-1
(non-structural protein 1) and prepared surface imprints in polyacrylic acid
by directly casting the template–polymer mixture on a QCM and made mass-
sensitive test measurements. These led to very appreciable sensor effects,
which the authors also describe as being the result of the epitope approach.
As the template is much smaller than the final analyte, it produces many more
interaction sites on the surface than could possibly be covered. Therefore, ge-
ometrically “wrongly” oriented imprinted cavities play a smaller role because
plenty of “correct” sites still remain in the material. A somewhat similar ap-
proach for virus detection, in this case based on electrochemical detection,
has also been reported for the Bovine Leucaemia Virus glycoproteins [58].

4.5
Biomacromolecules

In previous chapters, we have already discussed the mass-sensitive detection
of both small molecules and microorganisms and thus have covered the ana-
lyte size range below 1 nm and above 10 nm. The gap in between is bridged by
macromolecules and some colloidal particles. Special analytical interest is de-
voted to biomacromolecules, such as proteins and enzymes and nucleic acids,
which are also of clinical interest. For these classes of compounds, a wide
variety of rapid testing techniques exist, which can also be seen by the num-
ber of excellent and recent reviews both on protein [59] and DNA [60–62]
detection. Due to the broad range of techniques already available in chem-
istry and clinical science, MIP sensor applications for these analytes are still
somewhat rare. For entire DNA strands, no imprinting strategy related to
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chemical sensing has yet been published. One reason for this may be the
fact that DNA itself is a system that shows a perfect non-covalent interac-
tion network offering highly selective recognition abilities. One paper for the
detection of biomacromolecules, however, has been published by the group
of Willner, who imprinted phenylboronic-acid-derivatised acrylamides both
with sugars and nucleotides [63]. The authors achieved very favourable im-
printing effects both for the sugars glucose, galactose and fructose, and for
the four possible nucleotides (i.e. nucleobase monophosphates) with a bulk
imprinting approach. From the point of imprinting, one aspect is of especially
pronounced interest: the boronic acid residues within the polymeric material
form strong hydrogen bonds with OH groups of the respective templates that
are all multifunctional. The final polymer thus shows a swelling/deswelling
behaviour when switching between the occupied and the unoccupied cavi-
ties. In the “loaded” state the polymer itself is swollen, nonetheless selective
recognition properties are achieved due to the preformed non-covalent inter-
action network that most optimally fits the analyte of interest. So, in contrast
to the other materials introduced up to now, this is a case, where a man-
made material shows almost nature-like adaptive behaviour, which means
another step of science towards optimally mimicking natural interaction be-
haviours. Phenylboronic acid with its strong ability to undergo non-covalent
interactions by double hydrogen bonds therefore is a highly suitable com-
pound for generating selectivity in materials, as shown for detection of the
strong antibiotic ampicillin [64]. There are also other approaches for creating
multidentate interactions between a polymer and a multifunctional com-
pound, sometimes even with adaptive behaviour. Friggeri et al. [65] anchored
a monolayer of poly-l-lysine on a gold surface in the presence of glucose,
which led to highly glucose-selective, ultrathin adaptive polymer films.

The only class of biomacromolecules that some imprinting sensor work
has been published on are proteins and enzymes, although only very few pa-
pers deal with sensor applications. A comparably early work on the way to
protein MIPs was published by Kempe and Mosbach [66] in 1995 on chro-
matographic protein and peptide separation by the means of MIP stationary
phases. These consisted of bulk-imprinted polyacrylates and methacrylates
templated with a variety of di- to tetrapeptides. The materials then were
used as stationary phases in HPLC after grinding and sieving and led to
selectivity to baseline-separated chiral selectivity. At the very end of their
paper the authors also propose an imprinting approach for detecting entire
proteins by the means of grafted silica surfaces, where they immobilised imi-
dodiacetic acid derivatives and generated interactions with the protein via
joint complexation of protein and surface graft by calcium ions. But generally
speaking, protein MIPs were initially mainly designed for chromatographic
purposes [67, 68].

Such surface grafting approaches via non-covalent, directed interactions
between the protein and the MIP – which in fact often is formed by a surface
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monolayer – have proven to be very successful also in terms of sensor appli-
cation. For example, MIP sensor layers towards microperoxidase, horseradish
peroxidase, hemoglobin and lactoperoxidase have been designed by such an
approach [69]. The polymeric basis in this case was 3-aminophenylboronic
acid that can be radically polymerised and deposited on a polymer surface.
As already mentioned, the boronic acid moiety undergoes strong hydro-
gen bonds with vicinal and geminal OH groups within the protein. For this
polymer system, calorimetric binding studies have also been performed that
suggest a strong enthalpic term during recognition and formation of the non-
covalent polymer–protein bond network [70]. Similar approaches have also
been published for selectively detecting hemoglobin with silica surfaces [71],
albumin with methacrylates [72], smaller peptides (oxytocin, vasopressin)
with polyacrylamides [73] or sialic acid with methacrylates [74].

A further possibility for generating protein-selective surfaces is the stamp-
ing technique, which has also proven to be successful in the case of microor-
ganism imprinting [75] and yielded very appreciable sensor responses with
a QCM. In this case lysozyme was first self-assembled on a glass surface
and then again pressed into a forming oligomer methacrylate/divinylbenzene
film. The resulting polymers readily reincorporate the lysozyme, as can be
seen in Fig. 22.

For analyte removal, the sensor surface is flushed with an SDS solution,
which is an anionic surfactant. Additionally, imprinted layers proved cata-
lytic for protein crystallisation. One could also regard MIP materials as model
system of biomineralisation processes: D’Souza et al. [76] showed an applica-
tion where crystal-imprinted materials indeed fundamentally increase calcite
growth on the surface and therefore work as seeds.

Fig. 22 Lysozyme surface imprint incorporating lysozyme from solution and analyte re-
moval by SDS
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A somewhat unconventional, yet very successful way to generate protein
imprints in a surface comes from the group of Ratner [77], who imprinted
proteins into glow-charge plasma-deposited polymer films made of fluoro-
polymers. The authors first deposited the protein on an atomically flat mica
surface, which then underwent the plasma process. To avoid heat-denaturing
of the proteins, they coated the template surface with a protective saccharide
layer prior to film deposition. In contrast to the virus imprints, where similar
protective layers prevent covalent bonds between the virus and the forming
polymer, the saccharide in this case is mainly a thermal insulator for pro-
tecting the protein. These materials also showed a pronounced uptake of the
respective template, such as albumin or immunoglobulin.

With hemoglobin as analyte, one approach has proven to be successful,
which in principle does not meet all the premises of molecular imprinting
because it uses acrylamide hydrogels for selective hemoglobin detection [78]
and contains a cross-linking ratio of only about 10%. As a consequence,
the material obviously remains more flexible than other MIPs, which also
makes the bulk of the polymer hydrogel accessible to such large species as
hemoglobin. Once again there must be self-organisation between the growing
polymer chains and the template molecules, because otherwise no selectivity
would be observed. This is not the case; when exposing the materials to the
competing proteins cytochrome c and myoglobin, the authors find selectivity
factors of up to ten.

5
Future Outlook and Perspective

Template-directed generation of nanostructures in polymers thus indeed
leads to antibody-like interaction abilities and thus highly appreciable selec-
tivities. Sensitivity is added to the systems mainly by the transducer device,
where the mass-sensitive strategy offers the big advantage of detecting a prop-
erty that is inherent for any analyte. On a laboratory scale, sensor systems
for a variety of analytes ranging from small molecules (volatile organic com-
pounds) up to entire cells have been proposed.

The future outlook of the technique covers both the transducer and the
layer side:

On the transducer side, there have been more recent developments like the
Lamb oscillator or the so-called film bulk acoustic resonators (FBAR). Lamb
wave devices are related to SAW in terms of using interdigitated structures
for transduction. The difference, however, is that in a Lamb wave resonator
not only the surface, but the entire bulk of the device oscillates. This makes it
much less sensitive against viscous damping. FBAR on the other hand consist
of a metal/aluminium nitride/metal sandwich, where bulk waves (thickness
oscillations) are induced in the AlN material. Both these devices have in com-
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mon that their sensitivity is up to a factor of 1000 higher than for quartz,
therefore requiring much lower operational frequencies. This is not only an
advantage in terms of less sophisticated electronics, but will also open up the
way for detection of a single analyte/layer interaction step for smaller ana-
lytes (such an approach has already been successful with SAW for yeast cell
detection).

In molecular imprinting, the main task will be to further increase the in-
teraction abilities of the layers generated. Several approaches show future
perspectives.

One is to generate virtual libraries of different monomers that are then
tested “in silico”, i.e. in modelling approaches to streamline MIP design.
A further aim is to introduce rationally designed non-covalent interaction
networks within the polymeric matrices formed by pre-organising functional
monomers with the respective template compound. This also includes intro-
ducing further types of interactions, such as coordinative binding. One of the
main differences between current biological recognition materials (mainly
enzymes) and artificial systems on the basis of polymers is the ability of the
biomaterials to adapt themselves to the respective analyte or substrate com-
ponent (induced-fit behaviour). In the future, we expect the implementation
of such strategies into the artificial layers. Finally, the polymer properties
of imprinting will be more rationally designed in terms of porosity and in-
teraction site accessibility. At the moment, many groups are working on
elucidating the actual mechanism leading to selective interaction between the
polymeric layer and the target analyte, as the knowledge in that field is still
somewhat empirical.

The overall goal, however, will be to implement nature’s ability for recog-
nition within an artificial system and thus overcome nature’s main limitations
in stability, long-term effectiveness and operational environment.
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Abstract Recent advances in nucleic acid-based detection coupled to piezoelectric trans-
duction will be reported here. The main aspects involved in the development of nucleic
acid sensors are considered: the immobilization of the probe, the sample pretreatments
(DNA extraction, amplification, denaturation of the amplified material), the sensitivity
and specificity, etc.

These systems have been applied to different fields from environmental analysis to
clinical diagnostics. Examples taken from different analytical problems will be reported.

Another nucleic acid sensor, also based on the affinity between the analyte and the
receptor immobilized on the surface, is reported as an example of the most recent trend
in the field. This receptor, called aptamer, acts as capturing receptor for a molecule in so-
lution, such as a protein. An aptasensor developed for a specific protein will be reported.

Keywords Biosensor · QCM · Nucleic Acids · Hybridization · Aptamers

1
Introduction

The first report on the direct detection of nucleic acid interactions based on
the use of acoustic wave devices was provided by Fawcett et al. in 1988 [1].
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They described a quartz crystal microbalance (QCM)-based biosensor for
DNA detection by immobilizing single-stranded DNA onto quartz crystals
and detecting the mass changes after hybridization.

Since this early work, a number of articles have appeared employing simi-
lar procedures, resulting in microgravimetric measurements based on nucleic
acids [2–5].

In general, when dealing with biosensing for this kind of application a few
considerations are mandatory. First, the system should be specific and sen-
sitive enough for the required application and should provide reproducible
results. The system should have short analysis time and easy formats. More-
over, the sample pretreatment should be as little as possible, ideally absent.

In this chapter, the main aspects related to piezoelectric sensing based on
nucleic acids are considered and examples taken from different fields of appli-
cation, from environmental analysis to clinical diagnostics, will be considered.

A nucleic acid-based sensor consists of a nucleic acid immobilized on
the transduction surface, which interacts with the analyte free in solution.
Depending on the immobilized nucleic acid sequence and the relative inter-
action that drives the binding, different sensors can be distinguished. One
based on the detection of the hybridization reaction can be developed by im-
mobilizing a nucleic acid probe on the surface of the sensor to recognize the
complementary sequence present in the sample solution. The hybridization
reaction between the probe and the target sequence drives the biospecific in-
teraction, which results in the formation of a double helix complex on the
sensing surface with the detection of the specific sequence of interest. The in-
teraction is based on the specific recognition between the two single-stranded
DNA filaments leading to the formation of the DNA helix. The hydrogen
bonds stabilize selectively the couples adenine–thymine (AT) and guanine–
cytosine (GC).

In QCM-based sensing, the recognition is displaced as a measurable shift in
the resonant frequency. Ideally, the frequency shift is maximum with the fully
complementary sequence and it is absent with non-complementary DNA.

A typical profile of a QCM-based DNA sensor signal is reported in Fig. 1,
where the addition of complementary sequences leads to the formation of the
double helix and causes an increase in the mass loading at the sensor surface,
recorded as a decrease in the frequency shift of the crystal.

With QCM-based sensing it is then possible to detect, in real time and
without the use of any label, specific target sequences characteristic of the
DNA of interest as well as point mutations. This kind of QCM DNA sensor has
been applied by this research group to the analysis of many different target
sequences like genetically modified organisms (GMOs) [2] and bacteria de-
tection [6, 7] in the field of food and environmental analysis, respectively. In
clinical diagnostics application, the sensor has been used for the detection of
point mutations such as the mutation occurring in the p53 oncogene, related
to cancer research, diagnosis and prognosis [8].
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Fig. 1 Typical sensorgram recorded with a 10 MHz AT-cut quartz crystal coated with
gold electrodes, during a hybridization cycle between the immobilized probe and the tar-
get oligonucleotide in solution. The frequency spikes are due to the replacement of the
different solutions by pipetting

A different nucleic acid sensor, not based on the hybridization reaction,
can be developed by immobilizing a nucleic acid sequence which acts as cap-
turing receptor for a molecule in solution (i.e., a protein). The probe shows
an affinity for the target analyte and binds it, when present in solution. This
system can be applied for studying DNA–protein interaction [9], or to show
the ability of different chemical compounds (intercalators) to bind DNA [10].
The binding is driven by the affinity of the nucleic acid sequence for the target
molecule.

An example will be reported here, based on nucleic acid receptors called
aptamers, selected in vitro, which can be produced for a wide range of
molecules [11] and represent now one of the frontiers of nucleic acid-based
sensing.

2
DNA-Based QCM Sensors Based on the Hybridization Reaction

2.1
Availability of DNA Material

Some important aspects should be considered when dealing with nucleic acid
sensors based on the hybridization reaction. Direct detection in complex ma-
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trices is not possible because DNA should be extracted from the cell. In
prokaryotic organisms (i.e., bacteria) the DNA is located in the cytoplasm,
while in eukaryotic it is confined to the nucleus.

Another important step to be considered in the case of nucleic acid detec-
tion, absent in the case of other analyte detection (protein, small molecules,
etc.), is the amplification of the extracted DNA. This latter can be imagined
as a sample enrichment in the target analyte sequence. From a single start-
ing molecule of DNA, many copies of the target analyte (2n with n equal
to the number of amplification cycles) can be obtained by running, for ex-
ample, the polymerase chain reaction (PCR). Protocols for DNA extraction
and amplification are available from molecular biology and directly applied
to DNA-based sensing, although optimization of the PCR reaction is needed
whenever a new target sequence is analyzed.

Once the PCR-amplified material is available, an additional sample pre-
treatment is required. Denaturation of the amplified sample is done to allow
hybridization of the target sequence with the immobilized probe. It consists
of a denaturation step, in which the double strand of the DNA is dissociated
to facilitate the hybridization between the target sequence in solution and the
probe immobilized on the sensor surface.

These aspects should be considered whenever developing a new DNA-
based analytical method. DNA extraction is a critical step. In fact, since the
extracted DNA is used as template in the PCR reaction, the integrity of the
DNA molecule is a prerequisite for the success of the reaction. Moreover, the
presence of any potential interfering molecule should be avoided to prevent
false negative or positive results. DNA extracted from processed food can be,
for example, undetectable by PCR due to DNA fragmentation. The degrada-
tion can be caused, for example, by heating treatments or by exposure to pH
changes during the sample processing.

The degradation of genomic DNA, following a heating treatment is well
described by Ahmed [12], who reported that the degree of DNA degradation
increases with the increasing time of heat treatment. In particular, it is found
that there is a direct proportional relationship between the time exposure and
the fragment size in which the DNA is degraded. The longer the time of ex-
posure, the shorter are the fragments resulting from the DNA degradation.
Exposure to acid pH also influences the efficiency of PCR amplification [13].

There is another important factor that could affect the amplification step
that should be taken into consideration in the analysis and leads also to false
negative results This is the presence of different inhibitors of the enzyme Taq
polymerase, used in the PCR reaction, such as proteins, fats, polysaccharides,
polyphenols and other compounds that may be present in DNA extracted
from many different food matrices [14–16] In order to avoid false negative
results and to evaluate the possibility to amplify the extracted DNA, it is ne-
cessary to first amplify a reference gene present in the genome of the analyzed
species [17].
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2.2
Immobilization of the Nucleic Acid Probe

In a piezoelectric device, as a mass device, any contribution to the signal,
which is identified as a shift in the resonant frequency due to surface in-
teractions different from the specific binding, is considered an interference.
Interferences, ideally, should be absent if the sensor is specific. Moreover,
the immobilized molecule should maintain the biological activity after the
immobilization. To assure a specific and reliable response it is necessary to
properly chemically modify the sensor surface. For this reason, an appro-
priate chemical modification of the sensing surface should be applied for
the immobilization of the biological molecule, in this case a nucleic acid.
Two different approaches, involving in one case a multilayer immobiliza-
tion method using biotinylated probes, to be coupled via streptavidin–biotin
coupling and, in the other case, a thiolated probe to be directly coupled onto
gold electrodes, have been proven to be suitable for the development of nu-
cleic acid-based sensors. The first immobilization procedure is very suitable
for DNA sensing and for this reason has been often applied and used as ref-
erence method [18, 19]. The direct immobilization of the thiolated probe can
be used with the aim of significantly reducing the time required to chem-
ically modify the sensor. The comparison between the two immobilization
procedures is reported in Fig. 2a,b. The detailed procedures are described in
Mannelli et al. [2].

Both procedures are suitable for nucleic acid sensing application. The
thiol-dextran has a higher surface capacity compared to the thiol direct coup-
ling. When comparing the hybridization signal obtained with the target se-
quence at the same concentration (0.5 ppm) with the two immobilization pro-
tocols, a double signal with the thiol-dextran method is obtained as compared
to the thiol direct coupling (Table 1). However, the direct probe coupling is
a much faster immobilization procedure, which reduces the sensor surface
chemistry from 5 days down to 4 h (Fig. 2).

When a suitable immobilization protocol is identified for the applica-
tion of interest, the sensor is studied and optimized in its analytical per-
formances. The specificity is tested by using a negative control, which is
a non-complementary sequence and does not hybridize the probe and, if the
immobilization is properly performed, no recordable signal should be found.
The reproducibility, expressed as coefficient of variation (CV, equal to (stan-
dard deviation)/∆fav), is another important parameter to be considered.

The values of CV% obtained by testing the same concentration of synthetic
oligonucleotides on the same crystal (CV% within crystal) and also on differ-
ent crystals (CV% among crystals) when the gold surfaces were modified with
the two different procedures are shown in Table 1.

The response time for nucleic acid detection in PCR amplified samples is
30 min per sample, considering 20 min of interaction, the regeneration of the
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Fig. 2 a Immobilization procedure based on the streptavidin/biotin interaction. The probe
to be immobilized is biotinylated and interacts with streptavidin covalently fixed onto
the crystal. b Immobilization procedure based on the direct coupling of a thiolated probe
onto the crystal

Table 1 Reproducibility of the detection of the hybridization between the target oligonu-
cleotide (0.5 ppm) and the immobilized biotinylated (A) or thiolated (B) probe

ProbeWithin crystal (n = 3) Among crystals (N = 4, n = 3)
∆f SD CV ∆f SD CV
(Hz) (Hz) (%) (Hz) (Hz) (%)

A – 29 3 10 – 20 8 40
B – 13 2 15 – 14 3 21

probe, and the sample pretreatment. In amplified samples, in fact, a dissocia-
tion step should be considered. Some denaturation approaches are discussed
in the next section.
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2.3
Sample Pretreatment for Target DNA Detection

The double stranded amplicons resulting from the PCR step should be disso-
ciated into single-stranded DNA (ssDNA) to allow hybridization of the target
sequence with the immobilized probe. The nucleic acid helix is very often
dissociated by treatment with heat (thermal denaturation), which is the eas-
iest way to obtain single strands. Depending on the working conditions, this
method may not be sufficient to generate a recordable analytical signal. For
this reason other denaturation approaches can be applied when only ther-
mal treatment is not suitable (Fig. 3a–d). For example, thermal treatment,
consisting of 5 min at 95 ◦C and 1 min cooling in ice, is not applicable when
the measurement occurs in a flow system instead of the batch mode [20, 21].
This is due to the fact that re-annealing of the complementary strands occurs
preventing the target sequence from reaching and binding the immobilized
probe. For this reason it is important to avoid this re-annealing by prolonging
the lifetime of the ssDNA. This can be achieved by different strategies. The use
of physical separation by magnetic particles of one strand of the PCR ampli-
con, not containing the target sequence and having a biotinylated end, as well

Fig. 3 Denaturation procedures. a Magnetic particles coated with streptavidin; b enzy-
matic digestion with λ-strendase; c thermal denaturation; d thermal denaturation with
blocking oligonucleotides
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as the enzymatic digestion with λ-strendase, which recognizes the phospho-
rylated end on one strand, have been successfully applied to QCM DNA-based
sensing [2].

Finally, we have reported a new denaturation approach, allowing direct
genomic detection of target DNA as well as PCR amplicons in flow mode [22–
24].

This denaturation method, called thermal plus blocking oligonucleotides,
was found to be a simple and useful way to obtain DNA available for hy-
bridization after PCR amplification. The principle of this method relies on
the use of small (10–30 bases) oligonucleotides (which can correspond to the
PCR reaction primers), added to the denaturation mixture. These oligonu-
cleotides are complementary to some sequences on the strand, which hy-
bridizes the immobilized probe, but are positioned laterally and do not
overlap the portion forming the complex with the probe. By the interaction
between the thermally separated DNA strands and these oligonucleotides,
re-association between DNA strands of PCR amplicons is prevented, and sur-
face hybridization can occur. The whole denaturation procedure consisted of
5 min incubation at 95 ◦C and 1 min at a specific temperature, which is the
suitable temperature for primer annealing used in the PCR procedure. These
oligonucleotides are chosen on the basis of the particular sequence of the PCR
fragment to be analyzed [22].

3
Application of QCM Sensors Based on the Hybridization Reaction

Some examples of nucleic acid-based sensing are reported to show which are
the application fields and the potentials of this device. Most of the examples
are based on the hybridization detection mode: target sequences, chosen as
markers, are detected in different samples, consisting both in PCR and di-
rectly in non-amplified genomic DNA. The examples deal with the detection
of GMOs in food samples, identification of pathogenic bacteria (Staphylococ-
cus aureus) and analysis of highly repeated sequence in genomic bovine DNA.

The last example is based on the interaction between a new receptor (ap-
tamer) able to interact with a specific protein and represents an example of
nucleic acid–protein interaction. The aptamers can represent an alternative
to an antibody-based sensor and are an interesting challenge in biosensing
research.

3.1
Detection of Genetically Modified Organisms

With the advent of biotechnology, new “products” have appeared such as ge-
netically modified organisms (GMOs). The introduction of new genes into
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a host, which would never naturally exchange the DNA with the donor, leads
to the “synthesis” of mixed genomes by the use of molecular biology tech-
niques that allow one to insert a bacterial or viral DNA into a eukaryotic
genome. The products of these approaches are called genetically modified
organisms (GMOs), defined as living organisms, whose genome has been
altered in a way that does not occur naturally by mating or natural recombi-
nation. The modification involves the introduction of an exogenous sequence
in the host genome, either capable of expressing an additional protein that
confers new characteristics or able to hybridize specifically to target m-RNA
and inactivating it. The foreign DNA is “usually” inserted in a gene cassette
consisting of an expression promoter (P), a structural gene (“encoding re-
gion”) and an expression terminator (T) (Fig. 4). The gene cassette is built
up by assembling some DNA sequences, with a known function, coming from
different species. Such a cassette can be made by assembling bacterial or vi-
ral DNA (generally for the promoter and terminator region) together with an
eukaryotic DNA, coding for the inserted gene conferring the desired char-
acteristics. In the patented GMOs, so far, approximately the same promoters
and terminators have been used. The promoter of the subunit 35S of ribo-
somal RNA of the cauliflower mosaic virus (P35S) and the terminator NOS
from Agrobacterium tumefaciens are widely used for the production of many
transgenic vegetables, such as soy Roundup Ready™, maize MaisGard and the
tomato Flavr Savr. In consequence of the introduction on the market of GMOs
to be used in food production, an intense debate has occurred on the risk
occurring from the introduction of GMOs in agriculture, in their use in the
human diet, and the dispersion of modified DNA into the environment with
unknown consequences.

There are some analytical procedures already available for GMO detection,
involving two approaches based on the detection of exogenous DNA and pro-
teins, respectively [13, 17, 25–30]. One method for the detection of transgenic
material at DNA level has been already validated; it refers to the detection
of P35S and TNOs in flour samples [31]. This method associates the ampli-
fication by PCR with gel electrophoresis, which does not give any sequence
information and employs toxic reagents. More recently, quantitative methods
for transgenic DNA detection have been studied; some results have been re-
ported [32] using the “real-time” PCR approach.

DNA sensors based on optical, electrochemical, and piezoelectric trans-
duction have been reported for the detection of P35S target sequence [2, 20–
22, 33, 34].

Fig. 4 Scheme of a gene cassette generally inserted in genetically modified organisms
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Probes specific for P35S were immobilized on 10 MHz quartz crystals
coated with gold, employing both the mentioned immobilization procedures:
streptavidin/dextran-modified surfaces using a biotinylated probe and direct
thiol coupling with 5′ thiolated probes.

The systems are initially optimized in terms of the main analytical pa-
rameters including specificity, sensitivity, reproducibility, and analysis time,
using synthetic oligonucleotides. The optimized system is then applied to the
analysis of samples consisting of DNA from GMOs, extracted and amplified
by PCR.

For thiol/dextran-modified surfaces, P35S synthetic oligonucleotides were
tested in a concentration range of 0–0.4 µM. An experimental detection limit
of 0.025 µM was found with a saturation of the signal at 0.1 µM. The re-
producibility of the measurements has been estimated by considering the
analytical signals obtained using the same concentration in different cycles.
The average frequency shift obtained with 0.5 µM complementary oligonu-
cleotide solutions was – 52 Hz with SD = 6 Hz and CV% = 11% calculated
for eight measurements performed over 2 days. It should be noted that the
reproducibility of the sensor is particularly good since it should be taken
into account that it has been calculated over eight samples but during
a set of 20 measurements, where complementary oligonucleotide solutions
at different concentrations, PCR DNA amplified from real samples and non-
complementary oligonucleotide solutions were also used.

The reproducibility of the sensor has also been calculated using a 0.2 µM
solution of target oligonucleotide over 3 days of continuous use with only
synthetic oligonucleotides. The calculated CV% for these measurements was
10–15%. Using only synthetic oligonucleotides it was possible to perform up
to 25 measurements on the same crystal.

The specificity of the interaction was tested using 1 µM solutions of 25-mer
non-complementary oligonucleotides and no recordable signal was observed.
The PCR samples tested were amplified from plasmidic and genomic DNA ob-
tained from the pBI121 plasmid, DNA extracted from commercially available
soybean powder (CRM) and from real samples consisting of dietetic prod-
ucts of various origin; they were amplified following the procedure reported
by Pietsch et al. [31]. From the PCR, amplification fragments of 195 base
pairs (bp) were obtained. The control solution (blank) contained all the PCR
reagents except the DNA template.

When testing DNA amplified samples, the amplicons were denatured
to “dissociate” the dsDNA into ssDNA, using the approaches reported in
Sect. 2.3 of this chapter. In Fig. 5 the response obtained with the differ-
ent denaturation procedures using the biotinylated probe and streptavidin-
modified surfaces is shown. A good reproducibility was found with PCR-
amplified material (CV% 6 (n = 3)).

In Fig. 6 the responses obtained using the thiolated probe are reported. The
sensor showed a CV% of 15%.
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Fig. 5 Results obtained with the sensor modified with the biotinylated probe. The samples
analyzed were PCR amplicons from plasmid PBI121, CRM soybean powder, and different
commercially available food samples

Fig. 6 Results obtained with the sensor modified with the thiolated probe. The samples
analyzed were PCR amplicons from plasmid PBI121 and CRM soybean powder

3.2
Detection of Pathogenic Bacteria

The development of a DNA piezoelectric biosensor for the detection of the
mecA gene, present in methicillin resistant Staphylococcus aureus (MRSA)
strain, was described [6]. Methicillin resistant Staphylococcus aureus is the
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causative agent of a wide variety of infections and toxin-mediated dis-
eases [35–37] and it is a major cause of hospital- and community-acquired
infections worldwide. One of the characteristics of this strain is its possible
resistance to β-lactamic antibiotics, such as penicillin and methicillin. These
compounds are substrate analogs of penicillin-binding proteins (PBPs) [38]
and methicillin resistance in MRSA strains is due to acquisition of the mecA
gene [39], which encodes for PBP2a, a new protein with a low affinity for the
β-lactamic antibiotics [40].

Historically, isolates were distinguished by phenotypic methods, includ-
ing antibiotic susceptibility testing and bacteriophage typing. Both methods
have limitations, as genetically unrelated isolates commonly have the same
antibiogram, and many S. aureus isolates are non-typeable by phage typ-
ing [41]. With the advent of molecular biology, strain typing focused on DNA-
based methods, included Southern blot hybridization using gene-specific
probes, polymerase chain reaction (PCR), and pulsed-field gel electrophore-
sis (PFGE) [42, 43].

The developed biosensor employed a probe specific for a fragment of the
mecA gene and was used for the detection of methicillin-resistant bacteria. The
specific probe was immobilized onto the gold electrode of 10 MHz quartz crys-
tals, following two procedures based on its modification with biotin or with an
SH group. The analytical parameters of the sensor were studied using synthetic
oligonucleotides complementary to the immobilized probe. Moreover, the de-
veloped sensor was applied to the analysis of DNA samples amplified by PCR,
extracted from bacterial DNA. The DNA was from MRSA and Staphylococcus
lugdunensis, sensitive to methicillin, used as negative control.

Genomic DNA from the methicillin resistant strain Staphylococcus aureus
subsp. aureus Rosenbach (ATCC 700699) was used as specific sample, whereas
DNA from Staphylococcus lugdunensis (ATCC 43809D) was used as negative
control since this strain is known to be methicillin sensible.

The immobilized probe was designed to recognize a region of the mecA
gene and its sequence is included in the fragment amplified by PCR. The
gold electrode of the quartz crystal was modified as reported in Tombelli
et al. [19] for the immobilization of streptavidin. The biotinylated probe was
then bound to the streptavidin layer. For the immobilization of the thiolated
probe, the clean crystal surface was treated with 200 µL of a 1 µM solution
of thiolated probe in immobilization solution (KH2PO4 1 M, pH 3.8) for 2 h.
After washing, 200 µL of a solution of 1 mM of mercaptohexanol (MCH) as
blocking thiol were added to the cell and the reaction was allowed to proceed
for 1 h.

For sensor optimization, experiments were performed with different con-
centrations of the target oligonucleotide in the range 0.06–0.75 µM and the
results for the two different immobilization procedures were compared. The
two sensors showed a similar behavior with a saturation of the signal for
concentrations higher than 0.5 µM. A 35% higher response was obtained
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with the crystal modified by using the biotinylated probe for all the tested
concentrations.

The specificity of the interaction was tested by using a 25-mer non-
complementary oligonucleotide at 1 µM concentration. The signal resulting
from this interaction when using the biotinylated or the thiolated probe was
negligible, evidencing the specificity of the system in both cases.

The reproducibility of the measurements has been also estimated for the
results obtained on the same crystal (reproducibility intracrystal) and on dif-
ferent crystals (reproducibility intercrystals). Both the sensors showed a good
reproducibility (CV% ≤ 11%) but the one with the biotinylated probe evi-
denced a lower variation both for the intra- (CV% 4%, n = 3) and intercrystal
signals (CV% 7%, n = 13).

For the analysis of more complex samples, bacterial DNA was amplified
by PCR following an adapted protocol from the one reported by Jenison
et al. [44]. The amplified DNA fragment, internal to the mecA gene, was
617 bp in length and contained the complementary sequence to the immo-
bilized probe. In order to obtain a hybridization signal from the sensor, the
amplified samples were denatured to dissociate the dsDNA into ssDNA, ready
for the binding with the probe. Thermal denaturation has been compared
with the denaturation protocol involving blocking oligonucleotides explained
in Sect. 2.3 of this chapter. The latter denaturation procedure has been further
optimized by using different couples of blocking oligonucleotides in order to
verify the effect of their position in the fragment on the sensor performance.

With the biotinylated probe, PCR blanks, negative controls and the mecA
amplified product (0.03 µM) were initially tested after a thermal treatment
consisting of 5′ at 95 ◦C followed by 1′ in ice and a measurable signal of – 27±
5 Hz could be observed only for the specific sample.

The other denaturation procedure involving blocking oligonucleotides was
further used on these samples at the same concentration of 0.03 µM: different
couples of blocking oligonucleotides were tested, differing in their position
inside the amplified fragment and with respect to the probe (Fig. 7). The first
two oligonucleotides, called P1 and P2, were both positioned at the ends of
the fragment and “far” from the probe, which is positioned near the center of
the sequence. The other two, P3 and P4, were instead inside the fragment and
near the probe; P3 was directly attached to the probe. Other two combinations
of these oligonucleotides have been also tested: P2 + P3 and P2 + P4.

All the combinations of oligonucleotides allowed a successful hybridiza-
tion of the sample with the immobilized probe. Moreover, the signals ob-
tained with the second denaturation approach are higher than the one
recorded when only thermal denaturation is applied. In particular, the lowest
signal (– 27 ± 4 Hz) was observed for oligonucleotides P3–P4 mapping very
close to the target sequence recognized by the probe. This could be due to
a steric hindrance of the two oligonucleotides P3 and P4 in the target-probe
binding.
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The best results, in terms of signal and reproducibility, were found for the
couples P1–P2 (– 38±3 Hz, CV% 5%) and P2–P3 (– 38±2 Hz, CV% 8%). The
specificity of the sensor was evidenced by the very low signals (– 1 Hz) ob-
tained with PCR blanks and negative controls for all the tested denaturation
procedures.

Further experiments were conducted with the PCR-specific samples at dif-
ferent concentrations (0.015, 0.03, and 0.06 µM) (Fig. 8).

Fig. 7 Amplified fragment of the mecA gene. Bold: primers for the amplification and
denaturation (P1 and P2); italics: blocking oligonucleotides P3 and P4; underlined: im-
mobilized probe

Fig. 8 Calibration plot obtained with different concentrations of the amplified fragment
of the mecA gene. The biotinylated specific probe was immobilized on the sensor
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PCR blanks and the negative controls at the same concentrations were also
tested using the thermal + oligonucleotides treatment. The signal obtained
with the specific sample increased with the concentration up to a value of
– 64±1 Hz for the concentration 0.06 µM. This dependence of the signal on
the concentration was not found for the negative control nor for PCR blanks
since the measurable signals obtained (– 7 Hz for the negative control and
– 10 Hz for the blank) were probably due to non-specific adsorption of some
component of the PCR mixture on the sensor surface.

The same experiments were conducted using the two denaturation proced-
ures, with the crystal modified with the thiolated probe. All the samples were
tested at a concentration of 0.03 µM. Also with this probe immobilization,
a slightly higher signal was obtained for the thermal with oligonucleotides
denaturation protocol (– 27±5 Hz and – 22±2 Hz, respectively). When PCR
blanks and negative controls were tested very low signals were obtained; this
behavior was found when both the denaturation methods were applied to the
samples (– 2± 1 Hz and – 4 ± 2 Hz, respectively). The absence of significant
frequency shifts evidences the specificity of the sensor.

3.3
Direct Detection of Target Sequences in Non-amplified DNA

An important improvement in DNA sensing, in terms of analysis time and
costs, would come from the direct analysis of extracted DNA without any
amplification step. The possibility of analyzing non-amplified DNA (genomic
DNA) is very attractive and, so far, only few works operating directly with
genomic DNA have been reported in literature. These papers deal with differ-
ent detection principles (optical, electrochemical, and piezoelectric) that have
been applied to bacterial, viral, or human DNA analysis [45–51].

To approach the problem of direct sequence detection in non-amplified ge-
nomic DNA, the example reported here focused on target sequences highly
repeated in genomes, which are species-specific and, in some cases, could
represent a significant part of the genome [23].

In particular, the development of a biosensor for the detection of the
highly repeated sequence called satellite 13, present in Bos taurus genome,
is reported. In the bovine genome eight highly repetitive and several mi-
nor repetitive sequences have been detected comprising a total of 27% of the
DNA. The target sequence chosen in this case is situated in highly repeated
DNA and is therefore present in the genome in a high number of copies, in-
creasing the amount of target sequence available for hybridization with the
probe immobilized on the sensing element.

The developed sensor (with 10 MHz quartz crystals) based on the detec-
tion of highly repetitive and species-specific DNA sequence present in bovine
(Bos Taurus) genomic (non-amplified) DNA extracted from meat samples,
has been applied to the identification of animal species in meat samples.
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However, prior to the genomic DNA analysis a sample pretreatment should
be applied. The DNA should be first extracted and then fragmented into
smaller fragments, to allow dissociation of the dsDNA and subsequent hy-
bridization with the probe. The fragmentation of non-amplified DNA is
achieved by a treatment with restriction enzymes.

Samples consisting of genomic DNA are commercially available (Novagen,
Germany): bovine DNA (Bos Taurus) containing the target sequence, and pig
DNA from Sus scrofa domesticus, not containing the target sequence are used
as negative control. An additional bovine DNA was extracted from muscle
(Istituto Zooprofilattico, Teramo, Italy).

The genomic DNA was digested using the restriction enzyme EcoRI, to ob-
tain DNA fragments of around 400±500 bp, containing the target sequence.
Using the WebCutter 2.0 software (web available), it was verified that the con-
sensus sequence recognized by the enzyme was not present inside the Bos
Taurus satellite 13 (247 bp). This is important to ensure that the fragmen-
tation does not affect the ability of the target sequence to hybridize to the
immobilized probe. The detailed procedure is reported in Minunni et al. [23].
The digested fragment containing the target sequence was 247 bp long. Ther-
mal and thermal plus blocking oligonucleotides denaturation methods were
applied to the samples.

In the case of thermal denaturation, although it was possible to distin-
guish the bovine (– 80 Hz for 10 ppm and – 55 Hz for 25 ppm) from the
porcine DNA (– 25 Hz), a non-specific adsorption effect could be observed,
which generated a significant signal (– 25 Hz) from the non-complementary
sequence. The frequency shifts in Fig. 9 were obtained after the interac-
tion between the probe and non-amplified genomic DNA samples previously
digested and thermally denatured with blocking oligonucleotides. The evalu-
ated sample concentration of target fragment was 3 nM.

Different samples were treated with this denaturation procedure: bovine
genomic DNA and porcine genomic DNA, both at concentrations of 5, 10,
and 20 ppm. Different blank solutions containing all the reagents for diges-
tion except for the genomic DNA were also tested to exclude any non-specific
effect due to the digestion matrix. A detectable frequency shift was obtained
with all the tested concentrations of bovine genomic DNA (∆f = 8±2 Hz for
5 ppm; ∆f = 17± 5 ppm for 10 ppm; ∆f = 26 ± 5 Hz for 20 ppm). Moreover,
the frequency shift increased with the increase of the DNA concentration.

Negligible signals were obtained when testing porcine DNA or blank solu-
tions. These results demonstrated the high selectivity of the sensor also when
testing DNA samples of high complexity such as digested genomic DNA. The
sensor was actually able to distinguish between complementary and non-
complementary sequences both in synthetic oligonucleotides and in digested
non-amplified genomic DNA.

The same results were found when DNA extracted from muscle was tested
(Fig. 10).
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Fig. 9 Detection of highly repeated DNA sequences (satellite 13) in non-amplified genomic
DNA, treated by thermal denaturation with blocking oligonucleotides. 1 Bovine genomic
DNA 5 ppm (n = 4); 2 Bovine genomic DNA 10 ppm (n = 6); 3 Bovine genomic DNA
20 ppm (n = 4); 4 Porcine genomic DNA 5 ppm (n = 1); 5 Porcine genomic DNA 10 ppm
(n = 3); 6 Porcine genomic DNA 20 ppm (n = 1); 7 Blank solution for 5 ppm (n = 2); 8
Blank solution for 10 ppm (n = 3); 9 Blank solution for 20 ppm (n = 2)

Fig. 10 Bovine DNA extracted from muscle, treated by thermal denaturation with blocking
oligonucleotides. 1 Commercial bovine genomic DNA 5 ppm (n = 4); 2 Real sample (bovine
genomic DNA) 5 ppm (n = 4); 3 Real sample (bovine genomic DNA) 10 ppm (n = 5); 4 Real
sample (bovine genomic DNA) 20 ppm (n = 5); 5 Porcine genomic DNA 5 ppm; 6 Porcine
genomic DNA 10 ppm ; 7 Porcine genomic DNA 20 ppm; 8 Blank solution

The successful application of this transduction principle to the PCR-free
detection of highly repeated sequences was a starting point for the eventual
detection of target DNA present as a single copy per genome [24].

Genomic DNA was extracted from the plant Nicotiana glauca, used as
a model system. The target sequence was a portion of the promoter region
(P35S), a part of the gene cassette introduced as foreign DNA into the ge-
netically modified plant, as described in Sect. 3.1. The extracted DNA was
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Fig. 11 Results obtained with genomic DNA samples, specific (GR4), and non-specific
(WT) for the immobilized probe, by using different denaturation procedures

processed with restriction enzymes for fragmentation, as in the case of highly
repeated DNA detection, reported in the previous section.

The fragmented DNA was denatured with the different approaches re-
ported so far and the hybridization with the immobilized probe was investi-
gated (Fig. 11).

A significant signal was obtained by samples treated with thermal + block-
ing oligonucleotides and chemical denaturation. The thermal treatment alone
did not result in a measurable signal. A better reproducibility was achieved
with the thermal + oligonucleotide procedure than with the chemical one. It
should be noted that the lifetime of the sensor was dependent on the sample
denaturation treatment. With chemical denaturation the surface could be re-
generated just five times, while with the thermal + blocking oligonucleotides
procedure the sensor surface could be regenerated up to 13 times before los-
ing sensitivity and specificity. The system was able to distinguish the positive
sample (GR4) from the negative control (WT) except when the thermal treat-
ment alone was applied.

This work demonstrated that it is possible to detect the target sequence
directly in non-amplified genomic DNA, even considering the low concentra-
tion of the target in the sample, 4×105 copies in 10 ppm of sample.

4
New Frontiers in Nucleic Acid-Based Piezoelectric Biosensors: Aptasensors

So far, several bioanalytical methods, including biosensors, have used nu-
cleic acid probes to detect specific sequences in RNA or DNA targets through
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hybridization. More recently, specific nucleic acids, aptamers, selected from
random sequence pools, have been shown to bind non-nucleic acid targets,
such as small molecules or proteins. Aptamers are DNA or RNA oligonu-
cleotides that can bind with high affinity and specificity to a wide range
of target molecules, such as drugs, proteins, or other organic or inorganic
molecules [11, 52–54]. They are generated by an in vitro selection process
called SELEX (systematic evolution of ligands by exponential enrichment)
which was first reported in 1990 [55, 56]. In comparison to antibodies, ap-
tamer receptors have a number of advantages that make them very promising
in analytical and diagnostic applications. The main advantage is the over-
coming of the use of animals for their production. Most antibody production
starts in biological systems by inducing an immune response to the target
analyte, but the immune response can fail when the target molecule, i.e., pro-
tein, has a structure similar to endogenous proteins and when the antigen
consists of toxic compounds. In contrast, aptamers are isolated by in vitro
methods that are independent of animals; an in vitro combinatorial library
can be generated against any target.

Moreover, the application of aptamers as biocomponents in biosensors of-
fers a multitude of advantages over classical affinity sensing methods, mainly
based on antibodies. These include the possibility of easily regenerating the
function of immobilized aptamers, their homogeneous preparation, and the
possibility of using different detection methods due to easy labeling [11, 52,
54, 57]. Besides antibodies, the selection process itself, with the amplification
step, gives some advantages to aptamers as compared to other “non-natural”
receptors, such as oligopeptides, which cannot be amplified during their se-
lection procedure.

The advantages of aptamers as recognition element for biosensing have
been presented in conjunction with colorimetric [58], acoustic waves [9, 59–
61], and surface plasmon resonance (SPR) [62, 63] transduction. Among
these, in exploring the potential of RNA aptamers as small-molecule discrim-
inating tools, the SPR technology has been applied to study the selection of
new aptamers against specific targets, to be used as therapeutic agents [64].
Some more papers have appeared in the literature very recently, in which SPR
is used for studying the interaction between the selected aptamers and their
relative targets [63, 65–67].

With the piezoelectric transduction, an RNA aptamer has been used as
biorecognition element to develop an aptasensor for the detection of Tat
(trans-activator of transcription) protein [9].

Tat is a protein of 86 to 101 amino acids controlling the early phase of the
human immunodeficiency virus type 1 (HIV-1) replication cycle [68, 69]. Ya-
mamoto et al. [70, 71] were the first to develop an aptamer that yielded an
efficient binding specificity against Tat, but not for other cellular factors. This
novel aptamer RNATat demonstrated a 133 times higher binding affinity than
the natural RNA fragment binding to Tat (trans-activation response element
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(TAR) RNA, 59-mer). The aptamer has a TAR-like motif in its randomized re-
gion, having two bulge units adjacent to one another in opposite orientations.
The core element for binding to Tat is a four central base pair helix flanked by
two residues on each side.

This aptamer is a very promising biorecognition element for the detection
of Tat, since it combines unique characteristics such as high affinity for Tat
and possibility of altering its design to enhance sensitivity and stabilization
against nucleases, allowing monitoring of viral protein levels in vivo.

The biotinylated RNA aptamer has been immobilized on the gold electrode
of 10 MHz piezoelectric quartz crystals and the interaction with Tat protein in
solution has been studied following the changes in the oscillation frequency
of the crystal.

Ten crystals were modified and the frequency shifts due to the aptamer
immobilization were recorded. Only on six crystals was a measurable signal
for aptamer immobilization obtained with an average value of 26± 20 Hz,
indicating a very low reproducibility for the aptamer immobilization step.

On these six crystals, the interaction between the aptamer and Tat pro-
tein in a concentration range of 0–5 ppm was studied. The reproducibility in
terms of average coefficient variation (CV %), for all the concentrations tested
in triplicate, was 14%. The CV% among different crystals (n = 6) was 21%.
This low reproducibility found for the affinity interaction between Tat and the
aptamer can be probably related to the irreproducibility of the immobiliza-
tion step.

In order to improve the reproducibility both for the immobilization of the
receptor and for the interaction between the aptamer and Tat protein, the ap-
tamer has been thermally treated before the immobilization. This treatment
can unfold the aptamer RNA strand making the biotin label at the 5′ end
available for the interaction with streptavidin on the crystal surface. Before
the immobilization, the biotinylated aptamer was heated at 90 ◦C for 1 min to
unfold the RNA strand and then cooled in ice for 10 min in order to block
the RNA in its unfolded structure [72]. Six different crystals were modified
with this treated aptamer and the frequency shift due to the immobilization
step was recorded. An average value (n = 6) of 63±10 Hz was obtained, con-
firming the efficacy of the thermal treatment on the aptamer in significantly
improving the reproducibility of this step (CV% = 16).

The interaction between the aptamer, immobilized after the thermal treat-
ment, and Tat has been studied and the calibration signals are reported
in Fig. 12 in comparison with the ones related to a crystal modified with the
untreated aptamer. A better reproducibility (CV% = 6) for the interaction be-
tween the treated aptamer and Tat was obtained (each concentration tested in
triplicate) on one crystal. The reproducibility was also improved (CV% = 8)
among different crystals (n = 6).

The selectivity of the sensor was further studied testing Rev protein (reg-
ulator of expression of viral proteins), which can be considered to be the
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Fig. 12 Frequency shifts recorded after the interaction of Tat at different concentrations
and the aptamer immobilized after the thermal treatment (grey) or without it (white)

major interfering protein for the system, and human IgG, which has a higher
molecular weight than Tat. Two different concentrations of Rev protein, 0.65
and 2.5 ppm, were tested. The signals recorded were 5±1 and 12±1 Hz, re-
spectively. On the same crystal, measurements were performed with hIgG
0.65 ppm and 1.25 ppm, obtaining signals of 5±1 and 6±1 Hz. These experi-
ments confirmed the selectivity of the aptamer versus Tat protein.

The immunosensor for Tat protein was realized with the specific mon-
oclonal antibody anti-Tat, immobilized on the sensor following the same
procedure used for the aptamer. The same concentrations of Tat used for the
aptasensor were tested.

The two receptors, aptamer and antibody, have been compared consider-
ing the response to different concentration of Tat; the results are reported
in Fig. 13.

Both receptors detected Tat protein at a minimum concentration of
0.25 ppm, and the frequency shifts at this concentration were 13±1 and 8±
1 Hz for the aptamer and the antibody, respectively. The reproducibility of the
two sensors is comparable (CV% 6%). Injections of several negative controls
at different concentrations generated no signal in either case.

Comparison of the developed aptasensor with other Tat detection methods
is very difficult since most of the published papers on this subject deal with
Tat-derived peptides and not with the full length protein. Anyway, the results
demonstrated that the use of a biosensor with a specific aptamer as biorecog-
nition element could be an interesting approach in the detection of proteins,
which has been examined here considering a model system.
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Fig. 13 Comparison between the interaction of Tat at different concentrations with the
immobilized aptamer or antibody

5
Conclusions

Piezoelectric sensing can be successfully applied for nucleic acid sequence de-
tection using the hybridization reaction. The range of applications is wide,
and the given examples show how it is possible to detect a sequence in dif-
ferent kind of samples. The basis of the analytical application of the system
is the integrity of the target molecule, which is very important in the ampli-
fication step. If the nucleic acid is degraded, there is a serious possibility of
having false negative results. For this, also in the case of piezoelectric sensing
based on nucleic acids, the considerations for other bioanalytical approaches
making use of DNA analysis (PCR coupled to electrophoretical detection,
real-time PCR, etc.) are valid.

Sample pretreatment is a very critical step, on which depends the success
of the analysis. In this chapter, by the use of different examples, it was shown
how this step should be carefully considered when dealing with sensing based
on the hybridization reaction. The possibility of detection of so many differ-
ent target sequences in many complex matrices (such as bacterial, plant, and
animal DNA) with good reproducibility, high sensitivity, and short analysis
time shows the robustness of piezoelectric sensing. Moreover, the possibility
of detecting target sequences directly in non-amplified genomic DNA repre-
sents a significant improvement in the potential of this system. More work is
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in progress to extend this detection to different biological systems with target
genes present in single copies in genomic DNA.

The advent of new receptors based on nucleic acids, called aptamers, is
a new challenge in piezoelectric sensing, not based on the hybridization re-
action. The development of aptasensors has analogies to the introduction of
immunosensing almost two decades ago: the direct detection of analytes in
complex matrices by immobilizing an optimized receptor on the sensing sur-
face.

An example for the HIV protein was reported together with the relative
immunosensor. The advantage, in this case, is that the receptor is selected in
vitro, avoiding the use of animals, and in short times.

The expectations are great for aptasensing and are supported by the con-
stant increase of new aptamers, with a wide specificity spectrum, appearing
in literature.
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Abstract This chapter reviews the basic theory and applications of piezoelectric im-
munosensors. The immunosensor assay formats most often used are introduced as well as
a brief explanation of the typical methods of measurement. Immobilisation is discussed,
the importance of each characteristic, the basic techniques employed and a compar-
ison of their performance as investigated by many researchers. The main historical
developments of piezoelectric sensors and how these have led to early piezoelectric
immunosensors are reviewed. Immunosensor applications and a comparison of sensor
performance, for various analytes are summarised. The potential future of this field is
also discussed.

Keywords Piezoelectric · Immunosensors · Immobilisation



238 R.D. Vaughan · G.G. Guilbault

1
General Introduction

1.1
Piezoelectric Immunosensors

Immunosensors are a class of biosensors that exploit the antibody–antigen
interaction. They are generally more specific and sensitive than other biosen-
sors because of the highly specific molecular recognition and affinity between
an antibody and its antigen. Affinity constants are usually of the order of
108 M–1 and can be as high as 1015 M–1, this being significantly higher than
for other biomolecules such as enzymes, which have typical affinity constants
of 106 M–1. The specificity of this immuno-interaction combined with the
very sensitive nature of piezoelectric (Pz) transducers makes a very powerful
basis for sensor development.

Since a Pz transducer is basically a mass balance, it can be used to directly
detect an immunoreaction by mass alone. This eliminates the need for la-
belling or the use of a secondary antibody to generate a response, as required
by most other immunosensor formats.

Bulk acoustic wave (BAW) or surface acoustic wave (SAW) Pz devices are
incorporated for immunosensor development. SAW devices consist of two in-
terdigitated electrodes placed a few millimetres apart on the surface of a Pz
slab. When an alternating current is passed a standing surface wave is set up
on the Pz material. Addition of mass to the surface causes a change in the
wave velocity and thus can be monitored by the frequency change. The quartz
crystals generally incorporated are ST-cut (– 49◦00′) operating between 30
and 200 MHz. Theoretically SAW devices are more sensitive than BAW de-
vices since they oscillate at much higher frequencies. But, in comparison, they
are rarely employed in immunosensor development, since they suffer from
a lot of practical operational problems. BAW devices generally consist of an
AT-cut (+ 35◦15′) piezoelectric crystal disks, with a gold or silver electrode on
each side, that typically vibrate fundamental frequencies of 5–20 MHz. This
frequency will change if the surface mass of the crystal is altered. A reduction
in frequency will occur if the mass is increased. For immunosensor devel-
opment, crystals with a fundamental frequency of 10 MHz are most often
used. Higher frequency crystals are more sensitive but can have robustness
issues in solution, particularly when heavily loaded, whereas lower frequency
crystals are less sensitive but less effected by liquid damping or heavy mass
loading. The choice of crystal depends on its exact application and is often
a compromise between sensitivity, robustness and availability.
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1.2
Assay Formats

1.2.1
Capture

Direct capture assays are the most common format used in piezoelectric im-
munosensors. Primarily, because its simplistic format exploits the label-free
advantages of piezoelectric transducers.

This format involves modification of the gold surface with an appropri-
ate immobilisation layer followed by attachment of the specific antibody. This
antibody-coated crystal can be exposed to a solution containing the analyte,
which will bind specifically to the surface and cause a frequency change. In
most cases, the frequency change is proportional to the mass added and thus
the concentration of the analyte. A diagrammatic representation of a capture
is seen in Fig. 1.

Indirect captures can also be used, but generally as a method to detect the
specific antibody concentration. In this case the antigen is immobilised and
used to capture the specific antibody from the solution.

Pre-coated crystals can be placed in a solution and give a direct result of
the concentration of the specific analyte in a matter of minutes without any
need for extra assay steps or washings. This approach is particularly useful for
those developing portable sensors with a view to field analysis. Pre-prepared
coated crystals can be used with a portable instrument for direct analysis in
minutes without the need for a skilled operator.

The only downfall of this format is the fact that the sensitivity of the as-
say is heavily dependent on the mass of the analyte. Thus the analysis of
light analytes such as drugs, hormones and toxins may require a different
approach.

1.2.2
Displacement

The displacement assay format is often used if the analyte does not have ad-
equate mass to cause significant frequency changes, by exploiting the large
mass of the antibody. The crystal is modified with an appropriate immobilisa-
tion layer followed by attachment of the antigen. The antibody is then added,
which specifically binds to the immobilised antigen. The prepared crystal is
exposed to a solution containing the antigen. The immobilised antibody will
have a higher affinity for the free antigen in solution and will be displaced
from the immobilised antigen, thus causing a frequency increase as the mass
of the crystal is reduced due to loss of the immobilised antibody. The overall
change in mass will be proportional to the concentration of the free ana-
lyte in solution. Since the antibody, which has significant mass, causes the
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Fig. 1 A typical direct capture (above). The immobilised antibody captures the specific
analyte from the solution, which results in a decrease in frequency. A typical displace-
ment (centre). The immobilised antibody is displaced from the surface and specifically
binds to the free antigen in solution resulting in a frequency increase. A typical dir-
ect competition (below). Free antigen and labelled antigen in solution compete for the
available binding sites on the immobilised antibodies: immobilisation layer, non-
specific antigen, antibody, antigen, labelled antigen

frequency change, a good sensitivity is often achieved even for very low mo-
lecular weight analytes. This assay format generally has fewer problems due
to non-specific binding effects since removal from the surface is what is be-
ing measured. Thus, applications to real samples are less hindered by matrix
effects.

As with the capture, prepared crystals can be applied to a real sample and
give results in a few moments without the need for extra assay steps or wash-
ings. A diagrammatic representation of a displacement is seen in Fig. 1.
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1.2.3
Competition

Another assay format used for the detection of low molecular weight analytes
is the competition. A disadvantage of this method is the fact that there is often
a need for the use of labels, the lack of which is one of the major advantages
of Pz detection. But since the analyte being tested is light, conjugates would
have been already prepared in the production of antibodies to make it im-
munogenic. Thus a ready supply is generally available. Also since the type of
conjugate label used is irrelevant as long as it has sufficient mass, they can be
easily prepared.

In a competitive assay the crystal is prepared as it would for a direct cap-
ture. The antibody-coated crystal is exposed to a solution containing the
analyte and a fixed concentration of conjugated analyte. The conjugated an-
alyte has sufficient mass to produce a significant frequency change upon
specific binding to the immobilised antibodies. As the concentration of the
free analyte is increased it will compete more with the conjugated analyte
for the specific binding sites of the immobilised antibodies, thus a lower fre-
quency change will be observed. The overall mass binding to the surface will
be less. Since the conjugate label used is irrelevant, heavier ones can be in-
corporated to enhance the sensitivity of the assay. The major disadvantage
for real sample analysis lies in the fact that a mixing step (the antigen and
labelled antigen) has to be incorporated. Thus the assay will take longer to
perform and potentially involves exposure to harmful analytes.

Competition assays can also be performed by immobilisation of the ana-
lyte to the crystal surface. A fixed concentration of the specific antibody is
pre-incubated with the free analyte in a test solution, and this solution added
to the crystal. Any free antibody will specifically bind to the immobilised an-
alyte on the crystal surface. The lower the concentration of analyte in the
test solution the more antibody will bind to the surface and thus a larger
frequency change will be observed. This format eliminates the need for a la-
bel (but the immobilised analyte is often a conjugate) but involves an extra
incubation step. A diagrammatic representation of a capture is seen in Fig. 1.

1.3
Measurement

Pz immunosensor analysis is mainly carried out in liquid phase. Measure-
ments can be taken in two different ways, dip and dry or directly in solution.

Dip and dry involves reading the crystal’s frequency while dry in the air.
It is exposed to a sample or modified in some way. After sufficient time,
in which binding or immobilisation of a species is complete, the crystal is
washed and dried. The frequency is recorded again in a dry state in the
air. The change in frequency, from before and after modification, is propor-
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tional to the mass of the species immobilised on the surface. The dip and dry
method can be very useful since both sides of the crystal can be used, with
increased mass change and thus increased sensitivity. Also, solution effects
due to viscosity etc. are eliminated. It is also very attractive to field analy-
sis as the crystal can literally be dipped into the sample for a period of time,
after a quick rinsing and drying step instant results can be obtained. The
sensitivity of the method is part of its downfall, since it can be plagued by
interferences form environmental effects, especially humidity changes. Re-
peatability and reproducibility are often the biggest validation obstacles to the
development of dip and dry type sensors. The use of a reference crystal is
often used to counteract these environmental effects.

Measurements taken directly in solution are less affected by changing en-
vironmental conditions and much more reproducible and repeatable results
are generally obtained. Damping effects due to the liquid, however, can re-
duce the sensitivity of the sensor. Also the behaviour of a crystal in solution
may not be due directly to the effect of mass on the surface. The frequency
response of a layered crystal in solution is dependent on many factors, such
as the viscosity and temperature of the liquid, and the thickness and rigidity
of the immobilised layers.

Analysis is generally carried out in specifically designed flow cells (Fig. 2)
and frequency changes can be recorded in real time yielding kinetic informa-

Fig. 2 Diagram of a typical flow cell used for solution analysis. The cell allows exposure
of one side of the crystal to a static solution and allows exposure of the other side to
a dynamic solution. The dynamic side of the flow cell typically has a specially designed
chamber to help eliminate bubbles. Low pressure peristaltic pumps are generally incorpo-
rated. The flowing solution can greatly increase sensitivity since large volumes of dilute
solutions can be passed over the crystal surface
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Fig. 3 Real-time Pz response of a direct capture. The antibody-coated crystal is in solu-
tion. After 100 s the specific antigen is added. A sharp decrease is initially recorded as
the antigen binds to the immobilised specific antibodies on the crystal surface due to the
mass increase. The frequency change eventually levels off as equilibrium at the surface is
reached. The total frequency change is proportional to the concentration of the analyte
added

tion if required. The flow cells allow exposure of gold surface on one side of
the crystal to the solution and the other to the air. Analysis can be performed
in a static or dynamic solution. Figure 3 shows the typical real time response
of an antigen specifically binding to an antibody-coated crystal in solution.

Using a flowing solution can greatly increase the sensitivity of a sensor
since very large sample volumes can be flowed over the crystal surface, greatly
increasing the potential surface loading and thus the sensitivity of the sensor.

1.4
Immobilisation

1.4.1
Introduction to Immobilisation

Immobilisation of the antibody to the crystal surface is of critical impor-
tance to the overall performance of the sensor. Stability, orientation and
reproducibility of the immobilised layer will affect the sensitivity, lifetime,
reusability and potential applications of the sensor.

The type of immobilisation dictates the ability to regenerate the sensor
surface, or the antibody surface, for reuse as well as the stability and stor-
age conditions needed to extend the lifetime of the sensor. The importance
of immobilisation is reflected in the fact that a significant percentage of Pz
immunosensor publications deal with the development of novel or the im-
provement of existing immobilisation methods.
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Biomolecular immobilisation remains the primary challenge to com-
mercialisation of immunosensors. Many successful sensors have been pro-
duced for numerous analytes, incorporating many different immobilisation
methods, but most never make it past a laboratory, with very few ever
making it to manufacturing prototypes. The transfer of a laboratory-based
sensor to a mass-produced product while still retaining stability, reliabil-
ity and sensitivity requires simple and reproducible procedures. Complex
multistep immobilisation procedures that require a trained operator to per-
form in a laboratory will not be easy to transfer to a manufacturing situation
and would probably result in a poor quality product when compared to its
laboratory-based prototype.

Stability. A stable coated surface with a long lifetime is essential. The immo-
bilised protein layer must also have a reasonable lifetime. The surface should
be chemically and mechanically stable and allow washings and exposure to
different conditions without any detrimental effect on the protein layer. If
commercialisation is desired then very robust layers are required and must be
reasonably stable under simple storage conditions for at least one year.

Orientation. The orientation of the immobilised antibody is also very im-
portant to the sensitivity of the sensor. A large concentration of immobilised
antibodies does not guarantee good sensitivity. If the immobilised antibod-
ies are randomly orientated then a significant percentage of them may be
unavailable for binding. If they are regularly immobilised, but through one
or both of their Fab sites then they will be partially or completely deacti-
vated. The most desirable immobilisation methods are those that bind to the
antibodies Fc sites, thus orientating their binding sites towards the analyte
in solution. This has been observed by many researchers while comparing
different immobilisation procedures. Protein A treated surfaces, which bind
antibodies through their Fc sites, may immobilise a significantly smaller
amount of antibodies but show a much greater sensitivity towards the ana-
lyte. Coupling the antibody to the immobilisation layer should occur in such
a manner so as not to cause conformational changes and affect its biological
activity.

Reproducibility and capacity. An important requirement is to reproducibly
produce an immobilisation layer on different crystals. Even if similar crystals
can be produced in a batch, this batch production must be reproducible. Ob-
viously, if each immobilisation layer is slightly different then each crystal will
have a slightly different sensitivity and lead to errors. Generally the most sim-
plistic methods that require minimal amount of human interference are the
easiest to reproduce. The homogeneity or distribution of the coating on the
surface is also very important due to the greater sensitivity of the centre of the
gold electrode. The most sensitive crystals will be one that can bind most to its
centre. A crystal that binds the same amount to the edges of its electrodes will
be less sensitive and show a lower frequency change. Thus the distribution of
the coating must also be reproducible, not just the amount.
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The amount of immobilised antibody is also a very important factor that
can affect the sensitivity of the sensor. It must have the potential to bind a suf-
ficient amount of the antibody. Although this is usually not a problem, since
it is often found that excess immobilised antibody can lead to a reduction in
sensitivity due to steric hindrance.

Simplicity. If commercialisation is to be realised then the method must
be mass producible and very simplistic. Multistep immobilisation procedures
that may be easy to perform reproducibly in a laboratory-based situation may
be very difficult to perform in a manufacturing situation. Generally, one step
procedures that can be reproducibly carried out under ambient conditions by
untrained workers are desirable. A method such as adsorption that may lead
to reduced sensitivity may still be more viable when compared to a very com-
plex method that leads to a more sensitive product. Reduced production costs
will generally win out over performance if the performance difference is not
too significant.

Importance of each characteristic. Overall, the importance of each char-
acteristic depends on the application and specific situation. For research
purposes generally the best sensitivity is required, often regardless of the
complexity of the technique, but if the sensitivity is far superior to that
required for a specific application then less complex procedures are often em-
ployed at the loss of performance. For commercialisation purposes stability
and simplicity are the main objectives. An ultra-sensitive device that needs
a highly trained operator and only lasts a number of days has very little, if any,
commercial application.

1.4.2
Summary of Immobilisation Techniques

Non-covalent methods. The easiest method of antibody immobilisation is
physical adsorption. It involves the simple addition of the antibody solution
to the surface and allowing it to adsorb. The antibodies bind to the surface via
van der Waals, hydrogen bonding and hydrophobic interactions. Thiol–gold
interactions from sulfur residues on the antibodies also play a major role.
This method has no effect on the conformation of the protein but some ac-
tivity is lost due to random orientation. Loss of protein from the surface is
also a problem and its rate can depend greatly on changes in pH and tem-
perature. Thus chaotroping and reuse of the antibody surface is not possible,
since it is difficult to reproducibly generate the antibody surface. However,
reuse of the sensor surface is possible since all the protein layers can be easily
removed.

Adsorption onto polymer-coated surfaces has also been attempted [1].
Polystyrene was used, presumably to mimic the binding capabilities of en-
zyme linked immunosorbant assay (ELISA). While the method showed good
binding of the antibodies the sensor had a low sensitivity to cells. This was
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due to random orientation of the immobilised antibodies, leading to deacti-
vation of a high percentage of them due to binding via their Fab sites. The
main advantages of polystyrene are the fact that it is inert, very cheap and
widely available, but problems due to its hydrophobic nature can also yield
poor results. When used in the production of ELISA plates the well surfaces
are often pre-treated to produce hydrophobic and hydrophilic areas to en-
hance the adsorption of proteins. But this pre-treatment is not feasible for
the production of individually coated Pz crystals. Sakti et al. [2] used crys-
tals spin coated with polystyrene with a view to developing commercial Pz
immunosensors. Various parameters were optimised and the authors showed
that pre-prepared coated crystals as a basis for disposable immunosensors
were commercially feasible. Insulin detection was used as an example to
demonstrate an application of the system. Mass production of these types of
crystals is possible with good reproducibility, but the loss in activity due to
the random orientation of adsorbed antibodies is a major disadvantage.

Immobilisation of the antibody via adsorbed protein coatings is also
widely used. Protein A and G are generally used. They are proteins isolated
from the cell walls of certain pathogenic bacteria and show high affinities, in
excess of 106 M–1, for the Fc portions IgG molecules [3]. Their tertiary struc-
tures are very similar but there is significant difference in their amino acid
composition and both have a mass of about 40 000 kDa. The specificity of the
binding helps to reduce non-specific effects and binding through the Fc ter-
minal ensures orientated immobilisation with no loss of antibody activity. It
has been reported that each protein molecule can bind two IgG molecules [4];
however, others have suggested that they are pentavalent towards IgG bind-
ing [5]. Much lower values have been reported in Pz immunosensor work.
Ratios of protein molecules to bound IgG molecules of around 1 : 2 [6] and
2 : 1 [7] have been reported. These lower values are probably due to steric
hindrance and saturation of the crystal surface with protein molecules. Also
a loss in activity is expected because of immobilisation and the formation of
multi-layers that will inhibit some of the molecules.

The ease of use of these proteins is another advantage. They are simply ad-
sorbed onto the gold surface of crystals and after a simple washing step are
ready for use. The gold–protein bond has an association constant of 108 M–1

and is believed to be van der Waals in nature [6]. The gold–protein complex
has been shown to be stable at pH 2–8 [7]. Enhanced binding of protein A has
also been reported near its isoelectric point (pH 5.5) [8], but it is unclear from
the author’s work if this was just due to longer incubation times.

Regeneration and lifetime of antibody-coated crystals formed using these
proteins varies considerably, but reports of 25 regenerations without loss in
activity and lifetimes of 7 weeks have appeared [9]. Most authors have re-
ported significant removal of the protein layers after a few regenerations of
the antibody surface, however.
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Their ease of use and the high sensitivity usually obtained means that
these are the most common immobilisation method used in Pz immunosen-
sor work, with protein A most often used.

Incorporation of other biological components such as biotin–avidin coup-
ling has also been used. The system has an affinity constant of 10–15 M and
is resistant to extreme pH, vigorous washings and chaotroping conditions.
Generally they are used in conjunction with other immobilisation methods.

Covalent methods. Covalent attachment offers many advantages over ad-
sorption but has longer and more complex immobilisation procedures. Better
stability and extended lifetimes of the antibody surface are often observed.
There is minimal or no loss of the antibody surface, even in solutions of high
ionic strength. This allows easier chaotroping of the antibody/antigen com-
plex and reproducible regeneration of the antibody surface, since generally
none of the antibody is lost.

With commercialisation in mind, immobilisation methods need to be eas-
ily mass produced, cost effective and be able to form a stable biomolecule
surface. Most covalent methods satisfy these requirements but their main
downfall is the sometimes complex procedure. But despite this they are much
more useful than the simple adsorption methods and it is ultimately the sta-
bility of the antibody-coated surface that will dictate the commercial potential
of any sensor. A lifetime of several months is the absolute minimal require-
ment and such a stable sensor would have greater commercial appeal than
a more sensitive reliable version with a short shelf life.

Generally, immobilisation is attempted through functional groups so as
not to affect the activity of the antibodies. Functionalisation of the gold sur-
face is easily achieved through the self-assembly of thiols or sulfides, the
formation of organic polymer layers or the formation of thin inorganic layers.
The covalent binding generally involves carbonyl-type reactions with nucleo-
philic groups (– SH, – NH, and – OH) on the protein to the functionalised
surface layer.

The first Pz immunosensor to be used directly in solution incorporated
an inorganic silane layer for immobilisation [10]. Incorporating results from
chromatographic studies, which at the time had recently shown the high reac-
tivity of silane-modified surfaces for proteins, the authors coated their ST-cut
crystals with trimethoxyorganosilane.

Silanisation has many advantages over the use of organic polymers due to
its high mechanical strength, resistant to solvents, stability, ease of handling
and the fact that the structure is more or less constant at varying pH and
temperature.

The most commonly used silane-coupling agent is 3-aminopropyltri-
ethoxysilane (APTES). Treatment of the gold surface with chromic acid or
HCl generates a hydroxylated surface. Water catalyses the polymer formation
since it hydrolyses APTES ethoxy groups, creating a siloxane bond between
APTES and the hydroxyl groups on the surface. Mild curing of the surface is
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generally performed to ensure bonding of the first few layers of APTES and
subsequent washings remove the other weakly bound layers. This curing has
been shown to enhance the stability of the silane surface [11]. Coupling of
the antibody to this silanised surface is generally performed using glutaralde-
hyde, which covalently cross-links the protein to the silanised gold surface.
Increased sensitivity from the use of other aldehydes has been noted [12].
This was attributed to the fact that glutaraldehyde deteriorates very quickly to
unsuitable polymeric products [13]. The method is based on the formation of
a Schiffs base linkage between carbonyl groups and free amino groups on the
silanised surface and protein.

An excellent study by Raman Suri et al. investigated various parameters
and developed an optimised method for the use of APTES as an immobili-
sation method for Pz immunosensor development [12]. In terms of surface
density, binding capacity and stability vapour deposited layers were most use-
ful. Under optimised conditions the protein layers were reusable eight times,
were very stable, withstood vigorous washing steps and have a lifetime of
over 12 weeks. The system was also shown to be very reproducible, but prob-
lems in procedures such as the need for dry solvents and the pre-treatment
of glassware were noted. APTES reacts strongly with glass, so laborious pre-
treatment of any glass to be used was required. The presence of water hydroly-
ses the APTES ethoxy groups and leads to catalysed polymerisation. This then
electrostatically adsorbs to the surface instead of covalently binding, leading
to a less stable layer that leaches with time.

There has been wide use of silane as Pz immobilisation layers, mainly be-
cause of their stability and the ability to produce reproducible surfaces. But
because of the fact that the antibody is bound via a primary amine, deactiva-
tion from binding through Fab sites can be a problem. But for use in assays
where the analyte is an antibody with an affinity for the immobilised species
or when used to first immobilise protein A/G [12] they are acceptable, since
deactivation of the primary antibody is not a problem.

Covalent immobilisation to organic polymer layers is also widely prac-
tised. The most commonly used polymer is polyethylenemine (PEI), but
many others including polystyrene, polyacrylamide and various methacryla-
tes have been incorporated. The main advantage of polymers is their versatil-
ity. They are easy to prepare, have a very large potential application and can
be tailored for any use. Co-polymers, usually methacrylates, can be activated
and modified easily to suite individual needs.

As with silane, immobilisation of the antibody is usually performed using
glutaraldehyde and deactivation of the antibody is often a problem as a result,
but the versatility of polymers means that various functionalised surfaces can
be produced allowing antibody binding through other groups besides amines.

Practically, the production of polymer layers is very simple. Usually the
polymer of choice is just dissolved in an appropriate solvent and evaporated
onto the gold surface. Spin coating is also often used to increase the unifor-
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mity and to improve the reproducibility of the formed layer. Stability of the
layer is another advantage since most of the polymers used are relatively inert
and can be stored for long periods without changes in the crystal surface
coating occurring.

Reproducibility problems in the production of polymer layers as described
above can sometimes occur. Since washing steps and drying procedures are
often incorporated to remove loosely bound material, and changes in inten-
sity or duration of these steps can result in different layers. Thus the amount
of the immobilised protein will be different and reduce the reproducibility of
the sensors response. The use of thick organic films produced by this method
can also lead to frequency instability and loss of sensitivity. It is also difficult
to control film thickness and homogeneity, which also effect the reproducibil-
ity of the surface produced. Weak adhesion between the polymer and the
substrate can also be a problem. Methods, such as plasma polymerisation and
electropolymerisation, have been developed to overcome these problems and
to gain more control over the layer parameters.

The use of plasma polymerised layers for Pz immunosensor development
was first described by Nakanishi et al. [14]. The method retained the many
advantages of polymers but eliminated the need for washings. The procedure
was automated so human error was eliminated and very reproducible flaw-
less surfaces were made. The process produced very thin (< 1 µm), highly
branched and cross-linked structures that were mechanically and chemically
stable. The plasma glow discharge treatment only took a minute to complete
and numerous crystals could be prepared at a time. Then the crystals were
ready for use. The direct cross-linking of antibodies to this surface showed
good binding but poor sensitivity was observed, primarily due to deactiva-
tion of most of the immobilised antibodies. Cross-linking protein A initially
to the surface followed by the antibodies ensured orientated immobilisation,
and despite the lower amount that bound a much improved sensitivity of the
sensor was observed. The authors also cross-linked the antibody to protein A
using dimethyl pimelimidate dihydrochloride to avoid disassociation during
the regeneration steps. While this was the first use of this technique in Pz
immunosensor work, it had been previously used for Pz gas sensor develop-
ment [15].

Monomers such as ethylenediamine are usually chosen since they lead to
hydrophilic surfaces with plenty of amine groups. It has longer polymerisa-
tion rates when compared to many other possible monomers, but this allows
easier control over the film thickness and increases reproducibility.

Problems of reproducibility between batches of polymerised films have
been reported [16]. To avoid this, the authors developed a method of adsorb-
ing their antibodies to the surface so that easy regeneration of the original
plasma film was possible. But this led to many other potential problems in
that the antibodies were randomly adsorbed and the antibody layer was not
very stable. While a new surface was easily regenerated the usefulness is ques-
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tionable. Generally the ability to regenerate the antibody surface is a much
more desirable characteristic.

Electropolymerisation of layers again offers control over the growth and
thickness of the film. Production of the layer is also quite simplistic. The gold
surface is placed in a solution containing the polymer, which is electropoly-
merised onto the surface at the appropriate potential for the desired time.
After this a very stable highly branched structure is formed on the surface
that can be further modified to immobilise the antibodies. As with plasma
polymerised methods many crystals can be easily prepared at a time.

Kurosawa et al. incorporated a method that eliminates the need for surface
pre-treatment or immobilisation of any sort [17]. It was based on polymer
agglutination of latex. A cleaned crystal was placed in a solution containing
latex particles pre-labelled with antibodies. Addition of the specific analyte
caused cross-linking of these particles as the antibodies bound to the ana-
lyte. This agglutination caused a change in viscosity of the solution, which
in turn caused a change in the frequency of the oscillating crystal. The fact
that polymer agglutination is used in many commercial test kits means that
many antibody labelled latex particles for different analytes are commercially
available. Also stability and lifetime of immobilised species is not a problem.
The authors later incorporated initial rates analysis that allowed the detec-
tion of their analyte in 2–3 min and allowed the use of sample volumes as
low as 20 µL [18]. It was shown that the latex particles in solution prevented
adsorption of proteins to the crystal, thus eliminating non-specific effects.
This approach to immunosensor development offers many advantages over
the conventional methods of analysis and commercially is as viable as any
method of pre-coated crystals.

Self-assembly. Self-assembled monolayers (SAMs) offer a method of orien-
tated, covalent attachment of antibodies to the gold surface to form densely
packed monolayers, which should lead to tightly bound, regular layers of pro-
teins. This potentially has the advantage that exposure to a high or low pH,
often used in regeneration, should lead to desorption of the electrostatically
bound analyte. The covalently bound antibody should be unaffected, lead-
ing to the ideal reusable system [19]. They have the added advantage over
other covalent methods, such as PEI and APTES, in that there is a high affinity
between the gold and sulfur so loss of the layer over time is unlikely.

Various techniques have been used to study the kinetics and structures
of SAMs [20]. Thiols and sulfides are of particular interest especially in the
area of electrochemistry, mainly because of their spontaneous chemisorption,
regular organisation and high thermal, mechanical and chemical stability
on gold surfaces [21]. An additional advantage is the inertness of gold to-
wards the chemisorption of most polar organic functionalities; thiols and
sulfides bind very strongly via chemisorption bonds [22], thus offering a good
method of functionalising gold surfaces. Monolayers of thiols on gold ap-
pear to be indefinitely stable at room temperature, but desorption at elevated
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temperatures is evident [23]. Long chain thiols have been shown to be more
thermally stable [23] and the adsorption to the surface has been shown to
proceed by two methods [24], ionic dissociation and more favourably by rad-
ical formation.

The monolayers spontaneously and reproducibly form when the gold is
placed in the thiol or sulfide solution. Lack of reproducibility may occur due
to differences in the gold surface from crystal to crystal but this generally is
not significant.

Due to the stability, orientation and ability to functionalise the terminal
groups on the molecules they can offer a very versatile method for immo-
bilisation of biomolecules to gold electrode surfaces for biosensor develop-
ment [25, 26].

The functionality of the layer depends on the terminal functional groups
on the molecule used. Generally compounds with carboxylic acid or amine
functional groups are used and this allows covalent attachment of the an-
tibody using a carbodiimide or glutaraldehyde, respectively. This results in
a highly ordered layer with orientated covalent attachment of antibodies to
the surface, without altering their biological activities [27]. While the immo-
bilisation may not change the conformation the orientation of its binding may
lead to deactivation of the antibody. The thin layers (monolayer) used ensure
no loss of sensitivity or frequency instability, often observed when using thick
organic polymer layers. The strength of the sulfur–gold bond and the covalent
attachment of the antibody ensure reproducible regeneration of the antibody
surface. Even exposure to harsh conditions should not affect the layer. Re-
generation of the antibody surfaces using most methods of immobilisation is
generally only possible a few times before a loss in activity is observed. Even
if the antibody is covalently bound, weak adhesion between the layer and the
substrate will lead to its loss from the surface.

Duan et al. used a monolayer of thioctic acid to covalently immobilise
monoclonal antibodies to a gold electrode while performing amperometric
analysis [28]. Frey et al. demonstrated potential biosensor application of this
immobilisation method by binding polylysine to gold surface plasmon reson-
ance (SPR) electrodes via a SAM of 11-mercaptoundecanoic acid [29].

The functionalisation of antibodies for the immobilisation onto Pz crystals
has been performed by Caruso et al. [30] and Neuman et al. [31]. Both authors
used similar procedures to those initially described by Leggett et al. [32].
The method introduced functionality to the protein, which had high affinity
for the chosen substrate, gold scanning tunnelling microscopy (STM) elec-
trodes in Leggetts’ case and gold Pz crystals in Caruso and Neumans’ case.
The procedure involved the thiolisation of the antibodies using Trauts reagent
(2-iminothiolane). The methods were based on the original work performed
by Traut and coworkers [33–35]. They discovered that unlike most imidates,
2-aminothiolane was very stable in acidic or neutral solutions and did not
cause any protein cross-linking, and thus was a very useful compound for
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the thiolisation of proteins. The fact that the thiolisation occurs at an amine
group means that deactivation of the antibody may occur if the Fab amino
groups were thiolated. Also if all amino groups were thiolated then random
orientation of the immobilised antibodies could potentially occur, although
after self-assembly a regular surface is likely to have occurred. Caruso et al.
also observed strange results while using the thiolated antibody solution after
several days. This was attributed to the fact that the antibodies may have ox-
idised and formed disulfide bonds. If this was the case then polymerisation
of the antibodies was a possibility and thus this method of immobilisation is
only useful for antibodies that are used immediately.

Park et al. also described a method for the thiolisation of antibodies and
self-assembled these onto gold electrodes [36].

Protein engineering to tag protein A molecules with cysteine residues
and to self-assemble these onto gold surfaces has been performed [37]. This
method would incorporate the simplicity, reproducibility and covalent ad-
vantages of self-assembly with the orientational advantages of protein im-
mobilisation and potentially lead to the most useful immobilisation method.
Cleaving of antibodies to break the disulfide bridges and self-assembling
these portions onto electrodes has also been attempted by many authors.

As with most immobilisation methods that rely on antibody binding
through amine groups, deactivation can be a problem. But Spangler and Tyler
have described a method of covalent antibody attachment to a SAM without
any loss of antibody activity [38]. It is based on the oxidation of the antibody
prior to use and then binding of this to an activated monolayer on the gold
surface. This type of approach was first suggested by Taylor [39]. This method
was based on the oxidation of sugar residue in the Fc portion of the antibody.
The oxidised antibodies could then be immobilised onto an activated trans-
ducer surface, resulting in orientated attachment without any loss in activity.
This method had not been applied to any immunosensor when suggested by
Taylor.

Other monolayer-forming techniques such as the use of Langmuir–
Blodgett films to immobilise antibodies have been reported [40]. The method
of formation of the layers is very simplistic but their practical applications are
limited.

1.4.3
Comparison of Immobilisation Methods

All immobilisation methods have different advantages and disadvantages
over others. Many authors have compared different methods with varying
results.

Plomer et al. compared protein A, APTES and PEI as immobilisation layers
while detecting E. coli [41]. Best results were obtained using protein A immo-
bilisation but regeneration of the antibody surface was not possible. Atilla and
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Seuluman observed similar results while detecting cortisol [42]. Better sensi-
tivity was found using protein A-coated crystals but regeneration of the an-
tibody surface was not possible. König and Grätzel also found crystals coated
with protein A more stable, sensitive and reproducible than those coated with
PEI or APTES for the detection of enterobacteria [9] and viruses [43, 44], and
were able to regenerate the antibody surface 18 [43] and 10 [9] times with-
out detectable loss in activity. Others have also found protein A most sensitive
and were able to regenerate the surface numerous times without detectable
loss in activity [45]. From these results the orientated immobilisation of pro-
tein A could explain the greater sensitivity of these sensors, but this cannot
be generalised since many others have found different methods of immo-
bilisation better than protein A. Carter et al. found better sensitivity from
adsorption of antibodies [46]. One explanation for this could be the differ-
ences in procedures between different researchers but this is not the case.
König and Grätzel have also found PEI a better choice than protein A on other
occasions [47–49]. The authors found very similar results for PEI, APTES and
protein A while detecting human granulocytes [47], but PEI showed better
stability. They observed poor sensitivity and very large non-specific bind-
ing with protein A while detecting lymphocytes [48, 49]. Again PEI was the
immobilisation method of choice.

Caruso et al. investigated the orientational aspects of different immobili-
sation procedures and its effect on immunological activity [30]. They com-
pared four antibody immobilisation methods, physical adsorption, binding to
a layer of protein A, covalent attachment using thiolated antibodies (Trauts
reagent) and covalent attachment to a thiol monolayer. A 30% increase in
binding of the initial antibody layer was observed for the physical adsorption
when compared to the other methods, but due to the random orientation en-
hanced binding of the second layer was not observed. Increased amounts of
second layer binding were observed with the protein A layer compared to the
covalent methods, due to the orientation of the protein A binding. It was not
possible to separate the contributions from improved antibody alignment and
non-specific binding from investigations using site-specific secondary anti-
bodies, however.

From these reports and many other investigations it seems the choice of
immobilisation methods is dependent on the specific situation and cannot
be predicted. The orientation of protein A-immobilised antibodies is far su-
perior to most other methods and an improvement in sensitivity is often
evident, but the formation of reproducible stable layers and the inability to re-
generate the antibody surface is a problem. Despite the results reported, the
protein layers are only adsorbed to the surface and will eventually leach from
the surface.

The stability of the layers produced by other methods such as SAMs often
makes them more useful. In this author’s experience PEI and APTES generally
have the best antibody binding capacity, but the loss in activity and difficulty
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with reproducibility often leads to poorer detection characteristics than other
methods. Of the covalent methods of immobilisation, SAMs are the easiest
to form and are more reproducible than most, if not all, methods of immo-
bilisation. They covalently attach the antibody to the surface and combined
with the strong sulfur–gold bond lead to the formation of a very stable sur-
face. In terms of simplicity, stability and reproducibility SAMs are the best
choice of immobilisation, but the loss in activity of immobilised antibodies
due to binding through their Fab sites can be a problem. In cases where the
analyte is an antibody and the particular orientation of the primary layer is
not important, then they are the obvious choice.

Combining immobilisation methods seems to be the best option, such as
incorporating the stability and reproducibility of covalent methods such as
SAMs with the orientated binding of protein A/G. The first example of this
was in 1987 by Muramatsu et al. [4]. The authors cross-linked protein A to
a layer of APTES, although it is unlikely that it was done to combine the ad-
vantages of both immobilisation methods since this was one of the earliest Pz
immunosensors and more basic fundamental problems were being overcome
at this stage.

The advantages of such an approach were highlighted by Nakanishi
et al. [14]. Cross-linking of antibodies to an electropolymerised surface using
glutaraldehyde caused a large frequency reduction, indicating immobilisation
of the antibody. However, it showed little or no response when exposed to
the antigen solution due to deactivation, presumably from binding through
amine groups that inhibited the Fab sites. Cross-linking protein A to the layer
first resulted in less antibody binding but showed a much better sensitivity
to the antigen due to the orientated binding of the antibody by protein A.
The authors also cross-linked the antibody to protein A to ensure further sta-
bility. This helped prevent loss of antibody during regeneration and washing
steps.

These types of immobilisations combine the stability and reproducibility
of covalent immobilisation with the orientational advantages of protein A/G
coupling. Together they offer many advantages over each method individu-
ally, but they have longer and more complex procedures, and in some cases
this may not be justified by the increase in sensitivity. Realistically the pro-
duction of a SAM, activation and immobilisation of protein A/G followed
by antibody immobilisation is not too difficult, and in a laboratory-based
test the potential increase in sensitivity makes the procedure worthwhile.
But for commercialisation and mass production the increase in sensitivity
must be significant before the increase in preparation time and cost can
be justified.
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2
Piezoelectric Immunosensors

2.1
Historical Developments

2.1.1
First Piezoelectric Sensor

The first analytical use of Pz crystals with view to sensor or detector devel-
opment was presented by King in 1963 [50], the basis of his commercialised
moisture detector. In 1964 he published details of his sorption detector [51],
although earlier Oberg and Ligensjo had used Pz crystals for the monitoring
of film thickness [52].

Kings sorption detector could detect moisture to 0.1 ppm and hydrocar-
bons such as xylene to 1 ppm. The sensors consisted of Pz crystals coated
with different coatings (of varying selectivities), and their interaction with
different analytes were monitored. The coatings used were based on gas
chromatography (GC) stationary phases. An uncoated crystal was also incor-
porated as a reference.

Being the first to realise the potential of this sensor type he predicted that
many more similar sensors would be developed in the future. It is also quite
probable that King was the first to investigate the use of Pz crystals as detec-
tors in solution, since he mentions the impaired ability of crystals to vibrate
when a solution was placed on the surface. He states the possible reason for
this is the dissipation of energy from the vibrating crystal to the liquid.

In the following years many similar sensors were developed [53–57]. Dur-
ing this period many fundamental problems were solved and developments in
instrumentation were made, many of which are still incorporated in today’s
Pz immunosensor design.

2.1.2
Piezoelectric Biosensors

The use of biological coatings, such as enzymes and antibodies, was a natural
progression from the initial Pz sensor development.

The first reported gas phase biosensor was in fact an enzyme-based Pz
sensor [58]. Crystals coated with formaldehyde dehydrogenase were used
to linearly detect formaldehyde in air from 10 ppb to 100 ppm. A portable
version of the sensor was also developed. The battery-operated instrument
contained a digital readout and miniature sampling pump. Weighing just 3 lbs
it was used in field for on site analysis.
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2.1.3
Piezoelectric Immunosensors

The first Pz immunosensor was developed by Shons et al. in 1972 [59]. They
incorporated a layer of Neybar C to immobilise bovine serum albumin (BSA)
to the surface of a 9 MHz Pz crystal. They used this to detect BSA antibodies
in a liquid sample. Their results in terms of sensitivity were comparable to the
conventional antibody assay technique of passive agglutination. This method
requires hours for an assay to be completed, but the Pz sensor only required
minutes.

In 1980 Olivera and Silver disclosed details of a competitive microgravi-
metric-based Pz immunoassay that could be used for the determination of
many analytes, even low molecular weight compounds [60]. They firstly im-
mobilised the analyte on the surface of the crystal and measured the fre-
quency. These crystals were then exposed to a solution containing the analyte
and the antibody against the particular analyte. Any free antibody in solution
would bind to the immobilised antigen on the crystal surface. Thus a reduc-
tion in frequency was observed, the magnitude of which was proportional
to the concentration of free antibody in solution. When the amount of an-
tibody was fixed, the amount of free antibody in solution was proportional
to the amount of analyte in solution. Thus the overall frequency change was
inversely proportional to the concentration of the analyte in solution. The
system was applied for the detection of many analytes, including drugs, im-
munoglobulins, nucleic acids and polysaccharides.

In the same year, Rice also patented another Pz-based immunoassay [61].
The sandwich-based assay was used to determine the type of antibody sub-
class and the concentration of the antibody present. Crystals coated with the
antigen were exposed to the antibody solution. A secondary antibody against
the primary antibody was then added. The frequency change observed here is
indicative of the amount and type of the primary antibody present. Later, Rice
described a similar assay that was used to determine the amount of a particu-
lar class or species of antibody and also the amount of total immunocomplex
present in the antibody layer [62]. The assay was also based on a sandwich
format and proved useful for low molecular weight antigens.

Konash and Bastiaans were the first to demonstrate the use of a Pz sensor
in liquid phase [63]. They used a coated crystal as a liquid chromatography
detector, vibrating in a flowing solution. The authors incorporated a refer-
ence crystal to eliminate the effect of viscosity changes in the solution. The
sensitivity of the detector was relatively poor but for the first time showed
that a crystal could be vibrated with a stable oscillation while submerged in
a liquid.

The first Pz immunosensor to be used directly in solution was developed
by Roederer and Bastiaans in 1983 [10]. This novel method, termed micro-
gravimetric immunoassay, was based on a SAW device. Incorporating results
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from chromatographic studies, which at the time had recently shown the high
reactivity of silane-modified surfaces for proteins, the authors coated their
ST-cut crystals with trimethoxyorganosilane. This coupling agent was used to
immobilise goat anti-human IgG to the crystal surface. In their detector cell
it was noted that the shift in frequency was dependent on the sample volume,
but that this dependence diminished as the sample volume was increased. The
sensor could measure human IgG from 0.0225 to 2.25 mg mL–1 with a limit
of detection of 13 µg. Regeneration of the antibody surface was also demon-
strated after measurement by exposing the surface to a salt solution of high
ionic strength. The primary reason for the poor sensitivity and limit of de-
tection was due to non-specific adsorption occurring both at the reference
and measuring crystal. The authors also stated, when discussing the limita-
tions of immunosensing, that Pz devices could only be applied to analytes of
high molecular weight. This statement was later shown to be untrue by many
groups.

Thompson et al. were the first group to study Pz immunochemistry using
a flowing solution [64]. They incorporated 5 and 2.5 MHz crystals. Crystals
of lower fundamental frequency will have a lower sensitivity but will have
a higher Q factor. These would be more stable in solution since less acous-
tic energy is lost to the solution than crystals of higher frequencies. Different
immobilisation procedures were tested and the system was applied to the de-
tection of IgG. This work was mainly a study of interfacial interactions and
a study to show that it is feasible to oscillate Pz crystals in solution with a high
degree of reproducibility.

The first Pz immunosensor for microbial pathogens was developed by
Muramatsu et al. in 1986 [65]. Their Pz crystals were coated with anti-
bodies against Candida albicans. The antigen was detected from 1×106 to
5×108 cells mL–1. The sensor proved to be specific with no detectable re-
sponse observed with the other species tested.

Muramatsu et al. later described a sensor for the detection of immunoglob-
ulins [4]. Protein A was immobilised to the surface of crystals by cross-linking
to a layer of silane via glutaraldehyde. This protein layer was then used to
immobilise the immunoglobulin molecules. The authors immersed the whole
crystal in the solution. Apart from when in highly conducting solutions, in
which the frequency would cease due to a short circuit across the crystal,
a very stable oscillation was observed. This was due to the fact that no me-
chanical stress was applied to the crystal, as is the case when they are in a flow
cell with only one side exposed to the solution. Human IgG was determined
from 10–4 to 10–2 mg mL–1 in a flowing solution. The authors also used the
protein-coated crystal to determine different IgG subclasses in a step gradi-
ent buffer solution. The resonance frequency was also studied in different
solutions and at different temperatures.

Ebersole and Ward described their amplified immunosorbent assay
(AMISA), which was used for the detection of APS reductase and human



258 R.D. Vaughan · G.G. Guilbault

chronic gonadotropin (hCG) [66]. After the direct capture of the antigen,
a secondary enzyme-labelled antibody was added. Subsequent exposure
of the surface to 5-bromo-4-chloro-3-indolyl phosphate (BCIP) resulted in
a blue precipitate, which caused a large frequency change. The precipitate
was due to the enzymatic dimerisation of BCIP by the immobilised alkaline
phosphatase. The use of this enhancement step led to limits of detection of
5 ng mL–1 (10–14 M) of APS reductase. The hCG assay was based on the enzy-
matic oxidation of I– to I2/I3

–. While AMISA incorporates extra steps when
compared to the usual direct Pz capture it demonstrated that amplification
routes via enzymatic catalysis can significantly lower detection limits. The
main advantage of AMISA is the fact that the measured mass change is in-
dependent of the mass of the analyte. Thus detection of low molecular weight
analytes, such as drugs and hormones, would be possible.

Davis and Leary in 1989 performed probably the first thorough investiga-
tion of Pz immunosensors in solution [8]. Using a human IgG system they
continually monitored the crystals resonance in solution. They used a plexi-
glass reaction cell, which exposed one surface of the crystal to air and the
other gold surface to the solution. Protein A was used as the immobilisa-
tion method, with different incubation times and pH buffers investigated. It
was noted that immobilisation times longer than 45 min in buffers of pH 5.5
(near the iso-electric point of the protein) produced more complete coverage.
This was shown by the lack of significant non-specific protein binding to the
crystal. The importance of diffusion was also demonstrated. Mixing of the so-
lution over the crystal during binding caused a sharp increase in the rate of
frequency change. This was expected since the liquid depth over the crystal
was 50 mm. Regeneration of the protein surface was also demonstrated by the
addition of a low pH buffer. The increased frequency shifts observed clearly
showed dissociation of the IgG from the protein A surface. The authors men-
tioned further experiments to see if any irreversible effect was caused to the
protein A surface upon repeated exposure to low pH buffers. The authors ob-
tained a frequency change of 1 Hz ng–1 of protein immobilised, ten times less
than the value predicted by the Sauerbrey equation. They suggested that the
reason was due to incomplete binding of their protein and also binding to
the “non-resonating” parts of the system. The non-resonating parts referred
to by the authors probably mean the areas of the crystal of lower sensitivity,
away from the centre of the electrode as explained by Sauerbrey’s sensitivity
curve [67]. Overall, they demonstrated that continuous real-time monitoring
and regeneration of a Pz immunosensor in solution was easily achieved and
that countless applications could be found.

Muramatsu et al. described a Pz immunosensor for the detection of
E. coli [68]. The specific antibody was cross-linked using glutaraldehyde to
a layer of silane. Under optimised reaction times the cells could be measured
from 106 to 108 cells mL–1. Enhancement of the response was performed by
addition of polystyrene beads coated in the specific antibody. The addition of
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this third layer caused a further reduction in frequency and reduced the limit
of detection to 105 cells mL–1. Different size beads were tested and 1 µm gave
best results.

Later Ebersole et al. described a novel method for the immobilisation of
biological species [69] based on the spontaneous formation of avidin and
streptavidin monolayers onto gold. The monolayers formed irreversibly from
aqueous solutions onto freshly formed gold surfaces of Pz crystals; monolay-
ers formed on aged gold surfaces showed lower activity. They demonstrated
the use of this method using a DNA hybridisation assay and incorporated
their AMISA technique to enhance the measured frequency change.

At the same time Prusak-Sochaczewski et al. also described a Pz im-
munosensor for the detection of Salmonella typhimurium [70]. They also
incorporated avidin/biotin chemistry, but immobilised the avidin to a layer
of polyethyleneimine, not formed as Ebersole et al. [69]. While not being
the first Pz immunosensor to be published for the detection of microbial
pathogens, it marked the first systematic attempt to produce a practical Pz
immunosensor. The authors compared various immobilisation procedures
for the attachment of their monoclonal antibodies to the surface of the crystal.
Immobilisation via glutaraldehyde to a thin layer of polyethyleneimine gave
best results. Bacterial cells could be detected from 105 to 109 cells mL–1, al-
though extensive incubation times were needed to measure the lower concen-
trations. The antibody-coated crystals displayed minimal non-specific bind-
ing when exposed to E. coli cells. The antibody-coated crystals displayed no
detectable loss in activity for up to 4 days when stored at 4 ◦C, and could be
reused for six to eight consecutive assays. This publication marked the way
for future sensor developments. All previous Pz immunosensor publications
were generally investigating fundamental parameters and performed to show
that a certain assay or format could be achieved. This was the first attempt to
produce a practical useful sensor. Their systematic approach, i.e. optimising
parameters, investigating lifetime, reusability and regeneration would be the
approach incorporated by most investigators to follow.

Prusak-Sochaczewski and Luong also published details of a reusable Pz
immunosensor for the detection of human albumin [71]. Of the immobilisa-
tion methods tested, protein A proved best for the attachment of anti-human
albumin to the surface of a Pz crystal. The antigen could be detected from
10–4 to 10–1 mg mL–1. Regeneration was achieved by saturation of the sur-
face with the antigen followed by subsequent immobilisation of the antibody.
This new antibody layer could then be reused for the detection of the antigen.
This could be repeated for five assays without loss of sensitivity, after which
time sensitivity decreased. This was probably due to distance from the sur-
face, which decays exponentially and damping of the crystals oscillation due
to excess mass deposited. IgG could also be removed from the protein A layer
by immersion of the crystal in a low pH buffer. But the removal was incom-
plete, 40% at best, so this method was not a viable method for regeneration
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of the surface. Earlier work using protein A layers observed complete removal
of the IgG layers under similar conditions [8], the only difference was that the
earlier publications used a flowing glycine solution, which obviously helped
removal.

The first gas phase immunosensor was also a Pz-based device, developed
in 1986 [72]. Crystals coated with anti-parathion antibodies could detect the
antigen linearly from 2 to 35 ppb under optimised conditions in real time.
The system was reversible and coated crystals could be used for a week with-
out detectable loss in activity. Interferences from similar compounds were
only observed when they were present in very large concentrations. To en-
sure the responses observed were not non-specific adsorption of the antigen
to protein molecules, the authors also tested crystals coated with IgG and
BSA. Only small irreversible frequency changes of a few Hertz were observed
ensuring that the responses observed were specific immunoreactions. De-
spite this it was noted that the antibodies appeared to be relatively much
less selective in this sensor than when compared to their activity in solu-
tion. Assuming that this observation was not due to non-specific binding to
the crystal, it demonstrated that the activity of antibodies in solution and
gas phase was very different. Despite the promising results, the authors dis-
cussed the many unknown parameters that needed to be investigated before
correct understanding of the sensor response can be achieved. The activity
and nature of the immunoreaction in the gas phase is not known or well
understood.

A gas phase immunosensor for the detection of cocaine has also been re-
ported [73]. The antibody-coated crystals were used to detect cocaine in air
to 0.5 ppb. Responses were observed in 30 s and full recovery was observed
in 30 s, indicating a full analysis time of less than 2 min, allowing for base
line stabilisation between measurements. Negligible effects were seen from
the interferents tested. Coated crystals lasted 3 days without detectable loss in
activity.

Preliminary results for a vapour phase tuberculosis Pz sensor have also
been published [74]. Polyclonal antibodies against the antigen were immo-
bilised onto the gold of piezoelectric crystals by two methods. Oxidised
antibodies were attached to a silane layer and thiolated antibodies, were self-
assembled onto the surface, using Trauts reagent. The sensor was used to
detect the antigen in nebulised droplets of ∼= 10 µm, approximately the size
of respiratory droplets. It is envisaged that this sensor could also be used for
the direct detection of the analyte in expired breath. The fact that the anti-
gen is only present in the breath of infected patients and completely absent
in healthy patients means that quantitative determination is not very import-
ant. The sensor could be used for a fast positive/negative response, which is
required in a clinical situation.

Obvious advantages over solution-based immunosensors are the fact that
real-time analysis is possible while exposing both sides of the crystal to the
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sample; in solution only one side can be exposed to the sample. Damping ef-
fects due to solution are eliminated, so larger frequency shifts can be expected
as well as a behaviour closer to that predicted by the Sauerbrey equation [68],
depending on the coating.

Despite the previous examples very little fundamental understanding ex-
ists about the nature of biological interactions in the gas phase. More thor-
ough investigations are needed to determine binding affinities, association
and dissociation constants, and rates of the antigen/antibody interaction.
These then need to be compared to the parameters in the aqueous phase. The
activity of the enzyme or antibody could be affected by many factors such
as accessibility and reactivity. Orientation of the bio-component, which is af-
fected by its immobilisation method, will probably differ significantly when
in gas and liquid phase.

The possibility if gas phase biosensing could even occur has been ques-
tioned and caused an amount of controversy [75]. Rajakovic et al. [76]
demonstrated the adsorption of pesticides and organics to antibody-coated
Pz crystals. The responses observed were completely reversible and were
shown to be due to non-specific chemisorption and not selective immuno-
chemical binding. They coated a crystal with parathion antibodies and tested
its response to a number of gaseous compounds including parathion. Similar
frequency responses were observed for all compounds. Also crystals coated
with anti-parathion antibodies, BSA, IgG and anti-valporic acid antibodies
showed similar frequency responses to parathion. Crystals coated with anti-
valporic acid were equally responsive to valporic acid and parathion. These
results indicated that any frequency responses observed were directly due to
adsorption of the compounds to the immobilised proteins on the crystal sur-
faces and not due to selective immunochemical binding by the immobilised
antibody. This was not evident in the parathion immunosensor developed by
Ngeh-Ngwainbi et al. [72]; where the authors showed that no non-specific
binding occurred to crystals coated with non-specific proteins. Despite the
views of these authors [76] it is very likely that immunosensors and biosen-
sors in gaseous phase do work. A review on gas phase biosensors has been
published [77], which describes numerous examples.

It is likely that in gas phase biosensor’s water of hydration is retained in
the immobilised structure, since none of authors used forceful drying pro-
cedures. It is possible that this water is sufficient to allow the bio-component
to act to some extent as if it were in solution. Thus the sensors respond in
an expected manner as they would in solution, but with an obvious differ-
ence in magnitude of response and activity. Even dry air contains 5 ppm or
more of water, which is considered sufficient for the activity of the antibody or
enzyme [78]. Partial humidification of the carrier stream has also been sug-
gested so as to retain the behaviour of the biologically active coatings [79].
This area has been specifically reviewed elsewhere [80, 81] and also discussed
in general Pz biosensor reviews [82–84].
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This initial work paved the way for the development of limitless num-
bers of Pz immunosensors. The later developments mainly focused on the
improvement and optimisation of previous methods to develop sensitive, se-
lective and robust sensors for various analytes. Others concentrated on the
development of new immobilisation procedures or assay techniques in order
to improve on previous methods.

2.2
Piezoelectric Immunosensor Applications

2.2.1
Bacterial Detection

Conventional bacterial detection methods generally require laborious pro-
cedures and many hours or even days for complete analysis. The relatively
large mass of bacterial cells, combined with the availability of antibodies to
most species means that Pz immunosensor detection offers a very attractive
alternative to microbiological methods. Generally giving results in minutes,
with adequate sensitivity and selectivity. The earliest Pz immunosensors for
bacterial detection have already been discussed [65, 68, 70].

Plomer et al. described a sensor for the detection of enterobacteria [85].
Of the immobilisation procedures tested, protein A was found to be most
useful for the immobilisation of the antibodies. Under optimised conditions
E. coli K12 could be measured from 106 to 109 cells mL–1. The antibodies
used were raised against enterobacterial common antigen (ECA), chosen so
as to develop a family-specific Pz immunosensor for the detection of all en-
terobacteria. But the sensor’s response towards other members of the family
tested {Enterobacter, Citrobacter, Proteus and E. coli (wild strain)} was small.
The weak response was due to the smooth surface of these strains, which
masked the ECA, a glycophospholipid of the outer bacterial membrane shared
by all enterobacteria. Heat treatment allowed release of this ECA, and de-
tection to different degrees of the other strains was possible. It was also
discovered that drying the antibody to the surface of the crystal had no detri-
mental effect on its activity. Regeneration of the antibody surface was not
possible since addition of low pH buffers not only removed the antigen but
partially removed the antibody layer also. Cleaning of the crystal using NaOH
allowed regeneration of the gold surface, which could be reused for more
than 50 assays.

König and Grätzel published results of a Pz immunosensor for the de-
tection of various diarrhoea-causing enterobacteria [9]. Common detection
methods take 2 days and in about 40% of the cases the causative pathogen
cannot be determined. Unlike the sensor developed by Plomer et al. [85], the
authors used specific antibodies for each strain since in clinical applications
the exact pathogen is often important. Protein A was chosen as the method of
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antibody immobilisation since it displayed superior sensitivity, reproducibil-
ity and was most stable when compared to other methods. The bacteria
tested, including Camylobacter and Shigella, could be measured from 106 to
108 cells/crystal. The sensor was also applied to real stool samples. A 5%
increase in response was observed and believed to be due to non-specific
binding from other bacteria present in the stool sample. The antibody-coated
crystals could be stored for 6 weeks and regenerated 25 times without de-
tectable loss in activity.

Su and Li [86] used a SAM of an alkanethiol to immobilise antibodies
for the detection of E. coli 0157 : H7. A detection limit of 103 CFU (colony
forming units) mL–1 was obtained using dip and dry detection. Poorer per-
formance in solution, dynamic and static, was observed.

A Pz immunosensor for the detection of Listeria monocytogenes was pub-
lished by Jacobs et al. [87]. The bacteria could be measured to 105 cells mL–1

using dip and dry methods of detection. Analysis carried out directly in so-
lution allowed detection to 5×105 cells mL–1. Antibody coated crystals were
stored for 17 days without detectable loss in activity. Protein A was used as
the immobilisation method but not compared to others. Later the group pub-
lished details of a displacement assay for the detection of this species [88].
This assay could detect the antigen from 2.5×105 to 2.5×107 cells/crystal
directly in solution monitoring the response in real time. The assay was
also performed in milk. Assays in milk were also shown to be specific for
L. monocytogenes. A later study incorporated SAMs to immobilise antibodies
to detect, in real time, this species in solution [89]. The sensor was specific
and reusable at least ten times without detectable loss in activity. The sensi-
tivity, however, was poor with a limit of detection of 10–7 cells mL–1. Of note,
however, was the fact that an increase in frequency was observed upon expo-
sure of the antibody-coated crystal to the specific cells, an observation also
seen by Thompson et al. [64].

A displacement assay was also used for the detection of Pseudomonas
aeruginosa by Bovenizer et al. [90]. However, a poor detection limit of
1.5×107 cells mL–1 was found and high cross reactivity with other Pseu-
domanas species was observed. The fact that the antibodies showed high
selectivity in ELISA indicated that the displacement observed was possibly
due to removal of species during the washing steps and not due to any im-
munological reaction. Kim et al. [91] used thiolated antibodies to detect this
species directly in a flowing solution. This sensor had comparable sensitivity
to the previous sensor [90] and was used seven times with a relative sensitiv-
ity loss of less than 10%. Issues with selectivity were attributed to the specific
antibody used.

Adsorption of antibodies was used to develop a sensor for the detection of
Vibrio cholerae 0139 [92]. A fast detection method was required to measure
and differentiate this strain with the Ogawa serotype of the bacteria. The sen-
sor could measure the bacteria to 105 cells mL–1 against a background of the
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Ogawa strain. No cross-reactivity to other bacteria such as E. coli, L. monicy-
togenes and S. marcescens was observed.

Le et al. described a sensor for the detection of Staphyococcus aureus [93].
They used a layer of YWG-C18H37 cross-linked with glutaraldehyde to immo-
bilise the specific antibodies to the crystal surface. YWG-C18H37 is normally
used as a protein purification ligand in chromatography and has a high affin-
ity for antibodies. Under optimised conditions the analyte could be detected
from 5×105 to 1×108 cells mL–1 in solution. Antibody-coated crystals could
be reused 15 times and stored for 1 month without detectable loss in activity.
Negligible response to P. aeruginosa, S. epidermidis and E. coli was observed.

Si et al. used electropolymerised films as functional coatings for antibody
immobilisation for the detection of Staphyococcus aureus [94]. Antibodies
were linked to the film using glutaraldehyde. The antigen was detected from
105 to 109 cells mL–1. The antibody-coated crystal could be regenerated ten
times with minimal loss in activity and was stable for up to 5 weeks, after
which time only an 8% loss in activity was observed. It was also found that
the sensor performed best at pH 7–8.

A SAM based immobilisation procedure was incorporated by Ben-Dov
et al. for the detection of Chlamydia trachomatis [95]. A monolayer of cys-
teamine was formed on the gold surface. Using a suitable cross-linker anti-
IgG was immobilised to this monolayer. Anti-C. trachomatis was then added
to form the active sensing layer. The sensing layer was subsequently exposed
to the antigen. Responses were recorded in real time directly in solution. Am-
plification of the response was shown by the addition of a secondary antibody.
The bacteria could be detected from 260 ng mL–1 to 7.8 µg mL–1. Analysis
of the analyte was also performed directly in urine and the assay was more
sensitive than current ELISA tests. The fragmented F(ab′)2 antibody-coated
crystals were stable for up to 90 days.

Salmonella species have been the most studied bacteria in Pz immuno-
analysis because of their importance to the medical field and food industries.
The detection of various strains has already been described [9, 69, 71] and
further sensors are summarised in Table 1.

An enzymatically amplified sandwich assay was used for the detection
of Helicobacter pylori infection by Su et al. [103]. Elevated concentrations
of the antibody against the bacteria in serum were a sign of infection. Re-
combinant H. pylori protein was immobilised to the crystal by means of an
activated thioctic acid monolayer. The surface was then exposed to serum
or a solution containing the specific antibody. An enzyme-labelled secondary
antibody was then added, followed by an appropriate substrate. As with Eber-
sole and Ward’s AMISA [66], an enzymatically generated product precipitated
on the surface of the crystal, thus enhancing and amplifying the frequency
change. The assay significantly reduced interferences from non-specific an-
tibodies or other serum components. It was used for the analysis of positive
and negative serum, using both dip and dry and real-time monitoring.
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Table 1 Detection of Salmonella species using piezoelectric immunosensors. The sensor’s
linear range and, where available, the limit of detection have been listed

Strain Detection Immobilisation Refs.

S. paratyphi 105–109 cells mL–1 Electropolymerised films [96]
S. enteritidis 3×105–5×108 cells mL–1 Electropolymerised films [97]
All strains 9.9×105–1.8×108 cells mL–1 Thiolated antibodies [98, 99]

105 cells mL–1

S. typhimurium 3.2×106–4.8×108 CFU mL–1 Thiolated antibodies [36]
S. typhimurium 5.3×105–1.2×109 CFU mL–1 PEI [100]

105 CFU mL–1

S. typhimurium 102–107 cells mL–1 Langmuir–Blodgett films [101]
350 cells mL–1

S. paratyphi 6×104 cells mL–1 PEI [102]
S. typhimurium 8×104 cells mL–1

S. enteritidis 6×104 cells mL–1

Wu et al. also used the elevated antibody levels in serum as an indica-
tion of pathogen infection [104, 105]. The concentration of specific antibod-
ies against the parasite Schistosoma japonicum was measured. Initially the
authors used polymer agglutination to determine the antibody concentra-
tion in rabbit serum [104]. It was noted after scanning electron microscopy
(SEM) analysis of the crystal surface that adsorption to the crystal surface
was a dominant factor in the frequency response. Various parameters were in-
vestigated and the antibody was measured linearly from 3.6 to 42.0 µg mL–1.
In the later publication the authors immobilised S. japonicum antigen to the
crystal surface using a copolymer of methacrylate [105]. This was then ex-
posed to a solution containing the specific antibody, whose concentration was
proportional to the frequency change upon binding to the immobilised anti-
gen. The antibody was linearly measured from 7.2 to 90.0 µg mL–1. The gold
surface could be regenerated and reused 20 times without any detrimental
effect on its frequency stability. The sensor was used to measure the degree
of infection in rabbit serum. The valent value of binding of the antigen and
affinity constant were also estimated.

Other non-immunosensor-based Pz sensors for the detection of bacte-
ria have been produced. He et al. described a separated electrode Pz sensor
for E. coli [106]. Ebersole et al. used Pz detection to monitor the growth
and metabolic rates of E. coli cells [107]. Bao et al. developed a sensor for
the detection of Staphylococcus epidermidis [108]. A Pz-based assay for Sac-
charomyces cerevisiae, Bacillus subtilis and Klebsiella spp. have also been
described [109].

Reviews dealing to some extent with the detection of bacteria using Pz
immunosensors have appeared [110, 111].
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Pz immunosensors for the detection of other micro-organisms such as
plankton have also appeared. The plankton Chattonella marina, which causes
red tide, was detected directly in sea water from 102 to 104 cells mL–1 by
Nakanishi et al. [112]. Immobilisation of the antibodies using protein A and
polystyrene gave better results than when using silane or polyethyleneimine.
Protein A was the method of choice since a relatively low sensitivity to
the cells was observed with the polystyrene-immobilised antibodies. This
was due to the fact that fewer antibodies bound to the polystyrene sur-
face and also to random orientation of the immobilised antibodies, leading
to deactivation of a high percentage of them due to binding via their Fab
sites. No interferences were observed from another plankton that causes red
tide, Alexandrium catenella. They later described a sensor for the detec-
tion of Alexandrium affine, another red tide causing plankton [113]. A novel
method of antibody immobilisation was incorporated, the use of plasma poly-
merised films, the theory of which was excellently described earlier by the
authors [114]. While this was the first use of this technique in Pz immunosen-
sor work, it had been previously used for Pz gas sensor development [115].
Plasma polymerised coated crystals performed better than polyethyleneimine
and silane in terms of sensitivity and reproducibility. The importance of
orientated immobilisation was discussed [114]. IgM antibodies were cross-
linked via glutaraldehyde to the plasma polymerised coated crystals and were
used to detect the plankton directly in seawater. The cells were measured from
102 to 105 cells mL–1 and the sensor showed no response to A. catenella.

2.2.2
Viral Detection

The first Pz immunosensor developed for the detection of viruses was re-
ported in 1992 by Kößlinger et al. [116]. They used synthetic human immun-
odefficiency virus (HIV) peptides adsorbed on a Pz crystal for the detection
of anti-HIV antibodies, an indication of HIV infection. The authors used very
sensitive 20 MHz crystals to monitor the binding of monoclonal antibodies
to the immobilised peptide layer in solution. The high relative standard de-
viation observed in the measurements was due to insufficiently reproducible
experimental conditions. Non-specific binding of other proteins was also ob-
served. Surprisingly, the authors observed that the Sauerbrey formula gave
sufficiently accurate values for the frequency observed due to adsorption and
binding of proteins.

In a later publication the group incorporated their sensor in a flow sys-
tem [117]. Detection of the HIV antibodies was also carried out in serum
samples. Dilution of the serum in buffer ensured the suppression of non-
specific effects and that negligible viscosity effects were observed. As long as
the antibody concentration in the serum was not too high and didn’t saturate
the receptor layer on the crystal surface, several assays could be performed on
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each crystal. The sensor’s performance was comparable to that of a commer-
cial ELISA HIV kit. Similar results also appeared elsewhere [118].

The group later published details of a sensor for the detection of African
swine fever virus and antibodies against the virus [119, 120]. Analysis was
carried out in both serum and buffer incorporating a flow injection analysis
(FIA) system, using 10 MHz crystals in serum and 20 MHz crystals in buffer.
In terms of cost, experimental expenditure, response, regeneration and life-
time, immobilisation of the antibody using dimethyl sulfoxide was best when
compared to other methods. Detection of the virus protein was performed in
buffer and pig serum; limits of detection were 0.31 µg mL–1 and 1 µg mL–1,
respectively. Immobilisation of the virus protein for the detection of the an-
tibodies was best using adsorption for 4 days. Detection limits in serum and
buffer, were 0.2 µg mL–1 and 0.1 µg mL–1, respectively. The use of different
blocking solutions and the addition of substances to counteract viscosity ef-
fects were also investigated.

König and Grätzel published details of a sensor for the detection of
diarrhoea-causing bacteria and viruses [9]. Immunosensors were described
for the detection of rotavirus and adenovirus. Both viruses were measured
linearly from 106to 1010 virions. As explained earlier, protein A was shown
to be the most favourable immobilisation method but immobilisation using
silane and polyethyleneimine showed a 40% increase in response when de-
tecting rotavirus in stool samples.

They also developed a sensor for the detection of herpes viruses [43]. The
sensor was used to specifically detect five human herpes viruses, herpes sim-
plex type 1 and 2, viracella-zoster virus, cytomegalovirus and Epstein-barr
virus. Of the immobilisation procedures tested, protein A was best in terms
of reusability, sensitivity and stability. Each virus was measured linearly from
54 to 1×109 virions/crystal. The sensor was reusable 18 times and stable for
8 weeks without detectable loss in activity. When applied to complex human
specimen no non-specific effects were observed and the sensor performed
identically for each virus as it did in buffer.

The authors later published details of a sensor for the detection of human
hepatitis viruses type A and B [44]. Immobilisation using protein A gave best
results. Both types of virus could be detected linearly from 105 to 1010 virions
mL–1 in solution. The sensor was stable for 4 weeks and could be reused ten
times without detectable loss in activity. Results were comparable to those of
a commercial ELISA kit.

Susmel et al. describes a competitive immunoassay for the detection of hu-
man cytomegalovirus [121]. Direct capture of the virus from solution, using
a number of immobilisation procedures, yielded unsatisfactory results, con-
trary to what was observed before [43]. A competitive assay performed using
a monolayer of poly-l-lysine (covalently attached to a monolayer of thiosali-
cylic acid) yielded a preliminary linear range of 2.5–5 µg mL–1 of gB epitope
and a limit of detection of 1 µg mL–1.
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Su et al. adsorbed recombinant porcine reproductive and respiratory syn-
drome virus (PRRSV) protein to the surface of a Pz crystal to detect infec-
tion in pigs by the presence of PRRSV antibodies [122]. As seen in earlier
work [119, 120], immobilisation of the protein via self-assembly led to deac-
tivation, thus no significant binding of the antibody was observed. Analysis
in pig serum was carried out, using both dip and dry and real time analy-
sis. A one in ten dilution in serum was used as a compromise between loss of
sensitivity and suppression of non-specific effects. Screening of positive and
negative sera displayed similar results to that of a commercial ELISA kit. Re-
generation of the protein-coated crystal was possible four times, after which
92% of its activity was still retained. Using harsher conditions the gold surface
could be easily regenerated for reuse.

Rickert et al. described a sensor for the detection of antibodies against the
foot and mouth disease virus [123–125]. Synthetic peptides constituting an
epitope of the virus were immobilised using activated self-assembled thiols.
The antibodies were detected in a flowing solution in real time. Regeneration
of the surface was also performed.

Lee and Chang [126] used a cystamine SAM to immobilise antibodies to
develop a sensor for the detection of bovine ephemeral fever virus. The un-
optimised sensor was used in a flowing solution and detected the antigen in
real time to 5 µg mL–1. Positive results were observed in bovine sera samples.

2.2.3
Clinical Analysis

The detection of some of the above bacteria and viruses are of major clinical
importance. The development of sensors for various analytes of clinical im-
portance, especially human blood products has been intensely investigated.

König and Grätzel first reported the Pz detection of human erythro-
cytes [127, 128]. The later was an improved version of the sensor. Polyethyl-
eneimine was used to immobilise the antibody to the crystal, which was
stable for 10 weeks, if stored dry at room temperature or 4 ◦C, without de-
tectable loss in activity. Regeneration of the surface was improved from eight
to 12 times without detectable loss in activity. This was done by the addition
of a synthetic peptide, which competed for the bound antigen and allowed
regeneration of the antibody surface without the use of harsh chemicals. An-
alysis in blood was carried out.

A sensor for the detection of human granulocytes was also reported by
the authors [47]. Immobilisation was carried out using silane, protein A and
polyethyleneimine. Similar results were observed for each method but the
later showed better stability. The antigen was measured linearly in blood from
2×103 to 3×105 cells. The antibody-coated surface was stable for 8 weeks
without detectable loss in activity. Regeneration was not possible since re-
moval of all the bound cells even under harsh conditions did not occur.
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The authors again used polyethyleneimine to immobilise antibodies for
the detection of T-lymphocytes [48] and B-lymphocytes [49]. T-lymphocytes
were measured linearly from 5×103 to 4.5×105 cells. The antibody-coated
crystals were stable for 10 weeks without detectable loss in activity. Regener-
ation was not tested. A 10% increase in response was observed when tested
in whole blood, due to non-specific binding. B-lyphocytes could be measured
linearly from 5×103 to 5.6×105 cells, in blood and buffer. The antibody-
coated crystal was stable for 6 weeks and could be regenerated eight times
without detectable loss in activity.

Many authors have developed Pz sensors capable of detecting IgGs, but
generally these are used as test analytes in fundamental investigations or the
development of new techniques and immobilisation methods.

Raman Suri et al. described a sensor for the detection of IgM [129]. They
removed the central 5 mm of the gold electrode surface to expose more Pz
surface for chemical modification. This causes an increase in the resonance
frequency and a reduction of the Q factor, but the crystal still vibrates. This
surface was then refluxed in acid to produce stable hydroxyl groups. Mod-
ification with tresyl chloride gave more surface coverage than silane and
showed better sensitivity when protamine was immobilised. IgM could be
measured linearly from 10–5 to 10–2 mg mL–1, with a limit of detection of
10 ng mL–1. Tresyl chloride treated crystals were stable for 5 days without sig-
nificant loss in activity whereas silane treated crystals were only stable for
3 days. Negligible interferences were observed from IgG.

Chu et al. also described a sensor capable of detecting IgM in solu-
tion [130]. The authors used an array of 5 Pz crystals coated with different
ratios of antibodies against two analytes, IgM and C-reactive protein. The
array was then used for the simultaneous analysis of the dual analytes in so-
lution. Of the linear regression models tested, least terminated squares gave
best results for the estimation of analyte concentrations in mixed unknown
samples. The authors also carried out kinetic studies on the immunoreaction
of IgM [131]. An activated methacrylate copolymer was used to immobilise
the antibodies against IgM. Various immunoreaction kinetic parameters were
determined under varying conditions by continuous monitoring of the reac-
tion using the QCM.

IgA was measured in real time, directly in saliva by Tajima et al. [132]. Im-
mobilisation of the antibody using cysteamine gave superior results to that
of adsorption. The antibody-coated crystal was reusable for 15 times without
detectable loss in activity. The concentration of IgA measured in saliva using
the Pz sensor was confirmed using ELISA.

Su et al. incorporated SAMs in the development of a Pz sensor for
IgE [133]. Thioctic acid and cysteamine, coupled with EDC and glu-
taraldehyde respectively, were tested. IgE was measured linearly from 5 to
300 IU mL–1 and the antibody-coated crystal could be regenerated five times
without detectable loss in activity. The SAM coated crystals showed three
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to five times less non-specific binding than crystals prepared with other
methods (polyethyleneimine, silane and protein A). The sensor’s perform-
ance was comparable to that of two commercially available IgE test kits.

The detection of complement proteins has also received much attention.
Pei and coworkers described a Pz immunosensor for the detection of com-
plement C4 [134, 135]. The authors first used adsorption to immobilise the
specific antibody, showing better results than for the use of polyethyle-
nieimine [134]. They measured the protein linearly from 0.1 to 10 µg mL–1.
The sensor showed no response to any materials present in serum and the
gold surface could be regenerated 15 times for repeated use. Later they self-
assembled the antibodies onto a layer of protein A, a method which gave
superior results to the previously tested immobilisation procedures [135].
This setup gave a better linear range of 5×10–4–1×10–2 µg mL–1, but the
crystal was only reusable about ten times.

The group later published a similar sensor for the detection of comple-
ment C6 [136]. Immobilisation of the antibody via polyethyleneimine showed
superior results to physical adsorption. Under optimised conditions the pro-
tein could be determined linearly from 10–4 to 10–2 µg mL–1. The gold surface
could be regenerated 12 times for repeated use before loss of sensitivity due to
damage of the gold was observed.

Chu et al. used polymer agglutination to determine the concentration of
complement C3 in serum [137]. Determination of the protein concentra-
tion under optimised conditions using initial rates and end-point methods
produced linear ranges of 22.0–49.1 µg mL–1 and 22.0–43.2 µg mL–1, respec-
tively. Analysis of clinical samples showed that the Pz method was comparable
to turbimitry analysis.

Deng et al. [138] used a novel immobilisation procedure based on a nafion
membrane to detect compliment C4. The well optimised sensor was easily
prepared and allowed regeneration of the nafion surface. It could detect C4
from 0.08 to 1.6 µg mL–1.

Lepesheva et al. incorporated the use of Langmuir–Blodgett IgG films, on
Pz crystals for immunosensing [139]. Ferritin was used as a model and could
be detected from 10–10 to 10–7 M.

Chu et al. used an activated copolymer of methacrylate for antibody im-
mobilisation to develop a Pz immunosensor for the detection of α-fetoprotein
in serum [140]. The analyte was measured linearly from 100 to 800 ng mL–1

and no interferences from other serum components were observed. Valent
values and affinity constants of the immunoreaction were also determined.
Comparable results to RIA were obtained.

Pei et al. used protein A immobilisation in the development of a sensor
for fibrin in serum [141]. The immobilisation gave better results than those
obtained with polyethyleneimine and adsorption of BSA, glutaraldehyde was
used to cross-link the antibodies to the adsorbed BSA layer. Under opti-
mised conditions the analyte could be measured from 10–4 to 10–2 g L–1. The
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antibody-coated surface could be stored for 6 weeks without detectable loss in
activity. No interferences from other serum components were observed and
the gold surface could be regenerated ten times before loss in sensitivity was
observed.

Shao et al. used polyethyleneimine-coated crystals to measure haemoglobin
(bovine) directly in solution from 0.001 to 0.1 mg mL–1 [142]. No interfer-
ence was observed from BSA and the effect of different liquid depths over the
crystal was also investigated.

Muratsugu et al. described a sensor for the detection of human serum
albumin (HSA) [143]. Adsorption of the antibody was the immobilisation
method used. The antigen binding was monitored in real time directly in
a flowing solution. The system could specifically detect HSA in the presence
of BSA. The antigen could be measured from 0.1 to 100 µg mL–1. The fre-
quency change observed by the authors was larger than that predicted by the
Sauerbrey equation; also the binding of the HSA was larger than that of the
adsorbed antibody. This was related to the hydrophobicity and hydrophilicity
of proteins.

Sakai et al. also described a sensor for the detection of HSA in a flowing
solution [144]. After initial capture of HSA by the immobilised monoclonal
antibodies, a solution of secondary polyclonal antibodies was added, thus
performing a sandwich assay. This sandwich method was effective in signifi-
cantly increasing the sensitivity of the assay due to the larger mass of the
polyclonal antibodies compared to HSA. The sensor showed a linear response
to the antigen from 0 to 20 ppm. The antibody-coated crystal could be reused
for 30 assays over 4 days without significant loss in activity.

Xia et al. also described a Pz immunosensor for the detection of HSA based
on polymer agglutination [145]. The analysis was carried out in serum but
had a much lower sensitivity than the previous sensors, linearly detecting
the antigen from 112 to 878 µg mL–1. Rubbing the crystal and washing al-
lowed regeneration of the surface and reuse of the crystal. The authors used
a carboxymethyl cellulose polymer.

Polymer agglutination has also been applied to other analytes of clini-
cal importance. The technique was pioneered by Kurosawa and coworkers
in 1990 [17]. They used it for the analysis of C-reactive protein (CRP). In
a recent publication further details of its use for the detection of CRP have ap-
peared [146]. It was successfully used in serum for the diagnosis of disease.
The technique termed latex piezoelectric immunoassay (LPEIA) was also ap-
plied for the detection of antistreptolysin O antibodies in serum [18]. The
technique was very rapid, requiring an assay time of only 2–3 min, incorpo-
rating the initial rates method. Only 20 µL of serum was needed to perform
an assay. The antigen could be measured up to 1040 IU mL–1. It was shown
that the latex particles in solution prevented adsorption of proteins to the
crystal, thus eliminating non-specific effects. Clinical samples were tested and
LPEIA results were confirmed using turbidimetry.
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Ghourchian et al. later applied LPEIA to the detection of rheumatoid fac-
tor [147]. Stable oscillation of crystals in PBS solutions generally required
sealing of one side of the crystal. This was often time consuming and al-
tered the sensitivity of each crystal, resulting in irreproducibility from crystal
to crystal. The authors improved on this by designing a cell which exposed
only one side of the crystal to the solution, still allowing stirring thermostatic
control of the solution over the other surface. A novel surface regeneration
method was also employed and allowed 38 assays to be carried out using one
crystal without detectable loss in activity. Under optimised conditions the
antigen could be measured from less than 5–5.5 IU mL–1. The effect of HSA
and BSA were also investigated.

In combined publications both groups describe the application of LPEIA
in the clinical analysis of CRP, antistreptolysine O antibody and rheumatoid
factor [148, 149].

Zhang et al. [150] used a novel micro-array of crystals to develop a sen-
sor for human chronic gonadotropin. The SAM-based system retained 70%
of its activity after five regenerations and had a range of 2.5–500 mIU mL–1.
Its performance in real urine and serum samples was comparable to radioim-
munoassay.

The application of a novel immobilisation procedure, based on cystamine
SAMs and chitosan/alginate multilayers, has been demonstrated in the detec-
tion of factor B [151]. A positively charged chitosan layer was immobilised
via glutaraldehyde to a cystamine SAM on the crystal surface. A layer of al-
ginate, with covalently bound antibodies, was then electrostatically bound to
the charged chitosan layer. This technique allowed a fast and reproducible re-
generation of the chitosan layer, with no detectable loss in activity after eight
attempts. The use of this chitosan/alginate layer demonstrated increased sen-
sitivity when compared to direct antibody immobilisation to the cystamine
SAM. Analysis in serum samples was also carried out.

Michalzik et al. [152] developed an immunosensor for the detection of
bone morphogenic protein-2. 20 MHz crystals were incorporated to increase
the potential sensitivity of the sensor, which had a limit of detection of
0.5 µg mL–1. Immobilisation was performed via protein A covalently bound
to a SAM of cystamine and the sensor was reused six times without detectable
loss in activity. More important, however, was the fact that this publication
demonstrated a practical application of this group’s excellent miniaturised
flow system [153]. The crystals incorporated consisted of 2 mm gold elec-
trodes and were only 3 mm diameter in total. The flow cell was just 5.5 mm in
width. The possibility of applying this technology to microfluidic transducer
arrays was mentioned.
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2.2.4
Low Molecular Weight Analytes

The detection of low molecular weight analytes of importance including
steroids, herbicides, pesticides and toxins have also appeared. Generally, be-
cause of their low molecular weight, assay formats other than direct captures
are performed or their presence is measured indirectly. The direct capture
of such analytes can often lead to a sensor with low sensitivity due to mi-
nor frequency changes. Table 2 summarises some of the Pz immunosensors
developed for the detection of low molecular weight analytes.

Masson et al. described a bioaffinity Pz sensor for biotin [174]. The sen-
sor was based on the displacement of avidin from the crystal surface, which
caused a large frequency increases when biotin was added to the solution.
The surface was easily regenerated by addition of more avidin after analysis.

Table 2 Detection of low molecular weight analytes using piezoelectric immunosensors.
Capture assays were used unless otherwise stated

Analyte Detection Immobili- Assay Refs.
sation

Insulin 10–6–10–1 mg mL–1 Protein A Capture [154]
Insulin Spin coated Capture [2]

polystyrene
Cortisol 36–3628 ppb Protein A Capture [42]
Cocaine 10–300 ppb Protein B Capture [155]
Cocaine 100 pmol L–1 SAM Competitive [156]
Metamphetimine 0.02–100 ppm Adsorption Competitive [157]
2-Phenyloxazolone 10–5–10–8 M Adsorption Competitive [158, 159]
Ricin 0.5 µg Adsorption Capture [160]
Staphyllococcal enterotoxin B 0.1–10 µg mL–1 Adsorption Competitive [161]
Staphyllococcal enterotoxin C2 Protein A Capture [162, 163]
Staphyllococcal enterotoxin Capture [164]
Atrazine 0.03–100 µg mL–1 Protein A Capture [165, 166]
Atrazine 0.1–100 ppb Silane Competition [167]
Atrazine 0.01–1 ng mL–1 Polystyrene Competition [168]

0.001 ng mL–1

Atrazine 0.1 µg L–1 Silane Competition [169]
2,4-Dichlorophenoxyacetic 0.001–100 ppb Silane Competitive [170, 171]
acid
Polycyclic aromatic 1–4 nM SAM Displacement [172]
hydrocarbons
Polychlorinated biphenyls Capture [173]

Competition
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The assay was very versatile and would be especially useful in the detection of
low molecular weight analytes. The authors demonstrated its use using a FIA
system.

Horacet and Sckladal used direct competitive assays of two test analytes,
2,4-D and 4,4′-dichlorobiphenyl, to investigate the effect of organic solvents
on immunoassays [175]. The effect of different concentrations of methanol on
the immunoreaction was investigated. It was demonstrated that hydrophobic-
ity of the solvent was the important factor when determining the effect of the
solvent; the less soluble the solvent was in water the lower the influence it had
on the immunointeraction. The authors also performed a real-time compet-
itive assay in toluene. The first time an immunoaffinity interaction in pure
solvent has been shown. The effect on affinity and kinetics were discussed.

An enzyme-based Pz biosensor for the detection of organophosphorous
and carbamate pesticides has also appeared [176]. The assay was based in
the inhibitory effect of the pesticides on immobilised acetylcholinesterase.
After exposure of the enzyme to the pesticides, the substrate 3-indoyl acetate
was added. This was enzymatically converted to an insoluble product, the
concentration of which was determined by the resulting frequency change.
The rate and amount of conversion was due to the concentration of the ac-
tive immobilised enzyme, which was dependent on the amount of pesticide
present. The system was very similar to that used by Ebersole and Ward in
their AMISA [66]. The authors measured paroxon to 5×10–8 M and carbaryl
to 1×10–7 M.

2.3
Future Trends

The main disadvantage of Pz immunosensors with a view to commerciali-
sation seems to be their stability. As can be seen from the many previous
examples they generally have a working lifetime of only a few days. Even
unused sensors only last a number of weeks. This lack of stability is unaccept-
able if commercial success is to be realised.

The Pz sensor is sensitive enough on its own to theoretically measure what
is required. The antibodies are quite robust and stable when stored correctly,
retaining their activity for long periods. The problems arise when the two are
combined. Separately, each of the components easily has the required sensi-
tivity and specificity for the specific detection. But a lot of this is lost when
they are coupled. Even with all the advances in immobilisation techniques no
significant improvement in overall sensor performance has been found, ren-
dering most Pz immunosensors useless outside the laboratory environment.
Further research is needed to try and find a method of extending the lifetime
of antibody-coated crystals. Only then can their advantages be fully exploited.
Another solution could be to find an alternative to the antibodies, something
that retains their main advantages of biologically optimised specificity and
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affinity, but is more versatile and robust. The use of synthetic peptides have
already been incorporated into Pz immunosensors [116–118, 123–125]. As
chemical synthesis improves, the production of molecularly imprinted poly-
mers with the selectivity of antibodies is also a real possibility. Combinatorial
techniques, which are widely used in drug production, have already been ap-
plied to the development of antibody mimics. While the initial production
costs would be large, mass production would generally be very cheap, once
a suitable molecule has been produced. These synthetic mimics can have the
desired specificity, are cheap to produce and are generally very stable.

These synthetic alternatives are much more versatile than antibodies and
can be functionalised or easily tailored for individual needs without affecting
their specificity. At the moment specificity is their major drawback but with
developing techniques this is improving and getting closer to that of antibod-
ies. With these technologies the production of cheap and robust, specifically
coated crystals with good stability should be possible. Then the successful
commercialisation of Pz sensors would be a real possibility.

The use of sensor arrays should also play an important role in the future.
They could be used to simultaneously give an accurate account of many differ-
ent analytes and an overall result at once. For example, an array of Pz sensors
coated with specific antibodies against different freshwater cyanobacterial
toxins could be used to give an overall toxicity indication and also a specific
result on the concentration and type of each toxin present. Incorporation of
miniaturised flow cells and crystals, such as the excellent system developed
by Michalzik et al. [152, 153], could allow real-time monitoring directly in
solution.

Sakti et al. have shown how a simple modification of the crystal surface
can greatly improve its performance and increase the lifetime of the silver
electrodes [2]. At the same time this provides a good matrix for immobilisa-
tion. This sort of modification can help improve the commercial potential of
a sensor.

Theoretically Pz immunosensors are still very promising. In the short few
years since the first immunosensor huge developments have been made. As
more fundamental research paves the way for a better understanding of the
exact mechanistics, the benefits should be conveyed in improved sensors. To
overcome the stability problem a completely new approach may be required,
rather than just trying to improve on already existing techniques.
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Abstract The quartz crystal microbalance (QCM) is an invaluable tool to monitor
protein–membrane and membrane–membrane interactions mediated by proteins with-
out labeling one of the components. In this chapter we show that the formation process
of solid supported membranes by spreading and fusion of lipid vesicles can be readily
followed by the QCM technique, and that Monte Carlo simulations allow for a detailed
modeling of the process. We further demonstrate that only membranes attached to a solid
support make it possible to separate the two binding modes of annexin A1 to membranes,
hence allowing a quantitative analysis of the two processes. By monitoring the changes
in the resonance frequency of 5-MHz quartz plates combined with Monte Carlo simu-
lations, the kinetics of the annexin A1–membrane interaction can be followed in detail,
which contributes to the biological understanding of annexin A1 function in the cell. The
simultaneous readout of the change in resonance frequency and dissipation allows one to
follow the binding of lipid vesicles, the second membrane binding process, to membrane-
bound annexin A1, which gives information on the impact of different parameters, such
as the N-terminus of annexin A1 and the protein surface coverage.

Keywords Solid supported membranes · Annexin A1 · Vesicle adsorption ·
Monte Carlo simulations · Kinetic analysis
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Abbreviations
BSA Bovine serum albumin
DOPE 1,2-Dioleoyl-sn-glycero-3-phosphoethanolamine
DPPC 1,2-Dipalmitoyl-sn-glycero-3-phosphocholine
DPPS 1,2-Dipalmitoyl-sn-glycero-3-phosphoserine
LB Langmuir–Blodgett
MC Monte Carlo
POPC 1-Palmitoyl-2-oleoyl-sn-glycero-3-phosphocholine
POPS 1-Palmitoyl-2-oleoyl-sn-glycero-3-phosphoserine
QCM Quartz crystal microbalance
RSA Random sequential adsorption
SSM Solid supported membrane

1
Solid Supported Membranes

1.1
Introduction

Biological membranes are the common basis for all living organisms. A thin
lipid bilayer with extraordinary mechanical and electrical properties not only
forms the essential permeability barrier to the outer world but also hosts
most of the functional components necessary, for example, to create chem-
ical energy, and provides nanoscopic compartments effectively separating
different biochemical pathways within living cells. Composed mainly of phos-
pholipids, which form the basis of its fluid crystalline nature, a number of
particular lipids, steroids, and membrane-associated proteins are required to
add function to this unique structure. Interaction of biological membranes
with the outer world is mainly governed by a large variety of proteins specif-
ically interacting with particular receptor lipids and proteins presented by the
biomolecular layer.

As a consequence, researchers from different disciplines of the life sciences
ask for efficient and sensitive techniques to characterize protein binding to
and release from natural and artificial membranes. Native biological mem-
branes are often substituted by artificial lipid bilayers bearing only a limited
number of components and rendering the experiment more simple, which
permits the extraction of real quantitative information from binding experi-
ments. Adsorption and desorption are characterized by rate constants that
reflect the interaction potential between the protein and the membrane in-
terface. Rate constants of adsorption and desorption can be quantified by
means of sensitive optical techniques such as surface plasmon resonance
spectroscopy (SPR), ellipsometry (ELL), reflection interference spectroscopy
(RIfS), and total internal reflection fluorescence microscopy (TIRF), as well as
acoustic/mechanical devices such as the quartz crystal microbalance (QCM)
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and, more recently, cantilever arrays. A typical binding experiment using
these techniques is performed as follows. The sensor surface, which is gen-
erally made of gold, glass, or a polymer coating, is functionalized with
membrane-embedded molecules that serve as the binding sites for the pro-
teins in solution. A solution containing the protein ligand is then applied to
the sensing surface, and adsorption is monitored by recording the change of
a quantity as a measure of the surface coverage such as the optical thickness
or the decrease in frequency as a function of time [1].

1.2
Monitoring the Formation of SSMs by QCM

A prerequisite for adsorption studies of proteins on membranes is the for-
mation of solid supported lipid membranes (SSMs) with sufficient lateral
lipid mobility on the quartz resonator. Planar lipid bilayers on solid sub-
strates can be prepared by a variety of methods depending on the chosen
lipids and supports. Successful preparations on mica, glass, semiconductors,
for instance indium tin oxide (ITO) or silicon, and various metal surfaces
such as gold or platinum have been described [2]. Surface attachment can be
achieved by employing the Langmuir–Blodgett (LB) method or self-assembly
techniques or even a combination of both [3]. While LB films offer con-
trol over the composition and lateral pressure of both leaflets, self-assembly
techniques are more versatile and the bilayers are easier to prepare. De-
pending on the surface properties, different strategies are required to form
bilayers. While anchoring of lipids via covalent or quasi-covalent linkage
appears to be an attractive solution to the problem of membrane immobi-
lization, the maintenance of lateral mobility and a sufficient distance between
solid support and the surface-facing membrane leaflet is desirable, if not
essential, for the functioning of the lipid bilayer as a matrix for hosting
proteins [4].

Among the different available preparation techniques, direct formation of
planar lipid bilayers from unilamellar vesicles is the most widespread method
for obtaining solvent-free model membranes providing the required platform
to study adsorption of proteins.

The QCM has added valuable information about the mechanism of vesicle
fusion on a surface. For instance, Kasemo and coworkers have unraveled the
formation of planar lipid bilayers on SiO2 and glassy surfaces by means of the
QCM with dissipation (QCM-D) technique in conjunction with SPR, atomic
force microscopy (AFM), and computer simulations [5–12]. They found that
the process of bilayer formation occurs in three successive steps: (1) in the
first stage, vesicles attach to the surface via intermolecular interactions; (2) at
a critical surface coverage, the vesicles start to rupture, fuse on the surface,
and thus form bilayer islands coexisting with vesicles and uncovered sub-
strate; (3) eventually, a coherent bilayer is formed covering the entire surface.
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A critical coverage is not always necessary, as was shown by AFM analysis
of single vesicle rupturing as a function of interaction forces. Decher, Bris-
son, as well as Kasemo and coworkers scrutinized the impact of vesicle size,
temperature activation, pH, osmotic pressure, and surface chemistry on the
kinetics of bilayer formation employing mainly the QCM-D technique [9, 13–
15]. Reimhult et al. [8] recently managed to separate coverage of adsorbed
vesicles from planar bilayers by means of SPR in combination with QCM-D
making use of the fact that the dissipation signal originates solely from at-
tached vesicles. The results were corroborated by AFM images of the process.
The critical vesicle surface coverage to initiate rupture and fusion was deter-
mined to be around 33% at 22 ◦C for monodisperse 1-palmitoyl-2-oleoyl-sn-
glycero-3-phosphocholine (POPC) vesicles on SiO2.

Faiss et al. [16] and Pignataro et al. [17] modified the interaction force
by tuning the number of receptor ligand bonds and surface charge density
between appropriately functionalized vesicles and gold surfaces to study the
influence of adhesion energy on the bilayer formation kinetics [18, 19]. We
found that 30–50% of receptor-bearing lipids is required to provide a reason-
ably fast kinetics to create lipid bilayers on the surface. Figure 1 schematically
depicts the bilayer formation process of biotin-bearing vesicles spreading on
a protein cushion composed of a monolayer of biotinylated bovine serum
albumin (BSA) and a second monolayer of streptavidin [17, 19].

Fig. 1 Schematic view of the SSM formation process of biotinylated vesicles on a protein
cushion of streptavidin and biotinylated bovine serum albumin attached to mica
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Depending on the biotin content, we observed mainly intact vesicles on the
surface exhibiting a height that decreases with increasing amount of biotiny-
lated lipids, then the coexistence of vesicles and bilayers, and at very high
biotin content above 30 mol % solely bilayer patches. In fact, we found that no
critical vesicle coverage is necessary, in this case supported by the observa-
tion that individual liposomes rupture on the functionalized surface. Figure 2
shows in situ AFM images of vesicles adsorbed on streptavidin containing
only 2 mol % of biotinylated lipids, as well as bilayer patches originating from
ruptured liposomes functionalized with 30 mol % of biotinylated lipids.

A simple model as proposed by Lüthgens [20] and Janke [21] is depicted in
Fig. 3a capturing the two relevant processes, adsorption and rupture, follow-
ing the pioneering work of Kasemo and coworkers [5]. The master equation
has been solved numerically by means of Monte Carlo (MC) simulations,
typically resulting in a surface coverage as depicted in Fig. 3b depending on
the rate constants involved. Intact vesicles are white circles, bilayers are gray
patches, and the uncovered surface is black. The impact of variation in krup
on the response of a shear-mode resonator is illustrated in Fig. 3c. Due to
the fact that vesicles are viscoelastic bodies causing a considerably larger fre-
quency decrease than a bilayer, an overshoot is sometimes displayed (solid

Fig. 2 In situ AFM images (left) and line scans (right) of biotinylated vesicles with a nom-
inal diameter of 100 nm attached to a streptavidin monolayer. a A low biotin content
(2 mol %) results in the adsorption of intact liposomes within the timescale of observa-
tion (about 1 h); b a high biotin content (30 mol %) yields planar lipid bilayers exhibiting
a typical height of 5–6 nm
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Fig. 3 a Model of vesicle rupture induced by adhesion involving two rate constants; kad
represents the adsorption rate determined by the interaction potential and krup, the con-
stant of vesicle rupture. b Surface coverage after different time periods during the Monte
Carlo simulation. c Impact of increasing krup on the frequency shift of the QCM covered
with biotinylated vesicles

Fig. 4 Results of fitting krup and kad to find best accordance between the dynamic Monte
Carlo simulations and experiments. In this particular case, POPC vesicles were doped
with 5 mol % of biotinyl Cap DOPE and the frequency change of a 5-MHz quartz plate
functionalized with avidin was read out. The solid line is the result of the Monte Carlo
simulation
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line) depending on the rate constants. Janke managed to extract the relevant
rate constants involved in the rupture process from fitting MC simulations to
the experimental data (Fig. 4) [21].

In this way, it was possible to assign the two rate constants of vesicle
adsorption kad and rupture krup to a number of ligand–receptor pairs rep-
resented by the biotin content of the liposomes. The procedure is shown in
Fig. 5a–d. The solid lines denote the simulation while the gray dots are re-
sults from QCM measurements. The insets show the surface coverage at the

Fig. 5 Frequency response (dots) of a 5-MHz quartz resonator after addition of DPPC/
biotinyl Cap DOPE vesicles with varying amounts of biotinylated lipid. The solid
black line is the result of the dynamic MC simulation. The images in the insets are
snapshots of the MC simulation taken at the end of the simulation given by the experi-
ment. The final bilayer coverage is also depicted. a χbiotin = 0.02, kon = 2.4×10–7 ms–1.
b χbiotin = 0.1,kon = 1.3×10–6 ms–1,krup = 2×10–6 s–1. c χbiotin = 0.2,kon = 6.0×10–5 ms–1,
krup = 2×10–5 s–1. d χbiotin = 0.35, kon = 4.2×10–4 ms–1, krup = 2.5×10–2 s–1. e kon as
a function of biotin content in the liposomes. f krup as a function of biotin content
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end of the corresponding dynamic MC simulation. Figure 5e summarizes
the outcome of the fitting procedures. Naturally, both rate constants increase
tremendously with increasing biotin content in the vesicles (note that the
y scale is logarithmic). In conclusion, a simple model involving merely two
rate constants satisfactorily explains the dynamics of vesicle rupture based on
increased adhesion to the surface.

2
Interaction of Annexin A1 with Membranes

2.1
Adsorption of Annexin A1 on SSMs

2.1.1
Introduction

Annexin A1 belongs to a protein family that is identified by its common prop-
erty of binding cellular membranes in a Ca2+-dependent manner (for a re-
view, see [22]). Hundreds of annexin genes are expressed in vertebrates (“A”
annexins), invertebrates (“B” annexins), plants (“D” annexins), and other eu-
karyotes [23]. Twelve different annexin genes were found in mammals, at least
some of which are expressed simultaneously in each cell type. This complex
and overlapping expression pattern of a structurally conserved protein family
renders the elucidation of their individual cellular functions very cumber-
some. It is common for all annexins that the highly conserved protein core
domain bears the Ca2+- and phospholipid-binding sites, which are all located
at the convex side of the slightly curved disk-shaped protein (Fig. 6a). Preced-
ing this core is an N-terminal domain, which is unique, varies in length and
amino acid composition, and harbors phosphorylation and binding sites for
other proteins (Fig. 6b) [24, 25]. Based on this individuality it is proposed that
the N-terminal domain might mediate specialized functions of each annexin,
explaining the need for a large variety of different annexin gene products.
For example, annexin A1 has been found primarily at the plasma membrane
and at early as well as late endosomes [26, 27], and it is thus proposed to be
involved in endocytosis.

To elucidate the particular binding characteristics of each annexin as
a function of the calcium ion concentration, membrane model systems have
been employed [28–31]. The most common ones are vesicle copelletation
assays to elucidate the Ca2+ sensitivity of the different annexins [32]. One
major problem of vesicle copelletation assays is that membrane binding of
annexin might be superimposed by vesicle aggregation, and that the re-
versibility of binding at a certain Ca2+ concentration cannot be accessed,
which hampers quantitative analysis of annexin adsorption to membranes.
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Fig. 6 a Crystal structure of annexin A1. The N-terminus is not displayed. The balls show
bound Ca2+ ions (PDB-number: 1HM6). b Crystal structure of full length annexin A1
including the N-terminus in the absence of Ca2+ ions (PDB-number: 1MCX) [49]

To overcome the problem of aggregation, planar artificial membranes have
been used such as phospholipid monolayers at the air–water interface [33–
35] and SSMs [36–39]. By means of SSMs, the primary binding of annexin
can be readily separated from membrane aggregation, which involves two
membrane interfaces.

2.1.2
Monitoring Adsorption of Annexin A1 on SSMs by QCM

In order to exclusively investigate annexin binding to one membrane inter-
face we used lipid bilayers attached to a gold support [40]. Our goal was to
elucidate to what extent the amount of reversibly bound protein, the kinetic
parameters, and the lateral organization on the membrane are influenced by
the Ca2+ concentration. The QCM technique turned out to be an excellent
tool to unravel the mechanism of annexin A1 adsorption to phospholipid
membranes as a function of the calcium content in solution. SSMs composed
of POPC/POPS (4 : 1) on top of a self-assembled monolayer of octanethiol
immobilized on the gold electrode of a quartz plate were used for these in-
vestigations [37]. Protein binding to the membrane was initiated by adding
0.4 µM annexin A1 in the presence of different Ca2+ concentrations. An-
nexin A1 binding to the SSM was manifested by a substantial decrease in
resonance frequency, with maximum frequency shifts (compiled in Table 1)
that are a function of the Ca2+ concentration in solution (Fig. 7) [40].

Control experiments with no observable frequency shifts, in which an-
nexin A1 was either added to POPC/POPS membranes in the absence of
Ca2+ ions or added to POPC membranes in the presence of 1 mM CaCl2,
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Table 1 Frequency shifts after adsorption ∆fads and desorption ∆fdes of annexin A1 on
and from POPC/POPS (4 : 1) membranes in the presence of different Ca2+ concentrations
c
Ca2+

c
Ca2+(mM) ∆fads(Hz) ∆fdes(Hz)

0.01 6±1 4±1
0.05 11±2 8±2
0.50 20±2 15±3
1.00 23±3 18±3

Fig. 7 Response of 5-MHz quartz plates functionalized with solid supported POPC/POPS
(4 : 1) membranes upon addition (1) and removal (2) of annexin A1 (0.4 µM) at different
Ca2+ concentrations. The black solid lines are the result of computer simulations by the
RSA model [40]

confirm that the observed frequency shifts can solely be attributed to a spe-
cific and Ca2+-dependent binding of annexin A1 to acidic phospholipids.
Desorption of annexin from the POPC/POPS membranes was initiated by
rinsing the system with pure buffer solution containing the corresponding
CaCl2 concentration 10 min after protein addition (Fig. 7). Independent of
the Ca2+ concentration, removal of annexin A1 from solution led to a small
increase in resonance frequency indicating annexin A1 desorption from the
membrane. From this finding we inferred that the majority of the protein is
irreversibly bound on the membrane, while only a minor part is reversibly
bound at a given Ca2+ concentration. One way to understand these results
is to assume a heterogeneous lipid bilayer, in which two differently bound
protein populations coexist. In fact, AFM images of POPC/POPS bilayers re-
vealed that such a membrane is partly phase separated in the presence of
Ca2+ ions [41]. Slightly higher areas (around 0.5–1.0 nm) were observable
in the topography images with irregular shapes and mean dimensions of
about 20–100 nm, which can be assigned to a POPS-enriched phase that
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is rigidified by Ca2+. From the observable size one can roughly estimate
that approximately 1000–10 000 POPS molecules participate in one individual
POPS-enriched domain.

These phase separated POPC/POPS membranes display two different bind-
ing sites for annexin A1. The POPS-enriched phase, to which annexin A1
binds in an irreversible manner, and the POPC-enriched phase, which is
composed of single POPS molecules embedded in a POPC matrix, to which
annexin A1 adsorbs reversibly. From the area occupied by an individual an-
nexin A1 molecule [42] we estimate that 30–35 lipids are covered by a single
protein.

2.1.3
Monte Carlo Simulation of Partly Reversible Adsorption
of Annexin A1 on a Heterogeneous Surface

On the basis of the model of a heterogeneous membrane, it is possible to
create a simulation scheme based on dynamic Monte Carlo computer simula-
tions of the adsorption and desorption process on heterogeneous surfaces to
extract the involved rate constants as a function of the calcium ion concentra-
tion. A simple simulation based on a modified, partly reversible, random se-
quential adsorption (RSA) algorithm provides very good accordance between
experiment and measurement. Figure 8 schematically depicts the assumed
model.

The surface is divided into areas of irreversible binding sites (POPS-
enriched) and reversible binding sites (POPC-enriched). Protein adsorption
takes place on both areas, however, at different rates. Protein desorption is al-
lowed only from the reversible binding sites. Mass transport of the proteins
to the surface is considered by using a mean field ansatz of a stagnation point
flow in accordance with the experimental setup. The kinetics of reversible

Fig. 8 Illustration of the RSA computer simulations based on the model of heterogeneous
surfaces. Annexin A1 binds irreversibly with kirr to circular POPS-rich domains in the
membrane, while the adsorption of the protein to POPC-enriched regions is reversible
and described by the two rate constants kon and koff. The mass transport to the surface
is taken into account by the rate constant ktr
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adsorption on a homogeneous surface is governed by the rate equation [43]:

dΘ

dt
= konAρ(δ)Φ(Θ) – koffΘ (1)

dΘ

dt
= k∗

onN–1
a ρ(δ)Φ(Θ) – koffΘ , (2)

where Θ denotes the surface coverage, kon and koff are the rate constants of
protein adsorption and desorption, A is the area occupied by an adsorbed
protein, ρ(δ) is the number density of protein at the position of the inter-
face, and Φ(Θ) is the available surface function. ρ(δ) depends on the mass
transport of proteins to the surface. k∗

on = konANa denotes the rate constant
of adsorption in units of M–1s–1. In the present setup, we used a QCM cell
with stagnation point flow geometry so that the flux j to the surface can be
approximated by:

j = ktr
(
ρ(∞) – ρ(δ)

)
, (3)

with the transport rate constant ktr and the number density of protein in bulk
solution ρ(∞) [38]. Equation 1 then becomes:

dΘ

dt
=

konAρ(∞)Φ(Θ) – koffΘ

1 + kon
ktr

Φ(Θ)
. (4)

Since adsorption of annexin A1 takes place on a heterogeneous surface with
different rate constants of adsorption and desorption, Eq. 4 is no longer valid.
The Monte Carlo simulation numerically solves the corresponding master
equation for off-lattice adsorption on a heterogeneous surface.

∂P(α, t)
∂t

=
∑
β

[
kβαP(β, t) – kαβP(α, t)

]
, (5)

Here, kαβ and kβα denote the transition rates to change from state α to β

and vice versa, while P(α, t) and P(β, t) are the probabilities that the system
is either in state α or β. In accordance with our model, we assume that ad-
sorption on POPS-rich domains is irreversible, while proteins adsorb on the
POPC-enriched phase in a fully reversible fashion [44].

By variation of the rate constants kon, koff, and kirr, the course of the simu-
lated frequency shifts can be fitted to the QCM results for a given number
and area of domains. The reversible adsorption rate constant (kon) governs
the frequency difference before and after rinsing with protein-free buffer,
whereas the desorption rate constant (koff) is solely responsible for the time
course after rinsing. koff can be approximated independently from the QCM
data by fitting a monoexponential function to the time course after the wash.
The final frequency shift after buffer rinsing is exclusively determined by ir-
reversible protein adsorption on the POPS-enriched domains (kirr).
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Figure 9 shows the surface coverage of a typical dynamic MC simulation
before and after rinsing the protein-covered surface with calcium-containing
buffer. The small white circles represent annexin A1 molecules, the light gray
area the POPS domains, and the black phase is the POPC-enriched membrane
phase.

The experimental findings indicate that the membrane domain structure
is directly influenced by the Ca2+ concentration. Lowering the Ca2+ con-
centration leads to a smaller overall domain area, thus the amount of irre-
versibly bound protein is reduced. The different Ca2+ concentrations could
be modeled by altering the area covered by domains. Supported by earlier

Fig. 9 Surface coverage as obtained by dynamic Monte Carlo simulations a before and
b after rinsing the surface with buffer. Proteins with a diameter of 5 nm (white circles) are
irreversibly adsorbed on the circular domains (gray) that are distributed randomly over
the simulation area of 1×1 µm2. After the buffer rinse no particles are adsorbed on the
POPC-rich area (black). The inset in b shows a magnification to point out the edge effect
when particles adsorb irreversibly on the domains [40]
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AFM measurements of the domain structure of DPPC/DPPS (4 : 1) mono-
layers [39, 45], we set the domain area for 1 mM Ca2+ to 35% (see Fig. 10c).
The POPS-enriched domain area is assumed to be larger than 20%, since PC
molecules might also be present in the PS-enriched domains as demonstrated
previously [45].

In Fig. 7, the simulated frequency courses for different Ca2+ concentrations
are shown together with the QCM measurements. The rate constants kon, koff,
and kirr were stepwise adapted to achieve the best accordance between QCM
data and simulation. The most important parameters as a function of Ca2+

concentration are illustrated in Fig. 10.

Fig. 10 Parameters obtained from the Monte Carlo simulations shown in Fig. 7 as a func-
tion of Ca2+ concentration in solution. a rate constant of the irreversible binding process,
b association constant, and c surface domain coverage
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It turned out that an increase in Ca2+ concentration leads to a significant
increase of the overall domain area Θdom, on which irreversible adsorption
takes place. koff is constant for all Ca2+ concentrations. An increase in Ca2+ re-
sults in a slight increase of the binding constant indicative of stronger protein
binding. kirr exhibits the same behavior; it increases from 35.5×103 (M s)–1

at 10 µM Ca2+ to 946×103 (M s)–1 at 1 mM Ca2+.
The fact that annexin A1 binds in part irreversibly to POPC/POPS mem-

branes shows that a simple Langmuir model as assumed in a previous work is
not appropriate to model the data [37]. Instead, by simulating the adsorption
kinetics using a simple dynamic MC algorithm that essentially numerically
integrates the master equation of the adsorption process, we were able to ex-
tract kinetic and thermodynamic parameters of the binding process includ-
ing the heterogeneity of the membrane surface. Although lateral movement of
the lipids and proteins was excluded, we were able to establish a good corre-
lation between experiment and simulation.

The results demonstrate that adsorption and desorption of annexin A1 on
and from a lipid membrane are rather modular processes and that the com-
bination of SSMs on quartz resonators, and the time-resolved monitoring of
the adsorption process in conjunction with Monte Carlo simulations, allow
detailed conclusions to be drawn concerning the adsorption process. In par-
ticular, a given Ca2+ concentration defines the amount of bound annexin at the
membrane, in which the majority of the protein is irreversibly bound as long as
Ca2+ ions are present. In fact, the amount of reversibly bound protein decreases
with increasing Ca2+ concentration. The rate constant of the irreversible ad-
sorption process on the POPS-enriched domains is considerably increased by
theCa2+ concentration. In thecontext of abiological implicationof theseobser-
vations, it can be envisioned that a Ca2+ trigger in the cell leads to the formation
of PS-enriched domains on which annexin A1 is irreversibly bound and later-
ally confined, thus acting as a static platform as long as the Ca2+ trigger is on,
which might then interact with a variety of other reaction partners.

2.2
Membrane–Membrane Interaction Mediated by Annexin A1

2.2.1
The Binding Assay: Experiment and Simulation

One of the functions of annexin A1 is to connect the plasma membrane with
another membrane located in the cell as a function of the calcium ion concen-
tration in the cytosol [28, 32, 36]. In order to prove that annexin A1 is capable
of interconnecting two membranes, aggregation assays on 5-MHz quartz res-
onators were performed as schematically depicted in Fig. 11.

While the convex side harboring the Ca2+ binding sites of annexin A1
interacts with the primary membrane, the N-terminal domain is thought
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Fig. 11 Schematic drawing of a SSM immobilized on a quartz resonator with membrane-
bound annexin A1. Clusters of annexin A1 exposing the N-terminus to the aqueous phase
appear to be responsible for the binding of lipid vesicles. Vesicles bind irreversibly to the
annexin A1 protein platform and do not rupture to planar bilayers upon adsorption

Fig. 12 Change of the resonance frequency and dissipation of a 5-MHz quartz plate
upon adsorption of vesicles to membrane-bound annexin A1. After annexin A1 had been
bound to the membrane in the presence of 1 mM CaCl2 (1) and the removal of nonbound
protein (2), POPC/POPS (4 : 1) vesicles (3) were added. After final values of ∆f and ∆D
were reached, the system was rinsed with a 1 mM CaCl2 buffer (4). The solid line is a re-
sult of a RSA simulation [38]

to interact with the second membrane linking the two together [29, 42, 46].
To investigate annexin A1 mediated membrane–membrane interactions, the
protein was first adsorbed on a lipid membrane composed of POPC/POPS
(4 : 1) at 1 mM CaCl2. A typical time course obtained by means of the QCM
technique is shown in Fig. 12.

A frequency shift of ∆f = – (21±2) Hz was obtained, which only increased
by (2 ±1) Hz after rinsing with buffer, consistent with the result that a large
Ca2+ concentration of 1 mM mostly prevents the desorption of membrane-
bound annexin A1. The dissipation D did not alter during protein adsorption
and the subsequent buffer rinse, demonstrating that the bound protein be-
haves as a thin rigid mass.
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Lipid vesicles with a mean diameter of 120 nm composed of POPC/POPS
(4 : 1) (0.1 mg ml–1) were added to membrane-bound annexin A1 and the
changes in resonance frequency and dissipation were monitored (Fig. 12).
After 45 min, a maximum frequency shift of ∆f = – (270 ±10) Hz and a dis-
sipation shift of ∆D = (21 ±2)×10–6 were obtained. Notably, the QCM tech-
nique is very susceptible to changes in the vesicles’ shape on the surface since
the liposomes behave as viscoelastic bodies on the resonator’s surface. From
the observed time course of ∆f and ∆D during the vesicle adsorption pro-
cess, we conclude that the vesicles attach to the SSM via annexin molecules,
but remain intact and do not rupture. Since rinsing with buffer does not result
in vesicle desorption from the surface, this process can be described as essen-
tially irreversible, at least on the observed timescale. The consequence of an
irreversible adsorption process is that the maximum surface coverage is only
a function of available binding sites. Assuming that the protein molecules are
rather tightly packed, around a hundred annexins at least would be involved
in the binding of one individual vesicle. Even if each single binding event
was reversible, the overall binding process including multiple binding events
would be irreversible. Thus, the maximum coverage is a fixed value only de-
pending on the shape of the vesicles, and not a matter of binding affinity.
Binding affinity is solely represented by the rate constant of adsorption. The
binding behavior of vesicles to membrane-bound annexin A1 was modeled
by Monte Carlo simulations employing a simple, irreversible RSA approach
treating the vesicles as hard spheres that adsorb on the surface extended with
a mean field ansatz to account for mass transport as described above [5, 47].
The parameter kon was varied in the simulation to provide best agreement
between experimental (∆f (t)) and simulated data, while the starting value
of the transport rate ktr was estimated from the geometry of the stagnation
point flow cell and then adapted to the data. The result of such a procedure
is given in Fig. 12 as a solid line, showing that the simulation is in very good
agreement with the experimental data.

2.2.2
Impact of Protein Coverage on Membrane–Membrane Interaction

One advantage of SSMs is the fact that certain parameters such as protein cov-
erage can be individually adjusted. Theoretically, if one annexin A1 bound
one vesicle a protein surface coverage of 0.2% would be sufficient to ob-
tain maximum vesicle coverage. However, it turned out that at a protein
surface coverage of 8% the maximum change in frequency and dissipation
is only about one half of that obtained at maximum annexin surface cov-
erage, indicating that fewer vesicles have been bound. The protein surface
coverage was calculated assuming a linear relation between frequency shift
and surface coverage, and assuming that the maximum frequency shift of
21 Hz corresponds to a surface coverage of 54% according to the RSA model.
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This can easily be explained in terms of lateral two-dimensional aggregates
of membrane-bound annexin A1 that bind one vesicle and are in agree-
ment with the observed irreversibility of vesicle binding. It is conceivable that
a critical amount of lateral aggregated annexins is needed to represent a bind-
ing site. However, the rate of adsorption might be gradually increased with
the increased number of annexins (Fig. 13a) contributing to the binding site,
as supported by the simulations shown in Fig. 13b.

The dynamic MC simulations depicted in Fig. 13b (curves b and c) were
performed leading to kon values of 10 and 24 (M s)–1, respectively. The differ-
ence in maximum surface coverage of the vesicles due to the different number
of binding sites (variation in annexin A1 coverage) on the surface was taken
into account for the simulations. In summary, a decrease in annexin surface

Fig. 13 Time courses of the frequency and dissipation shifts upon addition of POPC/POPS
(4 : 1) vesicles to SSMs covered with different amounts of annexin A1. a Annexin A1
was added in different concentrations to SSMs composed of POPC/POPS (4 : 1): a 0 µM,
b 0.045 µM, and c 0.3 µM. Nonbound annexin A1 was removed by rinsing with buffer.
Different surface coverages were obtained as expressed in terms of frequency shifts:
a 0 Hz, b – (6±2)Hz, and c – (21±2)Hz. b POPC/POPS (4 : 1) vesicles were added to an-
nexin A1 covered membranes. The solid lines are the results of simulations using the RSA
model
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coverage resulted in a decrease in the rate of adsorption by roughly a fac-
tor of 2. In similar experiments using a chimeric protein consisting of the
N-terminus of annexin A1 and the core of annexin A5, Andrée et al. [30]
found a linear dependence of vesicle adsorption on protein surface coverage.
They also suggested that two-dimensional clustering of the chimeric protein
on the SSM is involved in the interaction with phospholipid vesicles.

2.2.3
The Significance of the N-terminus for the Membrane–Membrane Interaction

The first membrane binding is mediated via multiple calcium binding sites
located at the convex side of the disk-shaped annexin core. The N-terminus
of the protein that is presumed to harbor the second membrane binding
site is buried in the core domain in the absence of Ca2+, and is supposed
to get exposed to the aqueous phase if annexin A1 binds to a membrane
in the presence of calcium ions (see Fig. 6) [42]. To verify this hypothesis,
again SSMs are well suited, since they allow separation of the first and sec-
ond membrane binding events. N-terminal truncated annexin A1 (∆1–29 an-
nexin A1) was prepared by tryptic digestion resulting in a 33-kDa protein
fragment as supported by SDS-gel electrophoresis [26]. Adding a 0.3 µM so-
lution of N-terminally truncated ∆1–29 annexin A1 to POPC/POPS (4 : 1)
membranes in the presence of 1 mM CaCl2 results in a similar frequency shift
of – (19±3) Hz upon addition of the protein, compared with that observed
for full-length annexin A1 – (21± 2) Hz, which shows that the N-terminal
truncated protein retains its full membrane binding activity (Fig. 14a).

However, we observed a significantly reduced shift in frequency and dis-
sipation upon vesicle adsorption (POPC/POPS (4 : 1)) to N-terminally trun-
cated membrane-bound annexin A1, although the same protein coverage was
obtained, which agrees with the idea that a second membrane binding site is
located in the N-terminal region (Fig. 14b). As the reduced ∆f and ∆D values
show that fewer vesicles have been bound to the surface, we conclude that the
N-terminal truncated annexin A1 does not form as many binding sites as full-
length annexin. However, it is not yet clear whether the decreasing number of
binding sites is caused by a reduced clustering of the N-terminal truncated
annexin A1 on the surface or, compared to full-length annexin A1 binding
sites, larger N-terminal truncated protein clusters are necessary to bind one
vesicle, as in the latter case the adsorption can only be mediated by part
of the protein core. Bitto et al. [36] suggested that some amino acids in the
N-terminal domain including lysine-26 and -29 as well as the core domain are
directly involved in the second membrane interaction of annexin A1. Wang
et al. [48] found that truncation of N-terminal residues of annexin A1 changes
the Ca2+ sensitivity for aggregation of chromaffin granules. A further indi-
cation for the N-terminal domain to participate in the second membrane
binding event is given by Andrée et al. [30], who found that a chimeric an-
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Fig. 14 a Frequency and dissipation response of a 5-MHz quartz plate upon (1) addition
of annexin A1 (•) and 0.3 µM ∆1–29 annexin A1 (�). Nonbound protein was removed by
rinsing with buffer (2). b Time courses of adsorption of POPC/POPS (4 : 1) added at (1)
to membrane-bound annexin A1 (�) or ∆1–29 annexin A1 (©)

nexin A5core–annexin A1N-terminus protein bound to a SSM is able to aggregate
vesicles, while annexin A5 is not. Yoon et al. [46] specified the interaction of
an N-terminal peptide (2–26) of annexin A1 with phospholipids as partially
calcium-dependent.

3
Conclusions

Solid supported membranes immobilized on quartz resonators allow for
the detection and quantification of protein–membrane and membrane–
membrane interactions mediated by proteins. The advantage of the QCM
technique is not only that a label-free monitoring of proteins is possible, but
also that the good time resolution allows for a detailed quantitative analy-
sis of kinetics, as demonstrated in this chapter by means of Monte Carlo
simulations. Moreover, since the quartz oscillation is not only sensitive to
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changes in mass but also sensitive to changes of the viscoelasticity of the
attached bodies, it is a well-suited technique to monitor vesicle adsorption
processes. The technique enables one to elucidate the attachment, deforma-
tion, and spreading of vesicles, which gave us new insights into the vesicle
spreading process on a surface and the function of annexin A1 in connecting
membranes.
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Abstract This chapter describes recent studies in which the quartz crystal microbalance
(QCM) technology has been applied as a monitoring tool for animal cells in vitro. With
shear wave resonators used as growth substrates it is possible to follow the de novo for-
mation or the modulation of established cell–substrate contacts from readings of the
resonance frequency with a time resolution in the order of seconds. From cell adhesion
studies it became clear that different cell types induce an individual shift of the resonance
frequency but it has been a matter of debate, which subcellular structures determine the
individual impact of a given cell type on the QCM response. This question has been ad-
dressed by our group in recent years and a summary of our current understanding of this
problem will be given here. Different approaches have been applied to challenge the cells
in a well-defined way and to monitor the associated changes of the QCM readout. Taken
together, these studies have led us to the following conclusions: (i) The cellular bodies
primarily lead to an increased energy dissipation that does not correspond to a simple
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viscous behavior. (ii) The adhesive proteins underneath the cells provide a measurable
contribution to the overall QCM response of adherent cells. (iii) The average distance
between lower cell membrane and substrate surface does not have a significant impact
on the acoustic load situation. (iv) The QCM is sensitive to cell stiffness and reports in
a similar way on changes in cell stiffness, as accessible from scanning force microscopy
measurements. (v) The cortical actin cytoskeleton is a dominant contributor to the cells’
acoustic response.

Keywords QCM · Cell–substrate interactions · Cell adhesion · Cell spreading ·
Extracellular matrix · Cellular micromechanics · Cytoskeleton · Cell elasticity ·
Liposomes · Impedance analysis

Abbreviations
QCM Quartz crystal microbalance
ECIS Electric cell–substrate impedance sensing
RICM Reflection interference contrast microscopy
FLIC Fluorescence interference contrast microscopy
HC Hydrocortisone
SFM Scanning force microscopy

1
QCM as an Emerging Tool in Cell Biology

The quartz crystal microbalance (QCM) was already well-known and estab-
lished as an analytical tool for studying adsorption phenomena at the solid–
liquid interface [1–4] when its potential for studying cell–substrate adhesion
was recognized. As reviewed in preceding chapters of this book, the QCM
approach is based on thin disks made from α-quartz that are sandwiched be-
tween two metal electrodes. Due to the piezoelectric nature of α-quartz, an
oscillating electrical potential difference between the two surface electrodes
induces a mechanical oscillation of the crystal and vice versa. For QCM pur-
poses, only AT-cut resonators are used that perform shear oscillations parallel
to the surface with the maximum amplitude at the crystal faces [5]. The reson-
ance frequency of the mechanical oscillation responds very sensitively to the
adsorption of any material upon the resonator surface. In 1959 a linear rela-
tionship between the observed shift in resonance frequency and the amount
of mass deposited on the surface was established by Sauerbrey [6]. The so-
called Sauerbrey equation is, however, only valid for rigid and homogeneous
mass films that move synchronously with the resonator surface. If these con-
ditions are met, the device is sensitive enough to report on mass depositions
in the submicrogram regime. In a typical bioanalytical application, a receptor
molecule (e.g., cell surface receptor, antibody) is immobilized on the quartz
surface and the ligand is offered from solution, or the other way round [7, 8].
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As soon as molecular recognition and binding occurs, a shift in the resonance
frequency of the crystal is induced. The frequency shift can be easily meas-
ured and – as long as the Sauerbrey conditions are fulfilled – interpreted in
terms of mass increase. It is the strength of the technique to provide label-
free, mass-sensitive detection of the binding reaction at the crystal surface in
real time.

It was then recognized that the adhesion of cells to the quartz surface
also induced a shift in resonance frequency that was shown to be linearly
correlated with the fractional surface coverage [9, 10]. Time-resolved meas-
urements of the resonance frequency were then used to follow the attachment
and spreading of cells to the quartz surface, with extraordinary time reso-
lution. Comparison with established cytological techniques has proven that
the QCM readout reports reliably on the number of cells on the surface and
the time course of adhesion [9, 11, 12]. But the technique is more versatile.
A few studies have been published in which the QCM is used as a transducer
in cell-based drug testing assays [13–15]. Here the change in resonance fre-
quency of already established cell layers serves as a very sensitive measure
for changes in cell vitality, which are often mirrored in an perturbed sub-
strate adhesion. Clearly, the technique is still in its infancy with respect to
in vitro drug and toxicity testing. But, an enormous number of fundamental
or applied scientific problems in cell biology may take advantage of the QCM
approach in the future, in particular since the quartz resonators are easily in-
tegrated into any cell culture vessel and multi-well devices will be available
soon.

However, in order to explore the full potential of the QCM device for cell
biological applications it is imperative to understand the individual contri-
butions of subcellular components to the overall signal in detail. A pool of
experimental observations exists indicating that the QCM is primarily sen-
sitive to mechanical phenomena associated with the ventral (i.e., the lower,
substrate-facing) membrane and the molecular architecture of cell–substrate
adhesion sites [16]. To the best of our knowledge, there is only one study in
the literature that reports on resonance frequency shifts in response to cellu-
lar activities at the apical (upper) membrane. Here, Cans et al. [17] described
measurements in which butting and retrieval of exocytotic vesicles was mon-
itored, which only occurs at the site of the cell that is not facing the substrate.
In all other reports the observed changes of the QCM parameters could be at-
tributed to the cell–substrate adhesion zone plus the ventral, substrate-facing
membrane. It is, however, unclear how parameters like the density of cell–
substrate contact sites, the topography of the cell–substrate adhesion zone, or
the mechanical properties of the cytoskeleton exert an individual impact on
the QCM signal. When all subcellular contributions have been identified, the
number of QCM applications in cell biology will increase and the full poten-
tial of the technique will be visible. Thus, the present chapter will focus on
these questions and provide a few answers as they are known today.
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2
Lessons from Cell Adhesion

Although cell adhesion studies based on QCM readings have been success-
fully performed for many years and are widely known, they will be addressed
here in more detail in order to emphasize certain insights extracted from
these simple-to-perform experiments. Figure 1 shows a schematic of the ex-
perimental setup that was used in our laboratory to measure the shift in
resonance frequency during attachment and spreading [12].

The quartz resonator with a fundamental resonance frequency of 5 MHz
forms the bottom plate of a measuring chamber that holds approximately
0.5 mL of cell suspension. The oscillation at minimum impedance is stabilized
by a feedback-control oscillator circuit1 that is placed close to the crystal in-
side a temperature-controlled Faraday cage (37 ◦C). The oscillator circuit is
driven by a 5 V power supply and the resonance frequency is determined by
a commercially available frequency counter.

Fig. 1 Experimental setup to monitor the time course of cell attachment and detachment
by reading the resonance frequency of the quartz resonator that forms the bottom plate
of a cell culture vessel. The measuring chamber is housed in a 37 ◦C incubator. When
an exchange of culture fluid is needed, for instance to expose the cells to some trigger
compound, a corresponding reservoir is also placed inside the incubator with a simple
transfer mechanism as indicated

2.1
Time Course of Attachment and Spreading

Cells were seeded into the measuring chamber in a sterile flow hood. Immedi-
ately afterwards attachment and spreading of the cells was followed with time.
Figure 2a compares the time-dependent shift in resonance frequency when

1 The oscillator circuit based on a Texas Instruments TTL chip was developed by A. Janshoff.
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increasing amounts of epithelial MDCK II cells are seeded into the chamber
at time zero.

From the upper to the lower part of Fig. 2a the cell density in the meas-
uring chamber was continuously increased from a cell-free control to a max-
imum of 1.5×106 cells cm–2. In the very early phase of all curves there is
a moderate increase of the resonance frequency by 50 to 100 Hz, which is ex-
clusively due to warming of the medium inside the chamber to 37 ◦C. After
a transient maximum the resonance frequency continuously decreases and
thereby mirrors the formation of cell–substrate adhesion sites and continu-
ous progress in cell attachment and spreading. The time resolution of such
measurements can be reduced well below one second so that even very subtle
details of the cell adhesion kinetics are available using QCM measurements.
The more cells are seeded, the bigger is the resulting shift in resonance fre-
quency upon attachment and spreading.

When the maximum frequency shift ∆fmax for an individual experiment,
as shown in Fig. 2a, is plotted against the number of cells seeded into the
measuring chamber at time zero, we obtained a saturation type relationship
that is presented in Fig. 2b. We have interpreted this result as follows: as long

Fig. 2 a Shift of the resonance frequency during attachment and spreading of initially sus-
pended MDCK II cells. Each curve represents a different number of cells that were seeded
at time zero. From the upper to the lower curve seeding densities were as follows (in
cm–2): open circles 0; filled circles 1.3×105; up triangle 1.8×105; down triangle 3.7×105;
filled squares 7.7×105; open squares 1.5×106. ∆fmax indicates the maximum frequency
shift observed for a given seeding density. Please note that an offset was used to present
all experiments together in one figure. b Maximum frequency shift ∆fmax as a function of
cell density seeded into the measuring chamber at time zero in the experiments shown in
a. The data is analyzed by a two-case approach: (i) For low cell densities the ascending line
indicates the linear correlation between surface coverage and frequency shift. (ii) For high
seeding densities a horizontal regression line is applied that represents the frequency shift
associated with a confluent cell layer. The intersection of lines (i) and (ii) corresponds to
the number of cells on the surface (per unit area). c Fluorescence micrograph of a conflu-
ent MDCK II cell layer after staining for a junctional protein exclusively localized at the
cell border. Scale bar represents 20 µm
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as the density of seeded cells is small enough that all cells reaching the surface
can find an adhesion site, an increase in the maximum resonance frequency
shift |∆fmax| is observed with increasing seeding density. This frequency shift
is proportional to the fractional surface coverage. However, when the number
of seeded cells is further increased, all adhesion sites are occupied and consis-
tently we do not find any further increase in |∆fmax|. This observation already
implies that the QCM device is primarily sensitive to phenomena that occur
at the quartz surface but does not report on cells that are beyond the first cell
monolayer. Based on this data it is hard to imagine that biological activities
that occur at the apical surface of an established cell layer can be observed by
QCM.

If this interpretation is valid, we should be able to determine the number
of cells that actually adhered onto the quartz surface from measurements like
those shown in Fig. 2b. To do so, we have chosen a two-case approach: (i)
for low seeding densities the relationship is approximated by a straight line
with positive slope that indicates the linear correlation between frequency
shift and surface coverage; (ii) beyond a certain cell density the experimen-
tal adhesion curve is modeled by a horizontal line indicating that any surplus
of cells, which do not find an adhesion site on the substrate, does not con-
tribute to the measured QCM response. Accordingly, the interception between
the two straight lines should mark the actual cell density on the surface. For
the MDCK cells (strain II) that were used in these experiments, we found the
interception to be located at a seeding density of 4.3± 0.5×105 cells cm–2

(arrow in Fig. 2b). In order to validate this result we have also determined
microscopically the cell density in an entirely confluent monolayer after the
cell borders had been stained by immunocytochemistry. Figure 2c shows
a typical fluorescence micrograph that was used to determine the cell dens-
ity. Images recorded by fluorescence microscopy revealed a cell density of
5.5±0.3×105 cells cm–2 on the surface, which is slightly above the value
extracted from QCM readings. However, microscopic experiments were con-
ducted on cell monolayers that were allowed to grow to confluence for sev-
eral days while QCM experiments were limited to attachment and spreading
within 5 h. Since the cells tend to multiply to some degree even in a confluent
monolayer, it is not surprising to find somewhat higher cell densities in our
microscopic control experiments. Repeating these kind of experiments with
other cell types confirmed our conclusions. We found consistently that the
basic interpretation of the data is valid and that the number of cells on the
surface is determined correctly from QCM readings.

Table 1 compares the QCM-based cell density on the surface for MDCK
cells strain I (MDCK I), MDCK cells strain II (MDCK II) and 3T3 fibrob-
lasts with the outcome of cell density estimates derived from microscopic
images [12]. The final shifts in resonance frequency that we observed when
the resonator was completely covered by a continuous cell monolayer of ei-
ther kind (∆fconfl) are also summarized in Table 1. Interestingly, different cell
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Table 1 Shifts of the resonance frequency ∆fconfl induced by attachment and spreading of
different cell types. In all cases the resonator was completely covered with cells at the end
of the experiment. The number of cells per unit area on the surface is determined from
QCM experiments NQCM and compared to a microscopic determination NMic

Cell type ∆fconfl NQCM NMic
(Hz) (105 × cm–2) (105 × cm–2)

MDCK II 530±25 4.3±0.5 5.5±0.3
MDCK I 320±20 3.1±0.4 3.7±0.2
3T3 240±15 1.9±0.5 1.3±0.1
BAEC 40±5 n.d. n.d.

types create individual shifts in resonance frequency when they adhere to the
quartz surface. It is important to stress that these differences are not due to
incomplete coverage of the quartz resonator but mirror individual differences
in the contact mechanics. Indeed, the key question is: what are the factors that
give rise to this individual frequency response and what cellular property is
mirrored therein?

2.2
Specific or Non-Specific Surface Interactions

Before addressing this topic it might be helpful to mention for readers un-
familiar with the subject, that cells do not interact directly with an in vitro
surface but only with proteins or polysaccharides that are adsorbed to it. The
cells express certain cell-surface receptors that are specialized to recognize
and specifically bind to these adhesion-promoting proteins on the surface.
The major class of these cell-surface receptors specialized on binding to ex-
tracellular adhesive proteins are the so-called integrins. Since both, the cell
surface and the growth substrate are decorated with ionic or polar groups,
there are also many non-specific electrostatic or electrodynamic interactions
involved in cell adhesion. It has been a matter of long scientific debate and
discussion whether specific or non-specific interactions are predominantly
responsible for anchorage of cells to a given surface [18–20]. Nowadays it is
widely accepted that both specific and non-specific interactions contribute,
but there is compelling evidence that specific ligand–receptor interactions are
more important for the final strength and the dynamic properties of the adhe-
sion sites [18]. Thus, the question arises whether the QCM response requires
specific, receptor-mediated adhesion of the cells to the surface or whether the
sole presence of the cell body close to the resonator surface is sufficient to
induce the observed QCM response.

To answer this question we tried to block the specific interactions be-
tween cell-surface receptors and adhesive proteins on the substrate by adding
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short peptides to the culture fluid that correspond to the amino acid se-
quence within the primary structure of adhesive proteins that integrins bind
to. When these soluble peptides are added to the cell suspension, they com-
pete for the receptor binding site and delay or omit specific interactions with
substrate-immobilized proteins.

In our experiments we used serum containing medium as culture fluid.
Serum naturally contains the adhesive proteins vitronectin (VN) and fi-
bronectin (FN). Since these proteins adsorb instantaneously from solution to
the surface, there is no need to precoat the resonators with any other adhesive
protein before. Both proteins, VN and FN, are recognized by cell surface re-
ceptors via the same amino acid sequence, namely Arg-Gly-Asp-Ser or RGDS
in one letter code. Accordingly, we studied the impact of soluble peptides with
this amino acid sequence on the time course of cell attachment and spread-
ing as revealed by measurements of the resonance frequency. Figure 3 shows
the outcome of four experiments in which either the penta-peptides Gly-Arg-
Gly-Asp-Ser (GRGDS) and Ser-Asp-Gly-Arg-Gly (SDGRG), the tetra-peptide
Arg-Gly-Asp-Ser (RGDS) or the tri-peptide Arg-Gly-Asp (RGD) are added to
the cell suspension in a concentration of 1 mM each.

The two penta-peptides GRGDS and SDGRG contain exactly the same
amino acids but in reverse order. Thereby, the two molecules carry the same
charge density and would provide the same perturbation to non-specific in-
teractions – if at all. However, due to the reversal of the amino acid sequence
only GRGDS has the correct sequence to interact specifically with the inte-
grins whereas SDGRG does not. The time course of the resonance frequency
as presented in Fig. 3 clearly demonstrates that in the presence of 1 mM

Fig. 3 Time course of attachment and spreading when equal amounts of MDCK II cells
were seeded into the quartz dish in presence of the soluble peptides Arg-Gly-Asp (RGD),
Arg-Gly-Asp-Ser (RGDS), Gly-Arg-Gly-Asp-Ser (GRGDS), and Ser-Asp-Gly-Arg-Gly
(SDGRG). The concentration of each peptide was 1 mM, the cell densitiy was adjusted
to 8×105 cm–2
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GRGDS the resonance frequency does not indicate any cell adhesion to the
resonator surface. In contrast, when SDGRG is added to the culture fluid,
there is no difference compared to experiments in which no peptide is present
at all (compare Fig. 2a). Thus, when specific interactions between cell-surface
receptors and substrate-immobilized proteins are not allowed to form, we
do not observe any measurable impact on QCM readings. Apparently, loose
attachment of the cell bodies to the substratum does not produce any signifi-
cant acoustic load [12, 16].

When the amino acid sequence of the soluble peptides is gradually short-
ened by removing first the initial G from GRGDS giving RGDS (GRGDS →
RGDS), followed by removal of the final S from RGDS yielding RGD (RGDS
→ RGD), the peptides eventually lose their potency to inhibit cell adhesion.
While RGDS is still capable of blocking cell adhesion completely when ap-
plied in 1 mM concentrations, the same concentration of RGD is not (Fig. 3).
These observations indicate that the final Ser is crucial in order to compete
successfully for integrin binding sites. As shown in Fig. 3, the QCM readout
provides the necessary sensitivity and time resolution to perform these kind
of studies automatically.

For a correct interpretation of this data it is imperative to learn more about
the situation at the crystal surface when specific interactions are blocked
by RGDS-containing peptides. One technique that allows visualization of
the “footprints” of cells on a surface is reflection interference contrast mi-
croscopy or short RICM. Practically, RICM is limited to transparent growth
substrates so that we conducted a correlation experiment on ordinary cov-
erslips instead of quartz resonators. In these experiments we seeded cells in
serum-containing medium that was either supplemented with 1 mM RGDS or
not. In both cases, the cells were allowed to attach and spread on the glass sur-
face for 200 min before we recorded RICM images of each sample. Figure 4
provides a comparison of the recorded RICM images for both situations.

In Fig. 4a the cells form typical cell-surface junctions with the protein
decorated growth substrate. The footprints indicate a spread morphology
under these conditions. When RGDS is present in the medium the situation
is rather different. As shown in Fig. 4b the cells are hardly visible in the RICM
image although they have settled to the surface in this particular field of view.
Bright field images taken from the very same spot (not shown) clearly prove
that this is not a cell-free area of the substrate. In the center of the image (ar-
row) a typical fringe pattern reveals a small projection of a cell reaching to the
surface. Based on the principles of RICM image formation and some technical
parameters of the microscope, one can estimate that the lower cell mem-
brane must be farther away from the substrate surface than 100 nm, probably
significantly more. Apparently the presence of the cell bodies within this dis-
tance from the substrate surface and with only a very limited contact area –
like a hard sphere on a flat surface – does not provide any significant acoustic
load for the quartz resonator.
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Fig. 4 RICM micrographs of MDCK II cells 200 min after seeding. The cells in a were sus-
pended in serum-containing medium with no inhibitory peptides included, while the cells
in b were exposed to 1 mM RGDS in the bathing fluid. The black arrow indicates the pres-
ence of a cell body that does not make close contact with the surface. Scale bar represents
10 µm

Thus, two main conclusions can be drawn from these experiments: (i) The
QCM does only report on cells that are specifically anchored to the resonator
surface. The method is blind to cells that just settle to the surface and attach
only loosely. (ii) When specific cell–substrate interactions are omitted, the
cells stay away from the surface by more than 100 nm, according to our RICM
data. Theoretical considerations have previously indicated that cells may ap-
proach the surface as closely as 5–10 nm just by non-specific attraction [21].
This is, however, not confirmed by our optical measurements.

Looking more deeply at QCM principles, further support arises for the fact
that the cells do not approach the surface as closely as 5–10 nm when spe-
cific interactions are blocked. According to Eq. 1 the penetration depth of the
shear wave in an aqueous environment δ is approximately 250 nm at room
temperature:

δ =

√
ηfl

π · f ·ρfl
. (1)

However, since the loosely attached cell bodies do not create any significant
acoustic load on the resonator, they seem to be far enough from the quartz
surface that the shear wave does not hit them with considerable amplitude. In
one of the following chapters we will get back to these experiments and put
them in context with further studies on confluent cell monolayers.

2.3
Titrating Cell–Substrate Contacts

Similar experiments as the ones shown in Fig. 3 have also been performed
with different concentrations of RGDS-peptides. It was the objective of these
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studies to titrate the cell–substrate adhesion sites and use the QCM response
as an experimental indicator. We found that increasing concentrations of
RGDS do not alter the final frequency response that is characteristically found
for a given cell type, but the time course of the frequency shift is altered dra-
matically. Above a certain threshold concentration of RGDS the process of
attachment and spreading was considerably delayed but in the long run we
always observed a very similar final response, as in control experiments with-
out any interfering peptides. Apparently the cell has certain mechanisms to
overcome integrin blockade by RGDS with time. Several mechanisms could
account for this observation: (i) When the integrin receptors are occupied by
the peptide, they become internalized and fresh receptors are recruited to the
cell surface. (ii) The cells synthesize and secrete their own extracellular ma-
trix proteins at the site of cell adhesion so that the protein concentration and,
thus, the number of binding sites on the surface continuously increases un-
til RGDS blockade becomes ineffective. The observed behavior may also be
a combination of both effects.

Even though RGDS blockade was not permanent it is possible to use QCM
measurements to quantify the inhibitory effect of a given RGDS concentra-
tion from the slope of the curve during the first 5 h after inoculation. Figure 5
presents the results of such a series of measurements. The slope derived from
the time course of the frequency shift is plotted as a function of RGDS con-
centration on a semilogarithmic scale. As anticipated, the curve is sigmoidal
in nature and it is possible to derive the concentration of half maximum effi-
ciency (EC50) to 6±1 µM.

Following cell adhesion and spreading in the presence of soluble peptides
that mimic the recognition sequence of adhesive proteins was historically the

Fig. 5 Slope of the attachment curve of MDCK II cells as a function of RGDS concentra-
tion present in the bathing fluid. The concentration of half-maximum efficiency EC50 was
determined to 6±1 µM RGDS
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most direct experiment for learning about these binding sites and to identify
them [22, 23]. At the time, the readout was based on time-lapse microscopy or
colorimetric assays. In the future the QCM may serve as an alternative mon-
itoring device in these kind of studies with outstanding sensitivity and the
opportunity to automate the experiment for higher compound throughput in
industrial screening.

Titration of cell adhesion sites may also be performed in the opposite di-
rection when cell detachment is used as an experimental indicator. Then cells
are first grown to confluence on the shear wave resonators and the compet-
ing peptides are then added to the bathing fluid. Once these peptides reach
the site of cell–substrate adhesion they may displace the adhesive proteins
from the receptor binding site and thereby loosen cell–substrate contacts.
Figure 6 shows two examples for such experiments in which confluent Swiss
3T3 fibroblasts were exposed to 1 mM SDGRG or GRGDS (see above). Besides
very minor changes, which are due to fluid handling, SDGRG does not in-
duce any significant changes of the resonance frequency (Fig. 6a). Thus, the
cell–substrate adhesion is not affected, consistent with the inverse amino acid
sequence of this peptide. However, when GRGDS is added to the established
3T3 cell layers, an immediate rise of the resonance frequency is observed that
stabilizes after 200 min. The frequency shift amounts to more than 150 Hz,
which indicates that the cell layer is entirely removed.

Similar results were obtained when the cells were detached from the sur-
face by means of EDTA, which chelates all divalent cations, that are necessary
for stable cell adhesion (not shown).

What can be learnt from these kind of experiments with respect to the su-
perordinate question, what determines the QCM response of a given cell type?

Fig. 6 Time course of the resonance frequency when preestablished, confluent monolayers
of 3T3 fibroblasts were exposed to the penta-peptides SDGRG (a) or GRGDS (b) in 1 mM
concentration, respectively. Addition of the peptides is indicated by black arrows
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Unfortunately the answer is, not very much. These studies do indeed show
that the QCM approach is a very sensitive tool for studying any perturbation
of cell–substrate interactions in real time and with a highly quantitative read-
out. But the system itself is too complicated and holds too many variables to
draw significant conclusions on the number of binding sites between cell and
surface just from measurements of attachment and spreading in the presence
of specific inhibitors. The enormous complexity arises from phenomena like:
(i) When one integrin–protein interaction is blocked, another one of a differ-
ent kind may take over the dominant role and mediate cell adhesion. This is
easily possible since many integrins are promiscuous with respect to the pro-
teins they bind to. (ii) Different cell types may express individual mixtures
of integrins with graded affinities to the ECM proteins. Thus, a comparative
study among different cell types is difficult to interpret. It seems that the only
way to learn more about the underlying principles of the QCM response to
adherent cells is using well-defined model systems with a significantly re-
duced complexity.

2.4
Cell Adhesion Versus Liposome Adsorption

In order to understand the laws that determine the QCM response towards
the anchorage of living cells, it seemed helpful to use chemically well-defined
model systems [24–26] that allow more systematic studies. By using lipo-
somes with varying amounts of biotinylated lipids we tried to mimic the
cell body (liposome) and its cell surface receptors (biotin moieties). The
adhesive proteins on the surface were modeled by a layer of predeposited
avidin that provides binding sites for the biotin residues in the lipid shell.
Thus, receptor density and protein concentration on the surface have been
under experimental control and can be adapted according to the experi-
mental needs. In our initial studies we used large unilamellar vesicles made
from dipalmitoylphosphatidylcholine (DPPC) doped with increasing molar
ratios of dipalmitoylphosphatidylethanolamine (DPPE) that carried a biotin
residue. The biotin was covalently attached to the lipid headgroup via a C6
spacer.

In these experiments we used a technical setup that was originally de-
scribed by Rodahl and coworkers [27] and is referred to as QCM-D. This de-
vice not only records the change in resonance frequency ∆f but also changes
of the so-called dissipation factor D, which is the inverse of the quality fac-
tor Q of the oscillation:

D =
1
Q

=
Dissipated energy per cycle

Stored energy per cycle
(2)

According to Eq. 2 the shift ∆D mirrors changes in energy dissipation of the
shear oscillation. Measuring the change in energy dissipation becomes im-



316 V. Heitmann et al.

portant whenever systems are studied that do not behave like a rigid mass.
Only for homogeneous mass films can an experimentally observed frequency
shift be attributed unequivocally to mass deposition to the resonator surface
according to the Sauerbrey relationship [6]. When the microviscosity or elas-
ticity close to the quartz surface changes, the Sauerbrey equation no longer
holds since these effects change the resonance frequency as well and are in-
distinguishable from simple mass deposition. Thus, viscous energy losses can
make QCM measurements ambiguous and hard to interpret, if at all [28].
The device developed by Rodahl and coworkers overcomes this problem by
recording both the shift in resonance frequency and the energy dissipation at
a time which makes data interpretation more robust and provides twice the
information of the system under study.

When living cells are studied within this setup we typically found fre-
quency shifts ∆f between 50 and 500 Hz, dependent on the cell type. The
cell-type specific change in dissipation factor ∆D ranged between 1 and
4×10–4. When we used undoped DPPC liposomes of 100 nm diameter that
were allowed to settle on an avidin-coated resonator, we recorded frequency
shifts in the order of 400–500 Hz, thus very similar to the readout for liv-
ing cells. However, with respect to energy dissipation the liposomes behaved
completely different. For the undoped DPPC liposomes we only observed an
increase in energy dissipation in the order of 3×10–5, which is roughly an
order of magnitude less than that recorded for the substrate-anchored cells.
Adding biotin-labeled lipids into the liposome shell, in order to allow for
molecular recognition between liposome and surface bound protein, led to
a gradual reduction of both ∆f and ∆D. As demonstrated in Fig. 7 there is
a gradual drop in both parameters with increasing concentrations of biotin
residues in the liposome shell. In other words, the more ligand–receptor pairs
were available the more the QCM response was reduced [24].

The reason for this unexpected behavior was revealed by scanning force
microscopy [29]. With increasing biotin loaded into the liposome shell, the
liposomes spread out on the surface. Eventually, they rupture when the ad-
hesion forces provided by the ligand–receptor interactions dominate over the
intermolecular forces between individual lipids in the liposome shell. The
ruptured liposomes eventually form a lipid double-layer on the surface with
the water-filled interior of the original liposome being emptied into the bulk
phase. These lipid bilayers on the surface behave essentially like a rigid mass
deposited on the surface so that the shifts in resonance frequency and dissi-
pation decline.

So in a sense, these experiments suggest that liposomes, as they were
used here, are not a suitable model system for systematic studies on cell-
surface interactions by QCM, mostly due to the unavoidable rupture of the
liposome when surface attraction becomes too strong. Nevertheless, for in-
termediate biotin concentrations these experiments did provide important
information since they indicate that an aqueous compartment surrounded
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Fig. 7 Summary of liposome adhesion studies as performed with a QCM-D setup de-
scribed in the text. Panel A shows the frequency shift ∆f when the concentration of
biotinylated lipids in the liposome shell is gradually increased. Panel B summarizes shifts
of the dissipation factor ∆D from the same experiments. Data points are averages of at
least two independent experiments

by a lipid double-layer is not sufficient to explain the acoustic load that is
exerted on the resonator by a confluent cell layer. There is more to it than
just a membrane-confined fluid compartment close to the surface. And this
result is not dependent on the size of the liposome. The data in Fig. 7 was
recorded for large unilamellar liposomes with an average diameter of 100 nm,
but giant liposomes with diameters in the micrometer range show a simi-
lar behavior. Even for these vesicles, which have roughly the size of a typical
animal cell, we could not observe an energy dissipation similar to that ob-
served for adherent cells2. In a later paragraph we will address this issue again
and demonstrate experimentally that the cortical cytoskeleton underlying the
plasma membrane of living cells is very important for understanding their
acoustic behavior in QCM experiments.

3
Analyzing Confluent Cell Layers

In the preceding sections we have studied the time course of cell attachment
and spreading upon the resonator surface, dependent on the cell number
and the presence of anti-adhesive peptides. The following paragraphs will

2 Information provided by A. Janshoff.
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describe experiments that were performed with confluent cell monolayers
that had been preestablished on the resonator surface prior to the QCM ex-
periment. A variety of cell types was included in these experiments in order
to find cell-type specific differences that can lead to a better understanding of
the system. Instead of reading the resonance frequency of the free oscillation
we applied impedance analysis in a frequency range close to the fundamental
resonance of 5 MHz.

3.1
Impedance Analysis of the Shear Oscillation

The experimental setup to perform impedance analysis of the loaded res-
onator is shown in Fig. 8a.

The quartz disk is used as the bottom plate of a cell culture vessel and is
mounted in a temperature controlled crystal holder (37 ◦C). The surface elec-
trodes on either side of the quartz are connected to an impedance analyzer
(Solatron Instruments, SI-1260) operating in continuous wave mode. The
frequency-dependent complex impedance Z(f ) returned by the impedance
analyzer is expressed as magnitude of impedance |Z|(f ) and phase shift be-
tween voltage and current Φ(f ). The raw data is analyzed by the well-known
Butterworth–Van Dyke (BVD) equivalent circuit with the lumped impedance
elements C0, Rq, Lq, Cq and ZL. Rq, Lq and Cq represent the piezoelectric
properties of the unperturbed resonator itself, whereas C0 summarizes its di-
electric properties and all parasitic contributions arising from contacts and
wiring. The load material in contact with the resonator surface is represented
by the complex impedance ZL. As long as the resonator is not loaded too

Fig. 8 a Experimental setup to perform impedance analysis of the shear oscillation.
Quartz resonators are used as the bottom plate of a measuring chamber that is mounted
in a temperature-controlled Faraday cage. Impedance data is recorded with a gain/phase
analyzer in the vicinity of the fundamental resonance of 5 MHz (typically from 4.97 MHz
to 5.04 MHz). b Butterworth–Van Dyke equivalent circuit to analyze the impedance raw
data of the loaded resonator. All parameters except ZL are assigned to the unperturbed
resonator whereas ZL denotes the impedance of the load material (cell layer) on the
resonator surface
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heavily, the BVD circuit is a good approximation for the more complex and
comprehensive Mason model [30] that is well suited to describe any load
situation [31]. For low-load conditions, for which the BVD approximation is
valid, the electrical impedance of the material in contact to the resonator ZL
is directly proportional to its acoustic impedance Zm,L as given in Eq. 3:

ZL =
π

4K2ω0C0

Zm,L

Zm,q
, (3)

with the acoustic impedance of quartz Zm,q, the electrochemical coupling
constant K2, and the angular resonance frequency ω0. For the cellular systems
studied here it is difficult, if not impossible, to confirm the validity of the low-
load condition (Zm,L 	 Zm,q). However, recent studies have shown that even
for heavy mass (≤ 5 mg cm–2) or viscous loading (ηρ ≤ 1000 g2 cm–4 s–1), the
lumped equivalent circuit is still in very good agreement with the distributed
Mason model (deviations ≤ 1%) [32]. For simple and laterally homogeneous
material films some of their mechanical properties can be deduced from the
acoustic impedance, like for instance, their density or elasticity modulus G.
For complex systems like layers of living cells, this is not possible yet. How-
ever, it is the objective of the experiments described in this chapter to increase
our understanding of these systems and to pave the way for a more quantita-
tive acoustic analysis.

Figure 9 compares the frequency spectra of the impedance modulus |Z|
and phase shift Φ for resonators with or without a confluent layer of cells on
the surface. In either case, the measuring chamber is filled with cell culture
medium so that the resonator is always at least under liquid loading.

The presence of the cells (compared to medium only) gives rise to a strong
impact on both quantities, Z(f ) and Φ(f ), and is most obviously expressed in
a significant damping of the shear oscillation, or in other words an increase
in energy dissipation. Anchorage of the cells to the resonator induces only
a minor shift of the impedance and phase spectra towards lower frequencies
which would otherwise indicate an increase in energy storage. Since the cell-
free but medium-loaded resonator (open symbols in Fig. 9) was always the
beginning or end of any QCM experiment, we have chosen this as the basis
relative to which the change in load impedance ∆ZL due to the presence of
different cell types on the resonator is expressed. The QCM response to cul-
ture medium was always very stable and highly reproducible. Thus, it was not
necessary to run additional impedance experiments of the cleaned and dried
resonator as a reference.

Quantitative analysis of the impedance data recorded with and without
cells provides the change in the complex load impedance ∆ZL that is due
to the presence of cells on the resonator surface relative to medium load-
ing. Table 2 compares the magnitude of the load impedance ∆|ZL| for seven
different cell types that had been grown to confluence prior to the QCM
experiment. The change in load impedance varies considerably for the var-
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Fig. 9 Experimental raw data of the shear oscillation as recorded by impedance spec-
troscopy. a Impedance magnitude of a cell-covered and a cell-free resonator as a function
of frequency. b Phase spectra of a cell-covered (filled circles) and a cell-free (open circles)
resonator in comparison

Table 2 Change in the load impedance of quartz resonators covered with confluent layers
of different cell types relative to resonators in contact with culture medium only. The
complex load impedance ∆ZL is expressed by its magnitude ∆|ZL| as well as in its real
and imaginary components

Cell type ∆|Zload| ∆Real(Zload) ∆Imag(Zload)
(Ω) (Ω) (Ω)

NRK 720±60 700±60 170±15
MDCK I 550±35 550±35 80±22
MDCK II 425±26 425±26 19±10
HUVEC 435±65 405±70 157±16
PBCEC 380±23 370±25 79±22
3T3 247±40 245±40 – 30±30
BAEC 160±13 99±13 126±14

ious cell types, very similar to the individual shifts in resonance frequency
that were reported in the preceding sections (Table 1). The values range from
160 Ω for bovine aortic endothelial cells (BAEC) to a maximum of 725 Ω for
epithelial-like normal rat kidney cells (NRK). Thus, the observed changes
in load impedance ∆|ZL| relative to a medium-loaded resonator differ by as
much as a factor of five, dependent on the cell type. This reflects significantly
different acoustic properties of the different cell types and probably also their
individual anchorage to the resonator. Assigning these differences to a struc-
tural correlate is the problem to solve.

It is instructive to decompose the complex load impedance into its real
(load resistance) and imaginary (load reactance) components. These two
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quantities mirror the energy that is dissipated in the system – Real(ZL) –
or the energy that is elastically stored in the system – Imag(ZL). Except for
bovine aortic endothelial cells we have found that the dissipated energy is al-
ways many times larger than the stored energy. This was already apparent
from the change in the spectra as discussed above. In this respect MDCK II
cells represent the extreme, when the dissipated energy overcomes the stored
energy by more than a factor of 20. For most other cell types this ratio is be-
tween two and ten. We only found for bovine aortic endothelial cells (BAEC)
that the stored energy (imaginary) is bigger than the dissipated energy (real).
However, these cells in general had only very little impact on the shear dis-
placement so that it is somewhat questionable whether this deviation from
the general trend observed for all other cells is real.

Taken together, these studies revealed that confluent cell layers in contact
to the resonator lead to a significant increase of energy dissipation from the
shear oscillation [33] as we had learned already from the QCM-D experiments
presented in Sect. 2.4. The impact of the cells on energy dissipation is in-
dividual and dependent on the cell type. It is important to mention in this
context that different batches of a certain cell line may also cause a different
QCM response within certain limits. This is not surprising for cell biologists
since cells of the same kind but taken from different batches may show a cer-
tain variance in their behavior and it underlines that the QCM is capable of
picking up these subtle differences.

When we compare the acoustic behavior of the cells with simple and
well-defined systems, the cells do not behave like a rigid and homogeneous
mass layer. This is obvious from the occurrence of significant energy dissipa-
tion that cannot be found for rigid mass films. On the other hand, the cells
also do not behave like a simple viscous (Newtonian) fluid such as water or
water/glycerol mixtures. It has been shown many times in the past that New-
tonian fluids increase the real and the imaginary part of the load impedance
to the same degree, and the increase of both quantities scales linearly with the
square-root of the density–viscosity product of the liquid [33, 34]. The reason
for the increase of energy storage (reactance of the load impedance) observed
for viscous fluids is assigned to (i) the synchronous movement of the first li-
quid layer that tightly adsorbs to the resonator surface (no slip behavior) and
(ii) the entrainment of liquid in nano- or mesoscopic cavities on the surface
due to surface roughness. These mechanisms do not apply to adherent cells,
as can be concluded from the imaginary part of the load impedance that lags
behind the real part [16].

This latter finding is indeed not surprising since the microscopic struc-
ture at the interface between an adherent cell and its growth substrate is very
different from the wetting of viscous fluids upon the resonator surface. Fig-
ure 10 sketches the contact area between lower cell membrane and substrate
surface, including the major structural components that contribute to cell ad-
hesion. Most importantly, the cell membrane is not in direct contact with the
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Fig. 10 Schematic of the interface between an adherent animal cell and a technical sub-
stratum. The blow-up provides a rough overview of the structural arrangement within
the contact area in which cell membrane receptors bind to proteins immobilized on the
substrate surface. It is important to note that there is a thin cleft between the lower cell
membrane and the substratum that is approximately 10–200 nm in width

resonator surface but is hovering an average distance between 10 and 200 nm
above, as mentioned in Sect. 2.2 already.

The thin cleft between substrate surface and plasma membrane is filled
with an aqueous electrolyte solution that contains proteins, carbohydrates,
and low molecular weight components. Anchorage to the surface is provided
by cell-surface receptors that bind to adhesive proteins immobilized on the
growth substrate. The most prominent cell surface receptors – the integrins
– stick out of the membrane by approximately 20 nm and thereby bridge the
gap between cell membrane and substratum. Very often these integrins are
not evenly distributed in the plasma membrane but they tend to cluster to so-
called focal adhesions or focal contacts. Focal contacts are adhesion sites in
which the cells are believed to have the closest distance to the substrate. Thus,
the interface between cell and substrate is not at all isotropic but is filled with
filamentous polymers (proteins, sugars) and may have a gel-like constitution
due to the water-storage capacities of the carbohydrates. Furthermore, the cell
membrane may approach the surface closely in focal contacts (< 20 nm) but
may be farther away in other areas underneath the same cell. So not only
the molecular composition but also the width of the contact area is laterally
heterogeneous.

3.2
No Correlation between Cell–Substrate Separation Distance and QCM Response

As mentioned in Sect. 2.2 the decay length of the shear wave into a viscous
medium in contact wiht the resonator can be estimated from Eq. 1. If a 5 MHz
resonator, as used in our studies, is loaded with pure water at room tempera-
ture, the characteristic axial decay length of the shear displacement amounts
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to approximately 250 nm. When the fluid within the thin cleft underneath
the cells is assumed to behave like water in a first approximation, then the
decay length of the shear wave is in the same range as the average width of
the cleft between cell membrane and growth substrate. Thus, the hypothesis
arose that the individual QCM responses for different cell types may be due to
the individual separation distances between cell body and resonator surface.
As a consequence, the cells may have been exposed to different amplitudes
of the propagating acoustic wave, which may in turn lead to an individual
sensitivity of the QCM for these different cells.

In order to measure the average distance between lower cell membrane
and growth substrate accurately, we made use of fluorescence interference
contrast microscopy or FLIC, which has been recently developed by Lam-
bacher, Braun, and Fromherz [35–37]. Readers interested in this novel tech-
nique and its theoretical background are referred to the above references as
only a brief introduction will be given here. In FLIC, the cells are grown on
silicon substrates that have regular steps of 5 µm× 5 µm made from silicon
oxide on their surface. The step heights are well-defined and range between
20 and 200 nm and are, thus, only a fraction of the wavelength of visible
light. After the cells have attached and cultured on these micropatterned
FLIC substrates, their membranes are stained by a lipid-soluble fluorescent
dye that integrates into the plasma membrane. When the cell-covered FLIC
substrate is then placed in the incident light beam of a fluorescence mi-
croscope, the silicon/silicon oxide interface acts as a mirror and standing
waves of the incident light are formed with a node at the silicon surface.
Thus, the intensity of fluorochrome excitation is dependent on the distance
between dye (membrane) and mirror (silicon). The same mechanism ap-
plies to the fluorescent light emitted by the fluorophore upon excitation
so that the intensity of the fluorescent light is also modulated by the dis-
tance between dye (membrane) and mirror (silicon). Taken together, the
intensity of the fluorescence light is a function of the cell–substrate sepa-
ration distance and introduces a strong dependency of pixel brightness on
distance between membrane and mirror. However, tracing fluorescence in-
tensity versus distance between membrane and silicon substratum provides
a (damped) periodic function so that any distance determination from a sin-
gle fluorescence intensity reading is not unique. Introduction of terraces of
silicon oxide of at least four different heights provides well-known spacers
between cell membrane and reflecting interface such that four different fluor-
escent intensities are measured and analyzed. These four point measurement
makes the intensity–distance relationship unique. Lambacher, Braun, and
Fromherz developed an optical theory for this system with the distance be-
tween membrane and oxide surface as the only adjustable parameter [35, 37].
Fitting of this theory to the experimental data provides the cell-substrate
separation distance. The accuracy of the FLIC approach has been estimated
to be better than 1 nm.
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We have performed FLIC microscopy for all cell types that have been listed
in Table 2 in order to quantify their individual distance to the growth sub-
strate. It is an inherent problem of this approach that the cells had to be
grown on micropatterned silicon for FLIC measurements and not on a quartz
resonator as used in QCM. But the uncertainty whether the cells behave dif-
ferently on either substrate cannot be bypassed in principle. Figure 11 shows
the change in load impedance ∆|ZL| for the different cell types studied here
as a function of their individual cell–substrate separation distance extracted
from FLIC measurements. If the hypothesis applies that cells provide a more
sustained QCM response the closer they are to the surface, one would have to
expect a decrease of ∆|ZL| with increasing distance d. The graph in Fig. 11,
however, shows no obvious correlation between the acoustic load of the res-
onator and the distance between lower cell membrane and its surface. Please
note that, for instance, BAEC and NRK cells show very similar distances from
the surface of approximately 75 nm but the change in load impedance ∆|ZL|
differs by more than a factor of four.

Another very obvious deviation from the working hypothesis is given by
the porcine brain capillary endothelial cells (PBCEC) that have been studied
in the presence and absence of the steroid hormone hydrocortisone (±HC).
As demonstrated in Fig. 11 the steroid does not change the distance between
membrane and substrate surface significantly (101±6 nm without HC versus
94±3 nm with HC) but it does change the acoustic load of the resonator from
∆|ZL| = 380 Ω (without HC) to ∆|ZL| = 890 Ω (with HC) indicating that there
is no direct correlation between both quantities.

Fig. 11 Magnitude of the load impedance ∆|ZL| for different cell types as a function of
the individual distance d between their lower membrane and the substrate surface. The
data does not show any correlation between both quantities, indicating that the distance
between resonator and cell body is not dominating the QCM readout
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Taken together, these studies show that cell–substrate separation distance
is not the most significant parameter when explaining the acoustic load of
shear wave resonators covered by confluent cell layers. It may still have a mi-
nor impact but the QCM response is apparently dominated by other mechan-
isms.

3.3
Adhesive Proteins Underneath the Cells Contribute to the QCM Readout

As sketched in Fig. 10 and mentioned before, the cells anchor to adhesive
proteins that are immobilized on the surface. When cells are cultured for
a certain time, they even produce their own adhesive proteins and secrete it
into the space between membrane and substratum. Thus, we tried to address
whether or not these adhesive proteins underneath the cell body may con-
tribute to the total QCM readout of a confluent cell layer. Instead of limiting
the analysis to preadsorbed layers of one or two purified proteins, we tried
to study the complex extracellular material underneath the cells (extracellular
matrix or ECM) by removing the cell bodies but leaving the macromolec-
ular network of proteins and sugars behind on the substrate. The protocol
required a combination of hypotonic stress and detergent extraction [16]. Mi-
croscopic inspection of reference substrates revealed that this procedure lifted
the cell bodies effectively off the substrate. The surface was, however, still
decorated with proteins as revealed by immunocytochemical staining.

Impedance analysis of the shear oscillation was performed for resonators
covered with a confluent layer of cells and after the cell bodies had been re-
moved by hypotonic lysis. The changes in load impedance ∆ZL are again
expressed relative to the identical quartz resonator that was loaded with
protein-free medium only. Consistent with our expectation, we observed in
these experiments that the magnitude of the load impedance ∆|ZL| was sig-
nificantly reduced when the cell bodies were removed from the resonator with
only their ECM being left behind. In particular, the real component of ∆ZL
was barely detectable after cell removal and ranged in the order of 20–30 Ω

for resonators that MDCK and 3T3 cells had been removed from. Please com-
pare Table 2 for the corresponding values of the confluent cell layers, which
ranged between 250 Ω for 3T3 and even 550 Ω for MDCK I. Accordingly, ei-
ther the cell bodies themselves with their membranes and cytoskeleton or the
liquid confined in the thin cleft underneath the cells must be the site of en-
ergy dissipation. As a matter of fact the complex protein and carbohydrate
layer that remained on the surface does not show the considerable dissipat-
ing properties as one would expect. In a more recent study these results have
been confirmed by Marx and coworkers [38].

It was, however, interesting to recognize that the load reactance, that mir-
rors the kinetically stored energy, was only reduced by 10 or 20% upon
removal of the cell bodies with the ECM remaining on the surface. In some
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rare cases we found a reduction of the load reactance by 50%, but never more
than that. Although the acoustic properties of the extracellular matrix on the
one hand and the cell bodies on the other are not strictly additive, it is rea-
sonable to assume that a significant fraction of the load reactance observed
for confluent cell monolayers, relative to a medium-loaded quartz, resides in
the extracellular matrix that is adsorbed on the quartz surface [16]. This find-
ing has to be recognized whenever the QCM response to an adherent cell
monolayer is analyzed, interpreted, and modeled.

In general, all QCM measurements that were done with resonators initially
coated with a confluent cell monolayer, which was later removed by hypotonic
lysis, characteristically showed a load resistance at the limit of detection but
a considerable load reactance. As discussed in the preceding section, this is
a typical behavior of rigid mass films that adsorb to the resonator surface. Ap-
parently the ECM remaining on the surface behaves like an adsorbed mass
layer that does not provide any significant energy dissipation. The remain-
ing load reactance disappeared when the surface was exposed to the protease
trypsin indicating that the remaining material on the resonator was primarily
made from protein.

A very similar result was found when we coated the resonator with a layer
of collagen. In a typical experiment we measured an increase for ∆|ZL| of
236±18 Ω relative to a medium-loaded resonator. Decomposing the complex
load impedance in real and imaginary components revealed a load resistance
of 43±15 Ω compared to a load reactance of 232±18 Ω. Thus, the layer of pu-
rified collagen shows similar acoustic properties as the remaining ECM on the
surface [16].

3.4
Cortical Actin–Cytoskeleton is a Major Contributor

The mechanical properties of living cells are significantly determined by the
cytoskeleton. There are three major classes of protein filaments that belong to
the cytoskeleton and have individual functions: microfilaments, intermediate
filaments, and microtubules [39]. Whereas microfilaments and microtubules
are highly dynamic structures that can form rapidly by polymerization of
actin or tubulin monomers, respectively, the intermediate filaments are sta-
tionary structures that are important for the basal mechanical stability of the
cell but not for dynamic changes. Since the microfilaments are composed of
filamentous actin they are also referred to as actin filaments [39]. Both ex-
pressions can be used synonymous.

With respect to the mechanical properties of the plasma membrane the
microfilament system is considered the most important since a network of
these filaments underlies the plasma membrane and stabilizes it. This mem-
brane supporting network of actin filaments is often called the cortical actin.
In order to test whether the mechanical properties of the membrane (de-
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termined to a large degree by the cortical cytoskeleton) contributes to the
acoustic load on the resonator surface we applied different strategies to mod-
ulate the actin cytoskeleton. By adding a membrane-permeable drug that
interferes with actin polymerization we were able to decompose actin fila-
ments in the corresponding monomers. On the other hand, we cross-linked
and stiffened all cellular protein by chemical fixatives and studied the associ-
ated QCM response.

3.4.1
Disintegration of Actin Filaments

Actin filaments are continuously assembled and disassembled in living cells
by concomitant polymerization and depolymerization. Since the elongation
and shortening of the filaments occur at opposing ends of the filaments, it is
possible to distinguish between filament poles. The growing end is termed the
plus end whereas the site of depolymerization is called the minus end [39].
The fungal toxin Cytochalasin D (CD) is a membrane-permeable compound
of low molecular weight that specifically inhibits the polymerization of actin
monomers into growing filaments but leaves depolymerization unaffected.
Thus, when cells are exposed to this drug the actin filaments shorten and
finally disappear [40]. Figure 12a and 12b provide microscopic images of

Fig. 12 Fluorescence micrographs of confluent MDCK II cell monolayers after the actin
cytoskeleton has been stained by fluorescence-labeled phalloidin. a Control cells were not
exposed to Cytochalasin D. b Cells were exposed to 5 µM Cytochalasin D for 100 min. The
staining confirms that actin filaments have been degraded to small actin aggregates. The
scale bar represents 25 µm. c Magnitude of the load impedance ∆|ZL| as a function of
time when confluent MDCK II cell monolayers were exposed to 5 µM Cytochalasin D at
the time indicated by the arrow. The value of |ZL| at the beginning of the experiment was
set to zero
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confluent MDCK cells that have been stained for their actin cytoskeleton
by fluorescence-labeled phalloidin, a compound that specifically binds to
filamentous but not monomeric actin. The cells shown in Fig. 12a served
as a control, whereas those in Fig. 12b were challenged with 5 µM CD for
100 min prior to fixation and staining.

In the control cells one can easily spot two very prominent actin struc-
tures: (i) stress fibers that run along the lower, substrate-facing membrane
interconnecting two sites of cell–substrate adhesion and (ii) the junctional
actin ring that follows the cell periphery and stabilizes cell-to-cell junctions.
After exposure to CD both actin structures change dramatically. Instead of
stress fibers and an actin belt around the cells, there are only actin aggregates
that look like clumped monomeric actin without any filamentous structure.
Thus, within 100 min of exposure time the actin filaments are disassem-
bled. However, the cells remain spread and anchored to the growth substrate,
so that after CD treatment there is still a confluent cell monolayer on the
surface.

The same experiment was performed with MDCK cells that had been
grown to confluence on quartz resonators. We then recorded impedance
spectra under basal conditions, applied 5 µM CD and followed the acous-
tic load by continuously recording impedance data of the shear oscillation.
In Fig. 12c the change in load impedance ∆|ZL| is traced as a function of
time in a typical experiment. Addition of CD is indicated by an arrow. Upon
CD exposure the acoustic properties of the cell layer change considerably.
Relative to the confluent MDCK II monolayer the magnitude of the load
impedance ∆|ZL| decreases by approximately 170 Ω, which is more than 40%
of ∆|ZL| for the intact cell layer. The time course in Fig. 12c correlates favor-
ably with the time course of actin disassembly as monitored by microscopic
studies similar to the ones shown in Fig. 12a,b. Decomposing ZL into real
and imaginary components reveals that both load resistance and load re-
actance contribute almost equally to the observed changes. In other words,
we do see very similar changes in load resistance and load reactance under
the influence of CD.

Treating cells with CD to disassemble their actin cytoskeleton has been de-
scribed many times in the literature. When cells were studied by scanning
force microscopy (SFM) after CD exposure, a significant reduction of mem-
brane stiffness was reported for various cell types [41, 42]. Since the acoustic
impedance also decreases, it seems reasonable to propose that the QCM may
serve as a micromechanical probe to study membrane stiffness. Further ex-
periments will be presented below that support this point of view.

In more general terms, the experiments described in this paragraph pro-
vide two major conclusions: (i) The actin cytoskeleton has a strong impact
on the acoustic properties of the cell layer and (ii) the QCM is capable of
monitoring functional changes in the cytoskeleton quantitatively and under
physiological conditions. The second point should be emphasized since the
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QCM provides this kind of readout without the necessity to open the incuba-
tor door. As the cells are anchored directly onto the surface of the mechanical
transducer, the device can be easily integrated into biotechnological reactors
or other experimental setups. Alternative techniques like scanning force mi-
croscopy or scanning acoustic microscopy [43] are more powerful in the sense
that they may provide a laterally resolved elasticity mapping; however, due
to the technical requirements of these devices, the cell cultures have to be
manipulated and removed from their cell culture environment.

3.4.2
Cross-Linking all Cellular Protein by Chemical Fixatives

Motivated by the experimental findings that the QCM may serve as a mi-
cromechanical probe for monitoring membrane stiffness, we studied the
QCM response when the cells on the resonator surface were treated with
chemical fixatives that are known to cross-link all cellular proteins. Scanning
force microscopy (elasticity mapping) has revealed that cross-linking of cell
protein by aldehydes like glutaraldehyde (GA) or paraformaldehyde (PFA)
stiffens the plasma membrane and increases the Young’s modulus (a quan-
titative measure of mechanical stiffness) of the cells considerably [44, 45].
Thus, we monitored the acoustic response when confluent MDCK cell mono-
layers were exposed to either GA or PFA in concentrations that are typically
used to prepare cytological samples. Upon exposure to 2.5% (v/v) glutaralde-
hyde for 30 min the load impedance relative to a medium-loaded resonator
∆|ZL| increased from 472±72 Ω for the native MDCK II monolayer to 2340±
245 Ω after fixation. Accordingly, protein cross-linking increased the load
impedance more than fivefold. In a different set of experiments in which we
applied 4% (w/v) paraformaldehyde instead of glutaraldehyde for 30 min we
observed a change in load impedance ∆|ZL| from 529± 18 Ω for the native
MDCK II cell layer to 1004±49 Ω after fixation. Here the relative increase of
∆|ZL| is still twofold but less pronounced than in the case of GA.

The time course of protein cross-linking and the associated cell stiffen-
ing is rather fast with respect to the time resolution of the measurements.
Figure 13 compares the time course of ∆|ZL| for confluent MDCK II cells ex-
posed to GA with a corresponding control that did not receive any fixative.
For a meaningful, time-resolved monitoring of the cross-linking reaction by
QCM measurements we had to dilute the GA solution tenfold to 0.25% (v/v)
and still found that the system was stationary again after less than 10 min.
The final increase of ∆|ZL| was, however, the same as with the higher con-
centrations of GA. According to this data, the incubation time of 30 min, as
chosen in the experiments described above, was more than sufficient to reach
a steady state in the protein cross-linking reaction.

In order to correlate the acoustic response upon cell fixation with the
change in Young’s modulus of the same cells under identical conditions as in
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Fig. 13 Magnitude of the load impedance ∆|ZL| relative to a medium-loaded resonator as
a function of time when confluent MDCK II cell monolayers on the resonator surface are
either treated with a 0.25% (v/v) solution of glutaraldehyde (filled symbols) or by a corres-
ponding buffer control (open symbols). Addition of glutaraldehyde and buffer exchange
are indicated by the arrow

QCM measurements, we also recorded elasticity maps of MDCK cells before
and after fixation with PFA and GA by scanning force microscopy (SFM). Ap-
plying the commonly used Hertz model to the recorded raw data, we obtained
a median Young’s modulus of 2.5±0.3 kPa for native MDCK cells that was in-
creased to 3.7±0.9 kPa after PFA fixation. The highest median values of 25±
3 kPa were found after a 30 min fixation with GA. Thus, the well-established
SFM measurements indicate that there is a graded and individual stiffening
of the cells when different fixatives are used. Consistent with the QCM ex-
periments, PFA was found to be less efficient in cell stiffening than GA. In
SFM studies the cortical actin cytoskeleton is considered to be the dominant
contributor to the mechanical properties of the cell membrane [46]. Since the
QCM readout correlates with SFM measurements, the conclusion may apply
that the cortical actin cytoskeleton is also predominantly responsible for the
acoustic load of the resonator.

We consider these studies to be strong evidence that the protein con-
tent of the cell, and in particular the cytoskeleton, is a prominent if not the
predominant contributor to the acoustic load that is created on shear wave
resonators by adherent cells. The reduction of ∆|ZL| after disassembly of the
actin cytoskeleton supports this hypothesis. Please note that all the experi-
ments described in this paragraph have been performed with MDCK II cells.
In order to exclude that the observed increase in acoustic load after fixation is
a cell-type-specific phenomenon of MDCK II cells, analog experiments were
performed with other cell types and returned the same answer. Only the nu-
merical value of the increase in ∆|ZL| varied to some extend.
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3.4.3
Monitoring Steroid-Induced Changes in Cell Stiffness

In the preceding Sects. 3.4.1 and 3.4.2 we have described the QCM response
to a disintegration of the actin cytoskeleton on the one hand and to cross-
linking of all cellular protein by chemical fixatives on the other. The data
implied that cell stiffness brought about by the cytoskeleton determines the
acoustic response. However, the experimental means to arrive at this conclu-
sion were rather drastic, in particular when chemical fixatives were applied.
With respect to future applications of the QCM in cell biology it seems im-
portant to understand whether the technique is sensitive enough to monitor
physiological alterations in cell stiffness. We therefore tested the QCM ap-
proach on an established phenomenon that has been published recently.

When endothelial cells isolated from porcine brain capillaries are grown in
vitro, they respond in a very distinct way to the glucocorticoid hydrocortisone
(HC) [47]. Upon exposure to this steroid in physiological concentrations, the
cells have been shown to stiffen and improve their differentiation. The stiff-
ening of the cells has been quantified by scanning force microscopy similar
to the data presented above. The Young’s modulus for these cells increases
within 24 h from 5.1± 1.9 kPa to 8.3± 2.6 kPa when the medium is supple-
mented by 550 nM HC [48]. Apparently the stiffness of the cells increases due
to the biochemical alterations induced by HC. The authors assign the ob-
served stiffening of the cells to changes in the cortical actin network, since (i)
the cortical actin is generally considered to be the decisive structure that de-
termines cell stiffness and (ii) many studies have shown in various cell types
that glucocorticoids like hydrocortisone may have an impact on cytoskele-
tal structures by regulating the expression of actin linker or actin bundling
proteins [49].

When these cerebral endothelial cells are grown to confluence on quartz
resonators under identical conditions as applied in the SFM studies, we ob-
served an increase of the load impedance ∆|ZL| from 380±23 Ω without HC
to 890± 27 Ω when the cells were treated with 550 nM hydrocortisone. Ac-
cordingly, the load impedance more than doubles in response to HC. Thus,
QCM readings provide a similar answer to SFM with respect to the microme-
chanical changes that are induced in the cells by incubation with the hormone
hydrocortisone. The QCM approach is obviously sensitive enough to mon-
itor even physiological alterations within the cytoskeleton, which paves the
way for many applications as a transducer for micromechanical changes in
adherent cells.

Comparing QCM with the most established technique to study microme-
chanical changes in the plasma membrane of living cells, scanning force
microscopy, there are advantages and limitations. Clearly, the QCM does not
provide a laterally resolved image of the micromechanics within an adherent
cell layer or even within different regions of a single cell. And at this point,
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QCM readings cannot be translated into mechanical parameters that allow
direct mechanical interpretation and modeling. On the other hand shear wave
resonators provide (i) a much better time resolution than SFM, (ii) a readout
that is averaged over many thousands of cells, and (iii) an entirely non-
invasive measurement that can be easily automated and integrated into any
cell culture vessel. Thus, the QCM may become an alternative or an addi-
tional means to study mechanical changes in adherent cells. It is important to
recognize that SFM provides primarily the mechanical properties of the up-
per (apical) cell membrane whereas the QCM response is more sensitive to
changes occurring in the lower (basal) cell membrane, so that SFM and QCM
may complement each other.

4
Electrochemical QCM: New Options and New Insights

When the QCM is used as a mass-sensitive device in electrochemical experi-
ments, it is often important to control the electrical potential of the electrode
that is facing the liquid. Thus, an additional (reference) electrode is intro-
duced into the QCM chamber in order to provide well-defined electrochem-
ical conditions and to allow for various kinds of electrochemical reactions at
the crystal surface. A well-known example is the electrodeposition of metals
on the electrode surface that is often used to calibrate the device and calculate
its mass sensitivity. When these kind of electrochemical studies are combined
with QCM readings, the acronym EQCM is used, abbreviating electrochem-
ical quartz crystal microbalance.

In order to extend the analytical options of the QCM measurement in cell
biology we have introduced an additional low-impedance dipping electrode
into the QCM chamber (compare Fig. 14) that serves as a counter electrode to
perform electrochemical impedance analysis of the cells grown on the upper
gold electrode of the quartz resonator.

Impedance analysis of cell-covered gold film electrodes in the frequency
range between 1 Hz and 1 MHz was established more than 20 years ago as
a non-invasive means to follow morphological changes in adherent cells [50–
53]. The technique is referred to as electric cell–substrate impedance sensing
or ECIS. The principle of ECIS relies on the fact that the cell bodies behave
similarly to insulating particles at most frequencies that force the current to
flow around the cell bodies. Accordingly, the overall impedance of the system
increases when cells attach and spread on the electrode surface since the cur-
rent has to pass through the narrow cleft between lower cell membrane and
electrode surface before it can escape through the intercellular shunt between
adjacent cells into the bathing fluid. Thus, the observed impedance increase
originates from the cell–substrate adhesion zone as well as from the inter-
cellular cleft that is often narrowed by cell-to-cell junctions [54]. Thus, ECIS
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Fig. 14 Schematic of the combined QCM-ECIS setup. In order to perform electrochemical
impedance analysis of the adherent cell layer on the substrate electrode, an additional
low impedance platinum dipping electrode is introduced into the measurement chamber.
Impedance analysis of the cell layer (ECIS mode) is performed in the frequency range be-
tween 1 Hz and 1 MHz, whereas the shear oscillation is analyzed close to its fundamental
resonance between 4.97 MHz and 5.04 MHz. A computer-controlled relay allows switching
between both modes automatically

readings can be used to follow both changes in cell–cell contacts as well as
changes in the contact area to the conducting electrode surface. By selecting
the AC sampling frequency properly, it is possible to make cell–cell or cell–
substrate contacts dominate the overall impedance readout and thereby tune
in on a certain portion of the cell bodies.

We have used this combined QCM-ECIS setup to study barrier-forming
endothelial or epithelial cell layers that express tight intercellular contacts
to occlude the paracellular shunt between adjacent cells. In vivo these cells
serve as an interfacial cell layer that separates two fluid compartments and
strictly regulates the exchange of solutes between both spaces. Examples are
the lining of the blood vessels or the urinary bladder. In our experiments
we used the epithelial cell line MDCK that originates from the lining of the
kidney tubules and is a widespread model for a barrier forming cell layer.
The QCM chamber was inoculated with a sufficiently high number of sus-
pended MDCK II cells so that the growth substrate is completely covered
after attachment and spreading without any need for further cell division. We
then followed the establishment of a cell monolayer by continuously record-
ing impedance data of the shear oscillation (QCM mode) on the one hand, and
impedance data of the cells on the surface (ECIS mode) on the other hand.
Switching between both modes was performed by a computer-controlled re-
lay. Figure 15 compares the time course of the load impedance ∆|ZL| as
recorded in QCM mode as well as the time course of the electrode impedance
(ECIS mode) at a sampling frequency of 400 Hz. The former reports on at-
tachment and spreading of the cells whereas the latter indicates the formation
of barrier-forming cell–cell contacts.

The time course of ∆|ZL| is characterized by an immediate rise shortly
after seeding the cells. After roughly 300 min the values stabilize before they
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increase again to their maximum roughly 500 min after cell inoculation. The
first part of the curve (t < 300 min) mirrors the kinetics of attachment and
spreading of the cells in good accordance with microscopic studies and the
resonance frequency measurements reported in Sect. 2.1. The second rise of
∆|ZL| starting at ∼ 600 Ω till ∼ 800 Ω can, however, not be explained by
a change in surface coverage. The additional load impedance must arise from
acoustic changes within the cell bodies anchored to the quartz surface.

Triggered by our understanding of the contribution of the actin cytoskele-
ton, we stained for filamentous actin 3 and 10 h after cell inoculation. Mi-
croscopic images representative for the entire cell population are shown in
Fig. 15. Approximately 3 h after seeding (Eq. 1) the cells are attached and fully
spread but the actin cytoskeleton is not yet fully established. Diffuse actin is
present but neither the very prominent actin belt around the cell periphery at
cell–cell contact sites nor any stress fibers running along the lower cell mem-
brane can be seen. The situation is different after 10 h of observation (Eq. 2).
Staining of the actin filaments now reveals a continuous actin belt around
the cells and stress fibers interconnecting individual focal adhesion sites. It
seems plausible that shaping up of the actin cytoskeleton, as indicated by
visible structural changes, induces the observed increase in load impedance
and is thus detectable by QCM readings. Together with the experiments pre-
sented in Sect. 3.4 we take this observation as another experimental finding
that supports our understanding that the actin cytoskeleton is an important
contributor to the acoustic load of the resonator.

Figure 15 also shows the time course of the electrochemical impedance at
a sampling frequency of 400 Hz (ECIS-mode). It is important to note that this
dataset was recorded in exactly the same experiment and from the identi-
cal cell population that was used to collect the QCM data. Since both time
traces originate from the same sample it is fair to compare the time course
of both quantities in detail. The expression of barrier-forming cell–cell con-
tacts cannot start before the cells have completely attached and spread on the
electrode surface (t > 300 min). After 300 min the impedance starts to rise
and is stationary again 700 min after cell inoculation, indicating full estab-
lishment of cell–cell contacts. The half-maximum barrier formation mirrored
in the time course of the impedance at 400 Hz (ECIS) and the maximum of
the load impedance ∆|ZL| (QCM), which has been associated with the forma-
tion of a mature and polarized actin cytoskeleton, coincide at approximately
500 min. This finding strongly supports our understanding of the biphasic
time course of the load impedance since it is well known from molecular
cell biology that two adjacent cells have to form mechanically stable adherens
junctions before they can establish barrier-forming tight junctions that oc-
clude the intercellular shunt [54]. Adherens junctions are characterized by the
thick actin belt that follows the cell periphery close to the apical pole. This
actin belt can be easily spotted in Fig. 15 10 h after seeding but not 3 h after
seeding.
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Fig. 15 Attachment, spreading, and differentiation of MDCK II cells followed by the com-
bined QCM-ECIS approach. The change in load impedance ∆|ZL| (open circles) reports
on attachment, spreading, and reorganization of the actin cytoskeleton. The electrical
impedance at 400 Hz (filled symbols) mirrors the establishment of barrier-forming cell-
cell contacts and, thus, differentiation. The fluorescence micrographs in the right panel
visualize the status of the actin cytoskeleton 3 h and 10 h after cell seeding. These time
points are indicated in the graph by the dashed lines marked as 1 and 2

Taken together, the combined QCM-ECIS approach provides the experi-
mental options to follow attachment, spreading, cytoskeletal reorientation
and cellular differentiation for barrier-forming cell types in a single experi-
mental setup. Since the data is recorded from one and the same cell mono-
layer, the individual time courses of either parameter provide additional clues
for a correct interpretation of the data. The electrochemical ECIS approach
provides a lot more experimental options that have not been addressed in
this article. These will help to broaden our understanding of QCM read-
ings for adherent animal cells and guide us in the development of additional
cell-based assays in which the QCM is used as a transducer to monitor cell
behavior.

5
Outlook on QCM Applications in Cell Biology

The most obvious application of the QCM technology in biomedical research
with living cells is the online observation of cell–substrate contacts, either
when they form de novo as in attachment and spreading, or when established
cell–substrate contacts reorganize under the influence of biological, chemical,
or physical stimuli. It is a unique advantage of the QCM technique that these
kinds of measurements are still possible when the quartz resonator is first
coated with a thin layer of any technical material of interest like, for instance,
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a metal or polymer film. Thus, the device may become an extremely useful
tool for evaluating the cytocompatibility of technical surfaces, as required for
the development of implants and other devices that need to be in contact with
living tissue. The only limitation with respect to the pre-adsorbed material
film on the resonator surface is that it is rigid in nature, of limited thickness
and does not produce significant acoustic losses.

Even in more fundamental biomedical research the QCM is very versatile
and broadly applicable. Proteins derived from native extracellular matrices
may be deposited on the surface in order to study the interaction of cells with
these protein coatings. A recent study by Li and coworkers [11] has shown
that the QCM provides similar readouts as the traditionally applied cytolog-
ical techniques. Due to its enormous time resolution even subtle differences
in the kinetics of attachment and spreading become accessible.

Another striking new direction of the QCM in the field of cell biology are
motility measurements based on noise analysis of the resonance frequency.
When the cells move and crawl on the surface of the quartz plate the reson-
ance frequency fluctuates as a direct consequence of the continuous assembly
and disassembly of cell–substrate contacts during cell movement. Pax and co-
workers have recently shown that the contraction of heart muscle cells can
be easily recorded from the associated alterations of the resonance param-
eters [55]. We recently found that even in stationary cell layers without any
open spaces that would allow for lateral migration, metabolically driven mi-
cromotion can be recorded [56].

All these different QCM modes can be used to develop whole-cell biosen-
sors in which the cells serve as the sensory elements and the QCM device is
used as a transducer. Of course the presence of living cells on the resonator
surface provides certain practical limitations since the rather stringent ex-
perimental conditions required by living cells have to be met at all times. On
the other hand, living cells allow monitoring the biological activity of the test
compound rather than just the binding or blocking of some receptor binding
site. Furthermore the assay may take advantage of intracellular amplification
cascades, for instance second messenger cascades that provide a significantly
improved sensitivity of the device.

Finally, the QCM can not only be used in a sensory mode but also as an ac-
tuator. It has been recently shown by Dultsev and coworkers [57] that virus
particles deposited on the resonator surface may be displaced by increasing
the shear amplitude of the resonator. Thus, it seems plausible that the re-
sistance of cell–substrate interactions to lateral shear forces may be inferred
from QCM measurements when the shear amplitude is increased to inva-
sive magnitudes. The ease of the measurement, which can be automated and
multiplexed, the rather simple experimental design, as well as the unique ex-
perimental access to the interface between living cells and technical substrates
is very likely to create growing interest within the cell culture community for
these new experimental options.
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Abstract A quartz crystal microbalance (QCM) is known as a useful tool to detect gravi-
metric molecular interactions. We have developed a 27-MHz QCM (Affinix Q4) to detect
various biomolecular interactions such as DNA–DNA hybridization, DNA–protein inter-
actions, glycolipid–protein interactions, and protein–protein interactions. In this chapter,
we show that the 27-MHz QCM is also useful to detect the kinetics of enzyme reac-
tions, because all the steps of enzyme reactions, such as the enzyme binding process
to substrates, the enzyme catalytic reaction, and the release of enzyme from the prod-
uct, accompany mass changes. We introduce here kinetic analyses of enzyme reactions
on DNA (DNA polymerization, DNA ligation, and DNA cleavage) and enzyme reac-
tions on glycans (glycosylation, phosphorylation, and mutation of enzymes) by using the
substrate-immobilized 27-MHz QCM in solution.

Keywords QCM · Enzyme reaction · DNA polymerase · DNA hydrolysis · DNA ligation ·
DNA cleavage · Glycosylation · Phosphorylation · Mutation of enzyme

1
Introduction

A quartz crystal microbalance (QCM) is known to provide very sensitive mass
measuring devices in gas phase [1–9] and in aqueous solution [10–18]. Its
resonance frequency decreases linearly upon the increase of mass on a QCM
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electrode at the nanogram level. We have recently developed a 27-MHz QCM
instrument (Affinix Q4) to detect molecular recognitions in aqueous solution.
An Affinix Q4 (Initium, Tokyo, http://www.initium 2000.com) having four
500 µL cells equipped with a 27 MHz QCM plate (8 mm diameter of a quartz
plate and an area of 4.9 mm2 of Au electrode) at the bottom of the cell and
a stirring bar with the temperature controlling system (see Fig. 1).

The Sauerbrey equation [19] was obtained for the AT-cut shear mode
QCM:

∆f = –
2f 2

0

A√
ρqµq

∆m , (1)

where ∆f is the measured frequency change (Hz), f0 the fundamental fre-
quency of the quartz crystal prior to a mass change (27×106 Hz), ∆m the
mass change (g), A the electrode area (0.049 cm2), ρq the density of quartz
(2.65 g cm–3), and µq the shear modulus of quartz (2.95×1011 dyn cm–2).
Calibration of the 27 MHz QCM was performed such that a frequency de-
crease of 1 Hz corresponded to a mass increase of 0.62 ± 0.1 ng cm–2 on
the QCM electrode [17–42, 50–52, 58, 59, 64, 66, 72]. The noise level of the
27 MHz QCM was ±1 Hz in buffer solutions at 25 ◦C, and the standard devi-
ation of the frequency was ±2 Hz for 2 h in buffer solutions at 25 ◦C. We have
applied Affinix Q4 to detect various biomolecule interactions such as DNA–
DNA hybridization [20–24], DNA–RNA interactions [25], in vitro selection of
RNA and/or DNA [26, 27], DNA-protein interactions [28–32], RNA–peptide
interactions [33, 34], sugar–protein interactions [35–40], and protein–protein
interactions [41, 42] in aqueous solution.

Recently, we have applied this QCM system to detect enzyme reac-
tions [50–52, 58, 59, 64, 72, 88]. Enzyme reactions have been kinetically

Fig. 1 Schematic illustration of Affinix Q4 having four 500 µL cells equipped with
a 27 MHz QCM plate (8 mm diameter of a quartz plate and an area of 4.9 mm2 of Au
electrode) at the bottom of the cell and a stirring bar with the temperature controlling
system
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Fig. 2 Enzyme reactions on a substrate-immobilized QCM

studied by using a Michaelis–Menten equation (steady-state kinetics), in
which the concentration of the enzyme–substrate (ES) complex is hypoth-
esized to be nearly constant during the reaction, because it is difficult to
detect the concentration of the ES complex. The reaction rate was simply
obtained from the initial rate of the product increase. If the formation and
decay of the ES complex could be followed during the reaction, more precise
or quantitative enzyme kinetics could be expected. By using the substrate-
immobilized QCM and injecting the enzyme in the solution, all reaction
processes (the enzyme binding to the substrate (kon and koff), the cata-
lytic reaction (kcat), and the enzyme release from the product) could be
followed as mass changes. We introduce here kinetic analyses of enzyme re-
actions on DNA (DNA polymerization, DNA ligation, and DNA cleavage)
and enzyme reactions on glycans (glycosylation, phosphorylation, and mu-
tation of enzymes) by using the substrate-immobilized 27-MHz QCM in
solution.

2
Enzyme Reactions on DNA

Replication is one of the key reactions in the cellular processes. In this pro-
cess, many kinds of proteins including enzymes interact with nucleic acids
and express various functions [43]. Enzyme reactions on DNA strands such
as DNA polymerization reactions, DNA ligations, and DNA cleaving reactions
include the mass changes such as the mass increase due to the enzyme bind-
ing to DNA, the DNA elongation, the DNA ligation, and the mass decrease due
to the DNA cleaving and the enzyme release from the product. In this chap-
ter, we describe how some kinds of enzyme reactions on DNA can be precisely
followed by using a DNA-immobilized QCM in aqueous solution.
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2.1
DNA Polymerase Reactions

DNA polymerase is one of the enzymes responsible for replication and repair
of DNA along the sequence of a template strand [43]. The reaction mechan-
ism of polymerases has been mainly studied by Benkovic et al. by measuring
the accumulation of radio isotope (RI)-labeled products as a function of
time, which has been achieved by the combination of gel electrophoresis with
a stopped flow/quenched flow technique, and by measuring time-resolved
fluorescent spectroscopy [44–49]. Despite several improvements, these tech-
niques have still some difficulties such as the requirement of isotope-labeling
of probes and of special techniques. We show that the template/primer-
immobilized 27 MHz QCM is a useful tool to detect directly and quantitatively
each step of polymerase reactions in aqueous solution (Fig. 3) [50, 51]. Three
steps of (1) binding of polymerase to the primer of the immobilized DNA on
the QCM (mass increase), (2) elongation of complementary nucleotides along
the template (mass increase), and (3) release of the enzyme from the poly-
merized DNA (mass decrease), could be observed continuously from time
dependencies of frequency changes of the QCM.

Oligonucleotides having both a primer (25-mer) and a template (tem-
plate I (TTTTC)3 or template II (TTTTC)10) were immobilized on a cleaned
Au electrode of the QCM using a biotin–avidin method. The immobilized
amount of the biotinylated template I or II was estimated to be 120±10 and

Fig. 3 DNA polymerase reactions on a template/primer-immobilized 27-MHz QCM
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180± 10 ng cm–2 (ca. 6.0± 0.5 pmol cm–2), respectively. The amount corres-
ponds to ca. 15% coverage of the surface and this small coverage would give
enough space for binding of a large enzyme molecule. Klenow fragment of
DNA polymerase I from E. coli was chosen as a polymerase because it is ex-
pected to show only polymerase activity from 5′ to 3′ along the template in
this experiment [43].

Figure 4 shows typical frequency changes as a function of time of the tem-
plate I (TTTTC)3-immobilized QCM, responding to the addition of Klenow
fragment (Mw. 68 000, TaKaRa, Shiga, Japan) as a polymerase and/or dATP
and dGTP as complementary monomers in aqueous solution. In curve A,
when polymerase was injected at the arrow (7.0 pmol per 8 mL of a cell),
the frequency decreased (mass increased) gradually for ca. 15 min due to the
slow binding of polymerase on the primer (step 1). The binding amount at
equilibrium was 140±10 ng (2.0 pmol) cm–2, which indicates one polymerase
binds per ca. three template/primer chains, since 6.0 pmol (120±10 ng cm–2)
of DNA was immobilized on the QCM. When monomers were added ex-
cessively at the second injection of the curve A (520 nmol per 8 mL), the
mass rapidly increased within 1 min (step 2, ∆m = 40±5 ng cm–2) and then
rapidly decreased to a constant value (step 3, ∆m from the starting point
is 40±5 ng cm–2). The elongated mass of 40 ng cm–2 (6.0 pmol) corresponds
to the immobilized amount (6.0 pmol) of the single strand of the template
(TTTTC)3. The mass decrease at step 3 (140± 10 ng cm–2) corresponds well
to the mass increase due to the polymerase binding of the step 1 (140±

Fig. 4 Typical time courses of frequency changes of template I (TTTTC)3-immobilized
QCM, responding to the addition of polymerase (Klenow fragment) and monomers
(dATP and dGTP). A: Polymerase was added at first and then excess monomers were
added after the enzyme bound. B: Polymerase was added in the presence of excess
monomers. 30 ◦C, pH 7.8, 20 mM Tris buffer, 10 mM MgCl2, 40 mM KCl, [Klenow frag-
ment] = 7.0 pmol per 8 mL, [dATP] = [dGTP] = 520 nmol per 8 mL
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10 ng cm–2). When a nonsense solution of dCTP and dTTP was injected in-
stead of complementary monomers as a second injection, no changes in the
frequency were observed. Thus, the mass increase at step 2 indicates elonga-
tion along the template, and the mass decrease at step 3 means the release
of the enzyme from the completely polymerized DNA. After the release of
the bound enzyme, the resulting mass increase was consistent with the mass
increase at step 2 (40 ng cm–2 (6.0 pmol)).

When monomers of dATP and dGTP were present in advance and then
polymerase was injected at the arrow, the mass simply increased as shown
in curve B and reached the same mass increase as curve A (Fig. 4). Thus,
the frequency change apparently reflects the mass increase due to the elon-
gation on the QCM. This slow frequency change may reflect the slow binding
of polymerase to the template, since the elongation process and the release of
enzymes may proceed very fast in the presence of excess monomers.

When the long template II (TTTTC)10 was employed at the same condition
of curve A, both the binding amount (step 1) and the release amount (step 3)
of polymerase were similar to those for template I (Table 1). In contrast, the
mass increase due to the elongation (step 2 and the final mass increase) be-
came ca. three times larger, corresponding to the 3.3 times longer length of
the template.

Each step of these polymerase reactions observed in curve A was studied
kinetically with changes in polymerase and NTP monomer concentrations.

The enzyme binding process: The KF binding process to the tem-
plate/primer (step 1 of curve A in Fig. 4) is described by Eq. 2). The
amount of the DNA/KF complex formed at time t after injection is given

Table 1 Kinetic parameters for ligase binding on bottom DNA having various terminal
endsa

kon koff Ka
(10–4 M–1s–1) (10–3 s–1) (108 M–1)

90 20 0.5

20 8 0.3

80 8 1

80 1 8

a 20 ◦C, pH 7.5, 5 mM Tris-HCL, [ATP] = 1 mM, 40 mM NaCl, 6.6 mM MgCl2, and 10 mM
DTT
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by: Eqs. 3–5:

DNA + KF
kon�
koff

DNA/KF (2)

[DNA/KF]t = [DNA/KF]∞
[
1 – exp(– t/τ)

]
(3)

∆mt = ∆m∞
[
1 – exp(– t/τ)

]
(4)

τ–1 = kon [KF] + koff . (5)

The relaxation time (τ) of KF binding is calculated from curve fitting the
QCM frequency changes at various KF concentrations. KF binding and dis-
sociation rate constants (kon and koff) could be obtained from the slope and
intercept of the plot of τ–1 against KF concentration. The binding constants
(Ka) could be also obtained from the ratio of kon to koff. The results are
summarized in Fig. 5.

The DNA elongation process: Elongation reactions along the DNA tem-
plate (step 2 of curve A in Fig. 4) were initiated by addition of complementary
monomers (dNTP) after formation of the DNA/KF complex on the QCM. The
elongation process is expressed simply by the Michaelis–Menten reaction be-
tween the DNA/KF complex and added monomers (Eqs. 6–8):

DNA/KF
kcat� DNA/KF/dNTP

kcat–→ DNA′/KF (6)

vo =
kcat[DNA/KF]0[dNTP]0

Km + [dNTP]0
(7)

1
v0

=
Km

kcat[DNA/KF]0

1
[dNTP]0

+
1

kcat[DNA/KF]0
, (8)

where DNA′ indicates elongated DNA.
The initial elongation rate (v0) increased with the addition of monomers,

and the plot of vo against NTP concentrations shows saturation behavior.
From the reciprocal plots, the dissociation constants of dNTP monomers

Fig. 5 Kinetic parameters of enzymatic reactions of DNA polymerase
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(Km) and the elongation catalytic rate constants (kcat) were obtained from
the slope and intercept (Eq. 8). Michaelis–Menten parameters for the tem-
plate/primer 1 are summarized in Fig. 5.

The KF dissociation process: KF dissociation processes from the elongated
DNA duplexes (step 3 of curve A in Fig. 4) were observed as frequency in-
creases (mass decreases) on the QCM following the elongation process. The
dissociation process is described by Eq. 9). The amount of DNA/KF complex
remained at time t is given by Eqs. 10–12:

DNA/KF
k′

off�
k′

on

DNA + KF (9)

– [DNA/KF]t = – [DNA/KF]∞
{

1 – exp
(

– t
τ ′

)}
(10)

– ∆mt = – ∆m∞
{

1 – exp
(

– t
τ ′

)}
(11)

1
τ ′ = k′

on + k′
off . (12)

The dissociation and rebinding rate constants (k′
off and k′

on) and binding con-
stants (K′

a) for the dissociation process could be obtained similarly to that
for step 1. These values were obtained by changing the template/primer se-
quences, and the results are summarized in Fig. 5.

We have determined all kinetic parameters for a three-step DNA polymer-
ization by a Klenow fragment using a template/primer-immobilized QCM:
KF binding of the template/primer with Ka = 108 M–1 (kon = 105 M–1s–1

and koff = 10–3 s–1 in step 1); Michaelis–Menten parameters of KF in the
elongation process (Km = 10–5 M for monomers, kcat = 10 s–1; and Km =
106 M–1s–1)(step 2), and K′

a = 106 M–1 (k′
on = 104 M–1s–1 and k′

off = 10–2 s–1)
(step 3).

Thus, the binding constant of KF to the template was 100 times larger than
that to the produced flat end. This is the first example of investigating both
kinetically and quantitatively the binding, catalysis, and release processes of
DNA polymerase reactions in situ on the same device.

2.2
DNA Ligation Reactions

DNA ligase has been used as a tool for in vitro DNA manipulation and
cloning techniques. The reaction mechanism of DNA ligation has been
mainly studied by measuring the combination of RI-labeled substrates and
gel electrophoresis. Despite several improvements, these techniques have still
some difficulties such as the requirement of isotope-labeling of probes and of
special techniques.
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In this section, we show the DNA ligation catalyzed by T4 phage ligase
on the DNA-immobilized 27-MHz QCM in aqueous solution (Fig. 6) [52].
Oligonucleotides having various terminal ends were immobilized on one side
of the Au electrode of the 27 MHz QCM through avidin–biotin linkages. The
coverage of DNA strands on the QCM was estimated to be 17% of the elec-
trode area to avoid steric hindrance for enzyme bindings.

Figure 7 shows typical time courses of frequency decreases (mass in-
creases) of the bottom DNA-immobilized QCM, responding to the injection of
T4 phage DNA ligase into the solution. Apparently, ligase bound largely to the
bottom DNA having a TTCC-P5′

-phosphorylated terminal end, rather than to
those having the short terminal end. Ligase hardly bound to the single strand
DNA, nor even to the dsDNA in the absence of ATP. These results are consis-
tent with findings that ligase is activated by transfer of the adenosyl group of
AMP with ATP before bindings [53].

When the concentrations of injected ligase were increased in the range
of 0.47–11.3 nM, binding amount showed a typical saturation curve. Bind-
ing and dissociation rate constants (kon and koff) and the association constant
(Ka) could be obtained from time courses of Fig. 7. Results are summarized in
Table 1. When the length of the terminal end increases or the terminal phos-

Fig. 6 Schematic illustration of ligase reactions detected on a 27-MHz QCM
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Fig. 7 Binding behavior of T4 phage DNA ligase onto various bottom DNAs on the QCM
(20 ◦C, pH 7.5, 5 mM Tris-HCl, [ATP] = 1 mM, 40 mM NaCl, 6.6 mM MgCl2, and 10 mM
DTT)

Fig. 8 Time course of ligation reactions responding to the addition of the complex of ligase
and top DNA (5 mM Tris-HCl, pH 7.5, 40 mM NaCl, 6.6 mM MgCl2, 10 mM DTT, 20 ◦C)

phate exists, Ka increases due to the decrease of koff, and kon is independent
of the terminal structures.

When the complex of ligase and top DNA was injected to the bottom
DNA-immobilized QCM, the mass increase due to the ligation reaction was
observed only for the combination between the top and bottom DNA having
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the terminal end and phosphate group (Fig. 8). Ligation was confirmed from
mass changes of binding of complementary top DNA after washing with 0.1 M
NaOH (dehybridization).

In conclusion, the QCM is useful to detect kinetically and quantitatively
both the enzyme binding and ligation processes on the same device.

2.3
DNA Cleavage Reactions

ATP-dependent deoxyribonucleases (DNase) are enzymes that hydrolyze the
phosphodiester linkage between deoxyribonucleosides in the presence of ATP.
These enzymes are thought to be involved in the processes of genetic re-
combination and repair of radiation damages. The ATP-dependent DNase
from Micrococcus luteus (Mw 160 kDa) shows the activity for single or double
stranded linear DNA via an end-attachment 3′ → 5′ exonucleolytic processive
mechanism, and shows no activity for circular DNA [54–56]. It has been used
as a tool for DNA manipulation to prepare circular DNA in vitro [57]. The re-
action mechanism of DNA hydrolysis by this enzyme has been studied mainly
in solution by measuring the accumulation of the acid-soluble hydrolysis
products from radioisotope-labeled substrates as a function of time [54–56].
Despite several improvements, this technique still has some difficulties, such as
the requirement of radioisotope labeling of probes and of special techniques.

In this section, we describe the DNA cleavage reactions catalyzed by
ATP-dependent DNase on the DNA-immobilized 27 MHz-QCM [58, 59].
A schematic illustration of the experimental setup and chemical structures
of oligonucleotides are shown in Fig. 9. Various oligodeoxyribonucleotides
with different chemical structures were used: the 3′-biotinylated dsDNA
(51 bp) having a blunt end (1) and a 5′–15 base overhanging (2), and the 3′-
biotinylated or 5′-biotinylated single strand DNA (3 or 4, respectively). These
oligodeoxyribonucleotides were immobilized on a cleaned Au electrode of the
QCM using a biotin–avidin linkage and a tetraethyleneglycol spacer. The im-
mobilized amount of the dsDNA (1) was estimated to be 60±2 ng cm–2 (ca.
1.9±0.1 pmol cm–2). The amount corresponds to approximately 4% coverage
of the Au surface, and this small coverage would give enough space for bind-
ing of a large enzyme molecule. The immobilized amount of other DNAs was
also estimated to be 4% coverage.

Figure 10 shows typical frequency changes of the dsDNA (1)-immobilized
QCM as a function of time, responding to the addition of the ATP-dependent
DNase and ATP in the solution. In curve a, when 138 nM of DNase was in-
jected at the first arrow, the frequency decreased (mass increased) gradually
for 30 min due to the slow binding of DNase to the dsDNA (step 1). When
an ATP solution (0.5 mM) was added excessively at the second injection of
curve a, the frequency rapidly increased (mass decreased) to a constant value
(30± 3 ng cm–2 over the starting point) within a few minutes (step 2). This
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Fig. 9 a Experimental setup of enzymatic DNA cleavage reactions on a DNA-immobilized
27-MHz QCM in buffer solution. b DNA structures immobilized on the QCM

indicates that ATP-dependent DNase can hydrolyze dsDNA using the hydro-
lysis energy of ATP. When ATP had existed in advance and then the enzyme
was injected, the frequency simply increased (mass decreased) as shown in
curve (b) and reached the same mass decrease as shown in curve (a). The
decreased mass from the starting point was 30± 3 ng cm–2, corresponding
to 50± 5% of the immobilized dsDNA (1); the one strand is completely hy-
drolyzed. Since the ATP-dependent DNase is reported to hydrolyze dsDNA
from the 3′-end [54–56], the 3′ → 5′ hydrolysis occurs only the upper strand
of dsDNA because the 3′-end of the lower strand is blocked by a biotin–avidin
linkage. Thus, the mass decrease in step 2 of curve a reflects two processes:
the complete 3′ → 5′ hydrolysis of the upper strand of immobilized dsDNA
and the release of enzyme from the QCM after the hydrolysis. The frequency
change in curve b also reflects the mass decrease due to the hydrolysis on the
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Fig. 10 Typical time course of frequency changes of the dsDNA 1-immobilized QCM, re-
sponding to the addition of ATP-dependent DNase and ATP at arrows. Curve a DNase
was added at first, and then ATP was excessively added after the enzyme bound. Curve
b DNase was added in the presence of excess ATP. Conditions: 66.7 mM Glycine-NaOH
buffer, pH 9.4, 30 mM MgCl2, 8.4 mM 2-mercaptoethanol, 0.1% Nonidet P-40 (ethylphenyl
polyethyleneglycol), 30 ◦C, [DNase] = 138 nM, [ATP] = 0.5 mM

QCM. This slow frequency change may reflect the slow binding of enzyme
to the dsDNA, since the hydrolysis process and the release of enzymes may
proceed faster in the presence of excess ATP in the solution.

When the concentrations of the injected DNase were changed in the range
of 14–56 nM in the absence of ATP, the binding amount of the enzyme showed
a typical saturation curve. Binding and dissociation rate constants (kon and
koff) and association constant (Ka, the ratio of kon to koff) of the enzyme for
various DNA strands could be obtained from time courses of step 1 of curve a.
Results are summarized in Table 2. In comparison, the kinetic parameters
of the dsDNA having the blunt end (1) with those of the dsDNA having the
5′-overhanging (2), the Ka value of (2) was twice as large as that of (1) due to

Table 2 Kinetic parameters of ATP-dependent DNase for various DNA strands a

DNA Binding process Hydrolysis process
kon/ koff/ Ka/ kcat/ Km/ kcat/Km/

(103 M–1s–1) (10–3 s–1) (106 M–1) (103 s–1) (10–6 M) (106 M–1s–1)

1 8.0±0.3 0.29±0.01 28±2 4.0±0.1 15±1 270±5
2 7.9±0.1 0.14±0.01 56±6 – – –
3 nd nd nd nd nd nd

4 97±7 4.9±0.5 19±5 0.7±0.1 11±1 64±3

a pH 9.4, 66.7 mM glycine-NaOH buffer, 30 mM MgCl2, 8.4 mM 2-mercaptethanol, 0.1%
Nonidet P-40 (ethylphenylpolyethyleneglycol), 30 ◦C
nd not detected
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the decrease of the koff value by half. Since the overhanging structure of (2)
corresponds to the hydrolyzing process by the enzyme, the higher affinity of
the enzyme for the overhanging structure than for the blunt end is reason-
able for the progressive and efficient hydrolysis due to the low dissociation
rate constant (koff). For the 5′-free ssDNA (3) structure that corresponds to
the completely hydrolyzed dsDNA (1), the binding of the enzyme could not
be observed in the same range of enzyme concentration. These results clearly
reflect that the DNase can bind to the blunt end of dsDNA (1) and the Ka
value increased twofold during the 3′ → 5′ hydrolysis process, and then the
DNase is easily released from the completely hydrolyzed form of ssDNA (3).
The DNase can bind to the 3′-free ssDNA (4) with the similar Ka value to that
for the blunt end dsDNA (1), in which both kon and koff values for (4) are ten
times larger than those for (1). This indicates that the DNase can bind to the
3′-end whether the single or double strand. However, the dsDNA structure is
favorable for the stable enzyme–DNA complex due to the very slow binding
and dissociation rate constants.

Hydrolysis by the enzyme for dsDNA (1) and 3′-free ssDNA (5) was also in-
vestigated. When ATP concentrations injected in step 2 were changed in the
range of 2.5–200 µM, the initial rates of step 2 showed the saturation behav-
ior of Michaelis–Menten kinetics. The catalytic hydrolysis rate constant (kcat),
Km for ATP, and apparent second-order rate (kcat/Km) are also summarized in
Table 2. The kcat/Km value for (1) was fourfold larger than that for (4) due to the
large kcat and the constant Km values for (1). Thus, the binding ability of ATP
to the enzyme–DNA complex was independent of the DNA structure, and the
DNase can efficiently hydrolyze the dsDNA compared with the ssDNA.

In summary, the QCM is useful for detecting kinetically and quantitatively,
as the mass changes on the same device, each step of DNA cleavage reactions,
such as the enzyme binding, the hydrolysis process along DNA strands in
the presence of ATP, and then the release of the enzyme from the completely
hydrolyzed ssDNA.

3
Enzyme Reactions on Glycans

In the case of enzyme reactions on DNA, several conventional methods for
following the reactions have been developed, such as gel electrophoresis using
a radio-isotope reagent and fluorescent analysis introducing a fluorescent
probe in the DNA molecules. However, in the case of glycans, it is difficult
to employ gel electrophoresis and to introduce a functional reagent into the
sugar molecules. Therefore, even now, the conventional colorimetric method
(Somogyi–Nelson method) is one of the most popular techniques used for
following the glycosidase reactions [60, 61]. If the glycan-immobilized QCM
is employed, we can follow the ES complex formation and kinetic parameters
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for the enzyme binding process to the substrate, the catalytic process, and the
release of the enzyme from the product.

3.1
Hydrolysis of Amylopectin by Glucoamylase

Glucoamylase (from Aspergillus niger, EC 3.2.1.3, Mw 63 kDa) is known to
catalyze the release of β-d-glucose from the non-reducing ends of a solu-
ble starch such as amylopectin (α-1,4 glucan with α-1,6 linkages at branch
points) and of pullulan (glucan of α-1,6 linked maltotriosyl units) [62, 63].
The total steps of (1) the binding of glucoamylase to the glucan substrate
(mass increase) and (2) the hydrolysis of substrate (mass decrease) could be
observed continuously from the time dependence of frequency changes of
the QCM [64]. The biotinylated amylopectin (average Mw 100± 50 kDa) or
pullulan (Mw 400 kDa), in which the reducing ends were reacted with bioti-
namidocaproyl hydrazide, was anchored on a streptavidin-immobilized QCM
(Fig. 11). The immobilized amounts of the biotinylated amylopectin or pul-
lulan were estimated to be 150±10 ng cm–2 or 140±10 ng cm–2, respectively,
which correspond to ca. 20% coverage of the surface. This small coverage
would give enough space for binding of a large enzyme molecule.

Figure 12a shows typical frequency changes as a function of time of the
amylopectin- or pullulan-immobilized QCM, responding to the addition of
different concentrations (16–54 nM and 540 nM, respectively) of glucoamy-
lase in the aqueous solution. By the addition of enzyme to the glucan-
immobilized QCM, the frequency decreased (mass increased) at first due
to the binding of glucoamylase to the non-reducing ends of glucans. Then,
the frequency gradually increased (mass decreased) due to the hydrolysis
of substrates on the QCM, and then it reached the constant value (– 150±
10 ng cm–2 over the starting point) independent of the added enzyme con-

Fig. 11 Chemical structures of amylopectin- and pullulan-immobilized 27-MHz QCM
(reaction schemes and experimental setup are the same as in Fig. 2)
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Fig. 12 a Time course of frequency changes of the amylopectin-immobilized QCM, re-
sponding to the addition of glucoamylase at curve a 16 nM, curve b 27 nM, curve c 38 nM,
and curve d 54 nM. The curve e shows the hydrolysis of the pullulan-immobilized QCM at
540 nM glucoamylase (25 ◦C, 20 mM acetate buffer, pH 4.8, 0.1 M NaCl). b Curve a theor-
etical time dependence of [ES] as shown in Eq. 13, curve b) theoretical time dependence
of [P] as shown in Eq. 14, curve c the fitted curve obtained from simultaneous equa-
tions of Eqs. 13 and 14, and curve d the experimental curve at [E]0 = 54 nM and [S]0 =
140 ng cm–2 on a QCM

centrations (curves a–d). Since amylopectin or pullulan was immobilized in
the amount of 150± 10 ng cm–2 or 140± 10 ng cm–2 on the QCM plate, this
clearly indicates that all of amylopectin or pullulan were hydrolyzed by the
enzyme and the enzyme was released from the QCM plate. In the case of the
pullulan-immobilized QCM (curve e), the hydrolysis reaction looks very slow
even with the high concentration of glucoamylase (540 nM).

In the sigmoidal curves of Fig. 12a, the time dependence of ∆m values
reflect both the formation of the ES complex (Eq. 13) and the hydrolysis of
substrate (the product formation (Eq. 14)):

[ES] = [ES]max

(
1 – e– t

τ

)
– [P]

(
1 – e– t

τ

)
(13)

[P] =
kcat

Dp

∫
[ES]dt (14)

τ–1 = kon[E]0 + koff , (15)
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where, ES, P, and Dp are the enzyme–substrate complex, product, and the
degree of polymerization of substrate, respectively. The curves a and b in
Fig. 12b were calculated from Eqs. 13 and 14, respectively. Curve c is the fit-
ted curve obtained from the simultaneous equations both of Eqs. 13 and 14,
and curve d is the experimental curve at [E]0 = 54 nM and [S]0 = 140 ng cm–2

on the QCM. The plot of the reciprocal relaxation time versus enzyme con-
centrations was linear; the slope and y-intercept of the plot yielded values
for kon and koff, respectively (Eq. 15). The dissociation constant (Kd) of en-
zyme to the substrate was obtained from koff/kon. These kinetic parameters
are summarized in Table 3.

The dissociation constant Kd for pullulan was larger than that for amy-
lopectin due to the slow binding (kon) and the fast release (koff) of the enzyme
(Table 3). The hydrolysis rate constant in the ES complex (kcat) of pullulan
was ca. 30 times slower than that of amylopectin. This reflects the slow reac-
tion of pullulan compared with amylopectin (curve e of Fig. 10a), due to the
slow hydrolysis of α-1,6 linkages compared with α-1,4 linkages catalyzed by
glucoamylase [62, 63].

When the QCM technique was employed for the starch hydrolysis, all ki-
netic parameters both of the enzyme binding process (kon, koff and Kd) and
the hydrolysis process (kcat) could be obtained simultaneously on the same
device, as shown in Table 3. In the conventional enzyme reactions in the bulk
solution, Michaelis–Menten kinetics have been applied to obtain both the
Michaelis constant (Km) and the hydrolysis rate constant (kcat) according to
Eq. 16. If koff 
 kcat, the Km value is thought to be the apparent dissociation
constant (Kd = koff/kon):

Km =
koff + kcat

kon
. (16)

In the Michaelis–Menten kinetics of glucoamylase for amylopectin, Km =
5.9×10–5 M and kcat = 40 s–1 had been obtained (Table 3) [65]. The kcat values

Table 3 Kinetic parameters of α-glucanhydrolysis catalyzed by glucoamylase

Method Substrate kon koff Kd Km kcat
(103 M–1s–1) (10–3 s–1) (10–6 M) (10–6 M) (s–1)

QCM a Amylopectin 23 0.093 0.0040 – 93
Pullulan 1.8 0.36 0.20 – 2.8

Michaelis– Amylopectin – – – 59 40
Menten b

a Substrate was immobilized on a QCM plate (this work); 25 ◦C, 20 mM acetate buffer,
pH 4.8, 0.1 M NaCl
b Glucose oxidase method monitored into microtiter plates; initial rates were analyzed by
Michaelis–Menten equation; 45 ◦C, 50 mM acetate buffer, pH 4.5, from [65]
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obtained from the QCM and the Michaelis–Menten kinetics were relatively
consistent with each other, however, the dissociation constants Kd is a factor
of 104 smaller than the Michaelis–Menten constant Km. In the Michaelis–
Menten equation, Km value is the dissociation constant only when koff 
 kcat
(Eq. 16). However, the value of koff = 9.3×10–5 s–1 was obtained as a very
small value compared with kcat = 93 s–1 from the QCM experiment. Thus, in
the case of the α-1,4 glucan hydrolysis such as amylopectin by glucoamylase,
Km value does not reflect the dissociation constant (Kd), and the Kd value
obtained from koff/kon by the QCM method reflects the real dissociation con-
stant. Therefore, it is important to grasp all kinetic parameters such as kon,
koff, Kd, and kcat on one device in the enzyme reactions.

3.2
Phosphorolysis of Amylopectin by Phosphorylase b

Glycogen phosphorylase (EC 2.4.1.1) catalyzes the phosphorolysis of α-1,4
glucosidic linkages from the non-reducing ends of glycogen to produce
a glucose-1-phosphate (G-1P) [66]. Phosphorylase b (from rabbit muscle) is
a typical glycogen phosphorylase for amylopectin in the presence of excess
phosphate anions, and generally exists as an inactive T-state conformation in
the liver. It is changed to the active R-state conformation by AMP (adenosine
monophosphate) binding [67–71]. Thus, the activity of phosphorylase b can
be regulated by the addition of AMP. The cleavage of α-1,4 glucosidic linkages
has been studied using radioisotope-labeled phosphoric acid to follow the
production of glucose-1-phosphate in solution. If the formation and decom-
position of the ES complex can be followed directly during the reaction, more
accurate kinetic constants might be obtained.

All kinetic processes of phosphorylase b for the amylopectin substrate,
such as enzyme binding (mass increase), the activation of enzyme by AMP
binding, and a phosphorolysis of substrates (mass decrease), were analyzed
by following the frequency (mass) changes of the amylopectin-immobilized
27 MHz-QCM (Fig. 13) [72]. In the binding process of phosphorylase b to the
non-reducing ends of amylopectin, the binding (kon) and dissociation (koff)
rate constants, and dissociation constant (Kd) of the enzyme–substrate com-
plex could be obtained. In the following activation step by AMP, the Michaelis
constant for AMP (KAMP) to the enzyme could be obtained. In the phospho-
rolysis step, the catalytic rate constant (kcat) was obtained from the initial rate
of phosphorolysis.

Equation 17
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Fig. 13 Reaction schemes of phosphorolysis reactions on an amylopectin-immobilized 27-
MHz QCM in phosphate buffer solution (chemical structure of amylopectin is shown in
Fig. 11)

Figure 14 shows typical frequency changes of the amylopectin-immobilized
QCM as a function of time, responding to the addition of phosphorylase b
and/or AMP in the buffer solution containing excess amount of phosphate
ions (50 mM). In method A, the inactivated phosphorylase b was injected
(13.4 nM) and this corresponded to a gradual frequency decease for 15 min
due to the slow binding of the enzyme to amylopectin (step 1). After the
frequency change reached equilibrium, excess AMP (2 mM) was injected to
the solution. The frequency rapidly increased (mass decreased) to a constant
value (– 180± 20 ng cm–2 over the starting zero point) within a few min-
utes (step 2). This indicates that phosphorylase b could bind to amylopectin
even as the inactivated form and the activated enzyme by AMP could phos-
phorolyze amylopectin on the QCM. In method B, when the AMP-activated
enzyme was injected in the presence of excess AMP, the frequency decreased
(mass increased) slightly at first and then spontaneously increased (mass de-
creased) and reached the same mass decrease obtained by method A. This
continuous frequency change shows that the binding of AMP-activated en-
zyme to the substrate (mass increase) was followed by phosphorolysis (mass
decrease).

The mass decrease from the starting zero point was – 180± 20 ng cm–2,
which corresponds to 30% of the immobilized amylopectin (620 ng cm–2, ca.
6.2 pmol cm–2). The amylopectin is a branched α-1,4 glucan with α-1,6 glu-
cosidic linkages at branched points as shown in Fig. 13. It is known that
AMP-activated phosphorylase b can phosphorolyze amylopectin from the
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Fig. 14 Typical time course of frequency changes of the amylopectin-immobilized 27-MHz
QCM, responding to the addition of a the inactivated phosphorylase b and then AMP,
and b the AMP-activated phosphorylase b in the presence of excess AMP. Immobilized
amount of amylopectin = 620±20 ng cm–2 (6.2 pmol cm–2) on a QCM plate (4.9 mm2

Au electrode), [phosphorylase b] = 13.4 nM, [AMP] = 2 mM; 50 mM phosphate buffer,
pH 6.8, 200 mM NaCl, 25 ◦C

non-reducing ends of α-1,4 glucosidic linkages, but cannot phosphorolyze
the α-1,6 branched points of amylopectin. Thus, the mass decrease of 180±
10 ng cm–2 after phosphorolysis in both methods A and B indicates that
the enzyme phosphorolyzed the branched α-1,4 glucosidic linkages of amy-
lopectin and released these fragments.

Curve-fittings of step 1 of method A enabled us to obtain:

1. The binding and dissociation rate constants (kon and koff, respectively)
and dissociation constant (Kd = koff/kon) of inactivated phosphorylase b
to substrate

2. From step 2 of method A, we obtained the catalytic phosphorolysis rate
constant (kcat) and Michaelis constant for AMP (KAMP) of the AMP-
activated enzyme
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3. From method B, we determined the binding and phosphorolysis rate con-
stants (kon, koff, Kd, and kcat) of AMP-activated enzyme

All kinetic parameters obtained are summarized in Table 4.
Dissociation constant (Kd) of AMP-activated enzyme from amylopectin

was ca. ten times smaller than that of the inactivated enzyme (1.4 nM and
12 nM, respectively). This is mainly because AMP-activated phosphorylase b
has a ca. 40 times lower dissociation rate constant (koff = 5.0×10–5 s–1) than
that of the inactivated enzyme (koff = 1.9×10–3 s–1). Thus, AMP activation of
phosphorylase b is more effective at decreasing the dissociation rate constant
(koff) than increasing the binding rate constant (kon) to amylopectin.

The phosphorolysis reaction is started by activated phosphorylase b. In
method A, the ES complex is first formed and then phosphorolysis is trig-
gered by the addition of AMP. The kcat value (21 s–1) of the inactivate
phosphorylase was similar to kcat = 18 s–1 of the AMP-activated enzyme. In
addition, the kcat value of AMP-activated enzyme also gave a similar kcat
value (18 s–1). This result indicates that the inactivated enzyme could be
activated by the addition of AMP and shows the same activity as the AMP-
activated enzyme. The dissociation constant for AMP (KAMP) was found to
be 1.0×10–4 M, and this is a reasonable value as the dissociation constant
for small substrates. The KAMP obtained from the QCM method was consis-
tent with a previous determination using a radio-isotope method in the bulk
solution (KAMP = 1.2×10–4 M) [73].

In the Michaelis–Menten kinetics of phosphorylase b for amylopectin,
Km = 2.0×10–6 M and kcat = 24 s–1 was previously obtained in bulk solu-
tion (Table 4) [74–77]. Catalytic rate constants (kcat = 21 s–1) obtained from
the QCM method were relatively consistent with kcat = 24 s–1 obtained from
Michaelis–Menten kinetics in the bulk solution. The dissociation constants,
however, were 103 times different from each other (Kd = 1.4×10–9 M from

Table 4 Comparison of kinetic parameters of phosphorolytic reactions catalyzed by phos-
phorylase b from rabbit muscle a

Phosphorylase b kon koff Kd Km kcat KAMP
(103 M–1s–1) (10–3 s–1) (10–9 M) (10–6 M) (s–1) (10–4 M)

Inactivated enzyme 160 1.9 12 – 21 1.0
(method A)

AMP-activated 36 0.05 1.4 – 18
enzyme (method B)

In bulk solution – – – 2.0 24 1.2

a [Immobilized amount of amyl opectin] = 620±20 ng cm–2 (6.2 pmol cm–2), [Phospho-
rylase b] = 9.4–27 nM, pH 6.8, 50 mM phosphate buffer, 200 mM NaCl, at 25 ◦C
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the QCM method and Km = 2.0×10–6 M from the Michaelis–Menten kinet-
ics method). This is for the same reason as mentioned in the case of the
hydrolysis of amylopectin by glucoamylase (Sect. 3.1). Thus, in the case of
the amylopectin phosphorolysis by phosphorylase b, the Km value may re-
flect the kcat/kon value, but not the dissociation constant (Kd). The Kd value
obtained from koff/kon by the QCM method reflects the real dissociation
constant. In these enzyme reactions, enzymes slowly bind to substrate and
proceed to phosphorolysis or hydrolysis without releasing from the substrate
(kcat 
 koff). Therefore, it is important to grasp all kinetic parameters such as
kon, koff, Kd, and kcat on one device in the enzyme reactions.

In conclusion, phosphorylase b can bind strongly to the amylopectin sub-
strate even as the inactivated form, and the enzyme is activated promptly by
the addition of AMP leading to phosphorolysis of α-1,4 linkages of amylo-
pectin. This is the first example of simultaneous detection of the binding and
catalysis of phosphorylase b reactions in situ on the same device.

3.3
Mutation Studies of Isomalto-dextranase for Dextran Hydrolysis

For analyses of the active center of enzymes, site-directed mutagenesis has
been widely studied and the kinetic effect of mutations has been again
studied by using a Michaelis–Menten method of product analysis. However,
when the site-directed mutagenesis nearly diminishes the enzyme activity
and the product is hardly produced, it is difficult to distinguish whether mu-
tations affect the substrate binding or the catalytic process since only the
product is followed. If the formation and decay of the ES complex could be
followed directly during the reaction, more precise and quantitative discus-
sions on the site-directed mutagenesis can be expected.

Isomalto-dextranase (1,6-α-d-glucan isomaltohydrolase, EC 3.2.1.94) is
an exo-type enzyme that is capable of hydrolyzing dextran and releasing
α-isomaltose units successively from the non-reducing ends of dextran-
chains via a retaining reaction mechanism [78, 79]. It is produced extracellu-
larly by Arthrobacter globiformis T6 and Actinomadura sp. R-10 [78, 80], and
the cloning of the imd gene encoding this enzyme has been reported [81].
It was classified as a member of a family comprising mainly eukaryotic
α-galactosidases [82] and α-N-acetylgalactosaminidases [83], which is des-
ignated as a glycoside hydrolase (GH) family 27 [84, 85]. The crystalliza-
tion and preliminary X-ray diffraction analysis of isomalto-dextranase from
A. globiformis T6 has been reported [86]; however, the three-dimensional
structure and reaction mechanisms of this enzyme are as yet unknown.
Multiple sequence alignments of a GH family 27 such as A. globiformis
T6 isomalto-dextranase (IMD) [81], chicken α-N-acetylgalactosaminidase
(NAG) [83], rice α-galactosidase (GALA) [82], and human α-galactosidase
(GALH) [87] are shown in Fig. 15. The letters with black background have
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Fig. 15 Multiple sequence alignments of A. globiformis T6 isomalto-dextranase (IMD),
chicken α-N-acetylgalactosaminidase (NAG), rice α-galactosidase (GALA), and human α-
galactosidase (GALH). The letters with black background have been reported as identical
active site residues, and three aspartic acids marked with grey background and asterisks
are thought to be critical residues of the enzyme activities

been reported as identical active site residues, and three aspartic acids
marked with grey backgrounds and asterisks are thought to be critical
residues of the enzyme activities. From the molecular modeling and the pre-
diction of isomalto-dextranase structure from comparison of primary, sec-
ondary, and crystal structures of a GH family 27, we predict that the three as-
partic acids of Asp198, Asp266, and Asp313 (marked with grey backgrounds
and asterisks) are critical residues of the enzyme activity. Therefore, three
kinds of site-directed mutants (D198N, D266N, and D313N) of isomalto-
dextranase, by substituting aspartic acids to asparagines, are interesting for
looking at whether these aspartic residues act as the binding site in addition
to the catalytic site.

In this section, we describe how a dextran-immobilized 27-MHz quartz
crystal microbalance (QCM) is applied to detect whether the site-directed
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mutagenesis for isomalto-dextranase is effective to the substrate binding or
the catalytic process (Fig. 16) [88]. We prepared three kinds of mutant en-
zymes such as D198N, D266N, and D313N of isomalto-dextranase as well as
a wildtype. They were found to have a markedly reduced level of the hy-
drolyzing activity for dextran, less than 0.01% of the wild type obtained by
the conventional product analyses of Somogyi–Nelson method [60, 61] in the
bulk solution (see Table 5). Therefore, it is difficult to discuss further enzyme
activity by the conventional method of following the product.

Figure 17 shows frequency changes of the dextran-immobilized QCM, re-
sponding to additions of site-directed mutant enzymes (D198N, D266N, and
D313N) as well as the wild type. When the wild type was employed, the
hydrolysis (the mass decrease) was observed. When mutant enzymes were
employed, however, the frequency simply decreased (the mass increased), in-
dicating that only the enzyme binding to the substrate is observed, but the
catalytic hydrolysis process was hardly observed. The binding ability seems to
be in order of D266N 
 D198N > D313N. The hydrolysis properties of these
mutants were confirmed to be less than 0.01% of the wild type from the con-
ventional Somogyi–Nelson method in the bulk solution. Kinetic parameters
for the wild type and mutant enzymes were obtained from the time-courses
of Fig. 17, and summarized in Table 5.

The retaining enzymes, as GH family 27 members, act via a double-
displacement mechanism, wherein one of the catalytic carboxylate group

Fig. 16 a Chemical structures of dextran immobilized on a QCM plate through an avidin–
biotin linkage, and b hydrolysis schemes of the dextran on the QCM plate catalyzed
by isomalto-dextranase (wild type, D198N, D266N, and D313N) and kinetic parameters
obtained in this work
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Table 5 Kinetic parameters of the wild type and mutants of isomalto-dextranase for the
hydrolysis of the dextran immobilized on the 27-MHz QCMa, and relative enzyme activ-
ity in the bulk solutionb

k a
on k a

off K a
d k a

cat Relative enzyme
activityb

(103 M–1s–1) (10–3 s–1) (10–9 M) (s–1) (%)

Wild type – – 5.0 1.1(2.5) b 100
D266N 78 0.4 5.1 ∼ 0 0.011
D198N 167 39 234 ∼ 0 0.003
D313N 29 15 518 ∼ 0 0.002

a Obtained from the QCM method in 20 mM acetate buffer, pH 5.2, 150 mM NaCl, 25 ◦C
b Obtained from Somogyi–Nelson method in the bulk solution at 20 mM acetate buffer,
pH 5.2, 150 mM NaCl, 30 ◦C

Fig. 17 Time course of frequency changes of the dextran-immobilized QCM, responding
to the addition of the wild type and mutants of D198N, D266N, and D313N. The im-
mobilized amount of dextran (170–200 kDa)was 150±10 ng cm–2; 20 mM acetate buffer,
pH 5.2, 150 mM NaCl, 25 ◦C

operates as a nucleophile to generate a glycosyl–enzyme intermediate. The
second carboxylate group acts, in turn, as a general acid and general base
catalyst to promote the formation and breakdown of the intermediate, re-
spectively [89]. Thus, in isomalto-dextranase, Asp198 exists as a catalytic
nucleophile and Asp266 exists as a catalytic general acid and general base.
The role of Asp313, however, is not clear, although it is predicted to exist in
the active site.

The substitution of the COOH to the CONH2 group of D266N diminished
the cleavage activity but not the binding activity (see Table 5). This means
that the COOH residue acts as a general acid to cleave the glucosidic linkage
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but does not interact with the substrate (see Fig. 18b). Since the D198N mu-
tant diminished the cleavage activity and increased the Kd value by more than
40 times due to the large increase of koff with the small increase of kon values.
This indicates that the carboxylate anion of Asp198 may interact with the δ+C1
atom of the substrate as a nucleophile to generate an isomaltosyl-enzyme in-
termediate. The D313N mutant drastically increased the Kd value by more
than 100 times due to both the decrease of kon and the increase of koff, in
addition to diminishing the cleavage activity. This indicates that Asp313 may
strongly interact with the substrate binding, probably through a hydrogen
bond with the C3 – OH group to give a twisted and deformed conformation
of the glucose ring at position – 1 [89].

From our kinetic results of mutants as well as the wild type by using
the QCM system, we propose the following catalytic mechanism of isomalto-
dextranase, as shown in Fig. 18. (a) Before the binding of the substrate,
the un-ionized Asp266 in the hydrophobic environment, is interacting with
Asp313 through a hydrogen bond. (b) The binding of the substrate to the en-
zyme disconnects this hydrogen bond, and Asp313 binds to the C3 – OH of
the substrate and works to give a twisted and a deformed conformation of the
glucose ring at position – 1. In the glycosylation step, Asp266 provides general
acid-catalyzed leaving group departure simultaneously with a nucleophilic

Fig. 18 Catalytic model of retaining isomalto-dextranase based on both the predicted
enzyme structure from GH family 27 enzymes and our QCM kinetic results
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attack by the carboxylate anion of Asp198 to form a isomaltosyl–enzyme in-
termediate. (c) In the deglycosylation step, Asp266 functions as a general base
to activate the incoming nucleophile that hydrolyses the isomaltosyl–enzyme
intermediate. (d) Finally, the product (α-isomaltose) is released from the ac-
tive site to revert to the starting point.

4
Conclusions

The 27-MHz quartz crystal microbalance (QCM) is a very sensitive mass
measuring device and can detect the selective binding of guest molecules onto
host molecules that are immobilized on the QCM substrate at the nanogram
level. In addition to the simple and static molecular recognition, the QCM
is also useful for following reactions such as enzyme-catalyzed reactions. In
general, enzyme reactions have been kinetically studied by using a Michaelis–
Menten equation (steady-state kinetics), in which the concentration of the
enzyme–substrate (ES) complex is hypothesized to be nearly constant during
the reaction, because it is relatively difficult to detect the concentration of the
ES complex. The reaction rate is simply obtained from the initial rate of the
product increase by various methods such as colorimetric and stopped-flow
fluorescent methods. By using a substrate-immobilized QCM, we can follow
the ES complex formation as a mass change and all kinetic parameters, such
as the binding and dissociation rate constant and the catalytic rate constant
of enzymes. We describe the enzyme reactions on DNA and polysaccharides
in this chapter. The QCM method is also applicable for other enzyme reac-
tions such as protease when enough mass change can be expected through the
reaction.
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Abstract In this chapter we focus on the application of the piezoelectric-based quartz
crystal microbalance (QCM) technique to create and study thin polymeric films. The
electrochemical variant of the quartz crystal microbalance technique (EQCM) allows one
to study changes in the interfacial mass and physical properties associated with elec-
tron transfer processes occurring at the electrode surface, such as those accompanying
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electropolymerization of thin films. We have applied EQCM to study and compare the
formation and properties of polymeric thin films formed from amphiphilic and non-
amphiphilic phenolic and tyrosine monomers and comonomer systems. Also, we show
the applicability of using EQCM to study polymeric films formed as a result of enzymatic
polymerization processes, to create enzyme-entrapped polymer electrodes, and to create
biosensors. Lastly, we briefly discuss QCM application to studies of cell properties such as
adhesion and to create cell QCM biosensors that have interesting applications in the area
of drug discovery.

Keywords Biosensor · Cells · Electrochemistry · Electron transfer · Films · Polymer ·
Quartz crystal microbalance

1
Introduction to Piezoelectric Techniques
and the Quartz Crystal Microbalance

Piezoelectric Materials. Although other materials have been used for a broad
range of piezoelectric applications such as in the measurement of pressure,
force and acceleration, quartz is still a superior material for most uses for
the following reasons. It possesses a high materials stress limit, a high tem-
perature resistance, has high rigidity and high linearity with negligible hys-
teresis, and the most widely used AT-cut form of quartz crystals has a low
temperature-dependent frequency variation around room temperature. As
a consequence, in high quality quartz crystal resonators used in various elec-
trical instruments for frequency control, over the short term, frequency is
controlled to one part in 1010 and long term frequency stability, over weeks
duration, exceeds 1 ppb [1] (see Chap. 1 in this volume).

Piezoelectric sensor approaches also occur using materials and geometries
other than traditional AT-cut quartz crystals. We illustrate a few of these with
just two examples, since this broader subject lies outside the scope of the
present chapter, which is focused upon quartz based QCM systems. In the first
example, in certain applications such as large area ultrasonics where large
crystals of quartz are unavailable, specialty piezoelectric materials such as the
polymer PVDF, poly(vinylidene difluoride), have been developed and used
for decades [2]. In the second example, following the development of micro-
cantilever technology used in the atomic force microscope, mass-produced
microcantilever arrays have been applied to the creation of multiplexed sen-
sors to study various physical, biological, and chemical systems. While laser-
based cantilever deflection methodology was used originally to determine
cantilever deflection, new methodologies involving piezoelectric microcan-
tilevers have been developed for both AFM [3] and sensor applications [4, 5].
Some efficient piezoelectric microcantilevers require power levels as low as
nanowatts to determine the resonance deflection and/or resonance frequency
response [6, 7]. Responses are determined by variations in the external en-
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vironment that can be sensed by bringing about measureable changes in
the microcantilever’s mass loading, adsorption-dependent surface stress, and
damping.

QCM Advantages. As a potential sensor technology platform for solution
applications, the QCM possessed a number of features that investigators have
long recognized as advantageous. First was the absence of any need for a la-
beling step to measure the mass of bound analyte being sensed, as long as
some specific recognition mechanism was employed for the analyte/mass
binding and the interfering level of non-specific mass binding was low. A sec-
ond advantage was that the piezoelectric signal transduction mechanism op-
erated well in very complex optically opaque media, where optical approaches
could not be effective. Third, was the unique ability of the QCM device to
not only measure mass binding but also to qualitatively assay the energy
dissipation properties of the system being studied at the surface–solution
interface. Fourth, a major advantage was the ability of the upper electrode
in the QCM device to function as the working electrode in an electrochem-
ical cell. Thus, mass and energy dissipation changes associated with electron
transfer processes could be sensitively quantitated by this electrochemical
quartz crystal microbalance (EQCM) variant of the standard technique. These
electron transfer processes include creating polymer films in situ on the elec-
trode of the QCM crystal via electropolymerization of suitable electroactive
monomers. This is a research area we have actively pursued in the Center
for Intelligent Biomaterials. Lastly, a fifth advantage might be added to this
list. This is that the QCM technique is relatively easy to implement and the
equipment is inexpensive.

The QCM Device. The standard QCM device involves electrodes on ei-
ther side of an AT-cut quartz crystal, driven to oscillate in the thickness
shear mode by an applied AC voltage. This widely used crystal geometry
produces a very stable oscillation that is invariant to temperature fluctua-
tions around room temperature. Crystals typically operate in the 5–20 MHz
range, with 5–10 MHz being the most common frequency range encountered
for commercially available systems. Measurements using systems with higher
oscillating frequencies have been reported with considerable non-linear im-
provements in mass sensitivity [8, 9]. In the latter reference, an f 2.8 fold
improvement in mass sensitivity was reported for increasing quartz crys-
tal frequencies up to 110 MHz. However, the thinner and consequently more
fragile crystals required for these higher frequencies make them problem-
atic for routine experimental use. Therefore, in the typical operating range
of 5–10 MHz, QCM device mass sensitivities are comparable to the surface
plasmon resonance technique, a general optical-based technique not requir-
ing specific chromophore labels [10]. An advantage of the piezoelectric-based
QCM sensing approach over the surface plasmon resonance technique is that
QCM only detects mass actually physically coupled or bound to the sur-
face [11]. By contrast, the surface plasmon approach detects all mass occur-
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ring within the evanescent wave distance of a few hundred nanometers from
the surface. This can be a combination of specifically bound “signal” mass
as well as solution phase mass, “noise”, that would lead to sensor artifacts.
On the other hand, QCM cannot routinely achieve the sensitivities of optical
techniques that require prior labeling with optically sensitive chromophores
chosen for their optimal properties in a given system and device configura-
tion. The higher sensitivities of such optical chromophore approaches must
be balanced against the distinct disadvantage of implementing them on a case
by case basis for different systems. For broad applicability and ease of use,
the general mass sensing by the QCM methodology can provide superior per-
formance [12]. Attempts have been made to enhance the sensitivity of the
QCM device by modifying the crystal surface. For example, this has yielded
improvements of > 2.5-fold for micromachined crystals [13] and ∼threefold
for electrodeposited gold surfaces that increase the working surface area due
to increased porosity [14].

Quartz crystals, oscillating in the thickness shear mode, produce lateral
displacement amplitudes around 1–2 nm, with the solution penetration depth
of the lateral shear wave extending out in solution to around 0.25 µm before
being attenuated [15, 16]. Therefore, other than from changes in surface mass
loading, other alterations in the systems occurring within this penetration
depth region may be capable of being sensed if they effect energy dissipation
changes. These can include changes in density or viscosity of the solution and
viscoelastic properties of surface-bound or surface proximal materials such as
polymer films.

The EQCM. In electron transfer systems under study, the upper electrode
on the quartz crystal surface in contact with the solution can be made to be
the working electrode in an electrochemical cell. This arrangement, termed
EQCM, allows electrochemical processes to be carried out in a controlled
fashion at an applied potential, while mass and energy dissipation changes
at this electrode surface are simultaneously recorded. In Fig. 1 we describe
this experimental setup schematically. A standard QCM device is shown in
cross-section contained within a covered water-containing reservoir in order
to maintain a vapor-saturated environment. The quartz crystal within the fre-
quency range described above is labeled QCM. It has gold upper and lower
electrodes (black bars) deposited on it and the quartz crystal is sealed within
the device holder with the O-rings shown. The oscillator produces the reso-
nant frequency of the quartz crystal, in the 5–20 MHz range, through an AC
voltage applied at the two electrodes. The computer-controlled frequency and
admittance (inverse of motional resistance, R) acquisition setup is also indi-
cated schematically. This portion represents a complete standard QCM setup
in typical use. In the case of EQCM, the upper electrode has also been made
the working electrode in an electrochemical cell where the solution under
study is contained in the upper cylindrical reservoir sealed by the O-ring.
Here, we show schematically that the upper electrode is the working electrode
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Fig. 1 Electrochemical quartz crystal microbalance schematic of the three-electrode setup
used for carrying out the electropolymerization/adsorption studies presented later in this
chapter. This figure was reprinted with permission from [71]

(WE) connected to a computer-controlled potentiostat. A controlled DC volt-
age, E, can be applied to the WE electronically separate from the high applied
AC voltage. A counter electrode (CE) and reference electrode (RE) placed in
the solution under study and connected to the potentiostat complete the elec-
trochemical cell. This setup allows the collection of QCM parameters such
as f and R at the same time that electrochemical parameters such as the cur-
rent (I), associated with an electron transfer process, are being collected at an
applied voltage E.

Recent review articles have appeared that describe the research application
areas of QCM ranging from analytical electrochemistry [17] to drug discov-
ery [18], thin film formation [19], biosensors, and the characterization of
living cells [11, 12, 20–24]. Although the bulk of these applications have been
in the study of continuous resonance devices, discontinuous resonance, em-
bodied largely in the QCM-D technique, is gaining in importance [25] and is
the subject of Chap. 12 in this volume. Equivalent circuit model impedance
analyses can result in greater insights into the viscoelastic properties of com-
plex materials. These are based upon models such as the Butterworth–Van-
Dyke model to yield capacitance, resistance, and inductance data in addition
to series and parallel frequencies for the model elements [26]. Such studies
have been carried out on a number of systems including polymer films [27],
organic thin films [28], films formed by blood clotting [29], and biological
macromolecule containing systems [22–24, 30–32].

In this chapter, we focus on the use of the continuous resonance QCM
and EQCM devices to study enzymatic polymerization reactions, biochemical
and biomimetic processes and to create thin polymer films electrochemically
on the QCM electrode surface. We describe some QCM applications of thin
polymer films in enzyme electrode and other biosensors and briefly describe
specific cell binding systems to create whole cell biosensors.
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2
Studying Thin Film Systems with the QCM

The creation and study of thin films tailored to meet specific applications
is an important area of research that has broad implications for a wide
variety of technology areas. These include improving industrial and biotech-
nology processes and developing new integrated circuit and sensor technol-
ogy, to name just a few. One promising area of thin films research involves
polymer films. These films offer a number of distinct advantages. They in-
clude convenient synthetic methodologies for polymer formation and mod-
ification, allowing them to be tailored for specific applications, as well as
ease of processing to form films. The QCM technique has the advantage
that it can be used to study the process of polymer film formation on the
crystal surface as well as to characterize properties of the final structures
formed. Because the piezoelectric mechanism is a label-free technique, all
steps in the process of forming multilayered structures, or further additions
or modifications to a polymer film, can be monitored using the QCM or
EQCM. Moreover, polymer films often possess characteristics that are dis-
tinct from the solutions in which they are soluble, such as increased viscos-
ity, altered density, and potentially viscoelastic behavior. These properties
can significantly change the quartz surface interfacial properties and solu-
tion properties immediately above the quartz crystal, allowing the study of
polymer film formation in situ on the QCM surface. As we illustrate be-
low via measurement of QCM parameters, one can obtain unique informa-
tion on film formation, modification, and energy dissipation properties on
surfaces.

Studying Elastic Mass vs Energy Dissipating Systems. For any purely
elastic mass deposited on an oscillating quartz crystal, the well-known
Sauerbrey equation linearly relates the elastic mass deposited to the de-
crease in frequency output by the oscillating quartz crystal [33]. However,
before this relationship can be used as an accurate mass measuring tool
for liquid phase systems, the mass deposited must be demonstrated to
exhibit elastic behavior and be free of entrapped solvent mass. In many
cases in the literature involving interesting polymer films, biochemical sys-
tems and living cells, the surface-bound molecular assemblies do not ex-
hibit elastic behavior but dissipate energy [12]. Whether the mass of a sys-
tem undergoing change is acting elastically or inelastically can be deter-
mined by measuring the motional resistance, ∆R, of the oscillating crystal.
If there is no change in energy dissipation, then ∆R = 0; whereas, if en-
ergy dissipation is increasing or decreasing during a system change, ∆R
will be a positive or negative quantity. One simple approach taken by in-
vestigators to accurately determine elastic mass deposited, without includ-
ing entrapped solvent contributing to the frequency decrease, is to de-
termine the mass in the dried state on the crystal surface compared to
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the bare crystal frequency value. More detailed and elegant approaches to
characterizing energy dissipation in systems are presented in Chap. 2 in
this volume.

The QCM-D technique was designed for the characterization of energy
dissipation (D) in systems on the quartz surface ( [25]; Chap. 12 in this vol-
ume). Briefly, in this technique, the fundamental frequency and a series of
overtone frequencies are studied and the energy dissipation quantity (D) is
determined by periodically switching off the AC voltage and the crystal oscil-
lation and then measuring the decay signal. Variations in this damped signal
for different surfaces leads to the calculation of the dissipation level D from
the decay time constant and reflects their different viscoelastic properties
and their surface roughness [34]. The viscosity, elasticity, and thickness of
a film can be estimated from the measurements. The QCM-D technique has
been growing in popularity recently and has been used to study a number of
systems comprised of polymers [35–37] and biological macromolecule con-
taining films [38–44].

Non-Ideal Factors Affecting QCM Measurements. Use of QCM f and
R measurements to characterize films relies upon a number of other factors
being controlled. Not only will viscoelastic effects produce non-mass changes
in frequency, but high mass loadings (> 2% of crystal mass), interfacial slip-
page, surface roughness, surface stress, non-uniform mass distribution and
ambient temperature changes may also produce similar effects [25, 45, 46].
Large slippage events at the electrode surface on the quartz would be ex-
pected to result in discontinuities in measured properties. Large variations in
surface roughness, where surface cavities are hydrophilic, could lead to en-
trapped liquids contributing to the mass increases sensed by the QCM [47,
48]. On the other hand, surface cavities that are hydrophobic could avoid be-
ing wetted and lead to entrapment of air, causing underestimation of the film
mass. These effects resulting from surface roughness variations have moti-
vated the creation of a model for surface roughness [49], that describes the
QCM behavior for different levels of surface hydrophobicity and incomplete
surface wetting. Such considerations are important for understanding local
variations of real surfaces that might lead to altered mass binding and could
produce heterogeneous local chemical environments and altered local surface
electrochemistry at the working electrode in EQCM experiments. Some qual-
itative effects of varying surface energies have been noted in non-uniform
distributions observed for cells on surfaces [50]. And in a recent report using
QCM in the impedance mode, surface roughness effects were proposed to
account for results observed for cells binding to extracellular matrix pro-
teins [51]. In practice, since there are no easy ways to determine whether
these non-ideal surface factors are operating or effectively being controlled
in given systems under study, they are generally not assumed to be play-
ing a dominant confounding role in QCM measurements. This practical as-
sumption allows investigators to make unambiguous interpretations of their
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data. Some of the non-mass related surface factors affecting frequency have
been incorporated within advanced models of piezoelectric systems [52, 53].
Chap. 3 in this volume provides a detailed view of these non-ideal surface
effects.

2.1
Combining Techniques with QCM to Characterize Thin Films

Most often, the QCM or EQCM techniques are not applied in isolation to
study thin film systems. Complementary surface characterization techniques
are routinely utilized by investigators in order to make unambiguous inter-
pretations of their QCM results. These surface techniques are comprised of
two basic types: ones that measure large area averaged properties, and those
that image details of the surface at some level of lateral surface resolution. Ex-
amples of the area averaged techniques are ones as simple as contact angle
measurements or UV-Vis spectroscopy. These have been used to reveal the
relative hydrophilicity of the surfaces of thin films as a function of changes
in solution conditions or chemical treatment of films on QCM surfaces [50].
More informative surface techniques for film characterization, such as el-
lipsometry and surface plasmon resonance, are also used to measure film
thicknesses. Moreover, by combining QCM with these techniques, character-
istics such as the water content of films have been estimated [12, 39, 54–56].
Another important complementary surface technique to QCM, X-ray photo-
electron spectroscopy (XPS), measures the characteristic energies of X-ray
photoelectrons emitted from atoms in the film sample and the underlying
substrate. This quantitative technique can reveal both atomic identity and its
% composition in the film [57] as well as details of the orientation of atoms
of unique atomic number in the film via angle resolved XPS. Furthermore,
the technique can also provide estimates of average film thickness. These
estimates derive from the thickness-dependent magnitude of the film’s at-
tenuation of high kinetic energy photoelectrons ejected from an underlying
atomic layer, such as the typical gold (e.g., – 4f electrons, 1170 eV) QCM elec-
trode surface, upon which films are often formed [58].

The second type of surface characterization technique complementary to
QCM are the various microscopies. They are often combined with QCM meas-
urements of films to image surface detail at varying levels of lateral resolution.
This imaging view of films provides valuable complementary information
since QCM parameters represent film properties averaged over the most sen-
sitive central portion of the quartz crystal surface. Probably the most widely
used imaging techniques have been the traditional electron microscopies,
SEM and TEM. Gaining rapidly in importance in recent years as a high
resolution imaging technique for films is AFM [59–61]. Variants of the scan-
ning probe microscopies, such as scanning electrochemical microscopy [62],
differential electrochemical mass spectrometry [63], or the scanning Kelvin
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microprobe [64], provide laterally resolved images or maps of different local
physicochemical properties on a film’s surface.

As we described in Sect. 1, the application of electrochemical methods as
a complementary technique to QCM is called EQCM. We discuss example
applications of EQCM to film characterization in Sect. 3.

2.2
The QCM as a Sensor of Films Formed
by Enzymatic Polymerization and Degradation Processes

Although the QCM has been used to quantitate the mechanisms of enzymatic
reactions in some instances, more often it has been used to determine the
overall rates and characteristics of products formed in these reactions. For
example, multistep processes have been studied that are involved in the en-
zymatic degradation of polymeric films formed from poly(l-lactide) [61] and
poly(3-hydroxybutyrate) [60]. In QCM studies at a high resonance frequency,
27 MHz, DNA polymerase was studied using immobilized DNA to obtain rate
constants for three individual steps in the mechanism of this enzymatic reac-
tion ( [65]; Chap. 10 in this volume).

QCM Studies of pH-Dependent Self-Assembling Chiral Amphiphilic Tyro-
sine Derivatives. Enzyme-catalyzed polymer formation can be followed via
QCM parameters that are sensitive to and reflect physicochemical changes
occurring in solution as products form. Using the QCM, we have studied
a system comprised of two amphiphilic chiral derivatives of tyrosine, the
decyl esters of d- and l-tyrosine (DEDT and DELT respectively) shown
in Fig. 2a [57, 59, 66–71]. In Fig. 2b we present a schematic of the solu-
tion equilibrium self-assembly system of these monomers and their poly-
merization by the enzyme horseradish peroxidase (HRP). These monomers
possess concentration-dependent self-assembly properties whose onset is
characterized by a critical micelle concentration (cmc). The cmc is a pH-
dependent quantity, depending critically upon the titrable charge present on
the monomers. For example, with increasing pH deprotonation of the amino
group (pKa of 6.5 [57]) occurs, bringing about enhanced self-assembly of the
monomers and a corresponding drop in the cmc. We determined the cmc
values for these monomers using Raman scattering [68]. In Fig. 2c and Fig. 2d
we present Raman scattering intensities for the DEDT and DELT isomers in
pH 6.0 phosphate buffer. These results demonstrated that both isomers pos-
sess identical cmc values of 0.17 mM, as would be expected for two chemically
identical isomers. However, at pH 5.5 a greater fraction of protonated amine
groups exist on the monomers than at pH 6.0. This makes them less able
energetically to self-assemble and the cmc has correspondingly increased to
0.23 mM. When the DEDT and DELT monomers self-assemble above their
cmc values they form tubule-shaped structures in solution. After their for-
mation, these aggregates can be enzymatically polymerized in situ in aque-
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Fig. 2 Schematic diagram of: a monomer isomers studied; b monomer self-assembly equi-
libria and fibrous aggregate polymerization scheme with horseradish peroxidase. Raman
scattering intensities as a function of unpolymerized monomer concentration are pre-
sented for: c DEDT at pH 6.0, and d DELT at pH 6.0. SEM images are presented for the
enzymatically polymerized: e DEDT at pH 6.0 (Scale bar = 2 µm), and f DELT at pH 6.0
(Scale bar = 2 µm). This figure was reprinted with permission from [68]
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ous phosphate buffer with HRP and hydrogen peroxide. Figure 2e,f presents
SEM images of the self-assembled monomers following polymerization. The
structures have not changed their macroscopic appearance or diameter di-
mensions as a result of polymerization, maintaining a diameter averaging
around 2.5±1.0 µm [68]. The only discernible change in the self-assembled
polymerized structures is an overall greater length stability and everywhere
a smoother appearance to their surfaces compared to the unpolymerized ag-
gregates.

Using the QCM to study this system allowed us to conveniently character-
ize the pH-dependent self-assembly properties of the monomers as well as
their polymerization by HRP [67]. In Fig. 3 we present results where we ex-
amined as a function of varying pH the self-assembly of the DEDT monomer
at 0.31 mM, above its cmc, and its binding to the gold electrode surface of
a 9 MHz oscillating quartz crystal. It is clear that at equivalent self-assembly
times there is a pronounced f decrease exhibited by the crystal for reactions
carried out at increasing pH values. At pH 3, no net frequency decrease was
observed. This behavior is consistent with a complete lack of self-assembly
and binding at this low pH, since the fully protonated amine group is present
on all DEDT monomers. Confirming this interpretation, no aggregates were
observed by SEM at this pH. Given the monomer amine pKa = 6.5, at higher
pH values the increasingly uncharged DEDT is known from its measured cmc
values to undergo self-assembly. This behavior is clearly being expressed in
the QCM measurements where progressively larger f decreases were observed
at increasing pH values of 5.55 (∼ 400 Hz) and 5.99 (∼ 1000 Hz). The self-
assembled polymerized tubule structures shown in Fig. 2e,f correspond to the
solution condition of the pH 5.99 QCM trace result. At the pH 6.99 value,
where amine deprotonation would be largely complete and self-assembly
maximized, the f has decreased by over 2300 Hz. Since the measured R at the

Fig. 3 Kinetics of ∆f shifts induced by DEDT monomer aggregates binding to the QCM
surface at a series of increasing pH values. This figure was reprinted with permission
from [67]
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crystal–solution interface was shown not to change with decreasing f (elastic
behavior) at every pH value except for the highest we studied, we were able to
utilize this fact to estimate the bound masses at each pH from the f decrease
using the Sauerbray equation [33]. A plot of the relative mass bound vs pH
allowed us to estimate the pKapp to be 8.3 for the complex two state equilib-
rium going from the monomer cationic DEDT state to the deprotonated and
uncharged DEDT in its aggregated state, as shown below in Eq. 1:

DEDT+
[m]� DEDT[aggr] + H+ (1)

similar to that shown in Fig. 2b. When we examined the system at a pH
of 7.01 for long times, we obtained the short and long time f and R shift data
shown in Fig. 4a and Fig. 4b. For times up to 1 h, a significant f decrease oc-
curred (∼ 700 Hz). This was accompanied by no R increase, indicating a lack
of energy dissipation change and elastic mass behavior at the crystal sur-
face. However, after 1 h R did begin to rise nearly linearly as f continues to
decrease. This unique aspect of the self-assembling monomer system could
only be described using piezoelectric methods. At longer times, as shown in
Fig. 4b, the R increase and f decrease both continued until around 20 h be-
fore they leveled off as the system reached equilibrium, then remained nearly
constant with time.

QCM Detection of Enzymatic Polymerization. It was at the 50 h quasi-
equilibrium point in the QCM experiment that we initiated the QCM
study of horseradish peroxidase (HRP) polymerization of the self-assembled
monomers. Part of our motivation for trying this QCM-based approach was
that under these conditions (at 0.31 mM monomer > cmc) the system is opti-
cally opaque due to significant light scattering and therefore polymerization
could not be accurately described by traditional spectroscopic methods. At
the position labeled 1, the HRP enzyme was added and no changes in f and R
were observed. Only when H2O2 was added (at points labeled 2–4) to ini-
tiate the reaction were the f and R parameters observed to change. This is
because H2O2 is the oxidizing agent stoichiometrically required for monomer
polymerization. That HRP-based polymerization was occurring under these
conditions was confirmed qualitatively by observed increases in visible ab-
sorbance from 300–500 nm, above the monomer absorbance band which
ends at 300 nm. This emerging broad absorption band is due to the presence
of increased levels of electron delocalization that exist between adjacent cova-
lently bonded phenol rings in the partially planar HRP reaction products. To
corroborate these QCM results, where this self-assembling system is binding
to the upper gold electrode, we have shown via X-ray photoelectron spec-
troscopy measurements that complete saturation coverage of gold surfaces
(similar to the QCM surface) was achieved by their immersion in solutions
of either HRP polymerized DEDT or DELT [57].

Enzymatic Polymerization Products Possess Increased Energy Dissipa-
tion Properties. Interestingly, starting at point 2 in Fig. 4b, the f and R values
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Fig. 4 Kinetics of ∆f and ∆R shifts induced by DEDT monomer aggregates at pH 7.01.
a Early linear region of sedimentation and binding to the gold QCM surface; b longer
time region including equilibrium ∆f and ∆R values and how they are affected by HRP
polymerization of monomer aggregates at arrows 2–4, where hydrogen peroxide is added.
This figure was reprinted with permission from [67]

of the oscillating quartz crystal began changing in the same direction, both
increasing. This was unlike the previous 46 h of f and R changes for the sys-
tem, which always moved in the opposite direction from each other. What this
new parameter direction change indicated was that the fundamental physi-
cal properties of the self-assembled aggregates were changing as a result of
HRP polymerization. When presented as a ∆f – ∆R plot in Fig. 5, the series
of successive time data points indicated by the arrows are presented origi-
nating at the right hand origin of the plot. During the first 1 h the points
follow a horizontal line that is the response of a pure elastic mass bound to
the QCM surface, where successive mass binding dissipates no additional en-
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Fig. 5 The ∆f – ∆R diagram of the time course of DEDT monomer aggregates bind-
ing to the QCM surface is shown, starting at ∆f = 0 and following arrows. At point 1,
horseradish peroxidase was added and at points 2 through 4, successive hydrogen per-
oxide aliquots were added to carry out polymerization. After a total of 143 h of poly-
merization, the final point was reached. The pure elastic mass (solid line) and pure
density–viscosity (ρη)0.5 (dashed line) effect lines are shown. The triangles represent the
experimental values determined for solutions of increasing sucrose concentrations. This
figure was reprinted with permission from [67]

ergy. After 1 h and continuing until around 46 h the points move progressively
to the left with increasing energy dissipation (∆R increase). At the point la-
beled 2, where enzymatic polymerization begins, successive points in this plot
change direction, indicative of very different physicochemical behavior by the
self-assembled system as a result of being polymerized. The final position at
143 h is at significantly increased R, from ∼ 260 ohms to ∼ 450 ohms. Thus,
the polymerized system is dissipating significantly more energy than it did
prior to polymerization. The final state of the polymerized self-assembled
system is near that of the experimental and theoretical calibration line pro-
duced by a pure liquid density–viscosity response of Newtonian liquids of
different (ρη)0.5 values. These relationships for f [72]:

∆f = – f 3/2
(

ρLη

πµρq

)1/2

(2)

and for R [30]:

∆R =
(
2πf ρLη

)1/2 A
k2 (3)

were first predicted and demonstrated to be valid for pure liquids. The close-
ness of the final polymerized self-assembled state to the pure liquid (ρη)0.5

response line represented by Eqs. 2 and 3, suggests that the alteration in
physical properties as a result of HRP polymerization has produced effective
solution properties at the quartz surface that mimic the energy dissipation of
a pure liquid of higher (ρη) product than that of the pure solution in which
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the aggregates occur. This interpretation is reasonable given that the poly-
merization reaction will certainly increase η as a result of increased polymer
chain length within the self-assembly, which increases the aggregate’s stiff-
ness and therefore its energy dissipation. As a general method, the Fig. 5 type
of QCM data display is useful for interpretation since the plot places these
data in relation to both the elastic mass response and pure liquid (ρη)0.5 re-
sponse lines.

In addition to studying single monomers in enzymatic polymerization
reactions, comonomer reaction schemes are of interest because they have
the potential to produce copolymer films possessing more interesting and
varied properties. To illustrate this possibility, in Fig. 6 we show how the
mixing of the amphiphilic DELT monomer with the same chirality but non-
amphiphilic l-tyrosine monomer has been studied in a comonomer sys-
tem [59]. We present an equilibrium coupled to the HRP-catalyzed reaction
for this comonomer system that has the same character as the steps we pre-

Fig. 6 Above: Schematic view of steps involved in the self-assembly process in the
comonomer mixture (DELT and l-tyrosine) and its enzymatic copolymerization. States I
and II represents the species we visualized in this study, where n = m (a 1 : 1 ratio of
comonomers). State II is an hypothetical structure of the final copolymer formed. Be-
low: NC-AFM visualization (vertical and 3-D views) of samples following the 1 : 1 ratio
comonomers (DELT and l-tyrosine) copolymerized over a 24 h reaction and equilib-
rium period, followed by immersion of the gold coated mica: a 20 µm× 20 µm area and
b 5 µm×5 µm area. This figure was reprinted with permission from [59]
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sented for the single amphiphilic monomer in Fig. 2b. In the equilibrium step,
a pH-dependent cmc exists for the amphiphilic DELT monomer that is self-
assembling to form aggregates. This equilibrium will largely be unaffected by
the non-amphiphilic l-tyrosine species. In the second HRP-catalyzed reac-
tion step, both comonomer species react, potentially forming block copoly-
mer species as we suggest diagrammatically. We show in the AFM images,
the appearance of the HRP polymerized 1 : 1 comonomer mixture above the
DELT cmc. These structures are very different from the polymerized DELT
tubule-shaped structures that were presented previously in Fig. 2f. For the
comonomer structures, uniform hemispherical shapes were observed having
average diameters of 1.51± 0.24 µm. They possess nanoscale surface struc-
ture detail, in contrast to the amorphous structures of varied dimension
and shape we observed for the comonomer mixtures prior to polymeriza-
tion (data not shown). Clearly, the addition of the second non-amphiphilic
l-tyrosine monomer species has created a copolymer with obviously different
and possibly enhanced flexibility, allowing it to form the spherical aggre-
gates rather than the tubules observed for polymers formed from just DELT
monomers.

3
Electron Transfer Studies of Chemical and Polymer Systems with the EQCM

The EQCM technique is particularly useful in helping elucidate the mech-
anisms of various physicochemical processes that involve electron transfer
steps. As a result, EQCM has become widely used in a number of basic
research disciplines involving studies of electron transfer processes in chem-
ical systems. These include electrochemistry and electroanalytical chemistry,
with specific applications to studies of topics as diverse as corrosion [73,
74], conducting salts [75], batteries [76], electroplating [77], electrosorp-
tion [78, 79], and double layer studies [80]. Different materials studied with
the EQCM have involved the following focus areas: metal deposition [81],
semiconductors [82], membrane research [83], layered nanostructures [84],
and self-assembling monolayers [85, 86]. EQCM studies of electropolymer-
ization reactions, in particular the formation of electroactive polymer film
modified electrodes, have been widespread [87–91]. These studies have de-
scribed a range of system behaviors that include such things as temperature
effects, viscoelastic properties, film non-uniformity and surface changes dur-
ing early portions of the film formation phase. A significant focus of many
EQCM investigations, and where this technique can provide unique informa-
tion, has been on solvent and ion transport associated with electrochemical
processes or electropolymerization during film formation and with the prop-
erties of the films once formed. It is on this area of polymer film formation
and characterization with the EQCM that we focus in the sections that follow.
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3.1
EQCM Characterization of Polymer Films

Polymer films of various types have been studied with the EQCM technique,
both from the standpoint of film creation as well as the final film proper-
ties like redox behavior, ion and solvent transport, and energy dissipation
level. Some of the classes of polymer films studied include: micellar–polymer
films, molecular imprinted polymer films used as chemical sensors of small
molecules, layer-by-layer nanoarchitectured polymer films and electropoly-
merized films, some containing electroactive functional groups. In this sec-
tion, we briefly discuss some of the EQCM approaches taken with represen-
tative examples from each of these polymer film classes.

Self-Assembling Amphiphilic Polymer Film Systems. A number of self-
assembling polymer systems have been studied using the EQCM. These in-
clude: amphiphilic molecules that self-assemble to form rodlike multilayer
structures [57, 59, 66–71], micellar interactions with polymer films [92–94],
self-assembled monolayers such as those formed from the widely studied
alkylthiols on metallized electrode surfaces on the quartz crystal [32, 85, 95–
99], and LB monolayers formed from monomers or polymers that can be
picked up on electrode surfaces on the quartz crystal [100]. Self-assembling
systems are all characterized by a cmc value. This phase transition critical
concentration is a feature that the QCM is able to detect via increased mass
deposition above the cmc as well as changes in the solution properties at
the crystal surface–solution interface at and above the cmc. Thermal phase
transitions are also a commonly studied property of self-assembling film sys-
tems and the QCM can detect great detail during these phase changes. As an
example, in studies of multilayers of LB monolayer films formed from the
C18OH fatty acid (1,3-dioctadecyl-rac-glycer-2-ol), thermal phase transition
behaviors could be dissected in detail [100]. When the QCM f and R changes
as a function of temperature were compared to the heating and cooling differ-
ential scanning calorimetry traces, multilayer number-dependent details were
observed in the QCM parameters for the different films even at temperatures
below the phase transition. In particular, changes in the film elasticity and
viscosity were interpreted to be occurring concomitant with changes in non-
covalent fatty acid interactions during the phase transition. Where EQCM can
play a significant and unique role is in redox studies. As an example of the
utility of the EQCM, in a study of films formed from self-assembled elec-
troactive quaternary amine alkylferrocene monomers adsorbed to the gold
electrode surface above a quartz crystal, oxidation and reduction of the fer-
rocene moiety allowed direct comparisons between the adsorption ∆G of
both species [96, 100].

Molecularly Imprinted Polymer Film Systems. Molecularly imprinted
polymer films have been developed to provide recognition networks for small
and large molecules (Chap. 5 in this volume). These films are formed in situ
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on surfaces by polymerization of monomers around the recognition analyte.
The great advantage of this approach is that the recognition site is formed
via monomer self-assembly with the analyte molecule during polymer syn-
thesis, resulting in a methodology that eliminates the requirement for the
synthetic chemist to design and then create a binding site by traditional ratio-
nal synthesis. With molecularly imprinted films formed upon the QCM, small
molecules have been detected by these chemical sensors from both gas phase
and solution phase environments. Examples of sensors include detection of
water [101], terpenes [102], caffeine [103], sialic acid [104], as well as large
molecules such as the enzyme lysozyme [105] and the protein microsystin-
LR [106]. Chiral recognition is particularly easy to build into the molecularly
imprinted polymer synthesis approach. For example, chiral discrimination
between d- and l-glutamic acid has been demonstrated [107]. Chiral recog-
nition by molecularly imprinted films may have important applications in
clinical diagnostics and drug discovery.

Nanoarchitectured Polymer Film Systems. Nanoarchitectured films can
be created by many approaches. A layer-by-layer methodology can cre-
ate nanoscale ordered films with specific desired properties when care is
given to how successive layers of the polymer films interact. Because of
its general mass-sensing capability, the QCM is aptly suited to measure
this layer-by-layer deposition of polymer films. Examples of studies of the
layer-by-layer approaches include their use in creating stable biocompati-
ble surfaces for medical devices [108, 109]. Also, layer-by-layer films have
been shown to be stable environments for incorporating large biological
macromolecules such as DNA and proteins [110, 111]. For example, in one
EQCM study hemoglobin (Hb) protein layers alternating with polycationic
poly(diallyldimethylammonium)-formed multilayer films where the native
Hb protein was demonstrated to be present via its visible Soret absorption
band and an amide band in the IR. Then the Fe(III)/Fe(II) redox couple of the
immobilized Hb was studied electrochemically interacting with a variety of
oxidizing and reducing agents [112]. Also, a number of redox enzymes have
been immobilized within layer-by-layer films and studied with the EQCM.
Since these represent a class of biosensors, we discuss them in detail in
Sect. 4.3.

Electropolymerization-Based Film Studies. A wide range of different
monomer types have been examined in different electropolymerization film
studies. Examples of these include monomers as diverse as pyrrole and sub-
stituted pyrroles, a large 32-unit ferrocenyl-dendrimer, reversible C60 deriva-
tives, phenols, and biomimetic tyrosine derivatives. In the case of electropos-
itive conducting polypyrrole films formed on the EQCM surface, the flux
of counterions, some as large as the mainly immobile 30-base DNA polyan-
ion, have been observed [113]. For electroactive polyvinylferrocene films,
reversible mass changes measured during EQCM redox cycling of the fer-
rocene groups were determined to be due to flux of the PF6

– counterion
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through the polymer film [114]. Reversible redox behavior of the C60
3– ion

was studied with the EQCM and successive single electron oxidations to the
C60 species were shown to deposit mass in the form of films on the elec-
trode surface [115]. By correlating the charge passed at the electrode with the
f change interpreted entirely as a mass change, the investigators concluded
that the film was comprised entirely of neutral C60, not solvent or ions. Re-
duction of the film steadily reversed the f change, concomitant with total
film dissolution, as the soluble C60

3– ion was completely regenerated. For ty-
rosine and phenol derivatives electropolymerized to form non-conducting
and self-limiting films, in Sect. 3.2, we discuss in detail some studies of film
formation and the film properties that we have measured over a number of
years [57, 59, 66–72].

3.2
Electropolymerization and Properties of Films
Formed from Phenolic and Tyrosine Monomers

Our aim in this section is to present details of a case study where we have
used the EQCM technique to study the self-assembly, electropolymerization-
based film formation process and film stability properties, for films created
from phenolic and tyrosine monomers of the class shown in Fig. 7 [69, 71].
This figure depicts a schematic representation of the self-assembly and elec-
tropolymerization behavior of a family of monomers that are all derivatives of
phenol, where the amino acid tyrosine has phenol as the major portion of its
pendant side chain residue. In the discussion below we illustrate the use of the
DEDT and DELT monomers, decyl ester derivatives of tyrosine, participat-
ing in the self-assembly equilibrium shown below and above their cmc. The
EQCM technique can be used to monitor the extent of monomer electropoly-
merization, labeled E in Fig. 7, where polymer is formed by coupling of two
free radical species generated at the electrode to form a growing chain, the
adsorbed m + 1 species. As well, the EQCM technique can determine whether
the self-assembled species in the absence of electropolymerization, labeled
A, is adsorbing to the metal electrode surface. To distinguish between these
two possibilities is an important capability of the technique, since both pro-
cesses can contribute to the bound mass, labeled the m + 1 species, during
an electropolymerization experiment of an amphiphilic monomer. Assum-
ing the m + 1 species is insoluble and binds the Pt electrode surface, it’s
mass will be detected and can be compared to the electrochemical charge
passed at the Pt electrode during the electropolymerization experiment. For
simplicity of the representation, we show in Fig. 7 the possibility of product
occurring either as ortho- or meta-coupling of phenol rings, since a dis-
tribution of the two is likely to occur in these experiments [71]. We do
not show the potential for ether linkage formation between adjacent phe-
nol rings involving the phenolic oxygen. This product species is likely to be
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Fig. 7 Schematic of the tyrosine and phenolic monomers studied, DELT and DEDT self-
assembly, and the adsorption vs electropolymerization processes occurring at the Pt
electrode surface. For simplicity, we have not attempted to indicate the – O-ether link-
age products that may also represent a minor fraction of the linkages found in the
electropolymerized phenolic film products. This figure was reprinted with permission
from [71]

selected against under the mildly acidic conditions under which we carried
out these experiments [116].

Cyclic Voltage Sweep Experiments and Self-Limiting Film Behavior. For
these monomers, the “electroxidation” process, labeled E in Fig. 7, results
in the monomer donating an electron to the electrode surface. Therefore,
determination of the total charge, Q, passed during an electrochemical ex-
periment may be used to calculate the corresponding mass electroxidized
and polymerized via the Faraday equation. This electroxidized mass can
then be compared to the total frequency-based mass change on the QCM
surface in order to assess the relative contributions to film formation of elec-
tropolymerization vs adsorption in any given experiment. Alternately, the
frequency vs Q can be compared directly as we show in the examples pre-
sented below. These concepts and EQCM measurements were implemented in
a study of film formation comparing electropolymerization vs adsorption for
the amphiphilic DEDT and DELT monomers vs non-amphiphilic l-tyrosine
monomers [71]. In Fig. 8a,b we present the cyclic voltammograms of 0.11 mM
DEDT and 3.0 mM tyrosine. For both monomers there is an oxidation peak
clearly visible during the first half of the first cyclic voltage sweep. In the
case of l-tyrosine, the peak is quite broad due to the high concentration
utilized in this experiment. In the case of both monomers, the oxidations
are not reversible. No reduction peaks are evident in the second half of the
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Fig. 8 Cyclic voltammograms (the first three cycles) at 20 mV s–1 of unstirred solutions of
a 0.11 mM DEDT in pH 6.5 buffer, and b 3.0 mM tyrosine in pH 6.5 buffer. Insets show
the unprotonated amine chemical structures. This figure was reprinted with permission
from [70]

first cyclic voltage sweep because no oxidized monomers remain to undergo
reduction; they have all polymerized. This behavior is consistent with the
oxidized monomer from the first half of the cycle reacting via free radical
coupling to the growing polymer chain. As early as the second and third
cyclic voltage sweeps, the DEDT oxidation peak has virtually disappeared.
This is due to film formation on the electrode preventing access of the dif-
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fusing monomer to the Pt surface, a film electropolymerization phenomenon
called self-limiting behavior. An intermediate behavior is exhibited by the
l-tyrosine. The second and third voltage sweep peak magnitudes are similar,
but about half that of the first sweep peak. This different behavior is due to the
fact that free radical coupling of these monomers is not forming a significant
film rapidly on the Pt surface, thereby allowing continued monomer access
for electroxidation. This behavior for l-tyrosine is likely due to the partial
solubility of the relatively hydrophilic polymer products resulting from free
radical coupling of these electroxidized monomers. We present evidence for
this in subsequent EQCM experiments.

Electrode Adsorption Behavior of Monomers. In order to understand the
pure adsorption behavior of the monomers at the Pt electrode, we carried
out the EQCM experiments presented in Figs. 9 and 10. In Fig. 9, monomers
in the absence of an applied potential and at pH 6.5 were allowed to interact
with the Pt electrode surface on the quartz crystal [70]. The results clearly in-
dicated that even at the high concentration of 3 mM, little, if any, l-tyrosine
adsorbs to the Pt surface. On the other hand, DEDT at the low concentra-
tion of 0.032 mM, well below the cmc, adsorbs to the Pt surface readily from
solution. These results are in agreement with the Fig. 8 cyclic voltage sweep
results where the electropolymerized DEDT rapidly formed a film that al-
most completely prevented monomer oxidation. In contrast, l-tyrosine had
less restricted access to the electrode, since a significant level of monomer

Fig. 9 QCM ∆f shifts measured as a function of time in the presence of either 0.032 mM
DEDT or 3.0 mM tyrosine in pH 6.5 buffer in the absence of an applied potential. This
figure was reprinted with permission from [70]
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Fig. 10 Potential-dependent EQCM ∆f shifts measured on Pt during cyclic voltammetry
following a pre-adsorption phase with DEDT and tyrosine monomers. The arrowheads
indicate the approximate beginning and end times of three adjacent c.v. cycles (between
200 and 1000 mV; Ag/AgCl ref.) in the two monomer polymerization experiments. This
figure was reprinted with permission from [70]

oxidation continued in subsequent voltage sweep cycles. This result was ex-
pected, given our previous studies of the adsorption of DEDT in Figs. 3
and 4 and the formation of the completely covered gold surface by DELT
copolymers in the Fig. 6 AFM images. This view was also supported by our
previously discussed X-ray photoelectron spectroscopy results showing com-
plete coverage of a gold surface by HRP polymerized DEDT after incubation
for 24 h [57].

In Fig. 10, we continued to characterize these two monomer systems by
measuring ∆f as we carried out cyclic voltage sweeps after first allowing
a 10 min pre-adsorption of each monomer to the Pt electrode in the absence
of an applied potential, as in Fig. 9 [70]. Here, the first three complete voltage
sweep cycles for each monomer are presented in the time domain and they
are numbered. What is immediately clear is that there is no net ∆f change
for the DEDT monomer. This suggests that little or no electropolymeriza-
tion is occurring. On the other hand, for l-tyrosine ∆f decreases with each
successive cycle, indicating a significant level of electropolymerization. These
results are also consistent with the DEDT having formed a film by a self-
assembly process during the pre-adsorption step. The film does not allow
continued diffusion of DEDT monomer to the Pt surface for electroxidation.
On the other hand, the l-tyrosine monomer does not adsorb to the Pt sur-
face. As a consequence, this monomer is able to continue accessing the Pt
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electrode for electropolymerization during the three voltage sweep cycles,
thereby forming a growing film on the Pt surface.

Evidence for Potential-Dependent Ion Mobility in the Films. Another
indication that a film has formed in the DEDT experiment during the ad-
sorption phase prior to applying potential is the presence of the interest-
ing ∆f spikes that occur reproducibly at specific E values within each of
the three voltage sweep cycles. These behaviors are due to reversible ef-
fects most likely resulting from soluble ion flows in and out of the film. In
sodium phosphate buffer at pH 6.5, the H2PO4

– and HPO4
2– anionic species

predominate and Na+ is the cation. Therefore, these would be expected to
be the predominant soluble counterions available for electrophoresis during
the applied potential phase. Most likely, these ions account for the complex
pattern of reversible potential-dependent ∆f spikes present in each voltage
sweep cycle. Of course, the α-NH3+ present on monomers within the ad-
sorbed/electropolymerized mass of DEDT film may also be responsible for
some of the characteristic spikes, although they are likely to possess a lower
mobility within the film. For l-tyrosine the overall relative f change increas-
ing then decreasing within each cycle is similar to the DEDT pattern, but
the ∆f spike behavior is almost entirely absent. This behavior is consistent
with the observed lack of any significant mass of pre-adsorbed film in that
system that would give rise to a significant mass of bound ions capable of
potential-dependent mobility behavior. This ability of the EQCM to observe
complex potential-dependent ion mobility is another example that illustrates
its unique capability not only to monitor the process of forming films, but
equally to characterize interesting physicochemical behavior in those films
once formed [113, 114].

Electropolymerization of Monomers. To further investigate the film for-
mation properties of these monomers we compared the electropolymeriza-
tion kinetics of the DEDT, DELT and l-tyrosine monomers at the Pt electrode.
We carried out these experiments at constant + 0.75 V, close to the peak
potential for the monomers under the 0.44 mM phosphate buffer pH 6.5 con-
ditions we used, and higher than the 0.12 mM phosphate used in Figs. 8,
Fig. 9, and 10. In a series of experiments not shown here, we measured the
∆f and ∆R as a function of time at different monomer concentrations. For all
the EQCM experiments with DEDT and DELT, these monomers exhibited de-
creasing ∆f , with a gradual lessening of the decrease to nearly a constant ∆f
by around 3 h at + 0.75 V. For all of these film formation experiments, there
was no change in ∆R, indicating that the energy dissipation remained con-
stant during the entire process of film formation. This agreed with our previ-
ous demonstration that no significant energy dissipation at this pH occurred
for DEDT films formed from monomers spontaneously self-assembling on
gold in the absence of an applied potential in Figs. 3 and 4. For l-tyrosine
at 3 mM, ∆f decreased by ∼ 500 Hz at 3 h and ∆R was unchanged, indicat-
ing no change in energy dissipation for the film being formed. As a summary
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Fig. 11 a Dependence of the films’ final measured ∆f shifts on the monomer concentra-
tion during + 0.75 V electropolymerizations for DEDT, DELT, and l-tyrosine films. The fit
lines are linear for the l-tyrosine and sigmoid curves for the DEDT and DELT data. The
fit lines are included to simply indicate the data trends. b Dependence of df /dQ calcu-
lated from individual electropolymerization experiments on the monomer concentration
during film synthesis for DEDT, DELT, and l-tyrosine films. A linear fit was used for the
l-tyrosine point and a hyperbolic curve was fit to the DEDT and DELT data to indicate
the data trends. This figure was reprinted with permission from [71]

of all these film electropolymerization experiments, we present in Fig. 11a
a plot of the maximum ∆f decrease at the 3 h condition of the electropoly-
merization experiments vs the monomer concentration present in each of the
experiments [71]. The total ∆f decrease during l-tyrosine electropolymer-
ization was quite small compared to that of both DEDT and DELT isomers,
which exhibited essentially identical behavior. Also, the shape of the plot for
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DEDT and DELT is very different from that of the l-tyrosine. The ∆f de-
crease indicative of film formation for DEDT and DELT is initially very steep
at low concentration followed by a leveling off or saturation of the decrease.
The 0.05–0.10 mM range, where saturation behavior roughly occurs under
these conditions, is close to the cmc. This saturation behavior makes sense,
since above cmc, the free monomer concentration available for oxidation at
the electrode, remains constant.

Electropolymerization vs Adsorption Contributions to Film Formation.
In order to use the EQCM to gain further insight into the relative contribu-
tions to film formation from adsorption vs electropolymerization, we have
plotted in Fig. 11b the quantity df /dQ vs monomer concentration during
film formation. Plots were made of the ∆f vs charge Q passed at the elec-
trode during each of the electropolymerization time-course experiments (not
shown) and from the linear portions of each plot the slopes, df /dQ, were
calculated (all plots had R2 > 0.97). In using df /dQ from these plots the as-
sumption was made that there was a constant steady state charging current
set up soon after electropolymerization started, which could therefore be ig-
nored. For each monomer, the df /dQ values reflect the relative amounts of
total mass deposited per unit of total charge transfer. Therefore, the total
charge reflects the extent of electropolymerization. Clearly, both DEDT and
DELT have increasingly greater df /dQ values with increasing monomer con-
centration compared to a small value for l-tyrosine. In fact, at 0.33 mM the
df /dQ values are 1.50 for DEDT and DELT compared to 0.0144 for l-tyrosine.
This indicates that there is a 104-fold greater mass deposition for DEDT and
DELT/electron transferred at the Pt electrode than for l-tyrosine/electron
transferred [71].

We believe that this striking df /dQ difference is due primarily to two
factors. The first is the significant level of adsorption of DEDT and DELT
monomers to the Pt electrode in the absence of electropolymerization, as
we saw in Figs. 9 and 11a. This contributes to the major fraction of the
mass increase and f decrease, irrespective of any electron transfer occurring.
The second factor is poor film formation properties by the l-tyrosine elec-
tropolymerization products. This contributes to an artificially low df /dQ for
l-tyrosine. The difference between the monomer df /dQ values cannot be
explained on the basis of Faraday’s law and the ratio of the masses of the
two monomers. This ratio is 1.7 (1.7 = 307/182; since for DEDT & DELT =
307 g mol–1 and l-tyrosine = 182 g mol–1) assuming all electropolymeriza-
tion products bound to the electrode. In fact, when Faraday’s law was used to
calculate the monomer masses in each experiment, we obtained values well
below the real values. For most of the DEDT and DELT experiments, calcu-
lated masses of 100–130 g mol–1 were obtained, below the 307 g mol–1 value of
these monomers. For l-tyrosine the discrepancy was even greater. The calcu-
lated monomer mass was 1.53 g mol–1 compared to the actual monomer value
of 182 g mol–1. Thus, the DEDT and DELT films appear to possess less mass
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than expected based upon Q, and the l-tyrosine film even less so, indicat-
ing that little of the electropolymerization product winds up contributing to
film mass on the Pt electrode surface. Self-assembly and electropolymeriza-
tion contribute to surface adsorption for DEDT and DELT films. However, no
self-assembly and Pt adsorption occurs for l-tyrosine monomer. Only upon
electropolymerization do some of the product species adsorb to the Pt elec-
trode. These factors account for a large part of the 104-fold difference seen
between these two monomer types. In fact, l-tyrosine films were studied in
at least one previous report and were found to be poor at forming films under
conditions related to, but not identical to, ours [117]. Certain of the l-tyrosine
reaction products, perhaps those of low molecular weight, may be far more
water soluble than the amphiphilic DEDT or DELT reaction products. Only

Fig. 12 Film stability kinetics for: a 0.31 mM DEDT film, and b 0.326 mM l-tyrosine film.
Following a 3 h film synthesis period and removal of all unreacted monomer, the time-
dependent ∆f and ∆R values for the films were measured during a 15–18 h period to
gauge film stability. This figure was reprinted with permission from [71]
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less soluble higher molecular weight products of l-tyrosine electroxidation
begin to form films on a Pt electrode. This line of reasoning can account for
the very low l-tyrosine monomer mass (1.53 g/mol) determined from experi-
ments using Faraday’s law. On the other hand, for DEDT and DELT monomers
the increasing df /dQ values with increasing monomer concentrations grad-
ually levels off. This must be because as monomer concentration increases,
there is a progressively smaller fraction of film mass added to the Pt sur-
face due to electropolymerization compared to adsorption, since adsorption
of progressively larger aggregates will occur as monomer concentration in-
creases above the cmc.

Film Stability. The monomer mass range we determined for DEDT
and DELT from Faraday’s law (100–130 g mol–1) is below the actual mass
(307 g mol–1). This can result from the fact that only some fraction of the elec-
tropolymerization products formed at the Pt electrode are in fact adsorbed
to the Pt at the end of the experiment. This question concerning the inter-
pretation of df /dQ for these monomers led us to carry out the following
film stability experiment. For a DEDT film formed by the electropolymer-
ization process after 3 h at 0.32 mM (∼ 1180 Hz decrease) and an l-tyrosine
film formed similarly at 0.326 mM (∼ 170 Hz decrease), we examined the ∆f
and ∆R shifts as a function of time in the same buffer but in the absence
of monomer. Figure 12 shows the results of these long term film stability ex-
periments [71]. Over 18 h, the DEDT film has lost ∼ 250 Hz of the ∼ 1180 Hz
mass deposited during synthesis, while the ∆R is unchanged indicating that
no film alteration has occurred to change energy dissipation properties. Thus,
the DEDT film is slowly lost from the Pt electrode while the l-tyrosine film
is stable. From all of these EQCM results taken together, we conclude that for
films from both monomers, not all electropolymerized products are adsorbed
onto the Pt electrode. However, there is a greater overall mass of film formed
and retained for DEDT and DELT films than for the l-tyrosine film. The dy-
namic film stability seems to be greater for the thinner l-tyrosine films once
they have formed, with DEDT and DELT films being slowly lost from the sur-
face. The DEDT and DELT film mass slowly lost from the surface is likely to
result from the purely adsorbed component, comprised of monomer species
that did not undergo electropolymerization.

4
EQCM Use in Studying Biochemical Processes, Biomimetic Systems
and in Creating Biosensors

The versatility of the QCM and EQCM techniques for studying mass deposi-
tion in the absence of any prior chemical labeling in the system of interest,
have permitted them to be used to study a wide variety of biologically re-
lated processes and systems. These include: biomimetic systems, fundamental
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biochemical processes and assemblies involving DNA, proteins and other
molecules, and the creation of biosensor systems where biological recogni-
tion and reporter components have been integrated into a piezoelectric-based
signal transduction strategy. A number of review articles describe the appli-
cations of QCM in these areas [12, 18, 20–24]. We discuss briefly in the next
section some selected examples of these different application types.

4.1
Studying Biochemical Processes and Biomimetic Systems

In general, as individual biological macromolecules are nearly two orders of
magnitude larger in mass than small molecules, processes involving them
are easier to detect at low molarities via the mass sensing capabilities of the
QCM. Therefore, DNA, proteins, antibodies, glycoproteins, and lipid mem-
brane assemblies have all been studied in various ways at the quartz crystal
surface, using a variety of immobilization strategies and often in complexes
with other non-biological polymers. The QCM and EQCM have been ap-
plied to studies of certain types of biomimetic systems. Examples of the
range and properties of biomimetic systems studied include: characterizing
film properties such as energy dissipation, phase behavior, adhesion and wa-
ter content for protein monolayers and multilayers following their formation
on surfaces [42, 118, 119], ion channeling phenomena in model membranes
studied with the EQCM [120], lipopolysaccharide phase behavior influenced
by an antibiotic [121], small molecule disinfectant activity correlated with
its adsorption by a synthetic multibilayer membrane [122], the reversible ad-
sorption of Annexin A1 protein onto lipid bilayers [123] (Chap. 8 in this
volume), the attachment to the QCM surface and behavior of vesicles and
liposomes [124], studies of a bioadhesion model for the glycocalix, the biolog-
ical lipid–protein bilayer complexed with cytoskeleton [125], and the creation
of gold nanoparticles by electroreduction of AuCl4– ions bound to periodic
lipid arrays on the EQCM surface [126].

Nucleic Acid Systems. The QCM has been used to study a number of
fundamental biological processes. For example, DNA hybridization has been
examined where an immobilized probe strand and its complementary strand
in solution were observed to possess values for a second order association
rate constant and a first order dissociation rate constant that corresponded
to their free solution values [18, 127] (Chap. 6 in this volume). Changing
physicochemical properties of DNA occurring during hybridization were
measured [128, 129], as were the DNA-PNA hybrids formed [130]. Forma-
tion and properties of DNA–drug complexes have been determined for the
covalent cis-platin complex [131, 132] and non-covalent intercalating drugs
nogalomycin [133] and Hoechst 33258 [134]. DNA- and RNA-protein com-
plexes have also been studied [133, 135, 136]. The EQCM has been used to
first monitor the electrostatic binding of DNA to fatty acid amine films, then



400 K.A. Marx

to carry out the electroreduction of DNA-bound gold cations to form gold
nanoparticles [137]. This represents a method to both create nanoparticles
and a potential mass amplification strategy for sensing.

Protein and Enzymatic Systems. Proteins have been studied with the QCM
and EQCM in a variety of contexts that are relevant to their complex physi-
ological environments and biological properties. For example, the process of
blood clotting has been examined on the oscillating quartz surface [41, 138].
The mass sensing as well as energy dissipation measurement capabilities of
the QCM make it unique in its ability to measure blood clotting kinetics. Not
only the mass of clotted protein, but the changing viscoelastic properties of
the clot were followed in these studies. The biocompatibility of new materi-
als surfaces have been studied with the QCM-D device [139, 140]. Examples
of protein–protein interactions have been studied with the QCM and include
systems as diverse as antibody–antigen protein interactions [141–145] and
glycoprotein–protein interactions [122, 146, 147]. An affinity ligand method
was developed to selectively bind and purify enzymes such as lysozyme
using an aminoglycoside antibiotic (kanamycin) immobilized on a QCM sur-
face [148, 149].

As described previously in Sect. 2.2, enzyme catalysis has been measured
from the standpoint of following polymer product forming activity [67]. This
study demonstrated the advantage that the QCM provides through its abil-
ity to measure both mass and energy dissipation behavior under conditions
of optical opacity in the system. In another example, the synthetic activ-
ity of a vanadium-dependent bromoperoxidase was studied with the QCM
in terms of its ability to crosslink and form the phenolic cell wall polymer
found in the marine alga Fucus serratus [150]. The degradative activity of
certain enzymes has also been measured. For example, the enzymatic degra-
dation rates of poly(l-lactide) and poly(3-hydroxybutyrate) films have been
studied [66, 67], as well as aspects of the enzymatic mechanisms and result-
ing film morphology changes. In another QCM study, the kinetics of DNA
polymerase activity upon immobilized DNA was measured using very mass
sensitive 27 MHz quartz crystals [65, 151]. With this unusually sensitive QCM
setup (described in Chap. 10 in this volume) these investigators found that
they could measure the rate constants for the three separate phases of the
DNA polymerase reaction that are known to exist from other studies.

4.2
Creating QCM-Based Biosensors

Biosensors are a class of sensors designed from the combination of three
basic components. The first is a biological component, possessing the speci-
ficity and efficiency resulting from its evolutionary history. It represents the
molecular recognition or sensing element and may be enzyme or protein, nu-
cleic acid, or living cell. The second component is some molecular method



The Quartz Crystal Microbalance and the Electrochemical QCM 401

of immobilizing the biological component, typically to a surface. The surface
upon which the biological component senses the analyte of interest is often
part of a sensitive signal transduction platform, which represents the third
component. The biosensor is designed so that the platform transduces the
physicochemical signal produced as a result of analyte binding to the bio-
logical recognition component. Finally, the platform creates an analog signal
whose output represents the concentration of the analyte of interest.

A number of signal transduction mechanisms are commonly employed
in different biosensor platforms [12, 152], with the piezoelectric mechan-
ism of the QCM platform being the major focus of this chapter section. As
a platform, the EQCM technique has the advantage that it contributes to two
of these biosensor components. First, it provides the sensitive piezoelectric
mechanism for detecting mass and energy dissipation behavior of the bound
mass. Second, it provides both an electrochemical means for quantitating
electron transfer processes in a sensing format as well as for electropoly-
merizing polymeric surface films that can be used for immobilization of
biological components.

Protein- and Antibody-Based Biosensors. QCM biosensors have been cre-
ated using a wide range of biological components. Many involve the powerful
recognition properties of proteins in the form of antibodies (immunosen-
sors) and the catalytic properties of enzymes (enzyme biosensors). Im-
munosensors have been created to detect analytes ranging in size from small
molecules [144, 149, 153] to whole viruses [9, 154–156]. In the case of small
molecules, lower sensitivity limits are typically a few µg mL–1 of analyte.
A new QCM multicrystal FIA-analysis system (Akubio) has been described as
being capable of sensitively measuring kon and koff rate constants for analyte
binding to immobilized antibodies and proteins [11] (Chap. 13 in this vol-
ume). As few as 20 HSV-1 virions, a large analyte, were detected using a novel
variant of the QCM technique termed rupture event scanning [154, 155]. Here
the acoustic energy associated with rupturing the bond between an immo-
bilized antibody and a bound virus particle was measured, allowing a signal
amplitude range over nearly six orders of magnitude change in virus particle
number.

A number of mass amplification strategies have been developed for QCM-
and EQCM-based biosensors to create more sensitive devices. In particular,
the catalytic properties of enzymes have been targeted for this strategy. Typ-
ically, the analyte of interest is designed to be the substrate for an enzyme
that catalyzes formation of an insoluble reaction product on the QCM surface,
leading to a mass amplification of the analyte reactant signal [157, 158]. An
impressive 0.1 pM detection sensitivity for cholera toxin was achieved using
an enzymatic amplification approach and electrochemical-based signal de-
tection with an EQCM device [159].

Nucleic Acid-Based Biosensors. Nucleic acid biosensors have been cre-
ated most commonly based upon detecting the extent of hybridization of an



402 K.A. Marx

immobilized probe strand by an analyte nucleic acid sequence from an un-
known sample. Sensitivities down to a few nanograms of analyte DNA have
been reported [134, 160, 161]. For example, nanogram levels of mRNA were
detected in an adsorption QCM biosensor of gene expression [162]. However,
mass amplification can lead to more sensitive detection. A 0.1 pM detection
level of an analyte nucleic acid sequence in solution was achieved using the
mass amplification resulting from a biosensor incorporating large liposome
particles during a multistep hybridization protocol [163]. Applications for nu-
cleic acid hybridization biosensors range from analysis of clinical samples,
to basic research studies. For example, EQCM impedance analysis has been
used to characterize DNA damage brought about by a Quercetin-Cu(II) com-
plex [164] and DNA point mutations were sensitively detected via the binding
behavior of MutS, a DNA mismatch binding protein [165]. While we have
concentrated on biosensors formed from some major biological component
types, many other biosensor applications have been created that are too nu-
merous to mention in this chapter.

4.3
Using Electropolymerized Films to Form Enzyme Electrode Biosensors

The EQCM technique not only provides a sensitive piezoelectric platform for
mass and energy dissipation detection, but also an electrochemical means
for quantitating electron transfer processes and for creating polymeric sur-
face films. Such films are valuable for creating biosensors since they can be
designed for the immobilization of biological components. As we illustrated
in Sect. 3, the EQCM provides a valuable tool to monitor the formation and
properties of polymer films formed via electropolymerization strategies.

Enzyme Electrode Biosensors. Here we demonstrate an application for
electropolymerized polymer films in the creation of enzyme electrode
biosensors. In these biosensors the unique advantage of the EQCM technique
is utilized; that is its ability to directly measure electrochemically the re-
dox activity of small molecules, or redox enzymes sensing small molecules
such as H2O2. In these experiments we utilized the same phenolic and
tyrosine-based monomers described in the previous section to create elec-
tropolymerized films on Pt electrodes. Here we have added the enzyme HRP
to solution during electropolymerization. As a result, HRP was physically
entrapped by the growing film during synthesis. Systems such as this one
have been termed enzyme electrodes and they represent a class of biosen-
sors [166]. Probably the best known and most commercialized example of an
enzyme electrode is the glucose oxidase biosensor, sold as a glucose moni-
toring device for personal use [167]. In our system, for those HRP molecules
sufficiently coupled electronically to the Pt surface, the biosensor current at
a specific potential indicates the rate of HRP reactivity for the H2O2 sub-
strate and therefore its solution concentration. We demonstrate this in the
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experiments presented below. The H2O2 reduction reaction, shown below in
Eq. 4:

H2O2 + 2H+ + 2e– HRP� 2H2O (4)

is catalyzed by the HRP enzyme, providing two electrons to H2O2. HRP, be-
ing oxidized in the process, must then be reduced. It can transfer its oxidation
state to appropriate solution monomers, in the type of enzymatic polymer-
ization reaction we described earlier in the HRP experiments in Figs. 2–5.
Alternately, HRP’s original native oxidation state can be regenerated electro-
chemically via direct mediator-less electron transfer from the Pt electrode.
This direct HRP regeneration can be accomplished at relatively low poten-
tials, from – 0.05 to – 0.2 V with respect to the Ag/AgCl electrode [69]. At
a different potential, + 0.85 V, [H2O2] can be directly detected at the Pt elec-
trode by being oxidized to O2. Given the fixed molar reaction stoichiometry
for H2O2 reduction by two electrons required from HRP (1 : 2), the current
measured for this biosensor system is proportional to the rate of HRP ac-
tivity and to [H2O2]. In Fig. 13 we present typical current measurements for
an HRP enzyme electrode formed by physical entrapment of the HRP during
a DEDT monomer electropolymerization at a Pt electrode. In the inset, the
cyclic voltammogram represents the first potential sweeps that readily form
the DEDT polymer film via electron transfer as well as adsorption, as we have
already described in Sect. 3.2. In these biosensor experiments, there is no
electron mediator present and the HRP enzyme electrode can be maintained

Fig. 13 Typical amperometric response of a poly-DEDT film modified sensor to successive
additions of hydrogen peroxide. The sensor was operated at + 0.85 V vs Ag/AgCl in 0.1 M
phosphate buffer, pH 6.5. The inset is the cyclic voltammogram of a bare Pt electrode sen-
sor in the presence of 1 mM hydrogen peroxide in buffer. This figure was reprinted with
permission from [69]
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at – 0.05 V for HRP regeneration detection or at + 0.85 V for direct [H2O2] de-
tection. In Fig. 13, we show an example of data for the biosensor current levels
measured at + 0.85 V at different times in a sequence of additions of progres-
sively greater [H2O2]. At each [H2O2] the current was allowed to equilibrate
to steady state values.

Data of the type presented in Fig. 13 was then used to construct biosen-
sor calibration curves for increasing [H2O2] values. In Fig. 14a we present
a number of examples of [H2O2] calibration curves created using a DEDT
film-HRP enzyme electrode as well as HRP enzyme electrodes created with
DELT and l-tyrosine films. However, these biosensor data were all collected
at the – 0.05 V condition, representing [H2O2] detection by direct HRP re-
generation at the electrode. For all the different electropolymerized film HRP
enzyme electrode biosensors we studied, the measured current values exhib-

Fig. 14 a Current response of thin film modified Pt electrodes incorporating horseradish
peroxide at – 0.05 V to various hydrogen peroxide concentrations, where filled diamonds
are HRP-poly-DEDT films, filled squares are HRP-poly-tyrosine films, open squares are
bare Pt electrode, and open triangles are poly DEDT films; b Current responses to in-
terfering l-ascorbic acid concentrations at + 0.85 V, where filled diamonds are bare Pt
electrode, unfilled squares are poly-DEDT films, and asterisks are poly-phenol films. This
figure was reprinted with permission from [69]
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ited linear increases with [H2O2] down into the sub-mM range, without major
differences in sensitivity. Over the entire concentration range studied, down
to the lowest detectable concentration of 20 µM, the slopes of linear fits of
log I vs log[c] plots, d log I/d log[c], were obtained for HRP enzyme electrode
films formed from all of the monomers presented in Fig. 7 (data not shown).
These slopes represent the different biosensor film enzyme electrode sensitiv-
ities to [H2O2] detection. The poly-DEDT (0.710) and poly-DELT (0.709) films
had the lowest slopes/sensitivities, close to poly-tyrosine (0.715) and poly-
3-nitrophenol (0.712) films, while poly-phenol (0.803) films had by far the
highest slopes/sensitivities to [H2O2]. This may be due to the fact that H2O2
is an uncharged hydrophilic small molecule. The DEDT, DELT, and l-tyrosine
films all possess partial charges at the pH of these experiments and the first
two films also possess hydrophobic moieties making for slower diffusion of
H2O2 in their matrices, compared to the uncharged hydrophilic poly-phenol
matrix.

Interferents at the Biosensor Electrode. One of the problems with these
enzyme electrode biosensors is illustrated by the result for the bare Pt elec-
trode. At this low potential, Pt exhibits evidence for direct [H2O2] reduction
occurring at its surface [168]. Furthermore, dissolved O2 has been shown to
be a problem, interfering with H2O2 measurement at these potentials. How-
ever, in spite of these factors reducing the HRP enzyme electrode sensitivities
at – 0.05 V, this potential condition still produces a better biosensor sensitiv-
ity for [H2O2] than does the + 0.85 V direct H2O2 detection condition [69].

A different type of problem that H2O2 sensors possess when real biolog-
ical samples are tested for [H2O2], is the presence of small molecules that
interfere with accurate analyte determination. Direct [H2O2] electrochemical
determination in clinical samples by a sensor at + 0.85 V, faces the problem
of interfering electroactive species active at that potential such as ascorbate,
acetaminophen, and dopamine [169]. In order to understand how a potential
clinical contaminant might affect our electropolymerized HRP enzyme elec-
trodes, we studied l-ascorbate as a clinically important interfering species. In
Fig. 14b we present the measured currents for two different monomers elec-
tropolymerized on Pt electrodes and the bare Pt electrode in the presence of
increasing [l-ascorbate]. The bare Pt electrode has a significant [l-ascorbate]
response current in the millimolar concentration range. Possessing nearly the
same current/mM response level as [H2O2], l-ascorbate would be a major
interferent to accurate [H2O2] determination in clinical samples. However,
as we see next, the use of electropolymerized polymer films to cover the Pt
surface allows this problem to be overcome. The other two current response
profiles are for a poly-DEDT film created on the Pt electrode and a poly-
phenol film created on the Pt electrode. Both these film-covered electrodes
showed negligible responses to l-ascorbate at all concentrations, under con-
ditions where the smaller H2O2 molecule was able to reach the Pt electrode
and be detected. This is due to this class of phenolic and tyrosine monomer
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based films possessing self-limiting behavior, a property that we discussed in
Sect. 3.2. This is where the polymer chains comprising the film are so tightly
packed that they effectively exclude monomers and other small molecules
from reaching the electrode surface, thereby preventing any electron trans-
fer activity. This self-limiting behavior has been especially well documented
for polyphenol films [170] but we have also shown this to be true for films
electropolymerized from these other Fig. 7 monomers, such as DEDT [69].
Since these two phenol-based films possess very different hydrophobicity and
charge properties, these results suggest that the films’ selectivity allowing
H2O2 diffusion and disallowing the l-ascorbate ion to reach the Pt electrode
is predominantly due to a size exclusion effect.

Enhancing Enzyme Electrode Biosensor Performance by Enzyme Evo-
lution and Direct Coupling of the Enzyme to the Electrode. Performance
enhancements can be achieved in enzyme electrode biosensor systems in
a number of ways. We briefly discuss two approaches that have been used to
this end. In the first, rational methods have been developed to modify pro-
tein and enzyme structures through primary sequence alterations in order
to overcome stability, specificity, and other functional limitations. Directed
evolution is a recent methodology that seeks to modify these molecules by
a repeated process of sequence evolution coupled to a criterion-based selec-
tion protocol applied to each cycle of the evolving sequences [171, 172]. As
an example of these sequence modification approaches, we discuss the widely
used enzyme HRP. This peroxidase possesses a broad substrate specificity,
a property that is atypical of most enzymes [173]. Yet the substrate specificity
was further expanded through a genetic engineering approach to include in-
creased enantioselectivity for oxidation of alkyl aryl sulfides, a substrate that
is not catalyzed by the native enzyme [174].

A second approach to enhancing enzyme electrode biosensor performance
has been the development of enzyme “wiring” to the electrode surface. Ap-
plied potential selectivity of an electron transfer process at an electrode is an
advantage of the EQCM approach that we have already discussed. However,
the advantage is operative only when there is efficient electronic coupling of
the electron transfer species to the electrode surface. The efficiency of elec-
tron transfer is described by Marcus theory where a uniform exponential
decrease in the effective electron transfer coupling results from increasing
distance between the two transfer species [175]. Only recently has evidence
emerged that ordered water molecules around enzyme active sites can facil-
itate electron transfer from the site to produce distance independent electron
transfer rates, but only at intermediate distances for these biological sys-
tems [176]. This report notwithstanding, at a relative short distance from the
electrode surface, electron transfer efficiency drops significantly and nearly
exponentially for most species, including enzymes. For an immobilized elec-
tron transfer enzyme this can be a problem if the enzyme is not sufficiently
close to the electrode surface to efficiently couple electronically. Some inves-
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tigators have used soluble electron transfer mediators to span the distance
and effect coupling, but this 3-D diffusion approach is not nearly as efficient
as the “wiring” approach. Here, the enzyme is immobilized onto an elec-
trode surface or entrapped near the surface and the “linear” electron transfer
coupling is effected by a redox polymer that directly connects the enzyme
to the electrode. An example of a redox polymer is poly(diallylamine), cova-
lently modified with osmium (pyridine)2 redox complexes arrayed periodi-
cally along its length to ensure efficient electron transfer. Poly(diallylamine)
has been used to “wire” immobilized glucose oxidase, lactate oxidase, and
soybean peroxidase to an electrode surface [177]. Use of this polymer allowed
efficient electron transfer from the enzyme to be carried out essentially via
a 1-D transfer scenario along the polymer directly to the electrode surface.
The authors showed that the efficiency of the enzyme coupling electronically
to the surface via this Os redox polymer varied significantly depending on
the method used to carry out the “wiring” process. This undoubtedly resulted
from the fact that some methods yielded much closer contact between the
osmium (pyridine)2 redox groups and the active sites of the immobilized en-
zymes.

4.4
Thin Polymer Film–Peptide Conjugates Created by EQCM for Cell Binding Studies

Electropolymerized thin films have many potential applications. They can be
both electropolymerized on conducting surfaces and then studied in differ-
ent applications using the EQCM. One of their interesting uses is to selectively
promote the binding of living cells via specific ligands located in the films.
Cells on their exterior contain many potential binding sites for specific small
molecule ligands. One important broad class of ligand binding sites are the
membrane-bound protein receptors on the exterior surface of cells that na-
ture has evolved for cell attachment and for cell–cell signaling purposes. In
response to the binding of specific signaling molecules, these receptors can
act as switches effecting changes in the regulation of specific gene transcrip-
tion states. Membrane-bound receptors represent a vast topic area in cell
and molecular biology that is beyond the scope of this chapter section. In
this short discussion we present one important specific cellular membrane
receptor complex necessary for cell attachment, which acts to bind a short
minimum peptide recognition sequence, RGD, contained within the protein
molecule laminin. Laminin is a major protein component of the extracellular
matrix, ECM, that all normal endothelial cells synthesize, secrete underneath
themselves, and then bind too [178]. Endothelial cells express integrins, in-
tegral membrane receptors that possess a binding site for RGD on their
extracellular face. Formation of a complex enables these cells to create a stable
attachment to their ECM. The stable attachment state is a requirement for the
existence of normal cells in vivo and in tissue culture environments. The RGD
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in laminin binds to the integrin membrane receptors on the surface of normal
cells allowing these cells to spread and maintain a normal attachment pheno-
type. Our aim was to first demonstrate covalent linkage of the Arg-Gly-Asp,
RGD, peptide to our poly-phenol derivative films via electropolymerization
in the EQCM, so that the peptides would be available in a subsequent step to
bind to integrins on the surface of cells added to the film under growth media.
The demonstration of binding specificity could lead to a “cassette” type sys-
tem whereby any cell-specific recognition peptide could be covalently linked
to the film by electropolymerization. This would lead to specific attachment
of a cell type with receptors that bound the electropolymerized peptide, but
not other cell types lacking the receptor.

Our synthetic approach to creating this film was to carry out the elec-
tropolymerization of two comonomers, both containing tyrosine derivative
oxidizable groups as we have already indicated schematically in Fig. 7. This
example will be illustrated with the first monomer being l-tyrosineamide, the
amide derivative of the amino acid l-tyrosine, shown in the Fig. 6 schematic.
The other monomer was the tetrapeptide Arg-Gly-Asp-Tyr, RGDY, where
the terminal amino acid l-tyrosine (Y) will undergo electropolymerization
with l-tyrosineamide. We used the EQCM to carry out these comonomer
electropolymerizations for a number of different monomers mixed with the
RGDY tetrapeptides at different monomer ratios. All monomers formed films,
with better films being formed at comonomer ratios that limited the RGDY
monomer ratio in the mixture. Due to space limitations in this chapter,
the comparative EQCM data for these different comonomer ratio films are
not shown. We believe that this RGDY monomer ratio limit effect is due to
the hydrophilic nature of the short tetrapeptide, so that RGDY-rich product
peptides are reasonably soluble “protein-like” complexes that did not bind
particularly well to the metal electrode surface.

As an assay for films electropolymerized at three of the comonomer ratio
conditions, we present in Fig. 15 the light microscopy results following add-
ition, attachment, and growth of bovine capillary endothelial cells on the
different films [179].

For the pure l-tyrosineamide monomer film in Fig. 15a, few cells are found
attached to the film formed on the gold surface. What cells are evident do not
have a normal appearance, but exhibit a spindly neuronal-like spreading be-
havior on the surface. Since this film lacks any RGD recognition peptide, it
would appear that the underlying polymer properties do not encourage a sig-
nificant level or normal type of cell attachment. In the Fig. 15b, cells have
attached and spread on a good portion of the film electropolymerized from
a 1 : 20 molar mixture of RGDY : l-tyrosineamide monomers. Importantly,
there is evidence of good cell–cell contact and the cell monolayer has the nor-
mal “cobblestone” visual appearance exhibited by this cell type. Therefore,
the RGDY covalently incorporated into this film has produced a significant
positive enhancement of the cell attachment and spreading. In Fig. 15c, cells
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Fig. 15 Coomassie blue stained ECs grown on three different electropolymerized films
in three different wells of the ECIS device: a tyrosineamide film; b RGDY : tyrosineamide
(1 : 20 molar ratio) film; c RGDY : tyrosineamide (1 : 3 molar ratio) film. This figure was
reprinted with permission from [179]

have attached and spread everywhere on the film electropolymerized from
a 1 : 3 molar mixture of RGDY : l-tyrosineamide monomers. Here, the sig-
nificant enrichment of RGDY has produced a uniform normal appearing cell
monolayer. Electropolymerization of pure RGDY produced more soluble fully
peptide-like products and a poorly adhering film, as judged by the frequency
behavior of the EQCM experiment. As a result, cell attachment was not pro-
moted under these film conditions (data not shown). These data suggest that
electropolymerization of comonomer mixtures that include cell recognition
peptides can be used in a modular or cassette-like fashion to produce polymer
films adhering to electrode surfaces of various devices, including the EQCM.
By varying the cell-recognition peptide, the films can be used to select and
bind specific cell types for different biosensor applications such as cell QCM
and EQCM drug biosensors [11, 12, 18, 152], helping design tissue engineer-
ing architectures [12, 152, 180], and creating new clinical tissue diagnostic
systems [12, 152].

5
Applications of QCM to Studies of Cell Behavior

Normal cells adhere to surfaces as a requirement for their continued exis-
tence. Cell detachment typically results within hours in the onset of apoptosis
or programmed cell death. Adhesion of cells to a surface is a complex process
and its detailed description is beyond the scope of this discussion. However,
in this short section we wish to briefly discuss both the use of the QCM
to measure interesting aspects of the cell attachment process as well as to
characterize the behavior of fully attached cells in response to changes in
their environment. We believe that piezoelectric techniques have a unique
role to play in the understanding and utilization of these complex cellular
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phenomena. A small number of groups worldwide have examined the use of
QCM, QCM-D and associated impedance techniques to study various aspects
of the cell attachment process to metal-coated quartz crystals [50, 51, 181–
194]. These include straightforward demonstrations of cell attachment as well
as more detailed examinations of the time- and environment-dependent at-
tachment behavior of normal cells and transformed or cancer cells. More
recent detailed studies have begun to establish important aspects of how the
QCM in the impedance mode and using various overtone frequencies can bet-
ter be used to monitor attaching human ovarian cancer cells to underlying
extracellular matrix proteins [51]. Also, investigations using QCM are pro-
viding more insight into some fundamental biological processes undergone
by attached cells, such as the dynamics of exocytosis and dense core vesi-
cle retrieval [189], and shear-induced senescence [195]. In the sections that
follow we focus discussion on our use of the QCM to describe two different
cell systems. The first is a study of experiments exploring the time- and cell
number-dependent attachment process of normal endothelial cells that sug-
gests the operation of cell–cell cooperativity behavior in the initial few hours
of the attachment process [50]. The second is a study of attaching normal cells
to form a cell QCM drug biosensor and then using the biosensor to detect
microtubule-binding drugs [192].

5.1
QCM Studies of Energy Dissipation Changes During the Cell Adhesion Process

In a series of investigations, we have studied the initial process of endothe-
lial cell (EC) adhesion and the subsequent achievement of their steady state
properties on the gold electrode surface of a QCM device [50, 181]. These ex-
periments have been carried out where the solution covering the upper gold
electrode is comprised of cellular growth media and serum and where the
QCM device has been placed in the controlled CO2 environment of a cell
culture incubator at 37 ◦C. In a study of varying cell numbers added to the
gold surface, we demonstrated that consistent calibration curves of ∆f or ∆R
vs numbers of firmly bound cells could be determined [181]. The procedure
involved carefully removing media and serum at the conclusion of an experi-
ment followed by careful washing of the electrode surface with PBS to remove
dead or poorly adherent cells. Then a series of trypsin digestions was carried
out to remove firmly adhering cells by disrupting their integrin receptor–
ECM protein complexes. Electronic counting of all the wash and digestion
steps accurately determined the number of firmly attached cells.

Increasing Energy Dissipation Characterizes the Cell Attachment Process.
The process of cell attachment as monitored by the QCM is rather lengthy,
involving many hours of change before steady state invariant behavior is ob-
served. We have followed this process for normal ECs as well as for other
transformed cell types, but our most detailed studies have been performed
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with ECs. In general, the qualitative features of ∆f or ∆R shift change with
time observed for ECs are found in all cell types [181]. In Fig. 16 we present
a representative ∆f vs ∆R plot of the time course of cell attachment to the
gold QCM electrode surface. Starting at the arrowhead labeled t = 0, where
the cells were added to the device and where ∆f or ∆R shifts are 0, the ECs
sediment within a few minutes to the gold surface. Since each point repre-
sents a successive 1 min interval in the experiment, this time for the ECs to
reach the surface is characterized by a small region of points arrayed horizon-
tally along the pure liquid (ρη)0.5 effect response line. We know from another
study that when the ECs have been added to the solution, there is a lag time
of at least 10 min before they reach the surface and exhibit any attachment via
small changes in ∆f or ∆R [50]. At these times the points are moving along
the pure liquid (ρη)0.5 effect response line. This is the behavior that might
be expected from ECs that have arrived at the crystal surface but have not
yet established significant surface attachments. That they follow this liquid-
like behavior is reasonable since the internal structures of these cells would
be expected to make the solution near the solution–gold electrode interface
mimic solutions of increasing (ρη)0.5 magnitude as the number of ECs ac-
cumulates at the surface. However, gradually with time there is an observed
decrease in ∆f and increase in ∆R, represented by the progression of arrows
in Fig. 16. During the time period of this rapid change in shift parameters,

Fig. 16 ∆f – ∆R diagram representing the time course (arrows) of 30 000 cells added
to the QCM at t = 0. The pure (ρη)0.5 effect line is indicated with the dashed line and
some experimental data points (solid squares) for different % sucrose solutions. The ho-
rizontal solid line indicates behavior for elastic mass binding to the surface. This figure
was reprinted with permission from [181]
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the ECs begin the process of establishing their firm attachment to the surface.
Not only are there rapid changes in shift parameters, but with time the nega-
tive slope slowly increases in magnitude. This signifies an increasing rate of
energy dissipation with time by the ECs. Beyond the region around 45 min,
the ECs begin to exhibit even greater levels of energy dissipation until they
reach an upper limit to their ∆R shift before eventually reversing the ∆f shift
back to around – 500 Hz at 24 h. The magnitude of these parameters repre-
sents steady state attachment behavior for the normal ECs. During this latter
phase of maximum ∆R shift, the ECs have assembled and put in place much
of their internal cytoskeleton and are spread to their final extent upon their
extracellular matrix, ECM [50, 181].

Extracellular Matrix Exhibits Elastic Behavior. The energy dissipation ex-
pressed by the ECs at their steady state may be due to contributions from
the cells as well as the extracellular matrix, ECM, upon which the cells are
attached via integrin–ECM linkages. Therefore, we asked whether the ECM
contributed any significant level of energy dissipation to the overall system.
To answer this question we removed steady state ECs from their underlying
ECM by a chemically gentle process involving three separate EGTA treat-
ments. EGTA is a chelator molecule that removes Ca2+, a necessary inorganic
cofactor that stabilizes the integrin–ECM bond. All ECs have detached from
their intact ECM surface at the end of the EGTA treatments. We demonstrated
that intact ECM remained on the upper gold electrode surface using total pro-
tein staining and immunohistochemical staining of laminin, a major ECM
structural protein [180]. The ∆f vs ∆R shifts, exhibited by the resulting ECM
films from a series of these experiments, were arrayed along a zero slope line
close to ∆R = 0. This is behavior indicative of an elastic mass type of response
on the QCM surface. Nothing like the type of energy dissipation exhibited by
the cells in Fig. 16 was observed for the isolated intact ECM films. This type
of elastic behavior may be exactly what one expects for such a biological film
in vivo. Rather than dissipate energy that could lead to the ECM transduc-
ing mechanical energy into structural and/or chemical damage accumulating
over time, the elastic ECM behavior would make this impossible. This elastic
property may be advantageous to the organism, because its constituent cells
would not be required to constantly repair damage to their underlying elastic
ECM.

Cell–Cell Cooperativity Behavior Exhibited During Initial Attachment at
Low Cell Density. We have also studied the dependence of ∆f and ∆R upon
EC number added to the gold QCM surface. We observed a difference in the
early (1 h) vs steady state (24 h) response of the parameters to varying cell
number in the QCM [50]. At 1 h, both ∆f and ∆R exhibited sigmoid curve
shaped dependencies upon EC number, while at 24 h there was a hyperbolic
curve shaped dependence to the data. Sigmoid behavior is indicative of coop-
erative phenomena in physicochemical systems. For the ECs this suggests that
not at the steady state, but only early in the cell attachment process, does suc-



The Quartz Crystal Microbalance and the Electrochemical QCM 413

cess in attachment with the concomitant expression of ∆f or ∆R shift values
rely non-linearly upon sufficient numbers of ECs being present upon the sur-
face. We verified this supposition by using light microscopy to demonstrate
that at equivalent times 1–3 h following seeding of ECs, the firmly bound cells
at low density remained rounded, indicating poor progress in the attachment
process [50]. By contrast, at equivalent times those at higher densities demon-
strated more spread shapes with protruding cellular processes that indicated
they were farther along in the attachment process. We believe that the cells
express this cell–cell number cooperativity in their attachment behavior via
long processes that they use to sense the number of neighboring ECs in their
vicinity. That this cooperativity phenomenon should exist makes sense since
these normal ECs, both in vitro and in vivo, establish native monolayer struc-
tures in which the cells maintain close cell–cell contact as part of their normal
phenotype, as is shown in Fig. 15c.

5.2
Cellular QCM Drug Biosensors

Among the many potential uses for the QCM, its ability to directly detect
small molecules or the effects of small molecules binding to molecular recog-
nition elements on the crystal surface, make the technique well suited for
a variety of biosensor applications in the area of drug discovery. A number
of recent reviews describe such applications [11–13, 18]. At their simplest,
these drug discovery approaches involve the specific detection of individual
small analyte molecules of pharmaceutical interest. In drug characterization
and drug target-based assays involving target systems such as important cell
surface protein receptors, the testing of small drug candidates’ binding to
the isolated and immobilized targets is carried out. A more complex and
information-rich drug QCM biosensor utilizes immobilized living cells con-
taining the drug target to monitor drug effects (a cell biosensor). We have
created a cell QCM biosensor in order to illuminate how the complex bio-
logical drug effects that occur within living cells may be measured and thus
exploited in useful ways. Drug effects in vivo can involve biological responses
from multiple interacting cellular subsystems or proteins within cells. The bi-
ological complexity of these coupled systems is not necessarily captured by
studying the response of single isolated biological targets – even where the
correct primary biological target for that drug in the cell is being studied.
Therefore, there is real value in the use of living cells to create information-
rich cell biosensors. We next briefly discuss our use of the QCM to create
a cell QCM drug biosensor system that detected the complex cellular response
of normal endothelial cells attached to the QCM surface to added drugs that
bound to and affected the intracellular microtubule system.

Our efforts to create a cell QCM biosensor focused initially on charac-
terizing the early attachment behavior of normal endothelial cells as well as
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their steady state adhesion properties and the relationship between the meas-
ured QCM parameters (∆f and ∆R shifts) and the number of cells actually
bound to the surface [50, 181]. These studies were summarized in the pre-
vious section of this chapter. Having characterized the steady state behavior
of endothelial cells, we next investigated whether cells bound to the QCM
surface under these conditions could function as the biological recognition
elements in a biosensor. To carry this out, we decided to study small and
large molecules whose effects on these cells were known. The small molecules
we studied were nocodazole and paclitaxel [192]. Both molecules bind to
tubulin sites on the intracellular microtubule structures, but have very differ-
ent effects. Nocodazole dissociates the microtubules to the monomer form,
while paclitaxel hyperstabilizes the microtubule structures. Also, using the
cell QCM biosensor we studied the biological activity of a large protein, the
cytokine FGF that binds a cell surface receptor on ECs with subsequent initi-
ation of growth [181].

In a study of nocodazole effects, the cell QCM biosensor revealed a signifi-
cant ∆f shift magnitude decrease, nearly 100% that of the initial steady state
signal [192]. This biosensor response resulted from complete disruption of the
intracellular microtubules. This disruption of intact microtubules produced
a loss of the well-spread state of the cells, leading to a more rounded smaller
shape. It was accompanied by a concomitant loss of viscoelastic behavior at
the QCM surface and a greater effective coupling of cellular mass to the QCM
surface. A typical sigmoid shaped drug dose response curve was observed for
nocodazole with a midpoint at around 900 nM of the drug. We also observed
in this study, via fluorescence light microscopy of stained intracellular actin,
that the nocodazole concentration producing the maximum ∆f decrease ef-
fect on the surface attached cells had a dramatic effect on the appearance of
the cells. The cells lost their normal monolayer morphology of closely con-
tacting, well-spread cells. The cells appeared smaller, more rounded, had lost
most of their cell–cell contacts and had their normal actin microfilaments re-
arranged to form peripheral actin stress fibres [192]. This visual appearance of
the cells is consistent with the loss of intracellular microtubules that are criti-
cal to stabilizing the spread morphology of the cells. Even at as little as 330 nM
nocodazole, the cells’ shape and cytoskeleton were observed to be altered.

In a related study focused on the dynamics of the nocodazole response
of the cell QCM biosensor, we observed that the ∆f shift alteration kinetics
could be fit by a single first-order exponential relationship [193]. In all cases,
the response to nocodazole was complete by around 5.5 h and the t0.5 of the
fit equation averaged 0.83 h, irrespective of the nocodazole concentration we
studied. These results strongly suggest that a single dynamic system within
the cells, the disruption of the microtubules, was responsible for the biosensor
response we observed. All these results suggest that the cell QCM biosensor
is revealing important information regarding the complex response of cells to
drugs that affect components of the cell’s cytoskeleton.
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Paclitaxel and docetaxel are both members of a class of taxane molecules
that have been developed for the chemotherapeutic treatment of many hu-
man cancers [196]. Currently, there is no assay to reliably predict tumor
responses to taxanes prior to chemotherapy. We adapted the QCM to study
responses of human mammary epithelial cells to the taxane molecules pa-
clitaxel and docetaxol [197]. When these two microtubule hyperstabilizing
drugs were studied with the cell QCM biosensor, we observed, not surpris-
ingly, little change in ∆f , even in the physiologically active dose range. There
were small ∆f decreases and ∆R increases until around 6 h after drug add-
ition, whereupon distinct reversals of ∆f and ∆R shift occurred. These ∆f
and ∆R shift reversals accurately predicted the onset of apoptosis, a fact that
was confirmed by comparison with the drugs administered to the same cells
in parallel conventional assays. Our cell QCM biosensor analysis also accu-
rately predicted that docetaxel was more effective than paclitaxel and that
MCF-7 cells were more resistant to these molecules than MDA-MB-231 cells.
These studies suggest important cell biosensor applications like the follow-
ing: The cell QCM biosensor could be used to produce signature patterns
for taxane responsitivity of particular cell types, including diagnosed tissue
biopsies. These signatures could then be compared to those of cells from
new patient biopsy samples used to construct the biosensor, in order to pre-
dict a patient’s therapeutic outcome prior to drug treatment. In this way, the
biosensor could be used by an oncologist as a diagnostic tool for helping
decide between different chemotherapy options in the clinic.

The effects of large biologically active molecules can also be detected with
the cell QCM biosensor. For example, we studied the response of normal
endothelial cells at their steady state on the biosensor surface to the ad-
ministration of 3 ng mL–1 fibroblast growth factor (FGF), a known growth
stimulating protein for these cells [181]. The effect of FGF upon the steady
state endothelial cells was to produce a steady decrease in the measured ∆f
expressed by the cells, going from – 300 Hz to – 800 Hz over a period of 48 h
after FGF addition. The magnitude of this steady ∆f decrease exactly mir-
rored the increase in cell number due to cell growth and division that was
measured independently by electronic cell counting in a parallel experiment
using the same initial cell density and FGF concentration.

We believe that the QCM as a signal transduction platform offers real ad-
vantages over other platforms for studying drug effects in living cells. For
example, a drug’s effect on whole cells can have consequences for entire cellu-
lar subsystems that then contribute to the biosensor signal. This can effectively
represent a signal amplification by the cell, since it involves the intact inte-
grated metabolically driven biological machinery responding to the drug. This
cell response can be contrasted with just the localized drug response effecting
specific attached labels, as is the case in optical based biosensors for example.
We believe that cell QCM biosensors offer particular advantages for studying
drug effects targeted to the major components of the cellular cytoskeleton.
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6
Future Prospects

A number of technology developments can be identified that promise to
advance the applications of QCM and related piezoelectric resonance tech-
niques. These involve modifications in the QCM device, the crystal, as well
as in the systems under study and their methods of analysis. Some of these
approaches have already begun to be studied and implemented. The spe-
cific areas of these improvements include: increasing mass sensitivity, hybrid
devices and novel resonance techniques, enabling determination of the ki-
netics of processes, use of cells as information-rich sensing elements, and
applying data mining techniques to provide accurate analyses and outputs
from complex sensor inputs in future devices. We briefly discuss each of
these below.

Increasing Mass Sensitivity. A few reports have described the use of higher
oscillating frequencies to achieve more mass-sensitive QCM platforms [8, 9].
Especially in the latter reference, a significant improvement in mass sensi-
tivity by a factor of f 2.8 was demonstrated over the frequency range studied.
However, as noted by these investigators, the thinner crystals required to
achieve the higher frequencies make them problematic for routine use. There-
fore, 27 MHz seems to represent a practical upper limit at the present time.
Higher frequencies may be less problematic in other oscillating sensor de-
vices such as microcantilever arrays [3–7].

Besides frequency increases, another way that some investigators have in-
creased the mass sensitivity of standard QCM crystals is by modifying the
metal surface of the crystal. Improvements in mass sensitivity of > 2.5-fold
have been measured using micromachined surfaces [13] and for electrode-
posited gold surfaces that increase the surface area due to increased poros-
ity [14]. For a process where the effective surface area is the limiting factor
in mass sensitivity, the latter type of approach is of particular importance
for future applications. It remains to be determined whether a systematic
examination of creating microscale or nanoscale surface features on the upper
electrode of the QCM crystal can reveal as yet unobserved increases in mass
sensitivity.

Mass amplification is another strategy to increase the mass sensitivity
of a standard QCM device and crystal. Such approaches commonly involve
enzymatic catalysis to greatly increase either the rates of electron transfer
processes in EQCM applications or to increase rates of insoluble mass de-
position as the product of an enzymatic reaction [157–159]. However, mass
amplification can also involve the use of larger mass objects binding to the
QCM crystal, such as gold particles. We expect that future studies will con-
tinue to adapt these general mass amplification strategies to specific systems.

Lastly, an increase in mass sensitivity can be achieved through measure-
ment modification. For example, by examining the higher harmonics of the
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crystal, an increased mass sensitivity for cells binding to the quartz crystal
surface was recently demonstrated [51].

Hybrid Devices and Novel Resonance Techniques. Combinations of the
QCM with other techniques and novel variations of the standard QCM res-
onance technique have recently provided interesting advances in the study of
different systems. One such approach is the relatively new QCM-D technique,
a discontinuous resonance decay approach for obtaining energy dissipation
behavior of film surfaces [198]. We believe that this convenient device for
measuring the viscosity, elasticity, and thickness of films will continue to ex-
pand in popularity for film characterization.

A hybrid QCM/calorimetry device, Masscal, has been developed re-
cently [199]. This technique combines the mass measurement change upon
gas adsorption with the accompanying isothermal heat flow that allows
a molar binding enthalpy to be determined. Various thin film chemical and
biochemical systems have been studied, such as the hydration isotherms
and associated hydration enthalpies determined for the immobilized enzyme
lysozyme [200].

The unique and sensitive resonance scanning technique, rupture event
scanning, has been recently reported [155] and is the subject of Chap. 13 in
this volume. For relatively large mass analytes like viruses, bound to an an-
tibody on the QCM surface, this bond “rupture” technique has allowed the
detection of varying numbers of viral particles over a range of more than five
orders of magnitude in concentration, down to a demonstrated single virus
particle detection level.

By combining complementary analysis techniques with QCM, novel in-
sights into the contact mechanics properties of films can be obtained. It has
been shown that a change in the resonant frequency could be linearly related
to the change in contact area between a hemispherical cap shaped gel and
the crystal surface [201]. Utilizing this contact mechanics approach, elastic
polymeric materials can be studied, as well as the effects of changes in sol-
vent and energy dissipation properties of the materials [202]. Also, a novel
combination of the QCM with the surface force apparatus has allowed the
contact mechanics scenario to be augmented with measurements of the in-
terfacial friction of systems driven by the lateral oscillations of the quartz
crystal [203, 204].

Observing the QCM mass determination of polymer films of known hydra-
tion properties within a humidity chamber has allowed investigators to create
an accurate microosmotic pressure device for determining the hydration level
of biological tissue samples undergoing swelling [205]. The superiority of this
device resulted from its use of quite small tissue samples (< 1 mg), its rapid
equilibration time, and its ability to measure variable hydration levels and os-
motic pressure behavior in different local regions of inhomogeneous tissue
samples. Lastly, it is worth mentioning that a plug-in PC version of the QCM
device makes the use of QCM, especially for field applications, even easier
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since the operating power for the QCM device comes directly from the USB
port of the PC acquiring the data [206].

Enabling Kinetic Determinations. Up to the present, with a few notable
exceptions [65, 207], there has been little reporting of absolute reaction rates
and rate constants for processes studied via QCM. This capability is now
available in the RAPid device (Akubio), a multi-well QCM system utilizing
flow-through cells for rapid changes of reagents. It is described in Chap. 13 in
this volume. The device software allows for quantitative kinetic descriptions
(k1, k–1 and K), enabling mechanistic insights into all aspects of complex for-
mation between immobilized and solution species [20]. The QCM-D device
also has the software capability to obtain rate data for processes under study.

Living Cells as Information-Rich Sensing Elements. Living cells possess
a complete set of evolved intelligent properties that make them ideal can-
didates for information-rich sensing components in biosensors [152]. It is
for this reason that we have studied the adhesion and steady state proper-
ties of cells in the QCM device [50, 180, 181] and have demonstrated that the
cell QCM biosensor can function as a novel biosensor for drug discovery
applications [191–193]. We believe that the integrated systems level behav-
ior of the macromolecular components present in living cells, representing
targets for potential drugs, can function in biosensors to provide unique
information. This information may not be available from tests carried out
with the isolated macromolecular target in standard assays of the type rou-
tinely used in drug testing. Also, using the cell QCM biosensor we have
described the unique temporal ability of cells to describe different phases
of cancer cells’ responses to the cancer chemotherapeutic drugs taxol and
docetaxel [197]. These results suggest the potential of the QCM technique
for use in examining the behavior of populations of individual cells released
from cellular biopsies to aid the oncologist in a patient’s diagnosis, as well
as to aid the oncologist in prescribing chemotherapy regimens for treatment
of a patient’s tumor.

Applying Data Mining Techniques to Provide Accurate Analyses and Out-
puts from Complex Sensor Inputs. Data mining techniques include a variety
of machine learning clustering and classification algorithms. When these are
combined with high dimensional data visualization techniques, they allow
the analyses of huge multidimensional datasets to discover trends and non-
linear relationships that humans unaided are unable to perceive. These data
mining techniques have become necessary for the analysis of large biological,
biomedical, and drug discovery related datasets. We have used data mining
integrated with high-dimensional visualization techniques to carry out ana-
lyses of large datasets such as the nucleic acid microarray analyses of gene
transcripts in cells [208] and the analysis of the cancer cell response effects
of the large National Cancer Institute cancer compound library [209]. We and
others [210] have demonstrated that important discoveries in such datasets
can only occur through the use of data mining techniques.
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We believe that data mining techniques will find utility in the future in
determining accurate outputs from complex piezoelectric sensors yet to be
developed. In the future, ever more complex biosensors and chemical sensors
will be created on piezoelectric platforms. The accurate analyses of complex
multidimensional inputs from such sensors may critically depend upon the
use of machine learning algorithms. Such algorithms will “learn” to identify
characteristic non-linear features of the inputs and associate them accurately
with particular outputs (classification activity), such as an analyte concentra-
tion, that are then reported to the end-user.
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Abstract In recent years there has been an exponential growth in scientific reports in
which the quartz crystal microbalance (QCM) technique plays a key role in elucidating
various aspects of biomacromolecular recognition reactions. In this short overview, the
key steps in the development of a special variant of the QCM technique, generally named
quartz crystal microbalance with dissipation monitoring (QCM-D), are summarized. The
key feature of the QCM-D technique, in comparison with the traditional variant, is that,
in addition to changes in resonance frequency, f , it also provides simultaneous measure-
ments of changes in energy dissipation, D, induced upon interfacial reactions. Although
these two parameters can be measured in various ways, focus is herein put on a means
to obtain temporal variations in f and D by probing the decay of the crystal’s oscillation
after a rapid excitation close to the resonance frequency. By highlighting studies focusing
on (i) DNA immobilization and subsequent hybridization, (ii) supported cell membrane
mimics, and (iii) more complex situations, such as systems displaying film resonance be-
havior, we highlight both technical and theoretical aspects that have been essential for the
increasing popularity of the QCM-D technique. Hence, far from all existing literature will
be covered, and this contribution should therefore be read as a brief overview, rather than
a comprehensive review, focusing on key components responsible for the high potential
of the QCM-D technique to contribute to biointerface science in general, and the fields of
research devoted to primarily biomacromolecular interactions in particular.
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1
A Brief QCM History

In 1959, Prof. Günter Sauerbrey at Physikalisch-Technische Bundesanstalt,
Berlin, Germany [1] demonstrated that upon adding mass to a QCM sen-
sor surface there is a frequency decrease, which is proportional to the added
mass, provided that the mass is (i) small compared to the weight of the crys-
tal, (ii) rigidly adsorbed, and (iii) evenly distributed over the active area of the
crystal. The linear relation between changes in frequency, ∆f , and adsorbed
mass, ∆m, is therefore often refereed to as the Sauerbrey relation:

∆m =
C
n

∆f , (1)

where C = tqρq/f0 (≈– 17.7 ng Hz–1 cm–2 for a 5 MHz crystal) and n (= 1,
3, ...) is the overtone number. Of note, the sensitivity factor C varies as the
square of the frequency (tq ∝ 1/f0); a 10 MHz crystal has a sensitivity of
(≈ – 4.5 ng Hz–1 cm–2). This sensing principle, schematically summarized in
Fig. 1, was originally utilized almost exclusively for gas-phase and vacuum
applications, the most common use being as a film thickness monitor during
film depositions in vacuum systems. Other recent applications were for meas-
uring dry etching rates, oxidation rates of metals, and various gas adsorption
and sorption phenomena (see e.g. [2] and references therein). These applica-
tions are all built on the fact that the technique has much below monolayer
sensitivity for gas adsorption and desorption phenomena, when temperature
and other perturbations such as mechanical vibrations, stress, or tempera-
ture gradients etc. are controlled. The vacuum environment is ideal from that
perspective.

Fig. 1 The QCM principle. An applied voltage over an (AT-cut) quartz crystal induces
a shear strain in the quartz. The direction of the strain depends on the polarity of the
applied field, which means that a mechanical resonance can be excited if the frequency of
the applied voltage generates a standing wave with antinodes at the crystal’s interfaces
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The work in 1980 by Nomura and coworkers at Shinshu University,
Nagano, Japan, demonstrating that the QCM could also be used for liquid-
phase applications [3], paved the way for numerous new applications in the
liquid phase and especially in electrochemistry and biotechnology; in the lat-
ter case primarily for various biosensor applications, as recently reviewed
by Janshoff et al. [4]. It was soon realized, however, that in many of these
studies, the adsorbed/deposited films do not fulfill the assumptions under-
lying the Sauerbrey relation. In particular, the combined effect of hydration
water and/or water trapped between adsorbed species, and the non-rigid
character of many polymers/biomolecules, induces frictional (viscous) losses
in the deposited sample film, and thus a damping of the crystal’s oscilla-
tion. When the damping in the deposited film becomes sufficiently large, the
simple linear relation between ∆f and ∆m is no longer valid. This leads to
two new requirements to maintain the technique as a useful sensor tech-
nique, namely (i) technical solutions that provide information not only about
changes in resonance frequency, but also changes in energy dissipation, D,
of the oscillating system, and (ii) suitable theories to make full use of this
new information.

1.1
Utilization of the Full Potential of the QCM Technique

Information about changes in D can be obtained via either impedance spec-
troscopy [4], or alternatively, as done in previous work by our group, by
recording the oscillation decay of the freely oscillating crystal after rapid exci-
tation at resonance [5]. In the former case, the damping of the crystal, which
is the inverse of the Q-factor, is obtained by measuring the width of the res-
onance peak; the larger the damping the broader is the resonance peak. The
alternative way, described below, is to measure the decay of the oscillation
amplitude for the freely oscillating sensor crystal. In this case, the decay time
constant is instead inversely proportional to the resonance width and thus
the damping of the crystal. However, these two parameters (f and D) alone
are not sufficient to translate the measured response into a physical repre-
sentation of the probed systems, such as thickness, density, viscosity, and
elasticity. A pioneering step in that direction was taken in the mid-1990s
by Johansmann (now at Clausthal University of Technology) demonstrating
a theoretical description capable of representing the QCM-D response for vis-
coelastic films probed in either air or liquids (see Chap. 2 in this volume
and [6]). In parallel work, we [7] and others [8] utilized the multiparameter
information contained in f and D measurements with analogous viscoelas-
tic representations, capable of providing information about not only coupled
mass, but also about changes in the viscoelastic components of adsorbed
films (Sect. 2 for illustrative examples).
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1.1.1
Technical Solution for Combined f and D Measurements

In this section, we describe briefly our solution for obtaining simultaneous
measurements of f and D at multiple harmonics, and with good time reso-
lution, as schematically illustrated in Fig. 2.

The principle of the measurement is to periodically switch on and off the
driving power to the sensor and to record the output voltage from the freely
decaying oscillator. To a very good approximation, the amplitude of oscilla-
tion decays exponentially in time, while the driver circuit is disconnected.
The decay of the QCM oscillation is recorded on a digitizing oscilloscope
using a low- or high-resistance probe, which ensures that the crystal decays
close to its series or parallel mode, respectively [9]. The decaying voltage out-
put from the crystal, which has a frequency given by the resonance frequency
(f0) of the crystal (in our system most often ∼ 5 MHz), is mixed prior to read-
ing with a constant reference frequency (fr) (which is about 100 kHz lower
than f0) and filtered in a low-pass filter with a cut off frequency of ∼ 500 kHz.
The output signal is thus the difference frequency, f , between fr and the QCM
oscillator (sensor) frequency, f0, i.e., in the order of 100 kHz. The recorded
signal, A(t), is then transferred to a computer, where a numerical fit to an
exponentially damped sinusoidal is performed:

A(t) = A0 et/τ sin(2πft + α) , (2)

where f (= f0 – fr) is obtained directly and D via the relation:

D =
1

πf τ
. (3)

Fig. 2 QCM-D measurements. The key components are (i) the sensor crystal (QCM)
mounted in a measurement chamber with facilities for batch or flow mode measurements
in liquid or gas, (ii) the drive electronics (relay and signal generator) and (iii) the record-
ing electronics (probe, reference frequency, filter) including data-handling and software
(analog-to-digital converter and computer)
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The energy dissipation is a dimensionless quantity defined as:

D =
1
Q

=
Edissipated

2πEstored
, (4)

where Q is the quality factor, Estored is the energy stored in the oscillating
system and Edissipated is the energy dissipated during one period of oscilla-
tion. A graphic representation of combined f and D measurements is shown
in Fig. 3.

In this way simultaneous measurements of both f and D are performed
with a repetition rate of typically 1 Hz. Alternatively, the measurements can
be alternated between different harmonics of the crystal (n = 1, 3, ...), thus
allowing measurements of the frequency dependence of the QCM response.
These are valuable in order to compare the experimental observations with
theoretical representations (Sect. 1.1.3). The resolution in f and D (as de-
fined above) in liquid environment is typically < ±0.1 Hz and < 1×10–7,
respectively, while in vacuum or air it is at least a factor of ∼ 10 better. As
a comparison, the shifts in f and D, for a typical protein, vesicle or cell
adsorption measurement is 10–100 Hz and 0.5–10×10–6, respectively, and
generally one order of magnitude larger for thick (> 100 nm) and soft poly-
mer films (Sect. 2). Consequently, sensitivity has not been the limiting factor
in most applications so far, although this does not mean that sensitivity might
not be an issue in future applications aiming at, for example, drug-receptor
interactions, when one of the interacting components is orders of magnitude
smaller than the other.

Fig. 3 Rapid excitation of a QCM near resonance, followed by an exponentially damped
sinusodial wave after rapid disconnection of the excitation frequency
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Furthermore, the measurement chambers for liquid phase measurements
must be constructed with special attention primarily to temperature stabil-
ity and mechanical stress induced on the crystal when mounted. Thereby
temperature- and pressure-induced transients in f and D can be avoided
when, e.g., one liquid is replaced with another. In order to obtain reliable data
in conducting salt solutions it is important to pay attention also to capaci-
tive leakage over the crystal. This is taken care of by measuring in the series
mode (see above) and/or by having the side of the crystal facing the liquid
completely covered with the electrode material [10].

The original setup and measurement chamber briefly described above
has later been improved in a number of ways in a commercial instrument
(Q-Sense, Göteborg, Sweden) that is now also used in most of our measure-
ments.

1.1.2
Operation of the QCM-D Technique at Elevated Amplitudes

An often raised, but rarely addressed, question with respect to applications of
the QCM technique is whether the shear oscillation of the sensor surface in-
fluences the adsorption kinetics or binding events being studied. Motivated
by this uncertainty, as well as by the possibility of using elevated ampli-
tudes to influence and steer specific biomolecular interactions, as pioneered
by Klenerman, at Cambridge University [11], we have in our group further
developed the QCM-D technique to operate in dual-frequency mode. In this
mode of operation, one harmonic (n = n1) can be utilized for continuous ex-
citation of the QCM-D sensor at resonance at variable driving amplitudes,
while a second harmonic (n = n1) can be used for combined f and D measure-
ments. By using two harmonics, one acting as a “probe” of surface-binding
reactions and the other as an “actuator”, elevated oscillation amplitudes can
be used to perturb – or activate – binding events in a controlled way, while
simultaneously probing the adsorption and/or desorption events in a non-
perturbative manner via combined f and D measurements.

It is also worthwhile to note that the technical solution, enabling this mode
of operation, is only a minor modification of the original setup, as illustrated
in Fig. 4. In brief, to perform combined f and D probe measurements, while
simultaneously varying the oscillation amplitude of the crystal in the actuator
mode, it is sufficient to add a second signal generator to the original QCM-D
setup plus a suitable high- or low-pass filter. In this configuration, one sig-
nal generator (#1) is used to excite crystal oscillation at one harmonic, thus
providing combined f and D measurements (Fig. 2), while the second signal
generator (#2) is operated in continuous mode at either a higher or a lower
harmonic. To prevent the second signal generator from interfering with the
measured decay signal, a suitable high- or low-pass filter is added between
the crystal and the probe. Results obtained from this mode of operation are
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Fig. 4 QCM-D measurements at dual frequencies, with one acting as probe and one as
actuator

shown for proteins, lipid vesicles, and colloidal particles in [12]. The most
important conclusion from that work is that in most cases there is no de-
tectable influence of the crystal oscillation on interfacial events being studied,
at the driving voltages used in typical QCM measurements. Another relevant
result from that study is that, at elevated oscillation amplitudes, particles with
a diameter of some tens of nanometers become influenced. Current work by
us and others will tell in the coming years what potential this approach has for
the QCM-D technique to simultaneously influence and follow binding events,
and is not further discussed in this overview.

1.1.3
Theoretical Modeling of the QCM-D Response

In probing biomolecular interactions, the information contained in com-
bined f and D measurements is more or less critically dependent on the
analyzed system. In most antigen–antibody applications, for example, both
the sensing template and the captured molecules are often relatively small
and rigid proteins. In such situations, the probed films become quite rigid
(low D), and the linear relation between the change in frequency and coupled
mass (Eq. 1) is a safe assumption. However, one must be aware that also in
the case of small and rigid proteins, water will be hydrodynamically trapped
within the film. This means, in turn, that an estimation of the coupled mass
in terms of number of interacting molecules requires appropriate means to
calibrate the system. Although this must not violate the validity of relative
comparisons between different systems analyzed with QCM alone, important
information is certainly achieved by operating the QCM technique in parallel
with complementary techniques, such as (i) optical techniques like ellipsom-
etry [6, 13, 14], optical waveguide laser spectroscopy [15] or surface plasmon
resonance [16, 17], (ii) scanning probe microscopy [18–21], or (iii) tech-
niques engaging external molecular labels such as radio labeling [22], the
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latter being, to the best of our knowledge, the first study demonstrating the
discrepancy in mass uptake obtained using the Sauerbrey relation and the
correct mass for systems probed in a liquid environment.

As the structural flexibility and size of the analyzed systems increase,
as is the case for DNA, lipid-based assemblies, hydrogels, bacteria, living
cells etc., information from multiple techniques as well as from combined f
and D measurements, becomes increasingly important. First, the information
provided from f and D measurements, when combined with appropriate the-
oretical modeling, gives a means to correct for the failure of the linear relation
between changes in f and coupled mass. Second, information about changes
in energy dissipation is a requirement in order to quantify and separate the
viscoelastic components (shear viscosity and elasticity) of the probed films
using the theoretical representations available.

In the model most often used to represent QCM-D measurements of vis-
coelastic films, probed in either gas or liquid environments, the films are
represented by a Voigt element, characterized by a complex shear modulus:

G = G′ + iG′′ = µf + i2πf ηf = µf(1 + i2πf τ) , (5)

where µf is the elastic shear (storage) modulus, ηf is the shear viscosity
(loss modulus) and τ(= ηf/µf) is the characteristic relaxation time. The film
is further represented by a uniform thickness, δf, a density, ρf, (referred to
as effective hydrodynamic thickness and density, respectively). The film is
positioned between the QCM electrode on one side and either gas or a semi-
infinite Newtonian liquid on the other side, under no-slip conditions (i.e., the
film is assumed not to slip at the film–electrode interface). In this case the
change in the resonant frequency, ∆f , and the dissipation factor, ∆D is:

∆f =
Im(β)
2πtqρq

(6)

and

∆D = –
Re(β)
πftqρq

(7)

where

β = ξ1
2πf ηf – iµf

2πf
1 – α exp(2ξ1δf)
1 + α exp(2ξ1δf)

α =

ξ1
ξ2

2πf ηf–iµf
2πf ηl

+ 1

ξ1
ξ2

2πf ηf–iµf
2πf ηl

– 1

ξ1 =

√
–

(
2πf

)2
ρf

µf + i2πηf
ξ2 =

√
i
2πf ρl

ηl

and where δf is the film thickness; ρf and ρl the density of the film and the
bulk liquid, respectively; ηf and ηl the viscosity of the layer and the bulk li-
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quid, respectively; and µf is the elastic modulus of the film. For an aqueous
environment, ρl and ηl are ∼ 1.0 kg m–3 and 1.0 Ns m2, respectively.

In this section we will illustrate the model by theoretically comparing the
situations when a viscoelastic film is sensed in a gaseous or liquid environ-
ment. Figure 5 shows the predicted changes in f and D (for a 5 MHz crystal)
versus film thickness for a typical viscoelastic film with ρf = 1.0×103 kg m–3,
ηf = 1.0×10–3 Ns m–2 and µf = 1.0×105 N m–2, probed in air and water. Also
displayed in this plot is the predicted change in f according to the Sauerbrey
relation (Eq. 1) versus thickness for a rigid film with the same density.

At not too high a film thickness (< ∼ 200 nm) in air (Fig. 5a), it is seen that
direct conversion, via the Sauerbrey relation, of the induced change in f by
this type of film would be reliable. For thicknesses 200–500 nm it would lead
to a slight overestimation of the thickness (or mass). Although not obvious
from this plot, the magnitude of this deviation depends critically on the vis-
coelastic properties and thickness of the film, as previously carefully treated
by Lucklum et al. [23].

Fig. 5 Changes in f (solid line) and D (dashed line) at n = 1 for a 5 MHz crystal in contact
with a viscoelastic film characterized by a homogeneous thickness, viscosity, and elastic-
ity of 1 g cm–3, 30 mPa s, and 1 MPa, respectively, and a thickness varying between 0 and
1 µm. In a, the medium is air. In b, the medium is water. Also shown is the frequency shift
according to the Sauerbrey equation (Eq. 1) for the same film (open diamonds)
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Turning now to the situation when a viscoelastic film is contacted be-
tween the crystal and a bulk liquid, we see in Fig. 5b the predicted changes
in f and D (for a 5 MHz crystal) versus film thickness, according to the
model for the same film as described above, but now contacted (under no-
slip conditions) between the sensor surface and an aqueous environment.
Note that in this case, direct use of the Sauerbrey relation would be reli-
able only up to a few tens of nanometers and then lead to an underesti-
mation of the deposited mass, for all thicknesses (Sect. 2.1). In fact, and in
contrast to the situation described above with air, direct use of the Sauer-
brey relation on thin (< ∼ 100 nm) viscoelastic films probed in an aqueous
environment generally leads to an underestimation of the coupled mass.
This behavior can be qualitative understood as follows: When the oscilla-
tory motion of the crystal penetrates through the viscoelastic layer and then
couples to the liquid phase, the superimposed contributions to the total fre-
quency shift from the coupling between the crystal and the solution (which
for a bare 5 MHz crystal in an aqueous solution is typically – 793 Hz), be-
comes reduced when the adsorbed film is strongly dissipative. This, in turn,
(over)compensates any increased mass-load due to the film itself. For thicker
films, this effect is reduced, and, as a consequence, the situation starts to re-
semble that of a viscoelastic film probed in gaseous environment (see above).
Also note that in Fig. 5b, the induced energy dissipation for small thick-
nesses (< ∼ 500 nm) is significantly larger than for the same film probed
in air.

It is also worthwhile to point out that when the thickness is increased fur-
ther, film resonance is induced, reflected as a change in sign of ∆D and ∆f
versus thickness. Note, in particular, that a situation is possible where a film
induces essentially no change in frequency but there is still a significant in-
duced damping (see below).

2
QCM-D Technique for Biorecognition Studies

Besides the potential of the QCM-D technique to provide unique informa-
tion about the viscoelastic properties of analyzed systems, one of the major
benefits is its compatibility with essentially any type of substrate material.
In principle all materials that can be either evaporated or deposited by other
means (spin coating, electrodeposition, spray coating etc.) as sufficiently thin
(typically 1 nm to 10 µm) films are compatible with QCM analysis. This has,
in turn, allowed detailed studies of biorecognition reactions extending far be-
yond those relying on thiol–gold chemistry, for which the surface plasmon
resonance (SPR) technique is ideally suited. This statement, as well as the
reasoning concerning structural information contained in combined f and
D measurements, will be illustrated in the following sections by highlighting
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a number of frequently cited studies that illustrate the potential of the QCM
technique.

2.1
Analysis of Biospecific Interactions

The development of affinity sensors for studies of biospecific interactions
has in the past decades attracted substantial attention in connection with
research efforts directed at gene analysis, the detection of genetic disor-
ders, antibody-based diagnostics, tissue matching, drug development etc.
Early steps in this direction were taken in the mid-1990s by Okahata and
coworkers (see Chap. 10 in this volume) at Tokyo Institute of Technol-
ogy, Japan, who used the QCM technique to probe DNA immobilization
and sequence-specific DNA hybridization [24], later extended by the same
group to, for example, studies of template-directed DNA synthesis [25].
The prime merit of the QCM technique to probe DNA templates originates
essentially from the fact that properly oriented DNA on a planar inter-
face adopts a structure capable of coupling a substantial amount of wa-
ter [26]. In fact, up to 90% of the measured mass originates in these sit-
uations from coupled water, which in turn makes the technique more sen-
sitive than refractive-index based optical techniques measuring a response
merely proportional to the molecular weight of biomacromolecules. In add-
ition, since both the amount of coupled water and the viscoelastic proper-
ties vary if the structure of immobilized DNA changes, combined f and D
measurements have proven valuable for the determination of, for example,
the optimal conditions for DNA hybridization reactions [16, 27] and struc-
tural changes induced upon binding of small drug molecules [28]. Hence,
surface-immobilized DNA constitutes a very instructive example illustrat-
ing the added value of the theoretical modeling introduced in Sect. 1.1.3,
including the further added value of parallel analysis using complementary
methods.

2.1.1
QCM-D for Studies of DNA

In this section, we describe how combined QCM-D and optical (e.g., SPR,
ellipsometry etc.) analysis can be used to determine (i) the water content,
and hence the effective density, (ii) changes in effective thickness, δf, and
(iii) the viscoelastic components: shear viscosity, ηf, and shear elasticity,
µf, of thin adsorbed films, composed of biomolecules. Also highlighted in
this section is the observation that, besides providing information about
the viscoelastic components, this type of analysis also helps to correct for
shortcomings of the Sauerbrey relation (Eq. 1) for systems inducing high
damping (D). These issues are illustrated in this overview using a single
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model system: hybridization of fully complementary DNA to immobilized
single stranded biotin-modified probe DNA (b-DNA). However, it is em-
phasized that this approach and the general conclusions are applicable for
essentially all systems compatible with both QCM and optical techniques
(see below).

The formation of the DNA sensor template is schematically illustrated in
Fig. 6, also displaying a typical QCM-D measurements (∆f and ∆D at two
harmonics (n = 3 and n = 7) versus time) upon exposure of a SiO2 surface
to (i) a biotin-doped lipid vesicle solution followed by subsequent addition
of (ii) streptavidin, (iii) biotin-modified 15-mer single stranded DNA, and fi-
nally (iv) hybridization with fully complementary DNA. (QCM-D for studies
of supported lipid bilayer formation is presented in Sect. 2.2.1.)

To treat this situation using the Voigt model, it is important to note that
the model contains four unknown parameters (thickness, density, shear vis-
cosity, and shear elasticity). This means that measurements providing at
least four parameters, and each delivering new information about the desired
quantities, are required in order to get an over-determined system. With the

Fig. 6 Changes in f and D measured at two harmonics (n = 3 and n = 7) of a SiO2-
modified 5 MHz QCM crystal upon subsequent additions of biotin-containing lipid vesi-
cles (i), streptavidin (ii), biotin-modified single stranded 15-mer DNA (iii), and fully
complementary single stranded DNA (iv). Also shown at the top is a schematic repre-
sentation of the sensing template, illustrating the Voigt-based representation used in the
analysis of the data. Note that the DNA film was treated as one layer that undergoes
a structural change during hybridization
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reasonable assumption that the viscoelastic components for this case do not
possess a strong frequency dependence in the MHz region, one can meet the
set requirements by measuring at multiple (at least two) harmonics, hence
providing (at least) four independent experimental parameters (two f values
and two D values). Using appropriate fitting algorithms, it was possible to
provide a unique theoretical representation of the three layers, as summarized
in Table 1 together with SPR data on the same system [16]:

Note in particular that although the thickness, deffective, is listed in Table 1,
the Voigt model alone is not capable of making a unique determination of
both the effective density, ρeffective, and deffective. In fact, to provide a unique
fit, the density must be known or guessed, which in the case of biomolecules
probed in an aqueous environment corresponds to an uncertainty varying
between ∼ 1.0 g cm–3 (= water) and ∼ 1.5 g cm–3. Although the density can
generally be estimated to better than 20%, this leads inevitably to some un-
certainty in the provided parameters. It appears, however, that independent of
the value of the effective density, the product of the density and the thickness
(the coupled mass) remains the same, i.e., the coupled mass is conserved in
the model. This means, in turn, that the coupled mass, ∆mQCM, can always be
accurately determined and compared with that provided using Eq. 1, as listed
in italics in Table 1, irrespective of the inbuilt uncertainty about the correct
value of the effective density. In this particular case, the Voigt model provides
essentially the same mass as that obtained using Eq. 1 for the layers that in-
duce low damping (i.e., the supported lipid bilayer and streptavidin) while
in the case of DNA, which induces high damping, the mass is significantly
underestimated by Eq. 1. This nicely illustrates the importance of theoretical
analysis of the QCM response in order to arrive at a correct mass uptake in
situations when high damping is present. Furthermore, knowing the acous-
tic mass, the amount of hydrodynamically coupled water sensed by QCM can

Table 1 Analysis of the SPR and QCM-D responses in Fig. 6

Immobilization ∆mSPR ∆mQCM ηf µf deffective
step (ng cm–2) (ng cm–2) (mPa s) (MPA) (nm)

Supported 320 442 > 20 > 1 4.1
lipid bilayer 442
Streptavidin 200 447 82 0.28 3.4

442
Biotin–DNA 23 329 1.8 0.19 3.1

245
DNA–duplex 36 477 2.0 0.19 4.5

354

The numbers in italics refer to the Sauerbrey mass
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be obtained by comparing the QCM mass uptake by that obtained through
a parallel analysis based on measurements of changes in interfacial refractive
index using ellipsometry or SPR, for example. In essence, the mass of coupled
water equals ∆mQCM – ∆mSPR since, to a good approximation, a change in re-
fractive index, which can be used to estimate ∆mSPR, is proportional to the
number and molecular weight of the adsorbed biomacromolecules. From the
comparison between the mass uptake using QCM and SPR listed in Table 1,
two major conclusions can be drawn: (i) the amount of hydrodynamically
coupled water correlates with increased damping and (ii) the effective film
density can now be estimated with high accuracy:

∆mQCM

ρeffective
=

∆mSPR

ρbiomolecule
+

∆mQCM – ∆mSPR

ρwater
. (8)

With the effective density estimated, the Voigt modeling can now be repeated,
but in this case providing a much more accurate determination of both the
effective thickness:

deffective =
∆mQCM

ρeffective
(9)

and the viscoelastic components (Table 1). Note, in particular, that in the case
of DNA, which couples a large amount of water, the shear viscosity is much
closer to that of water (∼ 1.0 mPa s) than in the case for the stiffer films. In
fact, we arrive in this analysis at values which are very close to those obtained
for a DNA system using shear-mode operated surface force apparatus, which
operates at a frequency several orders of magnitude lower [29]. This indicates
that the assumption of a weak frequency dependence of the viscoelastic com-
ponents is reasonable, as also verified in QCM-D studies utilizing up to seven
harmonics [16].

2.1.2
QCM-D for Studies of Protein–Protein Interactions

At about the same time as the QCM technique started to be used for DNA
hybridization studies, investigations of immunoreactions utilizing antibody–
antigen interactions started to appear in the literature, see e.g. [30], references
therein, and papers citing this work. Since in these cases fairly rigid films
(i.e., films inducing low ∆D values) are formed, the added value of QCM
measurements compared with for example SPR-based analysis is, with re-
spect to analysis of binding kinetics, not that obvious. However, there is
a risk that the amount of hydrodynamically coupled water might still vary
with coverage. This means, in turn, that in an analysis of binding kinet-
ics, severe misinterpretations can still be made. This is so because the re-
sponse in f will in such cases vary in a non-linear and unknown way as the
number of bound molecules increases or decreases. This was recently ver-
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ified for streptavidin binding to a supported biotin-modified lipid bilayer.
To provide information about the variation in the amount of coupled water
not only at saturated coverage, as listed in Table 1, QCM-D and SPR were
operated in parallel under identical flow geometries. In the case of strepta-
vidin, the mass of coupled water per mass of bound molecule varied from
a factor ∼ 7 at low coverage to ∼ 1.5 at saturated coverage (Fig. 7), signal-
ing that a traditional analysis of binding kinetics would not be applicable
in this case.

It should be pointed out that this must not be the general case, since in
the actual case streptavidin is likely to form a two-dimensional (2D) crys-
talline arrangement as the coverage increases. Such structural rearrange-
ments would lead to significant changes in the layer properties, as also
verified from ∆D data (see the second addition in Fig. 6). Based on the obser-
vation that high damping correlates with high water content, we may actually
speculate that if there is a variation in the ratio between ∆D and ∆f dur-
ing a binding reaction, it might be taken as a “warning sign” for the use
of traditional means of analyzing binding kinetics – also in cases when the
damping is sufficiently low not to significantly violate the validity of the
Sauerbrey relation. If this suspicion turns out to be true, which remains to
be proven with additional model systems, combined f and D measurements
are critical not only in order to correct the mass uptake or to provide ad-
ditional information about the viscoelastic components, but also in order to
arrive at a correct interpretation of binding kinetics for the systems under
investigation. It is in this context worthwhile to mention that recent com-
parisons between QCM-D and SPR in the case of DNA immobilization and
hybridization did not signal a non-linear variation in the water content [31].
Similarly, recent work focused on protein–protein and protein–drug inter-
actions display kinetics in good agreement with the expected behavior [32].

Fig. 7 Coupled water mass per adsorbed biomolecule mass, ϕ, versus time for streptavidin
binding on top of a biotin-modified lipid bilayer
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However, in the case of template-directed DNA synthesis, the situation seems
more complicated [33], as is also most likely the case for many other sit-
uations. Hence, it is fair to state that combined f and D measurements
must be considered critical in order to arrive at a proper interpretation of
kinetic data.

2.2
Studies of Artificial (Biomimetic) Supported Cell Membranes

Artificial mimics of the natural cell membrane have emerged as extremely
important model systems for studies of the natural cell membrane and its
components, which are essential for the integrity and function of cells in all
living organisms, and also constitute common targets for therapeutic drugs
and in disease diagnosis. Early progress in QCM-based analysis of supported
artificial cell membranes was made by Janshoff and coworkers, now at Guten-
berg University Mainz, as summarized in [4]. It is fair to state, however, that
the full potential of using the QCM technique in studies of the formation of
supported bilayers became clear when combined f and D measurements were
used to analyze the system [34].

2.2.1
Supported Lipid Bilayer Formation on SiO2

By having a SiO2 surface evaporated on the QCM electrode, exposed to
a buffer solution, which is subsequently exchanged to a vesicle suspension,
it was, in a single experiment, possible to discriminate between adsorbed
intact lipid vesicles and a planar supported bilayer (see first addition in
Fig. 6). While intact vesicles, due their high water content and flexible nature,
induce large energy dissipation and mass change, a supported membrane in-
duces negligible energy dissipation and a comparatively smaller mass change,
which is in perfect agreement with that expected for a hydrated planar sup-
ported bilayer. Hence, it was possible, by using POPC vesicles of ∼ 25 nm
diameter, to conclude that spontaneous supported bilayer formation occurs
via a precursor state of adsorbed intact vesicles, which at a critical cover-
age are spontaneously transformed into a complete and fluid bilayer [34].
However, in the early work, which relied on QCM-D measurements alone,
it was not possible to separate the mass contribution from adsorbed vesicles
and bilayer during the bilayer formation process. To achieve such separa-
tion, additional information was required. Using combined SPR and QCM-D
measurements under identical flow conditions, a precise separation of the two
components could indeed be made [35], as shown in Fig. 8.

In Fig. 8a, the mass uptake estimated from QCM-D data is compared with
that obtained using SPR, yielding a measure of the variation in the amount of
coupled water versus time. With this multiparameter information, in combi-
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Fig. 8 a Changes in mass (open circles), obtained through a Voigt-based analysis of com-
bined f and D measurements at multiple harmonics, and SPR mass (open squares),
obtained through an analysis of changes in interfacial refractive index. The difference
between the QCM mass and the SPR mass corresponds to the amount of coupled water
sensed by QCM (solid line). b Separation of the contribution to the total mass uptake from
adsorbed non-ruptured vesicles (open circles) and planar bilayer patches (open squares)
versus time was made possible, as detailed in [35]

nation with changes in D (Fig. 6) the mass, and hence coverage, of adsorbed
vesicles could be separated from that of planar lipid bilayer (illustrated in
Fig. 8b). These data were corroborated by quantitative AFM data, imaging
the relative fractions of intact vesicles and bilayer as a function of total lipid
coverage [36].

Several groups have performed similar multitechnique studies, where the
recent works by Brisson and coworkers at Bordeaux University, France, de-
serve special attention. They compared QCM data with AFM [19, 37] studies
and even ellipsometry [18] to elucidate different stages during the vesicle-
to-bilayer transition process, and also studied membrane-assisted protein 2D
crystallization, as schematically illustrated in Fig. 9 [38]. While robust so-
lutions for parallel integration of the QCM and various optical techniques
appears more and more frequent in the scientific literature, promising means
of combining QCM and AFM has been made recently [21, 39]. When this
combination is further improved, providing high resolution imaging without
scarifying high sensitivity in the QCM recording, a very important need will
definitely be met.
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Fig. 9 Formation of a supported lipid bilayer (2–12 min) is followed by the specific ad-
sorption of the protein annexin A5 (> 20 min). AFM allows probing the local structure of
intermediates in 2D self-organization processes with nanometer resolution. Images (from
left to right): intact lipid vesicles on a silica support; coexistence of vesicles and patches
of a supported lipid bilayer (SLB); a complete SLB; small ordered domains of annexin A5
(the protein’s 2D crystalline structure is resolved in the inset) on a mica–SLB; close to
complete coverage with 2D crystalline domains. White bars in the AFM images corres-
pond to 200 nm. The figure is reproduced from [45]

2.2.2
Arrays of Tethered Supported Lipid Vesicles

The strength of the QCM technique to distinguish between adsorbed lipid
vesicles and planar supported lipid bilayers, and the opportunity offered
by the technique to measure interfacial reactions on substrates other than
gold, was recently demonstrated by us [40] and others [41] in connection
with studies related to development of sensor arrays, using different types of
functionalized lipid assemblies. Textor’s Biointerface Group at ETH, Zürich,
utilized QCM sensor crystals with either TiO2 or SiO2 coatings to evaluate
the response of patterned substrates composed of these two materials [41].
We used the same approach for patterns of Au on SiO2. In this way, we were
able to find conditions where the Au regions of the pattern could be modi-
fied with single-stranded DNA, while the surrounding SiO2 area was modified
with a highly inert supported lipid bilayer. Using lipid vesicles modified
with single-stranded DNA, fully complementary to those immobilized on the
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Fig. 10 Subsequent additions of biotin–BSA (i), lipid vesicles (ii), NeutrAvidin (iii), single-
stranded biotin–DNA (iv), and lipid vesicles modified with fully complementary DNA
(v) to a SiO2-coated and b Au-coated QCM crystals. Note that there is no adsorption of
biotin–BSA on SiO2, while the efficient binding of biotin–BSA on Au significantly reduces
vesicles adsorption to the Au-coated surface. Similarly, the bilayer formation renders the
SiO2-coated surface inert to subsequent additions of DNA and vesicles. The micrograph
shows sequence-specific sorting of two differently fluorescently labeled DNA-modified
vesicles to spots modified with different DNA sequences

substrate, this template was shown to be capable of sequence-specific and
site-selective immobilization of different types of lipid vesicles to different
DNA spots (Fig. 10).

We believe that this approach of handling membrane proteins on solid sup-
ports constitutes a promising route for analytical strategies aimed at analysis
of membrane proteins and consequently also for the QCM-D technique in the
development of patterned surfaces for array-based analysis of biorecognition
events.

2.2.3
Probing Viscoelastic Films that Approach Resonant Conditions

Adsorbed or tethered lipid vesicles induce relatively high damping (Figs. 6,
9, and 10). However, a Voigt-based analysis, in order to correct the appar-
ent mass to obtain the correct mass, shows that the underestimations using
the Sauerbrey relation are generally less than 20%. In contrast, if multiple
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layers of vesicles are formed, there is evidence of resonant effects between the
oscillator and the adsorbed film (Fig. 11) [42], which is quite a complicated
situation.

Note, in particular, that as the film thickness increases upon formation of
subsequent lipid vesicle layers, the change in f changes sign, while the change
in D becomes smaller. This is in very good agreement with the theoretical pre-
diction for a viscoelastic film reaching a condition where film resonance is
excited (Fig. 5), as analyzed in detail in [42]. Similarly, in a recent work aimed
at designing peptide sequences displaying high specificity to inorganic ma-
terials, high selectivity was demonstrated towards phages carrying a peptide
sequence specific for TiO2. The main observation leading to the conclusion
of high selectivity was a large change in D, while essentially no response was
observed in f , as illustrated in Fig. 12 [43]. Interestingly, if this response is
compared with that of multilayers of vesicles, or the theoretical prediction
in Fig. 5, it is clear that films in certain thickness regimes are expected to
display exactly this phenomenon: high damping, but essentially no change
in frequency. Although a theoretical analysis is required before a conclusive
statement can be made in the latter example, we consider this interpretation
very likely. Hence we emphasize, with these systems as instructive examples,

Fig. 11 Left: Changes in f and D measured at n = 3, 5, and 7 upon subsequent forma-
tion of multiple lipid vesicle layers provided via hybridization of vesicles modified with
complementary DNA sequences. Right: Cartoon illustrating the lipid vesicle multilayer
formation
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Fig. 12 Changes in f and D versus time during incubation of a peptide-carrying phage
and the control phage (which displays no peptide). Note the significant increase in D for
the peptide-displaying phage, while no detectable change is observed if the peptide is not
present

the usefulness of combined f and D measurements for studies of complex
systems (such as virus particles, bacteria, and cells), which are not easily
analyzed using alternative techniques and which often require special sur-
face conditions not necessarily easy to achieve with many other techniques.
The unique feature of the QCM-D technique is, in this context, its ability to
explore property changes in the sample film via changes in its viscoelastic
response.

3
Conclusions and Outlook

The relatively recent technical and theoretical improvements (summarized
above) and the associated understanding of the involved processes have
broadly eliminated the early obscurity and skepticism connected with liquid-
phase applications of the QCM technique. This skepticism was founded on
examples of large deviations from the Sauerbrey relation, and strange (as
perceived at that time) responses to mass loads with very viscous films. Con-
cerns about the interpretation of QCM data were raised when operation of
the technique in aqueous solutions was young [44]. Since then, the theoretical
developments and associated deeper quantitative and conceptual understand-
ing of more and more complex systems have removed most of the skepticism.
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Understanding of the mutual response between a viscoelastic film and the
periodic shear motion of the sensor surface, combined with technical ad-
vances allowing simultaneous f and D measurements at several harmonics
have in fact turned the technique into one of the most important tools both
for fundamental biologically oriented surface science and for a variety of
biotechnology applications. This does not mean, however, that everything is
understood. There are still experimental and theoretical challenges left, es-
pecially for more complex and heterogeneous systems. One such example is
when and if slip occurs between the adsorbed film and the QCM-D electrode
surface, or within the adsorbed film. Another very relevant example is how to
treat and interpret the influence of gradients in density and the viscoelastic
properties of adsorbed films.

Since the QCM technique has now reached a state where several ro-
bust commercially available systems exist and where, in parallel, theoretical
models have been developed that help in quantifying the measured quantities
into physically meaningful parameters, it is quite likely that the popular-
ity of the technique will continue to increase and that it soon will become
a standard instrument in all research groups addressing questions related to
biointerfaces and biomacromolecular recognition, and also for other solid–
liquid interface studies. A promoting factor for such development is that the
technique is ideally suited to be combined with complementary techniques:
both optical techniques, such as SPR and ellipsometry, and electrochemical
techniques, such as impedance spectroscopy, fluorescence microscopy, AFM
etc. As progress is made within molecular biology, deeper and deeper infor-
mation of the analyzed systems will be required, and since biorecognition
kinetics and dynamics constitute essential and fundamental cornerstones in
this progress, parallel integration of multiple techniques relying on different
physical principles is likely to play a key role in future efforts within these
research disciplines. The QCM technique will certainly be one of them.
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Abstract Following the release of widely available commercial instruments in the 1990s,
researchers have driven the development of biosensor-based methods for profiling and
screening of small molecule and proteinaceous therapeutic drug candidates. Medicinal
chemists have in turn demanded faster and more accurate assays for characterisation of
drug candidate interactions with target receptors, serum proteins and side-effect profiling
receptors. In response to this challenge, Akubio Ltd. (Cambridge, UK) has been develop-
ing an advanced label-free detection platform, resonant acoustic profiling (RAP™). This
evolution of the basic QCM approach has the potential to change the way assays are
performed and to generate novel information on molecular interactions. Key attributes
covered in this chapter include the ability to multiplex to high numbers of resonators, the
addition of robust interfacial surface chemistries, fully automated sample handling and
sample processing, disposable microfluidic cassettes with submicrolitre dead volumes,
and more sensitive detection electronics.

Akubio has also developed a sensitive and economical method to directly detect par-
ticulate analytes. The technique, which we term rupture event scanning (REVS™), is
based on control of the amplitude of oscillation of an acoustic wave device on which the
analytes have been captured. In this chapter, example applications of RAP™ for proteins
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and small molecules and REVS™ for virus detection are presented. The physical forces
involved in the processes are also discussed.

Keywords Surface chemistry · Microfluidics · Affinity · Kinetics · Force

Abbreviations
BAW Bulk acoustic wave
BSA Bovine serum albumin
EDC 1-Ethyl-3-[3-dimethylaminopropyl]carbodiimide hydrochloride
GDH Glucose dehydrogenase
IL-1β Interleukin 1-beta
ITC Isothermal titration calorimetry
Ms IgG Mouse immunoglobin type G
NHS N-Hydroxysuccinimide
PBS Dulbecco’s modified phosphate buffered saline
QCM Quartz crystal microbalance
QCRS Quartz crystal resonance sensing
RaM-FC Rabbit anti-mouse (Fc-specific) immunoglobin
RAP™ Resonant acoustic profiling
REVS™ Rupture event scanning
SPR Surface plasmon resonance
Tween-20 Polyoxyethylenesorbitan monolaurate

1
Resonant Acoustic Profiling

1.1
Benefits of Label-Free Technology

Over the past two decades the benefits of label-free analyses have begun to
make an impact on their use as mainstream research tools in many labora-
tories [1, 2]. Label-free biosensors do not require the use of detection labels
(fluorescent, radio or colorimetric) to facilitate measurements. Detailed infor-
mation on an interaction can be obtained during analysis whilst minimising
sample processing requirements and assay run times [3]. Unlike label- and
reporter-based technologies that simply confirm the presence of the detec-
tor molecule, label-free techniques can provide direct information on analyte
binding to target molecules, typically in the form of mass addition or deple-
tion from the surface of the sensor substrate [4]. However, these technologies
have failed to gain widespread acceptance due to technical constraints, low
throughput, high user expertise requirements and cost. Whilst they can be
powerful tools in the hands of a skilled user evaluating purified samples,
they are not readily adapted to everyday laboratory use where simple-to-
understand results on high numbers of samples are the norm.
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Resonant acoustic profiling (RAP™) from Akubio (Cambridge, UK) pro-
vides researchers with the ability to perform accurate real-time, label-free
characterisations on both purified and crude samples in an easy to use
format. RAP™, which is based on piezoelectric quartz crystal technology,
measures the build-up of molecules on the surface of an oscillating crystal
and provides real-time binding information on the binding interactions. The
piezoelectric effect was first noted by the Curie brothers in 1880 [5]. Today,
acoustic devices based on quartz crystal resonators are found in electronic
devices such as watches, computers and televisions, with over a billion units
mass-produced each year. Application to biological samples became possible
when suitable oscillator circuits for operation in liquids were developed [6, 7].
As molecules interact with immobilised receptors on the surface of a quartz
crystal, there is a concomitant modulation of the acoustic resonance of the
crystal. This, in turn, results in modulated electrical signal that can be ana-
lysed using standard digital signal processing techniques [8]. The signal indi-
cates not only the presence of the analyte but also the specificity and affinity
for a surface-bound receptor. When combined with a flow-based microfluidic
chip, kinetic parameters and complex half-lives can also be quantified. Ad-
ditional evaluations of the viscoelastic properties of binding events, through
analysis of parameters such as motional resistance, may provide unique data
relevant to structural properties and confirmation changes associated with
molecular interaction [9]. The simultaneous measurement of these parame-
ters creates an acoustic profile of a molecular interaction, giving a high level
of information about a binding event on a routine basis.

1.2
Literature Trends

There has been continued growth in the number of publications referencing
the term “quartz crystal microbalance” or “QCM” in which a thickness shear
mode bulk acoustic wave resonator is used to probe biological and chemical
interactions in life sciences research. As alluded by other contributors to this
volume, the term “microbalance” is not strictly accurate: many examples of
non-gravimetric responses of acoustic wave devices to analyte binding have
been reported in the literature [10–15]. Nevertheless, the terms QCM, QCRS
(“quartz crystal resonance sensing”) and BAW (“bulk acoustic wave”) can be
cross-referenced with terms such as “biosensor” and “analyte” to ensure that
the vast majority of publications in the field are captured. Following this ap-
proach, it is immediately obvious that the number of publications that involve
the use of QCM has increased rapidly since the mid-1980s (Fig. 1a). Many
of the separate hardware components that make up an acoustic biosensor
are commercially available from a number of electronics companies: a lock-
in amplifier, a frequency synthesiser, a power supply and a quartz crystal
holder. This provides a low barrier to entry for the academic or industrial re-
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Fig. 1 QCM publications. A Yearly cumulative number of publications found using an ISI
Web of SCIENCE® search for the term “quartz crystal microbalance” in the title, keyword
or abstract. B Yearly number of publications found using an ISI Web of SCIENCE® search
for the term “quartz crystal microbalance” cross referenced using the terms “DNA”, “im-
munoassay”, “bacteria”, “cell” or “virus”
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Table 1 Published limits of detection for selected clinically relevant immunoassays

Analyte Matrix Sensitivity Refs.

African swine fever virus Serum Ag 1 µg mL–1 Uttenthaler 1998 [23]
IgG 0.2 µg mL–1

Anti-T. gondii IgG Blood, serum 1 : 5500 Wang et al. 2004 [24]
Anti-T. pallidum IgG Serum 75–900 mIU Aizawa et al. 2001 [25]
Complement C4 Serum 0.1–10 µg mL–1 Hu et al. 1998 [26]
C-reactive protein Serum 10–70 µg mL–1 Aizawa et al. 2001 [16]
Der p (house dust mite) IgE Serum 0.15 IU mL–1 Su et al. 2000 [27]
Fibrinogen Serum 10 µg mL–1 Aizawa et al. 2003 [28]
Niacinamide Serum, urine 1 nM Long et al. 2001 [29]
Total IgE Serum 5–300 IU mL–1 Su et al. 1999 [30]
Transferrin Serum 160 ng mL–1 Wu et al. 2000 [21]

Table 2 Published limits of detection for selected clinically relevant bacteria

Analyte Matrix Sensitivity Refs.
(cfu/mL)

S. epidermidis Growth medium 100 Bao et al. 1996 [31]
L. monocytogenes Milk 250 000 Minunni et al. 1996 [32]
C. trachomatis Urine 260 ng mL–1 BenDov et al. 1997 [17]
S. typhimurium Buffer 530 000 Ye et al. 1997 [33]
S. typhimurium Growth medium 990 000 Park et al. 1998 [34]
S. typhimurium Milk 3 200 000 Park et al. 2000 [35]
S. paratyphi A Growth medium 170 Fung et al. 2001 [36]
T. pallidum Serum 10–600 TU Aizawa et al. 2001 [37]

searcher, when compared to the expense and expertise required to assemble
an optical platform (which usually require sophisticated CCD cameras, pro-
cessing software, optical filters, optical interfaces, lasers etc.). As a result, from
1990 to 2000 the number of publications involving QCM has grown semi-
exponentially; the rate of growth slowing slightly from 2000 to 2004 (Fig. 1a).

This period has also seen an increase in the number of publications that
describe the detection and quantification of clinically relevant analytes [16–
22], (Fig. 1b). Published limits of direct detection (LOD) for analytes present
in serum, blood or urine are typically in the range 0.1–10 µgL–1 (1). Whilst
these LODs can meet, or surpass the clinically relevant LODs for many an-
alytes, there are numerous other examples where pgmL–1 or even fgmL–1

detection sensitivity is required for accurate diagnosis. However, it is notable
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that these data were generated on “home built” QCM systems often using very
basic receptor attachment chemistries.

There has been a steady growth in the number of published papers de-
scribing detection of clinically relevant bacteria [36, 38–42] (Table 2 and
Fig. 1b) and, in the last 5 years, there has been a rapid growth in the number
of publications using acoustic biosensors to analyse mammalian cells [43–
51]. In the latter application, a variety of cell types have been immobilised on
quartz resonators coated with appropriate attachment chemistries. Here the
cell forms an active part of the biological transducer component of the sen-
sor, as bulk viscoelastic changes in the cell are also detected via the quartz
resonator. This approach has been employed to monitor interactions between
cells and the adherent surface, as well as the cellular response to a variety of
exogenous stimuli. Both the magnitude and kinetics of the response can be
followed, as detection occurs in real-time and does not require fluorescent,
chemiluminscent, quantum dot or other reporter labels.

The number of publications using acoustic sensing to measure hybridis-
ation of nucleotides, particularly single-stranded DNA (ssDNA), has grown
dramatically since 1996 (Fig. 1b). Recent work has shown that it is possible
to sensitively and specifically detect genetically modified organisms and even
single base-pair mismatches from PCR-amplified contaminated foodstuffs
and pooled patient sera [52–56]. The ability to probe for pathogen nucleic
acid, pathogen antigen and pathogen-specific host antibodies provides ex-
tra levels of assay redundancy, giving greater confidence in the results. In
time this capacity should enable the development of very robust and precise
pathogen detection systems that give information on pathogen copy number,
antigen level and immunological host response.

1.3
RAP�id™ System

The breadth of application areas described above is significant, with nu-
merous published papers that describe the detection of nearly all classes of
clinically relevant analytes. However, it is surprising that these data have al-
most exclusively been generated using “home built” QCM systems, often with
insufficient attention to surface chemistry and assay reproducibility. A widely
available and robust acoustic detection system that can generate reproducible
data for the above classes of analytes could be of great benefit to life sciences
research, clinical diagnostics, environmental sensing and homeland defence
communities. In response to this challenge we are developing RAP™ systems
that incorporate a number of key technical advances compared to the prior
art. We have produced high frequency resonators that possess high merit or
Q factors (a measure of the piezoelectric device’s ability to convert electrical
energy into kinetic energy). This increases the detection sensitivity [57] and
also improves assay reproducibility. These resonators incorporate a parallel
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reference control, which enables analyte to be passed simultaneously over
both “active” and “control” receptors. Real-time subtraction of control data
from active data further improves the robustness of the assay.

There have been major advances in the field of microfluidics that en-
able sophisticated devices to be developed, tested and ultimately released
to the market over a much shorter time scale than was possible a decade
earlier. As quartz is a piezoelectric material, it is highly sensitive to flexu-
ral, shear and pressure changes. These artefacts are undesirable in a system
designed to measure a specific response to analyte. To address this poten-
tial problem, we have combined a proprietary stress-free mounting system
for the quartz crystal with a microfluidic lateral flow device with a dead
volume of less than one microlitre. This ensures that the detector response
is sensitive principally to analyte binding. It also enables a relatively small
(< 30 microlitre) volume of liquid to be delivered and removed from the
resonant sensing area rapidly and efficiently with minimal sample disper-
sion or sample cross-contamination (Fig. 2). RAP™ experiments described
in this paper were conducted using manually operated or automated two-
and four-channel instruments (Akubio, Cambridge, UK). The instruments
applied the principles of QCM, in that a high frequency voltage was applied
to a piezoelectric crystal to induce the crystal to oscillate, and its resonance
frequency was monitored in real time. The two-channel instruments com-
prised a pair of oscillating crystal sensors mounted in parallel microfluidic
flow cells, allowing sample to be flowed across two surfaces simultaneously.
As sample is flowed across “control” and “active” sensors, binding to the “ac-
tive” sensor is measured as a reduction in the oscillation frequency, with
the “control” sensor acting as a subtractive sample reference. The RAP™
instruments were fitted with a thermally stable sensor mounting block pro-
viding temperature control, and with microfluidic and electrical connections
to the pair of piezoelectric sensors. Buffer flow was maintained with two sy-

Fig. 2 Microfluidic biosensor chip. Pictorial representation of a piezoelectric bioassay:
a piezoelectric acoustic wave device (such as a quartz crystal resonator) is coated with
a selective, passivating layer to which an analyte-specific receptor can be immobilised. Li-
quid containing the analyte of interest is then passed across the surface using appropriate
microfluidics, which results in selective capture of the analyte. This additional bound ma-
terial in turn modulates resonance of the acoustic wave device, which is transformed into
an electrical signal due to the piezoelectric effect
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ringe pumps (Tecan UK, Reading, UK) under software control (Akubio). Mi-
crofluidics comprised separate flow paths to individual flow cells, combined
with a common flow path split to address both flow cells simultaneously.
Interchange between the different flow paths was either by manually or elec-
tronically operated valves (Akubio). Sensors comprised standard gold-coated
quartz wafers, with a carboxylic acid-terminated linker layer coating to pro-
vide a surface for protein immobilisation, mounted in an acrylic cassette
(Akubio).

1.4
Linker Chemistry

The interface between the biosensor surface and the chemical or biologi-
cal systems to be studied is a vital component of all surface-sensitive sensor
systems. Receptors must be attached to some form of solid support whilst
retaining their native conformation and binding activity. This attachment
must be stable over the course of a binding assay and, in addition, sufficient
binding sites must be presented to the solution phase to interact with the
analyte. Most importantly, the support must be resistant to non-specific bind-
ing of the sample matrix, which could mask the analyte-binding signal. Many
receptor-coupling strategies utilise a chemical linker layer between the sen-
sor base interface (e.g. a gold layer) and the biological component to achieve
these ends. The termini of these molecules can be derivatised with molecules
that possess suitable chemical reactivity for receptor capture (e.g. -epoxy,
-carboxyl, -amino, -biotinyl, -nitrilotriacetic acid) [58–60]. The receptor is
normally immobilised on the surface, and the binding partner (analyte) is al-
lowed to bind to this surface from free solution. However, it is also possible to
configure solution competition assays in which the analyte is immobilised on
the surface and competes with solution-phase analyte for receptor.

Selection of the correct coupling chemistry requires careful consideration
of: (a) the resultant orientation of receptor, (b) its local environment on the
surface, (c) the stability of the linkage under the conditions used to regenerate
the surface, and (d) possible effects of the coupling chemistry on components
of the binding interaction. We have employed a carboxylic acid-terminating
linker layer together with carbodiimide-mediated amine coupling (e.g. to sur-
face lysine residues or N-terminal residues on a proteinaceous receptor). If
immobilisation is performed at low pH, the amine terminus of the recep-
tor is likely to be more reactive than the gamma-amino group of any lysine
residues, in which case amine coupling can give rise to more ordered sur-
face orientation. A control receptor (e.g. BSA or non-specific IgG) can be
coupled to a control resonator surface, and the active receptor is coupled to an
adjacent resonator surface. Note that it is also possible to couple sulfhydryl-
containing receptors or thiolated oligonucleotide probes using chemically
selective cross-linking reagents such as pyridinyldithioethanamine (PDEA)
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or 3-(2-pyridinyldithio)propionic acid N-hydroxysuccinimide ester (SPDP) to
achieve an even higher degree of receptor orientation homology.

1.5
RAP™ Assays

After the immobilisation of “control” and “active” receptors, the resultant
“sensor chip” can then be stored for future use, or used directly after receptor
immobilisation. In a typical RAP™ assay (Fig. 3) at t = 0 s, buffer was con-
tacted with the receptor via the microfluidic device. At t = 60 s a solution of
analyte (in this case mouse IgG) in the running buffer was passed over the ac-
tive surface (rabbit anti-mouse-Fc) and the control surface (mouse IgG). As
the analyte bound to the active receptor, the additional mass and viscoelastic
load on the resonator resulted in a change in the resonance signal (depicted
here as a negative change in series resonance).

For this simple bimolecular association, A + B = AB, the process was as-
sumed to be pseudo first order with no interaction between separate receptor
molecules. The dissociation rate is derived from:

Rt = Rt0e
–kd(t–t0) , (1)

where Rt is the response at time t, Rt0 is the response at time t0 and kd is the
dissociation rate constant. The association rate constant can be derived using

Fig. 3 Typical RAP™ assay with binding and regeneration. A Binding of Ms IgG to RaM-
Fc active and Ms IgG control sensor surfaces. Top line indicates the frequency response
generated by binding of Ms IgG to RaM-Fc and the bottom line indicates the frequency
response generated by minimal binding to the control Ms IgG surface. B Schematic rep-
resentation of sample and regeneration solution injections
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the equation:

Rt =
ka CRmax

(
1 – e–(ka C+kd)t

)
ka C + kd

, (2)

where Rmax is the maximum response (proportional to the amount of im-
mobilised ligand), C is the concentration of analyte in solution and ka is the
association rate constant. Analysis of the association phase of the binding
curve gives directly the observed association rate (kobs). If the concentration
of the analyte is known, then the association rate constant of the interaction
(ka) can be determined. Conversely, if the kinetic parameters for an inter-
action are known (i.e. fixed for a given receptor–analyte interaction), it is
possible to derive the active concentration of an analyte in a sample.

Affinities were then calculated from the ratio of ka/kd and also from analy-
sis of equilibrium binding levels at varying analyte concentration. By measur-
ing the signal attained at equilibrium as a function of analyte concentration,
affinities can be determined from a Scatchard analysis using the equation:

Req

C
= KaRmax – KaReq , (3)

where Req is the response at equilibrium and Ka is the association constant
(1/Kd). A plot of Req/C versus Req has a slope of – Ka.

In the example shown in Fig. 3, at t = 240 s the mouse IgG solution was re-
placed by buffer and the receptor–analyte complex was allowed to dissociate.
Analysis of this data can gave the dissociation rate constant (kd) for the inter-
action. Many complexes in biology have considerable half-lives, thus a pulse
of a regeneration solution (in this case an acid wash followed by a basic wash)
was used at t = 240 s and t = 360 s to disrupt binding and regenerate the free
receptor. The entire binding cycle can be repeated many times at varying con-
centrations of analyte to generate a robust data set for global fitting to an
appropriate binding algorithm. The affinity of the interaction was then calcu-
lated from the ratio of the rate constants (Kd = 1/Ka = kd/ka) and confirmed
by a non-linear fitting of the response at equilibrium versus varying concen-
tration of analyte.

1.6
Myoglobin

Myoglobin is a 17 kDa cytoplasmic protein found in muscle cells that binds
and stores oxygen. Normal levels of myoglobin in blood are very low
(< 100 ng mL–1). Following muscle damage (e.g. cardiac ischemia), myo-
globin is released into the blood and can rise to > 1000 ng mL–1 immediately
after a myocardial infarction, and can remain high (∼ 500 ng mL–1) for some
time afterwards. Myoglobin detection in blood is therefore a good diagnostic
indicator of preceding and ongoing cardiac disease and damage [61]. We used
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a mouse anti-myoglobin antibody, previously captured onto a rabbit anti-
mouse-Fc (RaM-Fc) surface to measure binding of varying concentrations of
human recombinant myoglobin in real time (Fig. 4a).

Varying concentration of myoglobin in the sample would give varying re-
sponse levels at equilibrium, which would enable generation of a standard
curve for analyte concentration. However, it can be seen from Fig. 4a, that
at lower concentrations of myoglobin considerable contact time would be re-
quired to reach an equilibrium level. In addition, in a “real world” diagnostic
application the sensor is likely to be used only once, and the level of receptor
activity may vary upon shipping and storage, which would result in variable
equilibrium binding levels. Hence, analyte concentration can be more accu-

Fig. 4 Myoglobin concentration assay. A Binding of recombinant human myoglobin to
mouse anti-myoglobin antibody, previously captured onto a RaM-Fc surface. Binding
curves for five different standard myoglobin concentrations (equivalent to 100, 30, 10,
3 and 1 nmol L–1) are shown overlaid and synchronised to the start of each myoglobin
injection. Correction for signal drift due to the off-rate of the captured antimyoglobin
antibody was performed by subtraction of the response from injection of buffer only.
B Myoglobin concentration–response calibration curve, generated by plotting the initial
binding rate for the set of standard concentrations. Estimates of myoglobin concentration
in unknown samples were calculated by linear interpolation from the calibration curve
with an accuracy of 0.5–15% over the concentration range tested
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rately and rapidly determined by analysing the rate of binding of myoglobin
to the antibody, and comparing the measured observed association rate with
a data set calibrated to analyte concentration (Fig. 4b). This enabled the con-
centration of myoglobin in the sample to be determined in under 6 min.

1.7
Interleukin 1-Beta

Members of the interleukin-1 (IL-1) family have clear therapeutic and diag-
nostic potential: the IL-1 agonists, IL-1α and IL-1β, are induced by central
nervous system injury, whilst peripheral or central administration of the IL-1

Fig. 5 Interleukin 1-beta concentration assay. A Binding of human IL-1β to mouse anti-
IL-1β antibody, previously captured onto a RaM-Fc surface. Binding curves for five
different IL-1β concentrations are shown overlaid, synchronised to the start of each IL-
1β injection. Data have been normalised by subtraction of the response to injection of
buffer alone, to correct for the off-rate of the captured anti-IL-1β antibody. B IL-1β
concentration–response calibration curve. The initial binding rate for each IL-1β con-
centration was calculated as for the myoglobin concentration–response calibration curve
(Fig. 4)
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antagonist, IL-1ra, reduces the extent of the damage by more than 50%. The
mechanism of action of these cytokines is the subject of intense research [62].
IL-1β is a 17.3 kDa protein that is found in serum, mucosa and in pleural ef-
fusions of different etiologies. It has been suggested as a diagnostic marker
in the differential diagnosis of several pleural diseases [63]. It has also been
found at consistently raised levels in normal appearing mucosa from patients
with Crohn’s disease, potentially providing evidence for a sustained immune
stimulation in Crohn’s disease in the absence of patent inflammation [64]. We
used a mouse anti-IL-1β antibody, previously captured onto a RaM-Fc surface
to bind to varying concentrations of human IL-1β (Fig. 5a).

As in the case for myoglobin, analyte concentration was more accurately
and rapidly determined by analysing the rate of binding of IL-1β to the anti-
body, and comparing the measured observed association rate with a data set
calibrated to analyte concentration (Fig. 5b). This also enabled the concentra-
tion of IL-1β in the sample to be determined in under 6 min.

1.8
Glucose Dehydrogenase

Glucose dehydrogenase (GDH) is a key initial enzyme in the energy pro-
duction process that uses nucleotide cofactors to “activate” monosaccharide
sugars as a prelude to their subsequent breakdown into pyruvate to enter the
Krebs cycle. Nicotinamide adenine dinucleotide phosphate (NADP+, 765 Da)
is the preferred cofactor, nicotinamide adenine dinucleotide (NAD+, 663 Da)
will act as a lower activity cofactor, and flavine adenine dinucleotide (FAD,
830 Da) will not bind nor act as cofactor. Preferred monosaccharide sub-
strates for the enzyme are glucose and galactose (180 Da). Other monosaccha-
rides (e.g. fructose, 180 Da) and disaccharides (e.g. maltose, sucrose, 342 Da)
cannot act as substrates.

Glucose dehydrogenase was coupled to a carboxylic acid terminating
linker layer using standard carbodiimide amine coupling as described ear-
lier. BSA was coupled in a similar manner to a second sensor surface to be
used as a passive control. NADP+, NAD+ and FAD were then independently
serially diluted and injected across the GDH “active” and BSA “control” sur-
faces for 1 min. The complexes were then allowed to dissociate for 1 min until
pre-binding baseline levels were attained (Fig. 6).

From simple visual inspection of the magnitude of the binding response
of the different cofactors, a rapid estimate of ranking affinity can be made:
NADP+ > NAD+ > FAD. The equilibrium binding constant, KD, for NADP+

binding to GDH, was calculated from analysis of equilibrium binding levels
resulting from injection of threefold dilutions of NADP+. The average re-
sponse during the “plateau” phase of binding was plotted against NADP+

concentration, and these data were fitted to a sigmoidal single site binding
model to give a KD of 2.8 mM. This demonstrates that RAP™ can be applied
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Fig. 6 Enzyme cofactor screening. Binding of preferred substrate, poor substrate, and
non-preferred adenine-nucleotide cofactors to the metabolic enzyme GDH. A NADP
(765 Da, preferred substrate) binding shows a clear equilibrium concentration–response
relationship. B NAD (663 Da, metabolite) shows a lower equilibrium binding level, and
compressed concentration–response relationship. C FAD (830 Da, non-preferred sub-
strate) shows very low levels of equilibrium binding

to the accurate determination of cofactor affinities for an enzyme in real time
in less than 20 min.

1.9
Automation

Scheduled for full commercial launch in 2006, the first instrument from Aku-
bio, employing resonant acoustic profiling technology, the RAP�id-4 (Fig. 7),
integrates the RAP™ detection technology with a continuous flow microflu-
idic liquid delivery system, a thermal control unit, and automated sample

Fig. 7 RAP�id-4™ system (left) and view of the sample rack and injection interface (right)
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handling. Fitted with four individually addressable sensors, the instrumen-
tation can provide specificity, affinity and kinetic characterisations for more
than 200 samples per day. The system is capable of working in a variety of dif-
ferent solvents and in complex biological mixtures. For example, interactions
can be studied in solutions containing up to 10% DMSO, in cell lysates, and in
cell culture media.

1.10
Challenges for Label-Free Technologies

All optical label-free detection methods ultimately measure changes in di-
electric constant or refractive index of a solution in close proximity to the
surface of the sensor substrate. Whilst they are powerful techniques under
extremely well controlled conditions, the advantages are often minimised
when trying to apply these methods in routine analysis procedures. As op-
tical methods rely on proximity-based detection, any analyte that is within
the evanescent sensing field (typically 300 nm for most SPR devices) is de-
tected as “bound”. This is the case whether it physically bound to the receptor
or simply in close proximity to the surface of the sensor. In contrast, RAP™
measures only those materials that are acoustically coupled to the sensor sur-
face, i.e. binding-based detection rather than proximity-based detection. The
process of measuring refractive index changes with optical methods to infer
mass changes imparts a number of other intrinsic limitations, in particu-
lar the masking of binding events that occurs in sample environments that
have variant refractive indices. In cases where the molecules to be tested have
been solubilised in organic solvents, or are components of a crude cell lysate,
culture medium or a serum sample, optical based techniques often are inca-
pable of measuring associated binding events without extensive calibration
or sample preparation procedures. Thus, one notable advantage of acous-
tic detection over more established optical label-free detection is the relative
insensitivity of acoustics to changes in solvent. When running samples con-
taining DMSO, optical detection systems suffer from large bulk refractive
index shifts that arise from the disparate properties of the organic solvent
and the running buffer. For example, the dielectric constant of water is 80,
whereas for DMSO it is 40 (a difference of 100%). To normalise for these large
bulk effects, a calibration routine using known serial dilutions of DMSO in
running buffer is normally run a the beginning, middle and end of a screen-
ing panel [65]. In contrast, acoustic systems are not effected by refractive
index changes, but are instead sensitive to bulk effects dominated by viscosity
and density of the solvent; more specifically the square root of the viscos-
ity:density product [14]. For water, this value is 0.99, whereas for DMSO it is
1.10 (a difference of only 11%).
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1.11
Theoretical Considerations

The possibility of using quartz crystal resonators as quantitative mass meas-
uring devices was first explored by Sauerbrey. The decrease of the resonant
frequency of a thickness shear vibrating quartz crystal resonator, having AT
or BT cut, was found to be proportional to the added mass of the deposited
film. The derivations of Kanazawa and others when one face of a quartz crys-
tal resonator is in contact with a liquid, and the calculation of penetration
depth is dealt with elsewhere in this volume. Brown et al. [66] have attempted
to extend the theory to accommodate polymeric or other finite viscoelastic
layers acoustically coupled to the rigid quartz crystal and a rigid “ideal mass
layer”. This situation is analogous to a biological receptor layer coupled co-
valently to a rigid, high shear modulus chemical linker layer (Fig. 8). Brown

Fig. 8 Idealised model of acoustic attenuation. A Diagrammatic representation of a thick-
ness shear mode bulk acoustic wave resonator, coated with a rigid metal adhesion and
electrode layer, a rigid chemical linker layer, a finite viscoelastic antibody receptor layer,
a second adherent finite viscoelastic analyte layer, and finally a Newtonian liquid. B An
idealised model of acoustic attenuation from bulk quartz through the above layers of
varying viscosity, density, and shear modulus
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et al. considered a finite viscoelastic layer (of thickness hf , density rf and
shear modulus G = G′ + jG′′. The latter value, G, is the complex shear modulus
where G′ and G′′ are the layer storage and layer loss moduli respectively.

These layers are then exposed to a bulk liquid (of viscosity ηL and density
ρL) (Fig. 8). For these layered components, it is possible to derive the surface
mechanical impedances:

ZM = jωρs (4)

for the ideal/rigid mass layer (in Akubio’s the chemical linker layer), where rs
is the mass per area contributed by the linker layer:

ZF =
√

ρf G tan h(γhf ) (5)

for the viscoelastic film (biological film), where γ is the shear wave propaga-
tion constant (γ = j2πf0(rf )1/2) and j =

√
– 1:

ZL =

√
2πfoρLηL

2
(1 + j) , (6)

for the liquid layer (semi-infinite Newtonian liquid), and finally:

Z = j2πfo
√

ρf G
ZL cos h(γhf ) +

√
ρf G sin h(γhf )√

ρf G cos h(γhf ) + ZL sin h(γhf )
, (7)

where Z is the impedance for the composite system. Note that the impedance
measured by the resonator is not simply the sum of those for individual
layers, as for each layer there will be an acoustic phase shift, which causes
a transformation of the impedance contributed by layers more distant from
the resonator. In addition this model does not accommodate the typically in-
homogeneous layers that exist in reality in biological systems (e.g. a hydrated
protein layer), or changes in distribution of mass induced by varying matrix
conditions and analyte binding.

When layers of a material of differing density and viscosity to the liquid
(such as a protein film) are deposited at the surface–liquid interface, then
there is a contribution from both the bulk liquid and from the added material
that has displaced liquid and mechanically coupled to the interface. In this
case the penetration depth can be defined as:

δ = (1 – χp)
√

ηL

πfoρL
+ χp

√
ηL

πfoρf
, (8)

where ηp and ρp are the liquid viscosity and density, respectively, and χp is
the fraction of the volume within the penetration depth occupied by protein.
This could be extended to encompass both a receptor layer and analyte layer
as shown in Fig. 8 if necessary. Integrating the mole fraction of protein/water
in combination with the definition of a composite impedance (Eq. 7), we can
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derive:

Z = χpj2πfo
√

ρf G
(1 – χp)ZL cos h(γhf ) +

√
ρf G sin h(γhf )√

ρf G cos h(γhf ) + (1 – χp)ZL sin h(γhf )
. (9)

In the case of a resonator coated with a linker chemistry, we can thus
model a rigid (high shear modulus) linker layer with a coupled viscoelastic
receptor layer, followed by binding of a viscoelastic analyte. The latter inter-
action is the most difficult to model as the impedance matching and acoustic
transmission of the penetrative wave between the receptor layer and analyte
layer will depend not only on the density, viscosity and shear modulus of
the binding analyte, but also on the affinity of the interaction (van der Waals
interactions, hydrogen bonds, induced dipole interactions etc. etc.), and con-
formational changes in the receptor that may be induced by analyte binding.
Fortunately, pure mass responses can be calculated in buffered solutions via
SPR measurements, whilst layer thickness can be determined by a combina-
tion of dry film ellipsometry measurements and hydrated liquid phase dual
polarisation interferometer measurements. In addition, the contribution of
viscosity and density to the acoustic load can be deconvoluted via measure-
ment in varying concentrations of buffered glycerol in which the buffer is
constituted from H2O, or from D2O.

1.12
Current and Future Applications of RAP™

Any system that utilises a highly sensitive transducer such as piezoelectric
quartz to measure molecular interactions must possess a variety of integrated
technical controls to facilitate the highest level of sensitivity, accuracy and
precision. Previous attempts to exploit this detection method in a commer-
cial format have been limited by poor sample delivery mechanics, inade-
quate thermal controls, and the lack of a multisensor analysis platform. The
development of proprietary electronics, fitting algorithms and a low-stress
mounting system for the sensor has enabled Akubio to integrate microfluidic
delivery together with automated liquid handling in the RAP�id system. Ease
of use is further facilitated by a number of simple-to-use coupling chemistries
for attachment of target proteins to the sensor surface, and flow-chart-based
assay design software.

These features, together with the ability to directly analyse samples in
crude matrices means RAP�id could be a useful tool for the protein therapeu-
tic and antibody engineering sectors. RAP�id can directly determine active
antibody concentration, interaction specificity, cross reactivity, affinity and
dissociation rates/half lives during the early stage development of drug can-
didates. Later in the pipeline, the technology can also be applied to a fuller
kinetic characterisation of the products and interactions with the therapeu-
tic targets and side-effect profilers. The technology may also be applicable in
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downstream manufacturing processes where the quantification of production
and purification yields in a timely and accurate manor is critical.

In the past, acoustic detection has been used to characterise interactions
with peptides [67, 68], proteins and immunoassay markers [16, 17, 19, 20],
oligonucleotides [54, 55], bacteriophage [57, 69], viruses [70, 71], bacteria [36,
38, 39] and cells [43–46, 50, 51]. The technology can thus be applied to an ex-
tremely wide range of biological and chemical entities. This suggests that one
of the most promising applications may be acoustic cell-based screening in
which live cells or cell membrane fragments form an active part of the sen-
sor. This would potentially enable pathway-based screens to be carried out
on cells to identify or confirm modulators of disease pathways, then mode-
of-action assays to be performed with purified receptors; both with a same
label-free technique.

2
Rupture Event Scanning

The analysis of molecular interactions is an integral part of many processes in
the fields of diagnosis, life sciences and drug discovery. Diagnostic and phar-
maceutical companies spend many millions of dollars to screen compounds
for receptor binding in vitro during the initial phase of the development of
new drugs, and to screen for pathogens which cause human, animal and plant
diseases. Rapid diagnosis of bacterial and viral infections is of paramount
importance for disease prognosis and prompt administration of appropriate
therapy. It is also important to accurately monitor bacterial and viral load
in order to determine the efficacy of drug treatment. Traditional methods of
diagnosis involve direct culture techniques that are time-consuming, prone
to problems of contamination, and may take days or weeks to give a re-
sult. Immunoassays such as antibody ELISA are more rapid, but have limited
sensitivity and generally are used only to detect the antibodies produced
following infection, rather than the infectious agent itself. Oligonucleotide-
based assays, which detect pathogenic DNA or RNA, are very sensitive, but
are expensive and require considerable experimental skill, as the genetic ma-
terial must be isolated before nucleic acid amplification [72]. These methods
can provide valuable early results in some situations, but in many cases local
facilities are not available and specimens are often transported to central ref-
erence laboratories for testing. Hence, there is a real need for methods that
rapidly detect and identify pathogens, especially those organisms that cause
life-threatening infections such as meningitis and septicaemia.

The majority of molecular screening in diagnosis, drug discovery and
the life sciences is carried out by interrogating a sample with some form of
electromagnetic radiation: radio waves, microwaves, infrared, visible light, ul-
traviolet light, X-rays or gamma radiation. The most widely utilised screens
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require some type of radio or fluorescent labelling to report the binding of
a ligand to its receptor. This labelling step imposes additional time and cost
demands, and can in some cases interfere with the molecular interaction by
occluding a binding site, leading to false negatives. Fluorescent compounds
are invariably hydrophobic and in many screens background binding is a sig-
nificant problem, leading to false positives. Ideally a screen should be univer-
sally applicable, label-free, sensitive, economical and rapid.

We have developed a new method of detecting analytes, which we term
rupture event scanning or REVS™ [73]. The technology enables rapid, label-
free determination of interaction affinities, both in buffered solutions and in
complex biological fluids. Potential applications range from the diagnosis of
clinical infections to the screening of libraries for receptor binding and the
quantitation of molecular interactions in general. The detection technology
does not utilise any form of electromagnetic radiation, but instead records
vibrational excitation in a substrate caused by disruption of molecular inter-
actions. To induce a molecular complex of moderate affinity to break apart
requires accelerations many orders of magnitude higher than the forces due
to gravity. These very high forces can be imparted on an analyte by using an
acoustic wave device, such as a quartz crystal resonator. In contrast to other
quartz crystal biosensing applications (quartz crystal microbalance or quartz
crystal resonance sensing), REVS™ technology does not only use the quartz
resonator as a sensor, but takes advantage of the active surface of the res-
onator and its influence on systems adhered to it. However, REVS™ technology
and our experimental set-up are also compatible with standard frequency and
resistance shift measurements [74–76]. By monitoring the change in reso-
nant frequency and resistance of the crystal, which occur upon adsorption of
analytes to the surface, quartz crystal resonators can be used together with ap-
propriate surface chemistry and fluidics to detect the adsorption of proteins,
oligonucleotides, cells and other analytes to surface-bound receptors [77].
This allows the label-free determination of interaction affinities and kinetics
in real time. In this short review the capabilities of REVS™ detection will be
demonstrated using the herpes simplex virus as a model system.

2.1
Controlled Applied Force

As the magnitude of an applied electric field applied to a piezoelectric mate-
rial is increased, the amplitude of oscillation increases and there is increasing
acceleration of analytes adhered to the surface. This in turn results in an in-
creasing force exerted by the surface on the analytes, which ultimately causes
rupture of the bonds attaching the analytes to the surface (Fig. 9). Due to
its piezoelectric properties the quartz crystal can be used to detect the ex-
citation of vibrations in the substrate produced by bond rupture, which are
converted into an electrical signal. The signal indicates not only the pres-
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Fig. 9 REVS™ assay. A An AT-cut quartz crystal was coated successively with a chro-
mium layer, a gold layer, a chemical linker layer, and a receptor that mediated specific
attachment of the particle. The crystal was then transversely oscillated by applying a RF
voltage at the main resonant frequency to the gold electrodes on either side of the disc.
B Increasing the applied voltage results in a transverse oscillation of greater amplitude
which, in principle, leads to greater inertial forces between the particle and the surface
and concomitant deformation of the surface and the particle. Ultimately the bond be-
tween particle and receptor surface breaks and vibrations in the quartz are excited. These
vibrations can be detected by using the quartz as a sensitive microphone. Note that the
figures are not to scale

ence of the analytes but also the number of analytes present and their affinity
for a surface-bound receptor. The scanning process requires minimal sample
preparation, works well in buffered solutions and in complex biological fluids
such as serum, and takes only minutes to perform.

The magnitude of excited vibrations is proportional to the number of an-
alytes present over at least six orders of magnitude, right down to the level
of a single particle, with a weight of only 80 fg, in 1 µL of fluid. This corres-
ponds to a mass sensitivity of 80 fg mm–2 (8×10–14 g mm–2) [73]. In compar-
ison, traditional frequency change quartz crystal biosensors have a detection
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limit in the order of 1 ng mm–2 (10–9 g mm–2), whilst the best surface plas-
mon resonance optical biosensors can detect a mass change of 1 pg mm–2

(10–12 g mm–2). The latter technique does not work well in complex fluids
such as undiluted serum, as there is significant non-specific binding of ma-
terials such as serum proteins to the sensor surface.

The resonators used for REVS™ are commercially available polished AT-
cut quartz discs with a diameter of 8.25 mm and a main resonant frequency at
14.3 MHz. The electrodes consist of a 3 nm thin chromium adhesion layer and
between 40–80 nm of evaporated gold. The gold electrodes are covered with
a chemical linker layer to which the desired receptors are attached. A signal
generator is used to drive the quartz crystal at its fundamental resonant fre-
quency, or at a higher overtone. During one scan the drive level is increased
from 0 to 10 V. The response of the quartz at three times the fundamental fre-
quency is fed via a filter into a lock-in amplifier and analysed using a signal
generated by a second amplifier as reference. A more detailed description can
be found in reference [78].

2.2
Detection of Herpes Simplex Virus

Rupture event scanning is a useful addition to existing techniques, as it com-
bines the specificity and versatility of ELISA with the sensitivity of PCR [79].
The ability to include antibodies as a capture reagent adds a critical advan-
tage to the technique, as it can build on the wide availability and tremendous
knowledge base of monoclonal antibodies against viruses and bacteria [80].
The application of REVS™ for viral diagnosis has been validated with her-
pes simplex virus (HSV), which causes recurrent mucosal infections of the
eye, mouth and genital tract. It also causes life-threatening generalised in-
fection in the new-born and, more rarely, a fatal encephalitis in adults [81].
Rapid and sensitive detection of HSV is not a major public health issue except
in the case of herpes encephalitis, where rapid detection of virus particles
in cerebrospinal fluid is a prerequisite for appropriate chemotherapy. HSV
is, however, a relatively fragile enveloped virus particle, sensitive to heat and
desiccation, and is therefore a reasonable surrogate for many viruses of clini-
cal importance such as HIV, hepatitis viruses B and C, and influenza.

For specific detection of HSV the viral samples were incubated for 40 min
on the antibody-coated quartz crystals, washed with phosphate buffered
saline solution (PBS) and then scanned under PBS from 0–10 V. A sharp
peak at approximately 7.4 V with a signal strength of 450 arbitrary units
was detected for a surface coated with HSV specific antibodies, whereas no
signal was detected on surfaces coated with antibodies to which HSV does
not bind (Fig. 10). This demonstrates that REVS™ only detects specifically
bound viruses. A second scan of the driving voltage from 0–10 V immedi-
ately following the first gave no peaks, indicating that the viruses had been
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detached from the surface. To confirm that the interaction between virus
and surface was specific, control experiments were carried out using a modi-
fied herpes simplex virus missing the protein to bind to the antibody on the
surface. The interaction was also specifically blocked by pre-incubating the

Fig. 10 Herpes simplex virus detection. Validation for specific detection of herpes sim-
plex virus using REVS™: a 500 000 HSV (gD+) virions incubated on a surface coated with
an HSV receptor (anti-gD monoclonal antibody), b the same number of HSV virions on
a surface with a receptor to which HSV does not bind (control bovine IgG), c geneti-
cally modified HSV (gD–) on HSV receptor surface, d HSV on a soluble gD-blocked HSV
receptor surface, e HSV in blocking solution (anti-gD monoclonal antibody) on HSV re-
ceptor surface. The traces have been displaced from zero on the y-axis for clarity

Fig. 11 Limits of detection for REVS™. Signal linearity with particle numbers. Serial ten-
fold dilutions of HSV1 gD+ in PBS a sample volume of either 1 µL (open circle) or 40 µL
(open squares) incubated for 40 min at room temperature on a quartz crystal coated with
an HSV specific antibody. The dashed line represents the noise floor
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antibody surface with the protein responsible for HSV binding (surface block-
ing) and by using HSV pre-incubated with antibodies before deposition on
the antibody-covered quartz surface (solution blocking). In all cases no sig-
nal was observed (Fig. 11), confirming that REVS™ is an accurate method to
detect specifically bound analytes.

To determine the sensitivity limits of detection, a HSV sample was seri-
ally diluted in phosphate buffered saline solution. The REVS™ signal specific
for detachment of HSV was log-linear with the number of viruses over six
orders of magnitude using a 1 µL sample (Fig. 11). The signal intensity using
a 40 µL sample volume was approximately fivefold lower than that obtained
using a 1 µL sample. This is believed to be due to a slower diffusion of virions
to the surface in the larger sample volume, which results in a lower amount of
captured virus on the sensor surface when the same incubation period is used
with the larger sample volumes.

2.3
Theory

REVS™ is a novel detection and measurement method very different to clas-
sical quartz crystal resonant sensing (QCRS), which typically involves meas-
urement of changes in frequency and resistance of the resonator. Whereas in
QCRS the resonator is a passive transducer of binding events at the solution–
surface interface, in REVS™ the resonator plays an active role in forcing bond
rupture and then also detecting modulations in the resonance of the crystal
induced by this event. Whilst we have a basic understanding of the processes
involved in REVS™, we acknowledge that much more experimental and the-
oretical work is needed to fully understand the nature of the detachment
event and signal generation. Long- and short-range interactions between
molecules are central to the dynamic behaviour of biological systems. These
interactions have traditionally been examined in great detail using thermo-
dynamic approaches. However, the rupture of these interactions is a dynamic
process and it is well known that the force required to break bonds depends
not only on the affinity of the interactions, but also on the rate at which the
force is applied to the interacting molecules [82, 83]. In recent years a variety
of instruments have been developed to measure the force between molecules,
including glass fibres, optical tweezers, the surface force apparatus and the
atomic force microscope (AFM). Of these, the AFM has rapidly become one
of the most widely used force measurement instruments due to its ease of
use and its commercial availability [84]. AFM measurements are, however,
most often carried out on single molecule interactions in which a single bond
between two binding partners is broken. REVS™ possesses single molecule
sensitivity, however, many of the analytes studied to date (such as viruses
and bacteria) present multiple bonds to the surface of the resonator. It is also
notable that a discrete, transient signal is observed from detachment events
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involving large number of surface-bound analytes. For example, Fig. 9a shows
a sharp peak for the detachment of 500 000 virions. These particles possess
slightly varying shapes, sizes and, in particular, different numbers of bonds to
receptors on the surface. Nevertheless, they dissociate from the surface of the
resonator in a very short period giving rise to the high signal to noise peaks
observed with REVS™.

For the purposes of this discussion we will assume that, up to the threshold
rupture voltage, adherent particles are mechanically coupled to receptors on
the surface via short-range molecular forces (i.e. electrostatic, hydrophobic,
ion-dipole, Van der Waals interactions etc.). Transient forces due to inher-
ent thermal energy of the bound complexes are by themselves insufficient
to break multiple bonds in the short (1 min) assay time of a REVS™ scan;
a necessary condition for subsequent dissociation of the particle. In other
words, it is highly improbable that multiple antibody–antigen bonds will all
rupture simultaneously at room temperature. It should also be noted that
biomolecules such as proteins and viruses are stabilised by weak interac-
tions (for example, the free enthalpies for binding of typical antibody–antigen
interactions are in the order of ∼ 50 kJ mol–1 [85], with detachment forces
measured by AFM in the order of 10–200 pN [86, 87]).

Under the force loading on crystal experienced at high driving voltages,
some of the bonds between virus and the antibody on the surface of the res-
onator will be ruptured, and the particle may partially decouple from the
surface of the crystal. The resulting increased force on the remaining intact
bonds could then lead to an increased rupture rate of the remaining bonds.
This positive feedback mechanism can potentially explain the transient char-
acteristic of REVS™ peaks. This is an attractive hypothesis; however, it is
also important to consider the case in which the load on the particle may be
wholly, or partially, concentrated on one bond at a time, in which case the
bonds will rupture in series [87]. It is also possible that the bonds can reform
within the timescale of the rupture event.

To calculate the forces imparted on a molecule on the surface of the res-
onator it is first necessary to determine the displacement amplitude of the
resonator. This has been shown to depend linearly on the merit factor and
the drive level. For an AT cut quartz resonator it can be calculated from the
following relationship:

A = 1.4 Q Vd , (10)

where A is the amplitude of maximal displacement of the thickness shear
mode resonator, the factor of 1.4 (pm V–1) is a proportionality constant de-
termined by Borovsky et al. [88], Q is merit factor of the resonator and Vd is
the driving voltage. Note that this measured proportionality constant is the
same as that calculated theoretically by Kanazawa [14]. Within Kanazawa’s
model the amplitude is interpreted as the average amplitude across the crys-
tal surface. This is expected to be about one half the maximum amplitude
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at the centre of the crystal, in view of the approximately Gaussian amplitude
distribution [14, 88]. The Q factor in our experiments under liquid has been
determined to be 1400–1600, depending on the resonator used. For a driving
voltage of 7 V this gives an estimated vibrational amplitude at the centre of
the crystal of ∼ 15 nm.

If we assume that particles detected using REVS™ are spherical and at-
tached at a point to the surface of the resonator, we can determine the ratio
between force applied tangentially to the surface of the particle and acceler-
ation of the surface of the particle. We also assume that sphere is rolling, or
pivoting about this attachment point, which we acknowledge is an approx-
imation of the geometry of the virus–antibody interaction. The moment of
inertia of the sphere about a central axis, Js is defined as:

Js =
∫

r2dm = 2πρ

Rs∫
0

r4
(√

Rs – r2
)

dr =
2
5

MsR2
s , (11)

where r is the integrated radius, Rs is the radius of the sphere, Ms is the mass
of the sphere, and ρ is the density of the sphere. The acceleration at the centre
of the sphere, ac is defined as:

ac =
Ft

Ms
, (12)

where Ft is applied total force. The angular acceleration εs of the sphere is
thus defined as:

εs =
FtRs

Js
=

FtRs
2
5MsR2

s
=

5ac

2Rs
, (13)

which makes acceleration of surface of the sphere, as with respect the acceler-
ation at its centre, ac:

as = εsRs =
5ac

2
, (14)

and hence the total acceleration of the surface of the sphere, ats is:

ats = ac + as = ac +
5ac

2
=

7ac

2
. (15)

In other words, for a sphere pivoting about an attachment point to a surface,
the centre of mass of the sphere moves only 2/7th of the distance moved by
the surface at full amplitude about the pivot point. The acceleration of a point
on the surface of the resonator thus is given as:

a =
2
7

A(2πf )2 . (16)

For the 14.2 MHz crystals driven at 7 V employed in our work this gives
an acceleration on the surface of 3.4×107 m s–2 or 3.4 million g! We can es-
timate the mass of a single virus from knowledge of its molecular weight
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(∼ 5×108 Da) which gives the mass of a single virion as 80 fg [81, 89]. Ignor-
ing any contribution from viscous forces in water and treating the virion as
a rigid sphere, this then enables us to estimate the force imparted on a virion
adhered to the resonator from:

F =
2
7

mA(2πf )2 (17)

giving F as ∼ 3 nN. This raises the question: is this force sufficient to break
bonds typically found in biological systems? Atomic force microscopy has
been used to determine the forces involved in single molecule interactions be-
tween antibodies and antigens immobilised on planar surfaces, with typical
measured values in the order of 10–200 pN [86, 87]. However, the virus used
in this study presents multiple receptors on its surface, and will form mul-
tiple bonds with several antibodies on the surface of the resonator. Indeed,
adhesion to surface-bound receptors in biology is characterised by polyva-
lent interactions and multiple receptor–ligand interactions, which serve to
enhance the affinity, or avidity of an interaction. To determine exactly the
number of interacting molecules during each measurement a prior know-
ledge of the surface density of the immobilised molecules, particle geometry
and particle–receptor contact area is required. Surface coverage can be es-
timated using radio-labelling and fluorescence techniques. However, deter-
mination of particle and receptor orientation and the contact area between
the two is problematical, and we have not taken this into account in our cal-
culations. It has also been demonstrated that there is a strong dependence
in the measured adhesion force between biomolecules and the loading rate
(or pulling rate in the case of AFM) [85, 90]. Notwithstanding these effects, it
can clearly be seen that the force imparted by the resonator on the adherent
virion (3 nN), is sufficient to rupture several bonds between the particle and
receptors immobilised on the surface (10–200 pN each).

2.4
Application to Model Clinical Samples

For REVS™ applications using clinical samples, it is necessary to detect
viruses in more complex biological fluids, such as serum or cerebrospinal
fluid, which contain large quantities of proteins. To test the suitability of the
REVS™ technique for use in complex specimens, HSV samples were diluted
in calf serum. Peaks were observed in the region of 7.1 V (Fig. 12). The fact
that multiple, distinct peaks can be observed in serum may be due to par-
tial non-specific blocking of some antibody binding sites by serum proteins,
which could lead to more variations in the number of interactions between
the virus and the surface than is the case in PBS.

These results demonstrate that REVS™ technology could potentially be ap-
plied to a wide range of more complex biological samples. Quartz crystal
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Fig. 12 Detection in neat serum. a 1 µL of HSV gD+ at 5×107 particles/mL in calf serum
incubated for 40 min on a quartz resonator coated with anti-gD IgG monoclonal antibody,
then washed with water and scanned under 10 µL of PBS from 0–10 V. b Calf serum only
incubated for 40 min on a QCM disc coated with anti-gD IgG monoclonal antibody, then
washed with water and scanned under 10 µL of PBS from 0–10 V

resonators have been mass-produced for many years and are relatively in-
expensive. The oscillation and detection system is entirely electronic, which
results in a direct digital read out without the use of optics, filters, charge-
coupled devices or image processing. This makes the instrumentation much
simpler and cheaper than is the case with fluorescence, chemiluminescence
or evanescent wave-based techniques. The major challenges that lie ahead
include the successful integration of the detection technology with fluidics,
chemistry, biology, signal processing, and data management. It is possible to
multiplex the assay in a variety of ways and also to miniaturise the detec-
tor for direct detection in the field or at patient point of care. The label-free
nature of the technique should allow rapid assay development with broad
applicability to the detection of viruses, bacteria, cells, proteins, oligonu-
cleotides and small molecules. Akubio’s acoustic detection technology thus
has great potential as a new method for interrogating chemical and biological
samples in drug discovery, diagnosis, and the life sciences in general.
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