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INTRODUCTION

Plasmodesmata (PD) are unique to plants, and are utilized to establish
dynamic intercellular continuity between groups of cells enabling the transport
of nutrients, developmental cues and ribonucleoprotein complexes (reviewed in
(1-4)). Multidisciplinary investigations over the last decade provide evidence that
plasmodesmatal regulation is critical to various basic plant functions such as
development, host–pathogen interactions and systemic RNA silencing. This
chapter highlights various tools used to study PD, and elaborates on the regula-
tion of PD during plant development.

PLASMODESMATA: STRUCTURES AND FUNCTIONS

Generic simple PD have two major components, membranes and spaces
(5) (Figure 1). Membranes constitute boundaries of the PD channel. The plasma
membrane (PM) of two neighboring cells form the outer boundary of PD.
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Appressed endoplasmic reticulum (ER), termed the desmotubule (D), runs
through the axial core of PD and forms the inner boundary. The space between
PM and D is the cytoplasmic sleeve (CS), the primary passageway for molecular
transport, which is continuous with the cytoplasm between adjacent cells. The CS
is not empty. Instead, the CS is filled with proteinaceous molecules that likely
regulate transport via PD. For example, actin and myosin along the length of PD
(reviewed in (6)), and centrin nanofilaments at the neck region (7), may provide
contractile elements to control PD apertures.

The functional measure of PD is their size exclusion limit (SEL), the
upper limit of the size of macromolecules that can freely diffuse from cell to cell.
PD SEL is regulated temporally, spatially and physiologically throughout plant
development. PD selectively allows movement of proteins, such as transcription
factors, and RNAs, such as mRNAs and silencing RNAs, both critical in cell-fate
determination (reviewed in (8, 9)). Therefore, PD in different tissues may be reg-
ulated differentially, possibly by the involvement of developmentally-regulated
factors.

When cells and tissues exhibit cell-to-cell transport of micro- or macromol-
ecular tracers they are said to form “symplastic domains” of shared cytoplasm.
Cells within symplastic domains share a common PD aperture (SEL) compared
to cells in surrounding regions. Because symplastic domains are thought to form
during differentiation of tissues/organs, the determination of which cells and
tissues in the plant are in communication via PD is an area of active investigation.
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Figure 1. Diagram of simple PD. A longitudinal view in the left and a transverse view in the right,
reprinted with permission from (5).



Such studies reveal communication domains for developmental/morphogenetic
signaling. Below we review PD function during adult, seedling and embryonic plant
development.

PD Function During Adult Plant Development

Research on PD has made exponential progress in the last several years
due to technical innovations. The major targets of PD research in adult plants are
leaves (see Figure 2 for plant diagram), due to their ready accessibility. The first
approach used to examine PD function was microinjection of fluorescent probes.
Historically, this approach revealed that PD SEL was less than 1 kDa (10), and
only few specialized viral (11) or homeodomain proteins (12) could dilate PD
beyond their innate small apertures.

The use of green fluorescent protein (GFP) and its introduction by biolistic
bombardment dramatically altered this view, revealing an inherent complexity 
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Figure 2. Plants use a combination of local and long-distance signaling to orchestrate proper function
throughout the whole plant. Signals perceived/generated by leaves (B) are transmitted along the vascu-
lar systems of petioles (C) and stems (D), and then delivered to distant organs such as the shoot api-
cal meristem (A) and the root tip (E). Signals generated in leaves and transported through the phloem
reflect environmental changes (light, temperature, mineral nutrients, and water availability), physio-
logical programs, developmental cues, and pathogenic attacks. Arrows indicate the transport by the
phloem of the vascular system. Adapted from (3) with permission.



of PD function. Basically, plant leaves are bombarded with DNA constructs to
express GFP (27 kDa) or its larger-sized protein fusions. Remarkably, such stud-
ies revealed that proteins at least 50 kDa were able to traffic cell-to-cell by passive
diffusion (13, 14). PD aperture in leaves is developmentally regulated. Younger
leaf cells contain PD with more dilated aperture than older leaves (as measured
by different-sized GFP tracers) and this function is correlated with structural
changes in PD that occur during leaf maturation. Quantitative studies, one of the
benefits offered by biolistic bombardment over microinjection, reveal that even a
single leaf is composed of PD with various apertures that likely respond dynam-
ically to environmental and physiological changes (15).

PD aperture and protein size obviously govern passive macromolecular
traffic. Given that size and aperture are synchronous with each other, can all
macromolecules move cell-to-cell like GFP? Such rampant exchange would lead to
loss of critical cell components. By fusing GFP to several localization sequences,
such as ER retention or cytoskeleton anchoring, it was determined that cellular
location dictates whether or not a protein can move cell-to-cell (14). Thus, exoge-
nous tracers such as GFP can move by default as they do not contain cellular tar-
geting signals. However, cells likely sequester or anchor their proteins according to
their functions and thereby protect against non-specific intercellular transport.

Another method to measure PD conductivity, phloem loading, takes
advantage of the plant vascular system. Fluorescent membrane impermeable trac-
ers (once they are in the cytoplasm, they can move cell-to-cell only via PD) are
loaded from the end of cut petioles, the little branch remaining after removal of
leaves (see Figure 2 for plant parts). Tracers load into and move along the phloem.
Tracers can then “unload” via PD connections between the phloem and sur-
rounding cells in sink leaves or at the shoot apex. As tracer movement is imaged at
a distance from the site of initial wounding and loading, this method is less inva-
sive than microinjection or biolistic bombardment. Tracers can even move up to
the top of the plant, to the shoot apical meristem (SAM), a group of stem cells
that gives rise to all the above-ground plant organs following germination.

For example, this approach reveals that PD in the SAM are dynamically
regulated. During vegetative development, when the plant continuously produces
new leaves, the cells at the SAM allow transport of small (~0.5 kDa, see below)
symplastic tracers. However, during the transition from vegetative to reproductive
development, when the plant starts producing flowers, PD at the apex are
downregulated and no transport of tracers occurs (16, 17). Potentially, a signal
molecule that regulates flowering is symplastically transported to the apex from
leaves. The apex may then shut down further communication while it undergoes
the profound morphological changes that accompany the switch to floral pro-
duction. Interestingly, symplastic transport to the apex resumes once floral
commitment is established. Such studies highlight the important role of PD
during plant development.

The use of tissue-specific promoters to drive expression of fluorescent
reporter proteins offered the next significant leap for PD research. In this
approach, transgenic plants were constructed to express a soluble diffusible GFP
(or GFP-fusion protein) in specific cells/tissues using a specific promoter. For
example, soluble GFP expressed in the companion cells (CC) of source leaves (net
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export of photosynthetic products) of tobacco and Arabidopsis (13, 18) moves
toward regions of new growth, such as sink leaves (net import of photosynthetic
products) and newly-emerging floral organs. Strikingly, GFP was observed to
move throughout all plant tissues and organs, albeit to more or less extents
depending on the tissue. Thus the PD SEL is at least 27 kDa in many regions of
the plant. Such movement implies that endogenous macromolecular signals may
traffic the phloem to facilitate new development.

PD Function During Seedling Development

Phloem-loading together with novel fluorescent probes made it possible
to track the cell-to-cell movement of symplastic probes, both locally and long dis-
tance, in whole seedlings just after germination from the seed (19). This approach
is especially suited to the model plant Arabidopsis, as seedlings are small (~1 cm
for the shoot and ~3 cm for the root of one-week-old seedling) and thus the whole
plantlet can be viewed easily under the fluorescent microscope. Early studies used
small (~0.5 kDa) tracers such as carboxyfluorescein (CF) diacetate and 8-hydrox-
ypyrene-1,3,6-trisulfonic acid (HPTS). The ester (uncharged) form of CF diac-
etate freely moves across plasma membrane. A cytosolic esterase then converts
this probe to the anionic membrane impermeable form, trapping CF in the cyto-
plasm. CF diacetate applied to cut leaves of Arabidopsis seedlings translocates
via the phloem and unloads into growing root tips (19) to reveal symplastic cou-
pling between young root cells (see Figure 2). HPTS was found to be a more reli-
able tracer as it is highly anionic and localizes entirely to the cytoplasmic
compartment for intercellular transport via PD. HPTS loading revealed that the
epidermis of the root becomes symplastically isolated from inner cells as devel-
opment proceeds (20). While such phloem loading offers an excellent non-inva-
sive means to monitor PD function, especially over long distances, this method
can only measure the transport of small probes.

An elegant series of experiments revealed macromolecular movement in
Arabidopsis seedling roots, and the precision whereby PD can control such move-
ment. In particular, the SHORTROOT (SHR) transcription factor (TF) was
found to move cell-to-cell in developing roots. The SHR TF is required for the
normal differentiation of cortex/endodermal initial cells that control the forma-
tion of the endodermis. Surprisingly, transcription of SHR (shown by in situ
mRNA localization and a transcriptional fusion of GFP to the promoter of
SHR) is absent from cortex/endodermal initial cells or its daughter cells. Instead,
SHR mRNA is present in the internally adjacent cells of the stele (Figure 3,
inset). However, SHR protein (shown by immunolocalization and a translational
fusion of GFP to the coding sequence of SHR) localizes to the stele and the cells
of the adjacent cell layer of the endodermis, which includes the cortex/endoder-
mal initial cells and the quiescent center (Figure 3). These results imply SHR-
GFP traffics from the stele to a single adjacent layer of cells, where it functions
to promote asymmetric cell division and endodermal cell fate.

Over the years, additional studies using genetics and in situ gene expres-
sion have revealed that other plant TFs can move cell-to-cell via PD. The classi-
cal example is the maize KNOTTED1 (KN1) protein, discovered in 1994 to move
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one cell layer in the shoot apex. KN1 is a homeodomain containing protein that
regulates leaf and shoot meristem development. KN1 and its mRNA traffic from
cell-to-cell in the shoot apical meristems and leaves (21). LEAFY (22) that con-
trols floral meristems identity, and CAPRICE (23), that is central to root hair cell
formation, are other examples of TFs that move cell-to-cell. More information
about the movement of TFs via PD is reviewed in (9, 24-26).

For readers interested in additional studies on the role of PD during post-
embryonic development, we mention a few articles as starting points. Two recent
studies analyze the transport of GFP tracers in early seedling leaves (27, 28) and
roots (28). See also the role of symplastic communication in morphogenesis of
postembryonic tissues such as gametophytes, leaf, root, stem, flower and shoot
apical meristem of land plants and algae (20, 29-34). Note that symplastic isola-
tion occurs in different manners and to various degrees, permanent versus tran-
sient, and complete PD closure versus reduced PD aperture, and symplastic
domains differentiate into tissues with distinct structures and functions.

PD Function During Embryonic Stages: A Transient Assay to 
Identify PD Genes

While PD function and ultrastructure have been extensively analyzed, until
recently few studies have addressed what genes control PD. Genetics is a powerful
tool to isolate potential PD genes, yet PD research using genetics is quite limited
(35-37). One obstacle to such an approach is, given that PDs are essential to plant
growth, most PD mutants are unlikely to grow to adult plants. However, while PD
mutants cannot be easily identified at the adult plant level, PD mutants should
manifest early in development during embryogenesis. Such lethal PD mutants can
be propagated as heterozygous plants that then display their homozygous defec-
tive phenotype in embryos segregating in seedpods or fruit. One Arabidopsis fruit
(called silique) contains 40-60 seeds in which embryos are enclosed (think of a pea
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Figure 3. Intercellular movement of SHORTROOT (SHR) protein in Arabidopsis root. SHR proteins
as GFP fusions (shown as grey regions) localize both in the stele (Ste) and endoderrmis (End), while
SHR transcript locates only in the stele (inset). Reprinted from (59) with permission.



pod with 40 peas, but much smaller) (Figure 4A). Thus, 10-15 homozygous
mutant embryos will be segregating in a single silique.

The next hurdle was to develop a strategy to test PD function during
embryogenesis. First embryos need to be released from their seed coats. Seeds are
extruded from siliques and collected in a glass slide. Application of a cover glass
and slight pressure releases embryos. This extrusion process induces sublethal
tears in plasma membranes and cell walls in the outermost cell layer of embryos.
Such breaks provide initial entrance sites for symplastic tracers of various sizes
(Figure 4D). Probes larger than PD SEL of the cells at the break site are trapped
in the initial cells (Figure 4B,C) and cannot move, whereas tracers smaller than
the PD SEL move cell-to-cell via PD (Figure 4D).
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Figure 4. Uptake of symplastic probes in cells of Arabidopsis midtorpedo embryos. (A) When
embryos are released from their seed coats, physical damage occurs in a subset of cells. As a result,
small regions of cell walls and plasma membranes are broken to a sublethal level to provide an initial
entrance site for uptake of symplastic tracers such as HPTS and F-dextran, which do not cross plasma
membranes. Jagged lines indicate the most common site of damage. co, cotyledon; ra, radicle; sc, seed
coat. (B) A small number of cells at the base of the detached cotyledons from midtorpedo embryos are
cytoplasmically loaded with 10 kDa F-dextran (asterisks), yet further movement to neighboring cells
does not occur. Scale bar, 50 µm. (C) A typical example of loaded cells in a region containing abrasion
at the edge of the protodermal layer, marked as jagged lines in (A). Individual cells in the protodermal
layer take up 10 kDa F-dextrans (arrows) and show cytoplasmic localization of the probe. However,
subsequent movement of the probe is inhibited (arrows with X). Scale bar, 5 µm. (D) A diagram shows
a partially broken cell wall and plasma membrane (jagged edge) may provide the initial entrance site
for uptake of symplastic tracers, F-dextran or HPTS (circles). Further symplastic transport is then
determined by the PD SEL and the size of symplastic tracers introduced. Reprinted with permission
from (37).



In this transient assay, HPTS (0.5 kDa) or fluorescently (F)-labeled
10 kDa dextrans were exogenously introduced into developing embryos. HPTS
moves through all cells of embryos throughout all stages of embryonic develop-
ment examined (early heart to midtorpedo), demonstrating that the embryo is
single symplast. However, the use of higher molecular weight tracers reveals that
PD aperture is downregulated as development proceeds. 10 kDa F-dextrans are
transported cell-to-cell in 50% of heart, 20% of early torpedo, and 0% of mid-
torpedo embryos. Thus, while symplastic connectivity remains (as measured by
small tracers such as HPTS), PD SELs are altered during development.

Over 5,000 lines of Arabidopsis with an embryo defective phenotype were
screened by the above assay to detect mutants that continued to traffic 10 kDa 
F-dextran at the midtorpedo stage. Fifteen lines, called increased size exclusion
limit of plasmodesmata (ise), were identified (37). Two lines, ise1 and ise2, are cur-
rently under investigation to identify their defective genes and characterize their
role in PD function and/ or structure.

PD Function During Embryonic Stages: Analysis of Symplastic Domain
Formation during Embryogenesis

Besides providing a genetic tool, embryos are innately interesting subjects
for investigation of intercellular transport patterning. Embryogenesis is a critical
stage of plant development that sets up basic body axes enabling the development
of different tissues and organs. Arabidopsis embryos have regular pattern of cell
divisions that allow the tracking of the origin of seedling structures back to spe-
cific groups of cells in the early embryo (38, 39). The seedling shows an apical–
basal pattern along the main axis composed of structures such as shoot apical
meristem (SAM), cotyledons, hypocotyl and root (Figure 5I). Clonal analyses
and histological techniques predict the contribution of each embryonic cell to
this body plan (40) (Figure 5I, compare heart and seedling). Generally, positional
information determines the overall body pattern, and lineage-dependent cell fate
specifies local patterning (40-42). Auxin signaling as well as differential gene
expressions then facilitate specific morphogenesis (reviewed in (43, 44)).

Cell-to-cell signaling via PD is an important factor to coordinate embry-
onic development. However, until recently no studies have directly addressed PD
function during embryogenesis. Now evidence suggests that PD also conveys
positional information during axial patterning in late embryogenesis (see below).
For these studies, stable (versus transient introduction of tracers) expression of
GFP in specific regions of the embryo was investigated.

Subdomains Corresponding to Axial Body Pattern

Two different promoters were used to drive GFP expression in meristem-
atic regions of Arabidopsis embryos. The SHOOT MERISTEMLESS (STM)
promoter was used to express 1X, 2X and 3XsGFP (single 27 kDa, double 54
kDa and triple 81 kDa forms of sGFP) in the shoot apical meristem (SAM) and
a subset of cells in the hypocotyl (45). In addition, the cell-type-specific enhancer
of the J2341 line-induced expression of 2XsGFP in the SAM and the root apical
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meristem (RAM) in the MSG2 line (Figure 5E) (27). The subsequent movement
of these various-sized tracers from their site of synthesis was monitored at three
stages of embryogenesis to reveal two major findings. First, 2XsGFP (54 kDa)
moves throughout the entire early heart embryo demonstrating that PD apertures
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Figure 5. sGFP movement in Arabidopsis midtorpedo embryos. 1XsGFP expressed by the STM pro-
moter in the SAM and the base of hypocotyls (hy) (E) freely moves throughout the whole embryo (A).
2XsGFP fails to move into cotyledons (co) (B) but moves to the root tip (F). 3XsGFP fails to move to
the root (ro) as well as cotyledons (C,G). These results indicate the formation of at least two symplas-
tic subdomains, e.g. the cotyledon and root. 2XsGFP expressed in the SAM and RAM in MSG2 line
(E) stays within subdomains of the shoot apex and the root, respectively (D,H). These results, together
with (B), reveal the boundary between the shoot apex and hypocotyl subdomains. Root subdomains
from embryos in (C) and (D) are shown in larger magnification views under each whole midtorpedo
image, and include quiescent center (qc), part of the RAM, and central root caps (crc). (E) Origin of
MSG2-mediated expression is indicated by empty circles at SAM and RAM, and origin of STM-medi-
ated expression is indicated by shaded circles at the SAM (same as MSG2) and the lower part of
hypocotyl. (I) Four symplastic subdomains in torpedo embryos, shoot apex (1) including SAM (a dark
circle), cotyledons (2), hypocotyl (3), and root (4) are extrapolated to the body parts in heart embryos
and seedlings. Same shading in heart embryo and seedling represent regions of development with com-
mon clonal origins. Subdomains of the torpedo embryo, determined by their cell-to-cell transport via
PD, also correspond to the apical-basal body pattern of the heart embryo (and seedling) by their posi-
tions; these regions are diagrammed with different shadings to indicate they were defined by a differ-
ent assay. Scale bars, 50 µm. Reprinted with permission from (27).



(interconnecting cells to form a single symplast) in early embryos are quite
dilated. Secondly, different regions of the embryo have distinct PD SELs defining
symplastic subdomains by the midtorpedo stage. These subdomains correspond
to the major regions of the apical-basal body axis, the shoot apex, cotyledons,
hypocotyls and root. (See Figure 5 and legend) (27). These subdomains can be
extrapolated to regions of the early embryo (and seedling) defined by gene
expression profiles and clonal analyses (Figure 5I).

Boundaries Between Symplastic Subdomains of Cell-to-Cell Transport

The above data imply that there are boundaries between each of four
symplastic subdomains where the embryo controls intercellular transport (45).
Each boundary has a distinct PD SEL. For example, the boundary between the
shoot apex and the cotyledons has a SEL between 27 and 54 kDa, as 1XsGFP
but not 2XsGFP moves from the SAM to the cotyledons (Figure 5A, B, and E).
The boundary between the hypocotyl and the root has a SEL between 54 and 81
kDa, as 2XsGFP but not 3XsGFP moves from the hypocotyl to the root (Figure
5F and G). The hypocotyl and shoot apex subdomains are indicated by the move-
ment of 2XsGFP from its site of synthesis at the SAM and surrounding cells in
MSG2, and its failure to move to the hypocotyl (Figure 5D and E). Movement of
2X and 3XsGFP in the hypocotyl subdomain results from upward movement
from its site of synthesis (under the STM promoter) near the hypocotyl-root
junction (Figure 5B, C, and E). The existence of the root and cotyledon subdo-
mains was further investigated in transgenic plants expressing 1X or 2XsGFP
fused to the P30 movement protein (MP) of Tobacco mosaic virus (TMV), also
under the control of the same STM promoter (45).

TMV P30 localizes to PD in virus-infected cells (46) and in uninfected
transgenic plants expressing P30 (47). TMV P30 acts as a molecular chaperone to
bind the single-stranded viral RNA genome and targets this ribonucleoprotein
complex to PD, where it triggers an increase in PD SEL (called gating) to facili-
tate movement of the TMV genome into adjacent uninfected cells (reviewed in (48)).
In embryos, GFP-P30 targets to PD as in adult plants, and moves more extensively
than similarly sized GFP tracers, confirming the functionality of P30. However,
1XGFP-P30 (57 kDa) and 2XGFP-P30 (84 kDa) behaved as the similarly-sized
2XsGFP (54 kDa) and 3XsGFP (81 kDa) in their inability to be transported into
cotyledons and roots, respectively (45). These data reinforce the existence of
boundaries between symplastic subdomains in embryos.

Further Refinement of Local Symplastic Subdomains

To date additional symplastic subdomains, corresponding to the proto-
dermis and stele, have been observed. When 1XsGFP was expressed in the outer-
most protodermal layer of the hypocotyl, under the control of the Arabidopsis
GLABRA2 (AtGL2) promoter, it moves uniformly inward to internal ground tis-
sues and to neighboring protodermal cells in cotyledons at the heart stage (see
Figure 3F of (49)). However, in the early torpedo stage, centripetal movement of
1XsGFP from the protodermis is reduced such that GFP signal intensity is now
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much weaker in ground tissues, while movement among cells in the protodermis
continues (Figure 6A). Similarly, 1XsGFP expressed in the root tip, by the
Arabidopsis SUCROSE TRANSPORTER3 (AtSUC3) promoter, freely moves
to the hypocotyl in earlier stages (49), but becomes restricted to the stele in the
midtorpedo stage (Figure 6B).

Note that the extent of symplastic movement is significantly affected by
the location of the initial site of sGFP synthesis. 1XsGFP freely moves to every
cell in embryos following expression in the SAM (27, 45), but its movement is lim-
ited to within the stele upon expression from a subset of cells in the root tip (49)
(compare Figures 5A and 6B). It makes sense that PD in and around the SAM are
more active than those in the root tip, as meristems are likely the source of mor-
phological signals to enable patterning during embryogenesis. Future studies need
to address how the SAM (and RAM) contribute to the formation of symplastic
subdomains to determine the apical-basal body pattern, and how symplastic sudo-
mains corresponding to various tissue types are controlled locally.

Symplastic Domains in Developing Seed Coats

The Arabidopsis seed coat consists of five cell layers, the innermost
endothelial layer, followed by two cell layers each of inner and outer integuments.
Two symplastic domains, corresponding to the outer and the inner integuments,
were identified in developing seed coats (49). GFP expressed in the outer integu-
ment cannot move to the inner integument layers (Figure 6D). Similarly, GFP
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Figure 6. More subdomains in embryos and seed coats. The protodermis (A, arrows, and C1) and the
stele (st) (B, C3) form subdomains where the movement of 1XsGFP, expressed by AtGL2 and AtSUC3
promoter, respectively, is allowed within domains but is reduced (A) or blocked (B) to cells beyond each
domain. Outer integuments (oi) (D, F1) and inner integuments (ii) (E, F2) form separate symplastic
domains where 1XsGFP movement is blocked across a boundary between the two domains. C2,
ground tissues; en, endosperm; et, endothelium. Scale bars, 40 µm (A), 50 µm (B), 25 µm (D) and 
20 µm (E). Reprinted with permission from (49).



expressed in the innermost endothelial layer moves to the inner integument layers,
but cannot move to the outer integument layers (Figure 6E). Even small tracers
such as HPTS (0.5 kDa) are not transported across the boundary between the
outer and the inner integuments. Stadler et al. suggested that the outer integu-
ments may provide a symplastic route for nutrient transport from maternal tissues
to developing seeds, but that transfer between the outer integument and the inner
integument, and the inner integument to the embryo may be apoplastic (49).

MORE APPROACHES TO IDENTIFY PD COMPONENTS

Although it is now established that PD have dynamic and critical roles in
various aspects of plant life, no components specific to PD are known. In addition
to the genetic approach mentioned above, several different approaches have
been conducted in an effort to uncover structural or functional components of
PD. A biochemical approach uncovered one Nicotiana tabacum NON-CELL
AUTONOMOUS PATHWAY PROTEIN 1 (NtNCAPP1), from PD-enriched cell
wall extracts as an interacting partner to a PD-trafficking protein (CmPP16) by
affinity purification (50). NtNCAPP1 locates in the cell periphery and contains
ER transmembrane domain which deletion blocks the movement of specific PD-
trafficking proteins, suggesting that protein movement via PD is both selective and
regulated. A plasmodesmal-associated protein kinase (PAPK) specifically inter-
acts with plant viral proteins, such as TMV P30, and localizes to PD. Since P30 is
known to manipulate PD, PAPK may act to regulate PD function (51).

A collection of random plant cDNA-GFP fusions and their localization
in cells generated a library composed of GFP tags to specific plant organelles
including PD (52). Another high-throughput screening where plant cDNA-GFP
fusions were expressed by a viral expression system identified twelve proteins
specifically localized to PD (53). A punctate pattern in cell walls is diagnostic for
labeling and localization to PD. Half of the twelve-encoded proteins share no
similarity with known proteins and may represent novel components of PD.

Proteomic technology is another approach to identify PD-specific pro-
teins from purified PD or cell wall fractions enriched for PD (54). One protein
found by several research groups is a class 1 reversibly glycosylated polypeptide
(RGP). RGPs normally associate with the Golgi, but one RGP targeted to PD
(55). The giant-celled green alga Chara corallina provides an advantageous sys-
tem to apply proteomics (56) as cells are arranged in a single linear file and PD
are localized to the cross walls between adjacent cells. Peptides isolated from PD-
enriched cell wall fractions include previously known PD-associated proteins, val-
idating the experiments, as well as novel proteins, providing new candidates for
PD components.

PERSPECTIVES

The critical role of PD in plant development is supported by accumulat-
ing data of cell-to-cell movement of TFs critical in cell-fate determination.
Recent data also suggest that RNAs, mRNAs and gene silencing RNAs (reviewed
in (3, 57, 58)) also traffic via the vascular system and its connected PD. Besides
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identifying the cargo of PD, little is known about potential regulatory molecules
that signal PD to allow selective movement of macromolecules. Furthermore,
what are the exact mechanics of transport via PD? Diverse approaches including
cellular, genetic and genomic tools will need to be synergistically applied to
answer these questions.
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INTRODUCTION

Roundworms of the Nematoda comprise one of the largest animal phyla
on Earth (1). They inhabit diverse terrestrial and aquatic niches through adapta-
tions of a spectrum of trophic groups, including parasites that threaten human,
animal and crop plant health. The most well-known nematode, Caenorhabditis
elegans, is a native soil-dwelling microbivore that has emerged as a premier model
for animal biology and genomics (2). While studies of C. elegans provide a blueprint
of fundamental nematode biology, recent advances in molecular genetics of para-
sitic nematodes indicate specific divergence in adaptations of nematodes for obligate
parasitism of an array of plant and animal host species (3-8). Identifications of the
molecular tools enabling a particular mode of parasitism by nematodes are provid-
ing some intriguing discoveries about the nature of parasite evolution.

ROOT-KNOT AND CYST NEMATODE PARASITISM GENES:
THE MOLECULAR BASIS OF PLANT PARASITISM

Thomas J. Baum1, Richard S. Hussey2 and Eric L. Davis3

1Department of Plant Pathology
Iowa State University
351 Bessey Hall
Ames, IA 50011
2Department of Plant Pathology
University of Georgia
3Department of Plant Pathology
North Carolina State University



Plant-parasitism by nematodes can be distinguished by which plant part
is parasitized and the length of time the nematode feeds from a plant cell. Plant-
parasitic nematodes, or phytonematodes, are considerably larger than a host
plant cell, so a single, unmodified plant cell cannot sustain nematode feeding
throughout the parasite’s life cycle. This critical host–parasite balance is mani-
fested in the adaptation of two very different phytonematode groups: migratory
parasites that feed while moving from plant cell to cell and sedentary parasites
that first modify plant cells in order to be able to continuously feed in one loca-
tion as their bodies enlarge and they become immobile. These two groups
frequently are likened to primitive versus highly evolved forms of parasitism,
respectively. While this nomenclature probably does not describe the two modes
of parasitism adequately since all parasitism more than likely encompasses highly-
evolved traits, this distinction serves well in describing the different levels of com-
plexity of the two different parasitic modes. Emphasis is placed in this review on
adaptations of sedentary phytonematodes that induce dramatic changes in host
feeding cells to sustain parasitism in one location.

MAJOR SEDENTARY PHYTONEMATODES

The root-knot nematodes, Meloidogyne spp. and the cyst nematodes,
Heterodera and Globodera spp., are sedentary parasites of roots of many crop
plant species that collectively incite billions of dollars in annual crop losses
around the world. While both nematode groups use very similar parasitic strate-
gies to complete their life cycles (Figure 1), they employ different mechanisms to
carry out their strategies. In each group, the motile juvenile molts to the second-
stage (J2) and hatches from the egg in soil. The infective J2 follows environmen-
tal and host cues in soil to locate tissues near the plant root tip that it will
penetrate. Infective juveniles of root-knot nematodes and cyst nematodes differ
somewhat in their means of migration and apparent preference for feeding loca-
tion near the vascular tissue of host plant roots, which shall not be revisited here
(9). More substantial differences become obvious once feeding commences. If ini-
tiation of feeding is successful, the sedentary parasitic phase ensues, leading to
nematode growth and three subsequent molts to the reproductive adult stage.
Both root-knot nematodes and cyst nematodes transform initial feeding cells into
elaborate feeding sites that share a dense cytoplasm, altered cell walls, duplication
of their genetic material and increased metabolic activity. However, root-knot
nematode and cyst nematode feeding sites differ in ontogeny and appearance.
The root-knot nematode induces substantial enlargement and changes in a small
group of initial feeding cells around the nematode head and turns each of them
into a discreet “giant-cell” from which the nematode feeds in sequence (Figure
2A). In each giant-cell, the nucleus undergoes repeated divisions resulting in a
multinucleate state. A cyst nematode, on the other hand, induces changes in a sin-
gle initial feeding cell, which then are reciprocated in neighboring cells, including
cells that are not necessarily in direct contact with the nematode. These changes
culminate in the fusion of many modified cells, sometimes involving over 200
cells, to form one large multinucleate cytoplasm called a syncytium (Figure 2B).
Nuclei of syncytial cells undergo endoreduplication of their DNA content but do
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not divide. The elaborate changes in morphology of both syncytia and giant-cells
are accompanied by dramatic alteration in gene expression in the affected plant
cells (10). Interestingly, root-knot nematodes and cyst nematodes in general also
differ in the fact that most root-knot nematode species have broad host ranges
whereas cyst nematodes have much smaller groups of host plants. A current
hypothesis is that both nematodes use different strategies to induce their respec-
tive feeding sites and that giant-cell induction by the root-knot nematode targets
a plant mechanism that is widely conserved among plant species, thereby allow-
ing parasitism of many host plants. On the contrary, for the formation of syncy-
tia, cyst nematodes may target molecular plant mechanisms that are divergent
among different plants, and, therefore, individual cyst nematode taxa can only
infect relatively small groups of plants.

ADAPTATIONS FOR PLANT PARASITISM

Plant-parasitism is thought to have evolved at least three times independ-
ently (3), but morphological adaptations for plant parasitism are surprisingly
similar among all plant-parasitic nematodes. Most notably, all plant-parasitic
nematodes are equipped with a stylet (hollow mouth spear) to pierce cell walls
and allow solute exchange between plant and parasite. Furthermore, plant-
parasitic nematodes have well-developed secretory gland cells associated with
their esophagus that produce secretions released through the stylet into host
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Figure 1. Cyst nematode life cycle. Second-stage juvenile (J2) cyst nematodes hatch from eggs in the
soil and become parasitic by penetrating into the root of a host plant. Close to the root vascular tissue,
parasitic J2 become sedentary and induce the formation of feeding sites called syncytia, which consist
of fused root cells. Feeding from its syncytium, a nematode enlarges and matures through the third (J3)
and fourth juvenile (J4) stage into either an adult female or a male nematode. Males regain mobility
and exit the plant root to fertilize the still sedentary females (Drawing by J. de Boer).



tissues. Interestingly, the development of enlarged secretory cells associated with
the esophagus also exists in nematode parasites of animals but is notably absent
from microbivorous nematodes like C. elegans (7). In the case of the root-knot
nematodes and cyst nematodes, as is the case with the other tylenchid phytone-
matodes, there are three esophageal glands, one dorsal and two subventral glands
(Figure 3). Even though these structures are called glands, they are de-facto single
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Figure 2. Feeding sites of root-knot and cyst nematodes. (A) Root-knot nematodes (N) induce the for-
mation of giant-cells (GC) in the roots of their host plants. Each giant-cell contains multiple nuclei,
which are visible in this figure (unknown source). (B) Cyst nematodes induce the formation of syncy-
tia by fusion of individual syncytial cells (SC) through cell wall dissolution. Perforated cell wall rem-
nants are clearly visible in this panel (Pictures by B. Endo).



cells, each having long cytoplasmic extensions that are connected through valves
to the lumen of the esophagus (11). Secretory proteins are synthesized in these
cells and packaged into membrane-bounded secretory granules. The granules
move anteriorly through the gland extensions, and their contents are released into
the esophageal lumen by exocytosis via the respective gland-cell valve. While in
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Figure 3. Anterior end of a second-stage juvenile cyst nematode. The anterior end of cyst nematodes
harbors major adaptations for plant parasitism, particularly the stylet and the three esophageal glands
(one dorsal gland and two subventral glands). This anatomy is completely shared by the root-knot
nematodes (Drawing by R. Hussey).



root-knot and cyst nematodes the two subventral gland cell extensions open into
the esophageal lumen immediately posterior to a muscular pump chamber in the
median bulb, the dorsal gland cell extends anterior in the esophageal wall to
empty through a valve into the esophageal lumen at the base of the stylet. This
morphological difference implies different functions of the requisite glands, and
this assumption is confirmed by the dramatically-different developmental appear-
ance of the gland cells during the developmental cycle of the root-knot and cyst
nematodes. As early as in fully-developed J2 in the egg, the extensions of the sub-
ventral glands of root-knot and cyst nematodes are packed with secretory gran-
ules whereas the dorsal gland extension is relatively empty. During the transition
from host-root penetration to feeding site induction and maintenance, the sub-
ventral glands become smaller and less active while the dorsal gland enlarges and
increases in activity for the remainder of the parasitic cycle. The movement of
contents from both esophageal gland cell types for secretion through the stylet
has been documented in elegant video-enhanced microscopy of plant-parasitic
nematodes within roots (12-15). While there was initial conviction that only the
dorsal gland, due to the opening of its cytoplasmic extension near the base of
the stylet, has a function in parasitism, the subventral glands were thought to
function only in secreting digestive proteins destined for the nematode intestine.
This restricted role of the subventral glands has now been convincingly refuted,
as will be discussed later on. The developmental changes in gland cell activity
(and secretory proteins noted below) during different stages of parasitism, and
the conduit to the parasitized host cell through the stylet, point to secretions from
both gland types as direct adaptations to promote parasitism.

NEMATODE PARASITISM GENES AND THEIR PRODUCTS

Plant-parasitic nematodes are parasites that become pathogens only sec-
ondly, depending on the human perception of the severity of parasitism, i.e.,
whether the parasitism causes visible, economically-damaging symptoms.
Therefore, the molecular mechanisms allowing a nematode to infect a plant are
those mechanisms making a nematode a parasite—and not a pathogen. Hence,
the genetic determinants that enable a nematode to infect plants are appropriately
named parasitism genes. It is obviously of utmost interest to determine what
makes a nematode a plant parasite, i.e., to determine which nematode genes are
responsible for the ability to parasitize plants. In the widest sense, genes underly-
ing morphological adaptations (e.g., the stylet), behaviors (e.g., host-finding or
mating), or abilities (reproductive or survival strategies) that promote a success-
ful parasitic lifestyle represent essential and often specific adaptations for para-
sitism. However, this global view, while academically interesting, does not focus
on the direct molecular interactions between parasite and host, which are at the
biochemical basis of plant-parasitism by nematodes. A more focused view of
nematode parasitism genes targets those genes that code for proteins released
from the nematode that directly interact with host molecules to promote the par-
asitic interaction. For reasons cited above, genes encoding secretions produced by
nematode esophageal gland cells are prime candidates as nematode parasitism
genes (Figure 4). Studies have confirmed that nematode stylet secretions

22 THOMAS J. BAUM ET AL.



produced in the esophageal gland-cells are proteinaceous and not nucleic acids
(16), suggesting that secretions are translated directly from parasitism gene tran-
scripts. Molecules released or secreted from other nematode body regions could
also be involved in parasitism, either as encoded proteins or as the products of
metabolic pathways. There are examples of candidate parasitism proteins pro-
duced in the amphids (chemosensory organs found at the head of nematodes) or
even the hypodermis (the inner living cell layer of the nematode’s body wall). The
best studied examples of parasitism proteins are those produced in the
esophageal glands and released as secretory proteins. These proteins are syn-
thesized as preproteins with N-terminal signal peptides that target the nascent
protein chain during translation of the parasitism gene mRNA to the endoplas-
mic reticulum. There, the signal peptide is cleaved off and the mature protein
passes along the secretory pathway. However, there are a few examples of para-
sitism protein candidates that presumably use a different mode of secretion not
requiring a signal peptide. Nonetheless, even when considering such exceptions,
the majority of currently known parasitism genes are expressed exclusively in the
esophageal-glands and code for secretory parasitism proteins requiring a signal
peptide.
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Figure 4. Parasitism gene functions. Parasitism genes in a narrow sense code for secretory proteins
directly involved in the nematode-plant interaction. These parasitism proteins are secreted through the
stylet into the parasitized plant where they have important functions during the induction of feeding
cells like giant-cells and syncytia. Parasitism proteins may function as extracellular or intracellular lig-
ands or signal transduction components, be imported into the nucleus, or act on cytoplasmic compo-
nents, all of which could modify the recipient plant cell. Furthermore, parasitism proteins have
functions during feeding like the formation of feeding tubes (Drawing by R. Hussey).



POTENTIAL ROLES OF PARASITISM PROTEINS

When considering parasitism genes in the narrow sense described above,
i.e., esophageal-gland-expressed genes coding for secretory proteins released
through the nematode stylet, an array of possible involvements of parasitism pro-
teins in the nematode life cycles can be postulated. First of all, nematodes need
to penetrate the roots of their host plants and migrate through root tissues.
Considering the moderate size of root-knot nematodes and cyst nematode infec-
tive J2s, cell walls pose formidable obstacles, and, as will be discussed later on,
both nematodes use a mixture of cell-wall-digesting enzymes to break structural
integrity of plant cell-walls. In addition to these important functions, the most
impressive achievement appears to be the nematode-directed formation of the
elaborate feeding cells by root-knot nematodes (giant-cells) and cyst nematodes
(syncytia). As mentioned above, the nematodes need to communicate with mostly
differentiated root cells and induce the development of the parasitized cells into
the different feeding cell types. Furthermore, the nematodes need to maintain
these cells, which probably include suppressing plant defenses and/or cell death
programs that may be activated during parasitism. Finally, video footage of a
feeding cyst nematode (12, 15) and micrographs of other nematode feeding sites
including root-knot nematodes (17-19), clearly show following the release of
secretions through the dorsal-gland-valve the formation of a tubular structure
(feeding tube) at the stylet orifice inside the cytoplasm of the feeding cell
(Figure 4). Hence, feeding tube formation along with feeding cell maintenance
during food uptake, more than likely, are roles of parasitism proteins. The size
exclusion of molecules ingested by root-knot nematodes and cyst nematodes has
been documented to be between 28 and 40 kD (20, 21), suggesting that the feeding
tube acts as a molecular sieve.

PARASITISM GENE IDENTIFICATION

The identities of parasitism proteins have intrigued scientists, and an
array of approaches to identify parasitism genes and proteins have been devised
and tried. Most of these approaches targeted the esophageal-glands because of
their obvious involvement in parasitism. Antibodies specific to esophageal-gland
antigens were generated using in vitro purified nematode stylet secretions or frac-
tions of nematode homogenates and used to screen cDNA expression libraries
(22) or to affinity purify the nematode antigens (23). Furthermore, efforts were
expended to directly identify purified stylet-secreted proteins (24-29). Also, the
mining of ever-growing databases containing the nucleotide sequences of
expressed genes (Expressed Sequence Tags, ESTs), revealed parasitism gene can-
didates because of their similarity to already identified parasitism genes from
other nematode species or to proteins with obvious functions in parasitism (30-
35). Finally, gene expression at the RNA level at different time points or in dif-
ferent nematode tissues was assessed in hopes of identifying parasitism genes
because of their developmental expression patterns or their localized expression
in the esophageal-glands (36-42). However, the most exhaustive and direct
approach to identify parasitism genes targeted the esophageal-glands directly via
microaspiration of gland-cell cytoplasm followed by the construction and mining
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of gland-specific cDNA libraries (37, 38, 43-49). All these approaches have been
detailed and compared in recent reviews and will not be repeated here (4-6, 8).
One of the greatest conceptual advances in nematology over the last decade has
been the discovery that sedentary plant-parasitic nematodes produce in their
esophageal-glands a large array of secretory proteins with putative functions in
parasitism (5). Determining the identity of parasitism genes, however, is only the
first step toward unraveling the mechanisms of plant parasitism by nematodes.
Understanding the functions of the parasitism proteins, individually or in con-
cert, currently represents the biggest obstacle in this research.

KNOWN PARASITISM GENES

A current list of root-knot and cyst nematode genes with known putative
functions in parasitism, mostly based on similarities to characterized proteins in
other organisms, is presented in a recent review (8) and shall not be repeated here. In
addition to the parasitism proteins with similarity to characterized proteins, there is
an even larger number of parasitism genes from root-knot and cyst nematodes for
which no similarities to characterized proteins in other organisms exist (44, 47).

It is an interesting observation that when parasitism proteins are similar
to known proteins, this similarity usually is not with proteins from C. elegans, a
non-parasitic nematode whose genome is fully sequenced. Rather, if similarities
to nematode proteins are found, these similarities are frequently only with pro-
teins from other parasitic nematodes. Most frequently, however, similarities are
with proteins from bacteria, fungi, or plants for which there are no functions in
nematodes. For example, plant-parasitic nematodes produce cellulases and pecti-
nases, yet there are no substrates for these enzymes found within the nematode.
Similarly, these nematodes do not have a shikimate pathway, yet they produce a
key enzyme of this pathway. Also, nematode parasitism proteins sometimes rep-
resent secretory versions of known cellular effector proteins. These curiosities all
point in one direction, namely that these nematode proteins do not have a func-
tion within the nematode but function as instruments of parasitism when
secreted within the parasitized plant.

CURRENT HYPOTHESES OF PARASITISM PROTEIN FUNCTIONS

Despite the fact that the majority of parasitism protein candidates cur-
rently known are without similarity to characterized proteins, interesting conclu-
sions can be drawn, nonetheless, from a relatively small group of parasitism
proteins. In this group, similarities of parasitism proteins with functionally char-
acterized proteins from other organisms and the functional characterization of
parasitism proteins that already has been accomplished allow the formulation of
credible working hypotheses about mechanisms of parasitism used by root-knot
nematodes and/or cyst nematodes.

Cell-Wall-Digesting Enzymes

As already mentioned above, it has been established that root-knot nema-
todes and cyst nematodes use a mixture of enzymes to soften root-cell-walls,
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which should aid in penetration through the root epidermis as well as migration
within root tissues. To date, there have been cellulase and pectinase genes
described for root-knot nematode (38, 47, 48, 50) and cyst nematode species
(23, 44, 46, 51-53). Discovery of cellulase genes in the soybean and potato cyst
nematodes represented the first major breakthrough in parasitism gene discov-
ery and was of particular interest because at that time, no cellulase genes had
been reported from animals (23). In addition, nematode cellulases were highly
similar to bacterial proteins, which raised the interesting hypothesis that a cer-
tain subset of parasitism genes was actually acquired by horizontal gene trans-
fer (23, 52). Similarly, pectinases had not been reported from animals as well,
and the nematode pectinase proteins were of the pectate lyase type found in
fungi and bacteria, cyst and root-knot nematodes; (35, 47, 48, 51, 54) or the
polygalacturonase type of bacteria (root-knot nematode; 55). An involvement of
these enzymes in penetration and migration is backed by the fact that cell-wall-
digesting enzymes are produced and secreted during nematode penetration and
migration and to a much smaller extent, or not at all, during the later sedentary
stages (48, 50, 56-58; A. Elling and T. J. Baum, unpublished data). Interestingly,
males of cyst nematodes, who regain mobility and leave host roots, reinitiate cel-
lulase production during this life stage (56, 58). Very convincing support is also
gained from experiments in which genes for cell-wall-digesting enzymes are inac-
tivated by gene-silencing techniques (see below) and J2 infectivity is reduced
(59). While it is clear that these enzymes are used for the purpose of cell-wall
softening, it is not clear why the nematodes have large gene families for some of
these proteins and what exactly are the functions of the individual gene family
members (57). Similarly, the function of cellulose-binding proteins discovered in
root-knot and cyst nematodes remains elusive (36, 44, 45, 47): do these proteins
function in concert with cellulase enzymes that lack a cellulose-binding domain
or do these proteins have functions in their own right? The latter is suggested by
the finding that in planta overexpression of a bacterial cellulose-binding domain
led to accelerated cell growth (60). Research outside the realm of sedentary
nematodes also reported beta-1,4-endoglucanase genes from the lesion nema-
tode Pratylenchus penetrans (61), which is a migratory parasite that obviously
also requires successful means to breach plant cell-walls. Very interestingly, a
cellulase of the beta-1,3-endoglucanase type recently was reported from the
pinewood nematode Bursaphelenchus xenophilus (a fungus-feeding, insect-vectored
nematode living in pine trees) where it is hypothesized of being involved in
nematode feeding from fungal mycelium (62).

Expansins

In addition to the ability to break down covalent bonds found in plant
cell-walls (i.e., through cellulases and pectinases) there is evidence that the potato
cyst nematode also secretes a protein having the ability to break non-covalent
bonds. This activity is accomplished by an expansin-like protein discovered in the
potato cyst nematode (41), which represented the first confirmed report of such
a protein outside the plant kingdom. Expansins soften cell-walls by breaking
non-covalent bonds between cell-wall-fibrils, thereby allowing a sliding of fibrils

26 THOMAS J. BAUM ET AL.



past each other. The resultant plant cell-wall softening could be demonstrated for
the potato cyst nematode expansin parasitism protein (41). No such genes have
been found in root-knot nematodes or other cyst nematodes to date.

Metabolic Enzymes

Discoveries in both root-knot (39, 49) and cyst nematodes (32, 44) iden-
tified parasitism genes coding for proteins similar to chorismate mutases. These
enzymes catalyze the conversion of the shikimate pathway product chorismate
to prephenate. This process represents a key regulatory mechanism determining
the ratio of the aromatic amino acids phenylalanine and tyrosine on one hand
and tryptophan on the other. Consequently, this regulatory activity influences
the production of the metabolites that have these amino acids as precursors,
among which auxin and salicylic acid are of particular interest in plant-parasite
interactions. The plant shikimate pathway is found in the plastids from where
chorismate also is translocated to the plant cytoplasm. According to the cur-
rent understanding of chorismate mutase function, nematode-secreted choris-
mate mutases will deplete the cytoplasmic chorismate pool leading to an
increased translocation of chorismate from the plastids, effectively decreasing
synthesis of plastid-produced chorismate-dependent metabolites like auxin or
salicylic acid. Expression of a root-knot nematode chorismate mutase gene in
soybean hairy roots produced an auxin-deficient phenotype, which gave rise to
this model of chorismate mutase function (63). A lack of salicylic acid produc-
tion in response to nematode chorismate mutase injection could result in a
downregulation of plant defenses. In line with a putative function in defense
deactivation, it was observed that chorismate mutases represent a polymorphic
gene family in soybean cyst nematodes and that presence and expression of
certain gene family members correlates with the nematodes’ ability to infect
certain soybean genotypes harboring soybean cyst nematode resistance genes
(64, 65).

Ubiquitination/Proteasome Functions

Targeted and timed protein degradation is a final and powerful means to
regulate gene expression. Cyst nematodes apparently are using this mechanism
to alter gene expression in parasitized plant cells since these nematodes appear to
secrete proteins involved in polyubiquitination, i.e., the process that specifically
decorates proteins with ubiquitin protein molecules thereby targeting these pro-
teins for degradation. This hypothesis is founded in the discovery that cyst nema-
todes produce secretory isotypes of otherwise purely cytoplasmic proteins
involved in the ubiquitination pathway, namely ubiquitin itself, along with pro-
teins (i.e., RING-Zn-Finger-like and Skp1-like proteins) similar to those found in
the E3 ubiquitin protein ligase complex (42, 44). An additional level of complex-
ity exists in the fact that the nematode-produced ubiquitin molecules also contain
a short C-terminal extension with unknown function. Unlike known non-
nematode ubiquitin extension proteins (66), the nematode extension apparently is
not a ribosomal protein and, therefore, its function remains unknown.
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Small Bioactive Peptides

Recent scientific progress has begun to establish significant roles for small
peptides in plant development (67). For example, the small extracellular ligand
CLAVATA3 in Arabidopsis has been established as a key factor determining
shoot meristem differentiation (68). It was particularly intriguing when it was dis-
covered that the soybean cyst nematode produces a small parasitism peptide with
a conserved C-terminal motif found in CLAVATA3-like ligand peptides (46, 69).
Expressing the cDNA of this soybean cyst nematode CLAVATA3-like peptide in
the clavata3 (clv3) Arabidopsis mutant restored the wild-type phenotype, thereby
confirming a first case of ligand mimicry in phytonematology (70). In other
words, the soybean cyst nematode has evolved a secreted ligand for an endoge-
nous plant receptor in order to parasitize the host plant successfully.
Functionality also has been shown for a small 13 amino acid root-knot nematode
parasitism peptide that previously had been discovered (47). This root-knot nem-
atode peptide, when produced in planta, increased the rate of cell division in root
meristems and was shown to bind to a plant transcription factor of the SCARE-
CROW family (G. Huang and R. S. Hussey, unpublished data). This finding rep-
resents a first discovery of a direct regulatory interaction between nematode and
plant proteins and, therefore, represents a powerful starting point for further
exploration of this pathosystem. Considering the established importance of small
peptides in signaling roles in plant development as well as plant–parasite interac-
tions, it also will be interesting to determine if the small C-terminal extension of
the cyst nematode ubiquitin extension proteins mentioned above (42, 44) will
have regulatory functions in the recipient plant cell. Additional support for a role
of small peptides in nematode-plant interactions is presented by an unknown
peptide fraction smaller than 3 kDa isolated from potato cyst nematode secre-
tions. This protein fraction was shown to have biological activity by stimulating
proliferation of tobacco leaf protoplasts and human peripheral blood mononu-
clear cells (71).

Nuclear Localized Parasitism Proteins

Analyses of parasitism proteins using computational approaches to pre-
dict protein localization and fate identified a significant subset of putative para-
sitism proteins with predicted nuclear localization signals (NLS), i.e., protein
domains that mediate active uptake into the nucleus (44, 47). However, these pro-
teins also contained N-terminal signal peptides directing them into the endoplas-
mic reticulum. This conflict can be resolved by postulating that NLS-containing
nematode parasitism proteins first are targeted to the nematode gland-cell endo-
plasmic reticulum and the secretory pathway and only after secretion into a plant
cell are they taken up into the plant nucleus. In testing this hypothesis, the active
uptake of nematode parasitism proteins into plant nuclei has been shown for a
small group of cyst nematode parasitism proteins (42; A. Elling and T. J. Baum,
unpublished data). It will be of utmost interest now to decipher protein functions
within the plant nucleus.
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RanBPM

In a project comparing gene expression patterns among discrete develop-
mental stages of the potato cyst nematode, a group of parasitism gene candidates
was identified (40). Further analyses of these genes revealed the presence of a
small family of genes coding for secretory proteins with high similarity to proteins
binding to the small G-protein Ran, so-called RanBPMs (Ran-Binding Protein in
the Microtubule organizing center). Several of these genes were expressed in the
dorsal-gland (72). Exact functions of RanBPMs remain elusive and appear to be
complex and diverse including the regulation of the cell cycle. Therefore, it is a
tempting hypothesis that potato cyst nematode proteins with similarity to
RanBPM may have a function in regulating the cell cycle activities observed
in developing syncytia (72). As a first step it remains to be seen if Ran-binding
activity or an effect on plant cell phenotype can be demonstrated for these
nematode peptides.

Venom-Allergen Proteins

The parasitism proteins listed above are similar to functionally characterized
proteins from other organisms, which allowed the formulation of clearly-defined
hypotheses about protein function during parasitism. On the other hand, there are
those parasitism protein candidates that are similar to known proteins whose func-
tions, however, are still unknown or too diverse. This intriguing group of parasitism
proteins contains representatives from root-knot nematodes (73) and cyst nema-
todes (37, 44) that are collectively called venom-allergen proteins (vaps). Gene
sequences for these venom proteins were first described from hymenopteran insects
(74), and vaps were also identified as secreted proteins (ASP) in the animal-parasitic
nematode Ancylostoma caninum (75). Genes encoding vaps have since been found in
other nematodes, including parasites as well as the free-living C. elegans. While sev-
eral of these proteins were found to be secreted, or in the case of soybean cyst nema-
todes to be expressed in the subventral-glands (37), their function remains elusive.

Calcirecticulin

In a similar development, a calcirecticulin-like protein preceded by a sig-
nal peptide was identified as being produced in the subventral-glands of a root-
knot nematode (27). Calcirecticulin-like proteins are secreted from other parasitic
nematodes and, therefore, are good candidates for being involved in parasite-host
interactions (76, 77). However, the puzzling array of putative or demonstrated
calcirecticulin functions reported (76) make it difficult to postulate a function in
plant parasitism by root-knot nematodes.

Annexin

Similarly, the mRNA for a secretory isoform of an annexin-like protein was
identified as being expressed in the dorsal-gland of the soybean cyst nematode (44).
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Annexin genes represent a large family coding for calcium-dependent
phospholipid-binding proteins with a wide range of reported functions.
Therefore, no clear postulation about annexin functions in cyst nematode para-
sitism can be made at this time. An annexin gene also had been identified from
the potato cyst nematode G. pallida. This gene coded for a protein that was
immunodetected in the excretory/secretory products of this nematode despite the
fact that the protein did not contain a signal peptide and was not present in the
esophageal-glands (78).

Chitinase

Also, there is an example of a parasitism protein with clearly defined
function but no obvious role for this function at the time of the protein produc-
tion. This putative parasitism protein is a chitinase identified in the subventral
glands of the soybean cyst nematode (43). The only report of chitin in a nema-
tode has been in the egg shell (79) and chitinases have been discussed as having a
role in nematode hatch. However, in situ expression analyses (43) as well as
microarray expression analyses (A. Elling and T. J. Baum, unpublished data)
clearly demonstrate that this chitinase gene is not expressed in the eggs but that
it shows a strong expression peak during the early phases of parasitism after pen-
etration. As with many other parasitism proteins, further research has to explore
a role for chitinase production during this stage of parasitism.

PARASITISM GENES IN A WIDER SENSE

In addition to the aforementioned parasitism proteins that satisfy the
requirements of being produced exclusively in the esophageal-glands and
harboring an N-terminal signal peptide, a small number of potentially interesting
candidate genes that differ in at least one of these criteria have been identified.

Peroxidase

It appears likely that nematodes deploy means to cope with reactive
oxygen species (ROS) produced by the host plant as a defense means in
response to nematode attack (80). Such ROS-detoxifying enzymes have been
reported in the form of peroxidases from the potato cyst nematode (33, 81).
Peroxidase genes are expressed in the potato cyst nematode hypodermis and the
peroxidase proteins accumulate on the nematode body surface presumably to
detoxify ROS.

FAR

Another example of secreted nematode proteins with potential roles in
negating plant defenses is a surface associated retinol- and fatty acid-binding
(FAR) protein found in the potato cyst nematode G. pallida. This protein was
found to bind to lipids that are precursors of the jasmonic acid signaling pathway
as well as plant defense compounds (82). The reported accumulation of this
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protein at the nematode surface makes it a strong candidate for a protein that
could interfere with plant defense mechanisms.

SXP/RAL-2

Another hypodermis-expressed gene coding for a secretory protein as well
as a related gene expressed in glands associated with the anterior chemosensory
organs (amphids) were identified from the potato cyst nematode G. rostochiensis.
Both genes code for proteins of the nematode SXP/RAL-2 family, for which no
functions could be ascertained to date (31).

Avr Protein

The amphids of a root-knot nematode were found to express a secreted
protein that, while of unknown primary function, appears to represent a nema-
tode avirulence protein, i.e., a protein whose presence leads to the initiation of
effective plant resistance mechanisms triggered by the tomato Mi resistance gene
(83). It will be of utmost interest to decipher the primary role of this protein and
the mode by which it appears to trigger a resistance response.

14-3-3

A final protein with the potential of being involved in nematode para-
sitism has been discovered in the root-knot nematode M. incognita. This dorsal-
gland-expressed gene codes for a protein of the 14-3-3 family that appears to be
secreted despite lacking an N-terminal signal peptide (28). 14-3-3 proteins are
well conserved in eukaryotes with a diverse spectrum of putative functions, and
a role in nematode parasitism, if any, remains obscure.

DIFFERENCES BETWEEN ROOT-KNOT NEMATODES AND
CYST NEMATODES

As mentioned above, root-knot and cyst nematodes use similar strategies
to enable their sedentary parasitic life styles. However, it appears that these nema-
todes use very different tools of fulfilling their strategies because root-knot
nematodes usually have wide host ranges and cyst nematodes narrow ones and
the ontogeny of their feeding sites (giant-cells versus syncytia) is very different in
certain aspects. Fully characterizing the root-knot nematode and cyst nematode
parasitism genes should provide more definite answers. When assessing the cur-
rently identified panels of parasitism genes found in root-knot nematodes and
cyst nematodes, one can find support for the hypothesis that root-knot nema-
todes and cyst nematodes use different molecular tools for their otherwise simi-
lar life habits—at least during the sedentary phase of parasitism. During the
migratory phase, both nematode groups (root-knot nematodes and cyst nema-
todes) use cellulase and pectinase enzymes produced in their subventral glands in
order to penetrate into and migrate through plant roots. Also, during the early
phases of parasitism both nematode groups produce cellulose-binding proteins
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and venom-allergen proteins for unknown reasons and both root-knot nematodes
and cyst nematodes produce chorismate mutase enzymes potentially to inactivate
plant host defenses. However, as a first significant difference, a cyst nematode was
shown to use an expansin parasitism protein to soften host cell walls, which is a
group of proteins so far not identified in root-knot nematodes. Even more pro-
found differences exist beyond these early stages of parasitism. While the soybean
cyst nematode uses a small ligand with similarity to CLAVATA3-like proteins
and appears to employ an ubiquitination pathway, no such proteins were discov-
ered in root-knot nematodes. Instead, a large percentage of parasitism protein
candidates without any database similarities (including cyst nematode genes)
were found in root-knot nematodes. Also, while both root-knot nematodes and
cyst nematodes produce a high proportion of unknown parasitism protein can-
didates in their dorsal-gland, root-knot nematodes appear to produce a relatively
large proportion of unknown parasitism proteins also in their subventral glands.
Of course, these assessments can only rely on the current state of knowledge and
can only be completely validated when all parasitism proteins of several species
of both nematode groups are identified. In summary, parasitism protein identi-
ties so far confirm that root-knot nematodes and cyst nematodes share certain
aspects of their parasitic strategies but that key components of their arsenals of
molecular tools likely are very different.

WHICH GLAND HAS WHICH FUNCTION?

Over the years, theories about the functions of the subventral glands ver-
sus the dorsal-gland have changed considerably. Early observations led to the
conclusion that only the dorsal-gland is involved in direct parasitism functions
because the subventral-glands emptied into the esophagus behind to the pump
chamber, suggesting a transport of subventral gland-produced proteins only pos-
teriorly into the intestine. However, the first parasitism gene to be identified was
a subventral-gland-expressed gene coding for a cyst nematode cellulase which
was definitively secreted through the nematode stylet, thereby, refuting the earlier
hypotheses about subventral-gland proteins (84). When more and more cell wall-
digesting or cell wall-modifying enzymes that were produced in the subventral-
glands and secreted through the stylet were identified, it was plausible to speculate
that the subventral-glands function during migration whereas the dorsal-gland
proteins would be involved in mechanisms needed for feeding site formation and
feeding. This was even more intriguing when considering that many of the sub-
ventral-gland-produced parasitism proteins were candidates for horizontal gene
transfer acquisition by plant-parasitic nematodes because these proteins were
most similar to prokaryotic or fungal proteins or had not even been reported
from animals. In other words, it seemed intriguing to think of the subventral-
gland as expressing a group of parasitism genes with a narrow function during
nematode migration and obtained from other organisms. However, soon excep-
tions were reported that showed subventral-gland-produced proteins without
known function during migration and that were produced even after the nema-
tode had become sedentary. Currently, it appears most likely that subventral-
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gland-produced proteins have a pronounced but not exclusive role during
nematode migration. Apparently, subventral-gland and dorsal-gland function in
concert during the induction phases of feeding sites. Only the later stages, when
feeding site maintenance and feeding appear to be the main functions, seem to be
the dorsal-gland’s exclusive domain.

FUNCTIONAL CHARACTERIZATION OF PARASITISM PROTEINS

The above-mentioned hypotheses about parasitism protein function have
been formulated because of similarities of parasitism proteins with known,
already characterized proteins. Additionally a variety of approaches have been
employed to advance parasitism protein functional characterization. Such
approaches are particularly important when considering that the majority (>70%)
of currently identified parasitism proteins have no similarity to known proteins,
particularly, those parasitism proteins produced in the dorsal-gland. A panel of
molecular approaches is currently being used that will be instrumental in advanc-
ing knowledge of parasitism protein function. The following paragraphs provide
short summaries of some of the most powerful approaches currently used.

Parasitism Gene Expression Profiling

Determining the exact locale of gene expression is of utmost interest for
any gene-of-interest and of particular importance for parasitism genes.
Expression in the ‘wrong’ cell can eliminate a gene from consideration while the
opposite can provide the needed confirmation. Case in point, specific expression
in one or more esophageal-glands has been a key criterion for parasitism gene dis-
covery. Techniques for assessing gene expression at the mRNA as well as the pro-
tein level have been well established in the form of in situ mRNA hybridization
(85) as well as in situ immunofluorescence analyses (86) (Figure 5). Similarly, not
only the location but also the timing of expression is extremely valuable since it
can provide insight into gene function. Characterization of cellulase parasitism
genes, for example, was advanced when the developmental expression of cellulase
gene family members was assessed, which determined a likely involvement of cel-
lulases in the migratory phases of nematode parasitism – an observation com-
plementing the fact that cellulases most likely aid in digesting cell walls during
penetration and migration (56, 58). Analysis of gene expression over time can be
accomplished using the in situ methods mentioned above, although processing
high numbers of gene candidates proved to be challenging (44, 47, 56, 58). An
alternative for the temporal assessment at the mRNA level is presented by
microarray analyses. This approach has been employed with glass slides contain-
ing a small set of soybean cyst nematode cDNA sequences (87) as well as with
Affymetrix GeneChips® containing oligonucleotide probe sets for more than
7,000 soybean cyst nematode genes. This latter approach identified the temporal
expression of all currently known parasitism gene candidates along with all cur-
rently known soybean cyst nematode genes from eggs to adult female (A. Elling
and T.J. Baum, unpublished data).
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In Planta Localization of Parasitism Proteins

An equally crucial area of research is the documentation of secretion of
nematode parasitism proteins inside the plant tissue. This not only again provides
meaningful insight into protein function but it represents the ultimate proof that
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Figure 5. Assessing parasitism gene expression in the nematode. Determining the locale of gene
expression in the nematode can be accomplished on the mRNA as well as the protein level. In situ
hybridization (A) reveals the mRNA accumulation of this parasitism gene in the subventral
esophageal-glands (dark stain). This result is confirmed by immunolocalization (B) of the correspon-
ding parasitism protein in the same nematode glands (green fluorescence) (Pictures by G. Huang).



a protein-of-interest in fact can serve a direct function in nematode–plant inter-
actions. Unfortunately, documenting a secreted protein is challenging at best, as
several major hurdles pose obstacles to achieving success. A most elegant
approach would be the production of a protein-of-interest as a reporter protein
fusion in the nematode itself to follow the protein’s fate when secreted into plant
tissue/cells. Unfortunately, to date, no reliable protocols for the transformation of
plant-parasitic nematodes have been published. The only other alternative is
immuno-detection in planta, which requires high quality antibodies. But even
with a specific antibody or serum, detection of a nematode protein in planta is
difficult and frequently inconclusive. So far, documentation of in planta accu-
mulation of parasitism proteins (Figure 6) has been very limited (54, 63, 84).
Problems arise from the small amount of protein secreted from nematodes and
the fact that once deposited into a plant cell, nematode proteins most likely form
complexes with plant proteins or are processed, both of which can seriously
impede antibody binding. Additionally, these obstacles don’t even take into
account the low probability of fixing a plant specimen and preparing an appro-
priate tissue section of the exact place and time when a given parasitism protein
is secreted. A large number of sera to soybean cyst nematode and root-knot nem-
atode parasitism proteins has been produced recently (E.L. Davis, R.S. Hussey
and T.J. Baum, unpublished data) and these challenging assays are under way.
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Figure 6. In planta accumulation of parasitism proteins. This section shows the head of a cyst nema-
tode second-stage juvenile that was migrating through a soybean root. Immunolocalization of a cellu-
lase parasitism protein clearly shows the accumulation of this parasitism protein (green fluorescence)
along the migration path and on the outside of the nematode cuticle, thereby confirming in planta
secretion of this protein (Picture by X. Wang).



Intracellular Localization of Parasitism Proteins

Another useful approach is the assessment of the subcellular localization
of a parasitism protein once delivered to plant cells. Although not a substitute for
the in planta localization, it represents a good tool for further characterization.
For this purpose, nematode parasitism proteins are produced in planta as fusion
proteins with reporter proteins like GUS or gfp. A significant number of cyst nem-
atode parasitism proteins has been shown to be transported into the plant nucleus
using this approach (42; A. Elling and T.J. Baum, unpublished data) (Figure 7).

Plant Expression of Parasitism Genes

Expression of parasitism genes in planta can be used to establish the fate
of the encoded protein as well as to assess phenotypic changes of the plant or
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Figure 7. Intracellular localization of parasitism proteins. Translational fusion of parasitism proteins
with the GUS reporter gene allows the visualization of protein localization. (A) A protein without spe-
cific targeting domains accumulates in the cytoplasm of onion epidermal cells. (B) A parasitism pro-
tein containing a nuclear localization signal is efficiently transported into the onion cell nucleus and
accumulates there exclusively (Pictures by A. Elling).



parts thereof resulting from its overexpression. Because root-knot nematode and
cyst nematode parasitism is accompanied by dramatic plant changes, it can be
speculated that individual parasitism proteins will contribute to these changes by
changing a certain aspect of the normal plant phenotype. Of particular interest
here is the decision whether to include the parasitism protein signal peptide, i.e.,
whether one suspects the parasitism protein to function in the plant cell cyto-
plasm or in the apoplast. Furthermore, the choice of promoter is crucial and can
influence the results and the conclusions to be drawn from a particular experi-
ment, as this choice determines in which tissues, when, and to what strength a
given parasitism gene is transcriptionally turned on. Of particular interest here
are inducible promoters that can be used to customize parasitism gene expres-
sion. Expression of a few parasitism genes so far resulted in detectable phenotype
changes in wild-type plants (G. Huang and R.S. Hussey, unpublished data).
Particularly interesting could also be the expression of a parasitism gene sus-
pected to code for an avirulence protein in a resistant host background because
correct parasitism gene expression should trigger a visible resistance response.

Mutant Complementation

Another very powerful application of parasitism gene expression in het-
erologous organisms is the use of mutants as recipient organisms with the goal to
restore the wild-type phenotype, thereby proving parasitism protein function. This
approach was used to determine chorismate mutase function by complementing a
bacterial chorismate mutase mutant (39, 49). As already mentioned above, pro-
ducing the soybean cyst nematode parasitism protein containing a CLAVATA3-
like conserved domain in the Arabidopsis clv3 mutant restored the wild-type
phenotype. Unfortunately, it is rather the exception that suitable protein similari-
ties exist and well-defined mutants are available. Nonetheless, when successful,
such complementation data provide strong support for a protein function.

Gene Silencing

Reverse genetics have been powerful in many biological systems because
understanding gene functions can be achieved by inactivating a gene-of-interest.
With the recent increased understanding of double-stranded (ds) RNA-induced
gene silencing pathways, so-called RNA interference (RNAi), reverse genetics
also became available to plant-parasitic nematodes despite our inability to sta-
bly transform these organisms. The obstacle remains how to expose plant-para-
sitic nematodes to the RNA species required to induce the RNAi mechanism.
The observation that RNAi can be initiated in C. elegans by ingestion of dsRNA
molecules (88) provided an important breakthrough for plant-parasitic nema-
todes. Incubating plant-parasitic nematodes in solutions containing dsRNA
complementary to regions of a gene-of-interest led to a decrease of that gene’s
mRNA abundance (59, 89-91). In some cases phenotypes could be associated
with this mRNA decrease, thereby revealing valuable insights into putative gene
functions. For example, inactivating cellulase genes in the potato cyst nematode
G. rostochiensis by soaking in dsRNA resulted in a decrease in nematode
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parasitism (59). Undoubtedly, further use of this technique will be a crucial
advancement in determining contributions to and roles in parasitism of individ-
ual parasitism genes. A variation to this approach is currently explored in which
dsRNA is produced in planta (92) within the nematode-induced feeding sites
with the goal to allow a direct uptake of siRNA (<28 kD) by the feeding nema-
tode. In addition to revealing parasitism protein function using this approach,
the identification of which parasitism genes are essential for plant parasitism
could lead to the development of novel and durable resistant transgenic plants
using the RNAi technology.

Search for Interacting Proteins

It is likely that many parasitism proteins once delivered into the host plant
will engage in interactions with plant proteins. Knowing the identity of such plant
proteins has the potential to advance the understanding of parasitism protein
function plus it will open additional avenues for further research. For example,
parasitism proteins translocated into the plant nucleus will have to interact with
plant cytoplasmic proteins to enable nuclear uptake where they in turn may
interact with other proteins in order to exert their main function. Promising
approaches to identify plant proteins that interact with nematode proteins are
yeast-two-hybrid analyses and direct identification of such proteins through affin-
ity purification. However, such approaches are not straight-forward and prone to
many artifacts. To make matters worse, the confirmation of a suspected protein-
protein interaction is equally tricky. Conceptual problems exist for example when
considering that nematodes appear to secrete multiple protein and that it is con-
ceivable that more than one nematode parasitism protein needs to be present to
accomplish correct binding to plant proteins. Also, nematode parasitism proteins
pass through the nematode gland-cell secretory pathway and there could be sub-
ject to modifications like glycosylation and/or cross-linking, which could alter
protein-protein interactions. None of these protein modifications is easily repro-
duced in standard assays targeting the identification of interacting proteins.
Nonetheless, first successes have been reported. As already mentioned above,
SCARECROW transcription factor-like proteins were found to interact with a
small parasitism peptide from a root-knot nematode, which could be confirmed
through co-immunoprecipitation (G. Huang and R.S. Hussey, unpublished data).

PRESENT AND FUTURE

When assessing the putative identities of the parasitism genes described
above, one can find four groups of parasitism gene similarities. In the first group,
nematode parasitism gene candidates are found that have similarity to 
non-nematode, non-animal, or even non-eukaryotic genes. Classic examples are
the nematode cellulase genes that code for proteins very similar to bacterial cel-
lulases. Such genes are strong candidates for genes acquired by horizontal gene
transfer. In a second group, one can find nematode parasitism genes that are sim-
ilar to genes found in other, non-parasitic nematodes. For example, the annexin
or venom-allergen genes mentioned above. These genes are found throughout the
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Nematoda and other animals and may have evolved in root-knot nematodes and
cyst nematodes to allow their protein products to assume functions during para-
sitism. In a third class, there are genes without similarity among animal genes but
whose protein products exhibit weak similarities with plant proteins or domains
thereof, and which apparently can function in the context of plant regulatory
mechanisms. Good examples are the small soybean cyst nematode protein with
similarity to the plant CLAVATA3 ligand or the root-knot nematode peptide that
binds to a plant SCARECROW transcription factor. The final group of para-
sitism genes is the largest and contains genes coding for secretory proteins with
unknown identity. These parasitism genes present the most difficult candidates to
investigate for function. A combination of increased genomic data, bioinformat-
ics and in vivo functional analyses discussed above, particularly RNAi, will be
critical to unravel potential roles of these “pioneer” proteins in parasitism.

This review is a snapshot of our current understanding and thinking
regarding the molecular basis of nematode parasitism of plants. The next decade
holds tremendous promise in advancing our knowledge of parasitism genes and
proteins and it will be interesting to compare our knowledge now with the level
attained then. It will be particularly interesting to learn more about the reports
that plant-parasitic nematodes release cytokinine plant hormones (93) or that
root-knot nematodes potentially use a NOD factor-like signaling compound (94).
These discoveries open the door to an additional realm of complexity and diffi-
culty, namely the fact that nematodes may release compounds other than proteins
in order to determine the outcome of their interactions with plants. It will be par-
ticularly rewarding to determine the origins of such compounds, which genes are
involved in their synthesis, and their potential functions in parasitism.

As the genome sequencing efforts of the first species of phytonematodes
are just beginning, the existing cache of expressed parasitic nematode genes
underscores the urgency for robust analyses of gene function in the post-genomic
era. The obligate nature of nematodes as parasites makes application of “rou-
tine” C. elegans technologies challenging, yet recent success with applications of
RNAi to parasitic nematodes are encouraging. These emerging technologies not
only provide critical analyses of gene function, but they offer the exciting poten-
tial to identify novel targets to interfere in parasite biology to protect human,
animal, and crop health.

Finally, it is for the most part completely unclear how the nematodes
manage secretion of their parasitism proteins. That is, are parasitism proteins
secreted as mixes within individual secretory granules in the esophageal-glands or
are they separately packaged? Is the secretion of individual proteins a process
under the regulation other than gene expression, i.e., can the nematode deliber-
ately secrete one protein and not another while both are present within the same
gland? These are just a few of the truly interesting biological questions that need
to be answered to obtain a more complete picture of plant-parasitic nematode
parasitism. However, already now, available knowledge opens the way to several
avenues to create novel means for nematode control, which is the main charge
that warrants research on plant-parasitic nematodes in the first place, and maybe
the most interesting developments of the near future will be the realization of
new mechanisms to render plants resistant to plant-parasitic nematode attack.
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INTRODUCTION

Mutagenesis assays in mammalian cells and prokaryotic organisms were
indispensable tools contributing to the elucidation of basic principles and molec-
ular events underlying sequence changes in DNA. Two facts emanating from
decades of research on molecular mechanisms of mutagenesis, e.g., with the 
E. coli lacI system, or by characterizing HPRT (hypoxanthine phosphoribosyl-
transferase) mutations in rodent cells and human fibroblasts, is that the chemical
properties of the DNA bases and the base sequence context, in addition to bio-
logical selection, are crucial determinants of both spontaneous and carcinogen-
induced mutation spectra (1-3). A mutation assay that would allow induction and
selection of tumorigenic point mutations in human p53 tumor suppressor gene
sequences, a major target of mutations in development of human cancer (4, 5),
would be valuable because with such an experimental system it would be possible
to test various hypotheses on the origins of disease-causing sequence changes,
and to compare directly the human tumor p53 mutation spectra in the IARC
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database (6, 7) with experimentally-generated mutation patterns . The keystone
in design of a mutation test is the strategy that permits recovery of the cell, the
organism, or the plasmid that harbors a mutation in a chosen target sequence.
Selection typically is accomplished by manipulating growth conditions or other
parameters such that all entities that are not mutated are lost, that is, they do not
survive or are not retrieved. In the widely used HPRT locus mutation protocol,
the rare cell with a dysfunctional mutation in the HPRT gene is recovered from
the population of wild-type cells by cultivating the cells in a selection medium
containing drugs that are toxic only to those cells (the vast majority) still har-
boring a functional HPRT locus. Development of a comparable mammalian
mutation assay with human p53 sequences as the mutagen target offers special
challenges, such as the task of devising a successful strategy to separate cells
in culture that have p53 mutations away from cells that do not, and foster their
proliferation.

To achieve this goal, we took advantage of the propensity of mouse, but
not human, fibroblasts to undergo immortalization when the p53 locus is func-
tionally inactivated (discussed below), and employed gene-targeting technology to
introduce the exact human p53 sequence into mouse fibroblasts. In this way, it is
possible to have a human sequence as mutagen target in mouse cells. Thus, we have
combined an advantage of working with mouse cells (ability to immortalize by
p53 point mutation) with the advantage of having a human p53 target sequence in
the mutation assay (i.e., the exact sequence in human cells most frequently
mutated in human cancers). Mouse and human p53 are highly similar, especially
at the level of amino acid sequence, but due to the third wobble base of the genetic
code, divergence of the DNA sequences between the 2 species is about 15%.

First, we created a human p53 knock-in mouse strain by constructing a
gene-targeting vector that has the human p53 DNA-binding domain-encoding
sequence. The plasmid also harbors a loxP-flanked neomycin phosphotrans-
ferase gene for selection of homologous recombinant mouse embryonic stem cells
that can be removed subsequently by cre recombinase in vivo or in vitro. (Figure
1, and ref. 8). In the human p53 knock-in (Hupki) mice derived from the ES cells
in which proper targeting by the vector occurs, exons 4-9 of endogenous mouse
p53 allele are replaced with the corresponding human p53 gene sequences. Exons
4-9 encompass the segment in which most human tumor mutations arise. We
included the adjacent polyproline domain (PPD) in the exchanged DNA segment
also, so that the Hupki model could serve additionally to investigate the role of
PPD polymorphic variants in the human population on p53 function in vivo
(discussed in ref. 9).

The homozygous Hupki strain is phenotypically “wild-type”: the mice
develop normally, and do not show the biochemical and biological abnormalities
that have been reported in p53 deficient and p53 knockout mice. The chimaeric
transcript of the Hupki p53 gene is correctly spliced, present at normal levels in
various (murine) tissues, and encodes protein that binds to p53 consensus
sequences. The Hupki p53 protein also has the biological properties of func-
tional, normal p53, such as the ability to accumulate following stress, and to
activate transcriptionally known p53 target genes controlling cell-cycle check-
points and apoptosis (8, 10, 11). The kinetics and dose response of gamma

46 Z. LIU ET AL.



irradiation-triggered apoptosis in thymocytes, which is a strictly p53-dependent
process (12, 13), are similar in Hupki mice and mice with a normal mouse p53
gene (8). Since typical p53 wild-type responses to DNA damage and other apop-
totic stimuli are intact in Hupki prototype mice, the strain and its mutant deriv-
atives can be applied to the study of human p53 PPD and DBD
structural/functional properties in vivo. Second, the Hupki mouse model provides
a unique experimental tool for elucidation of human tumor p53 mutation spec-
tra, both in vivo and in Hupki fibroblasts in vitro. This latter application and its
ramifications are the subject of this chapter.

IMMORTALIZATION MECHANISMS OF MURINE 
EMBRYONIC FIBROBLASTS(MEFs): CRUCIAL ROLE OF 
p53 POINT MUTATIONS

Under standard cell-culture conditions, primary murine embryonic
fibroblasts from wild-type mice stop proliferating after 10 or more population
doubling. At this stage, cells become senescent, acquiring an irregular, and often
enlarged, flattened morphology. Functional inactivation of the ARF/p53 tumor
suppressor pathway allows cells to bypass proliferation block (14-16). Cell divi-
sion is resumed, and the recovering cell population regains a homogeneous mor-
phology. Spontaneous bypass of senescence and death is a relatively rare event
(<1/106) in murine embryonic fibroblast (MEF) cultures; nevertheless, sponta-
neous immortalization of primary mouse cells is orders of magnitude more
common than immortalization of human cells (15, 17). Inactivation of the
p19ARF-p53 pathway, but not p16INK4a, appears to be sufficient for MEF
immortalization, which typically occurs by mutation of p53 or by loss of INK4a/
ARF gene sequences (14, 18-20). The INK4a/ARF locus encodes two distinct
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tumor suppressors, p16INK4a and p19ARF. These two genes have a different
transcription start but share exons 2 and 3, processed in different reading frames,
thus encoding proteins with unrelated amino acid sequences (21). p16INK4a is a
core component of the cell-cycle control machinery and responds to both posi-
tive and negative growth regulatory signals. It regulates the activities of CyclinD-
Cdk4/6 complex, and consequently affects pRB tumor suppressor function and
E2F responsive genes (22). ARF, the alternative reading frame product, is a key
mediator of p53-dependent growth suppression. It exists at a low or undetectable
level in most normal cell and tissues types (23). ARF can be directly or indirectly
induced in response to abnormal proliferation signals, such as continued in vitro
culturing (19), and inappropriate expression of proliferative oncogenes, including
Ras (24, 25), c-myc (26) and E2F1 (27). Although ARF is thought to function
mainly as an activator of p53 by neutralizing the activities of Mdm2, ARF has
other p53-independent functions impinging on growth control and apoptotic
decisions of cells (28, 29).

HUF (HUPKI EMBRYONIC FIBROBLAST) IMMORTALIZATION 
AS A METHOD TO SELECT FOR DYSFUNCTIONAL POINT
MUTATIONS IN HUMAN P53 GENE SEQUENCES

HUFs (Hupki embryonic fibroblasts), like MEFs, are mouse cells, and
immortalize readily as anticipated. Under normal culture conditions, the seri-
ally passaged embryonic fibroblast cultures become senescent by passage 5,
but then almost all cultures (<90%) recover, generating immortalized cell lines
when the protocol described here is followed (Figure 2 Flow Diagram and
Short Protocol below, page opposite). At passage 3, and again after the senes-
cent phase (usually >passage 8), the morphology becomes uniform and cell
doubling time is short (1-2 d) (Figure 3, Panels A and C), at passage 5-6 , how-
ever, as senescent features develop in the population, division stops for up to
several weeks, cells are sparse and become flattened or irregular in shape
(Figure 3 Panel B). When the primary cultures are not exposed to mutagen at
early passage, but instead are allowed to immortalize spontaneously according
to the protocol below, approximately 10% of the cell lines recovered will har-
bor a p53 mutation (11, 30, 31 and unpublished observations). When we
expose primary cells at passage 1-2 to a carcinogenic mutagen (UV light, aris-
tolochic acid, benzo(a) pyrene), up to 40% of the recovered immortalized cell
lines can harbor one or even 2 p53 mutations. The mutagen-induced p53 muta-
tions in HUFs we have characterized thus far display various features of
human tumor p53 mutations recorded in the IARC database (6, 7). For exam-
ple, cell lines recovered from cultures initially exposed to the tobacco carcino-
gen benzo(a)pyrene frequently harbor a p53 gene G to T transversion on the
non-transcribed strand (11), as do lung tumors of smokers (6). To optimize
screening of immortalized HUF cell lines for the presence of mutant p53, high
throughput procedures can be performed, such as the p53GeneChip protocol
developed by Affymetrix (30, 32).

The protocol we currently use for performing mutagenesis experiments
with HUFs is as follows (see also Figure 2, and accompanying footnotes).
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P53 MUTAGENESIS ASSAY: SHORT PROTOCOL

Note: For guidance on isolation of primary embryonic fibroblasts refer to
the procedure for preparation of MEF feeder layers, Chapter 13 of Torres &
Kuhn 1997 (33):
1. Sacrifice pregnant females at day 13.5 of pregnancy. Using sterile technique,

dissect out the embryos, place in sterile PBS, and remove head, spleen and
liver of each embryo.

2. Mince the embryo with fine scissors.
3. Add 1-2 ml of sterile medium, and pass tissue through a 20G needle 10X,

then through a 25G needle 5X.
4. Transfer cell suspensions to a 10-cm dish containing 10 ml medium (cells

from 1-2 embryos per dish). Medium: DMEM with 10% FCS, supplemented
with penicillin and streptomycin, L-glutamine, and sodium pyruvate. See
Torres & Kuhn 1997 (33).

5. Incubate the cells in a tissue culture incubator (37 °C, 5% CO2), changing
the medium daily to discard floating cells and debris. When cells are conflu-
ent, trypsinize and transfer cells to two 15-cm dishes containing 25 ml fresh
medium.

6. When confluent: a) freeze cells in DMSO and store in liquid nitrogen for
future experiments, and/or b) proceed with setup of mutagenesis experiment.

7. Seed 6-well plates with (1 to) 2 X 105 cells per well*. Label each well and plate.
Prepare plates destined for treatment, and for solvent control. (*For >24 hr
treatment protocols, we seed a lower number of cells).

8. On the following day, remove medium and replace with carcinogen- or sol-
vent-containing medium. Incubate the cells for the treatment time chosen.

9. Remove medium, wash cells 2 X with sterile PBS, then pipet fresh medium
into all the wells.

10. On the following day, or when a well becomes confluent, trypsinize and pas-
sage cells at 1:2 or 1:4 depending on the degree of confluency. Evaluate and
handle each well separately.

11. By passage 5 the cells usually have stopped growing, the monolayer becomes
sparse, and the cells acquire irregular and often enlarged morphologies. In
this senescent stage, which can last for several weeks, the cultures are not pas-
saged. Medium is changed 1X per week.

12. As growth resumes, and a well acquires large areas of confluency or is
confluent, resume serial passaging of the cells. Each well is an independent
separate culture.

13. When a culture in a well again becomes confluent within several days follow-
ing a passaging at 1:4, all the cells in the well can be transferred to a T25 cul-
ture flask.

14. When the T25 flask is confluent, transfer all the cells to a T75 flask. When this
flask is confluent, freeze half the cells in DMSO medium for safe-keeping and
store in liquid nitrogen. Continue passaging the remaining cells until passage
number reaches at least 15. These cultures then are considered immortalized
and we refer to them as immortalized HUF cell lines.

15. Extract DNA from an aliquot of cells from each immortalized cell line.
Amplify p53 exons individually (4-9) using the primers in Table 1A. Purify
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the PCR products with Microcon filters and perform dideoxy sequencing of
each fragment. (Alternatively, multiplex PCR can be performed, and PCR
products fragmented, labeled, and analyzed with Affymetrix p53GeneChip
microarrays as described by Liu et al., 2004, ref. 30).

INDICATORS OF LOSS OF p53 FUNCTION IN HUF CELL LINES

p53 generally is kept at low levels in normal cells and tissues. Under cer-
tain kinds of stress, such as DNA damage, p53 is stabilized and accumulates in
the nucleus. The level and kinetics of p53 accumulation are carefully controlled
by a series of positive and negative feedback loops (34-36). Basal p53 protein
level can also change if the p53 gene becomes mutated. p53 structure and func-
tion are highly sensitive to a myriad of single amino acid changes in protein
sequence that destroy p53 function and disturb the control of p53 stability (37,
38). In the case of a missense mutation, the dysfunctional p53 protein typically
accumulates to abnormally high levels. However, in the case of nonsense muta-
tions and most of the splicing mutations, p53 protein is usually absent due to
nonsense-mediated RNA decay or the instability of truncated p53 proteins.

Under normal (unstressed) conditions, primary HUFs (pHUFs) and HUF
cell lines with wild-type unmutated (WT) p53 display weak nuclear staining when
incubated with antiserum CM1 against human p53, just as their wild-type (WT)
MEF counterparts do when treated with mouse anti p53 antiserum. However,
when cells are treated with UVC (30 J/m2, 12 hrs after irradiation), or with adri-
amycin (1 microM for 12 hrs), and subsequently stained, an intense signal is
observed in the nuclei. This is in keeping with the known wild-type p53 response to
DNA damage. Immunocytochemical staining of treated or untreated pHUFs with
normal rabbit IgG is used as a negative control for specificity of staining. Cellular
p53 protein levels can also be detected conveniently by immunoblot analysis.

Immortalized HUF cell lines harboring missense mutant p53, but not
HUF cell lines with unmutated (i.e., WT) p53, stain intensely without prior expo-
sure to a DNA damaging agent. HUF cell lines that do not produce p53 protein
due to a nonsense or frameshift mutation do not show this staining; instead, they
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Table 1A. PCR primers for p53 sequencing from genomic DNA.

Amplicon Primer Sequence Product size

Exon 4 GCEx4F GTCCTCTGACTGCTCTTTTCACCCATCTAC 368 bp
GCEx4R GGGATACGGCCAGGCATTGAAGTCTC

Exon 5 GCEx5F CTTGTGCCCTGACTTTCAACTCTGTCTC 272 bp
GCEx5R TGGGCAACCAGCCCTGTCGTCTCTCCA

Exon 6 GCEx6F CCAGGCCTCTGATTCCTCACTGATTGCTC 204 bp
GCEx6R GCCACTGACAACCACCCTTAACCCCTC

Exon 7 GCEx7F GCCTCATCTTGGGCCTGTGTTATCTCC 175 bp
GCEx7R GGCCAGTGTGCAGGGTGGCAAGTGGCTC

Exon 8 GCEx8F GTAGGACCTGATTTCCTTACTGCCTCTTGC 241 bp
GCEx8R ATAACTGCACCCTTGGTCTCCTCCACCGC

Exon9 GCEx9F CACTTTTATCACCTTTCCTTGCCTCTTTCC 146 bp
GCEx9R AACTTTCCACTTGATAAGAGGTCCCAAGAC



stain similarly to cells with wild-type p53, as expected. However, they can be dis-
tinguished in their staining pattern from nonmutant (WT) cell lines by treating
the cells with damaging agent first: WT cells will show strong staining because
p53 is induced, whereas p53 null cells remain immunohistochemically negative. A
first rapid appraisal of p53 gene status in HUFs thus can be obtained by exam-
ining p53 protein basal level and/or lack of the typical wild-type response to
DNA damage (i.e., p53 nuclear accumulation).

Another preliminary means to identify HUF cell lines with missense
mutations is to extract RNA from the culture, amplify the p53 transcript from
cDNA with specific p53 primers in a single PCR reaction (Table 1B), and
sequence. A screen for coding region inactivating mutations in p19/ARF exons
can be performed in similar fashion (ARF-specific primers in Table 1B).

PERSPECTIVES

One of the reasons for establishing the Hupki mouse strain was to provide
an experimental tool for investigating mutagenic activity of carcinogens that
employs the human p53 gene DBD as target sequence. In this chapter we describe
an assay utilizing Hupki embryonic mouse fibroblasts (HUFs) to select for muta-
tions in human p53 sequences induced by carcinogens in vitro. Characterization
of mutations that have arisen due to pro-mutagenic conditions such as oxidative
stress or as a consequence of DNA repair defects may also be feasible with this
assay. Frequent detection of HUF cell lines with p53 mutations derived from pri-
mary cultures exposed to mutagenic carcinogens confirms that p53 mutation is a
key component of in vitro immortalization of HUFs.

Generation of mutation spectra in HUF cells could be facilitated by fur-
ther development and experimentation with the assay. For example, novel
sequencing methods sensitive enough to detect a small population of mutated
cells among large numbers of wild-type cells could be applied a few weeks after
mutagen treatment to accelerate discovery of mutations. This would reduce the
waiting time to mutation screening (typically 3 months), otherwise needed to
allow the number of mutant cells to expand, take over the culture, and become a
cell line. A second variant would be to determine the protocol conditions that
maximize chances for recovery of immortalized cells harboring defects in p53
rather than defective p19ARF (19, 26). Further studies of genetic mechanisms that
lead to HUF immortalization also could lead to discovery of strategies that favor
selection of cells with mutant p53. Subcloning of cell populations, in which mutant
p53 cells may reside as a small subpopulation, although too labor-intensive to be
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Table 1B. PCR primers for p53 and p19ARF sequencing from cDNA.

Amplicon Primer Sequence Product size

p53 mp53e2F ATGACTGCCATGGAGGAGTC 1.2 kb
Exon 2-11 mp53e11R TCAGGCCCCACTTTCTTGAC
p19ARF p19-F1 CTTGGTCACTGTGAGGATTC 568 bp
Exon 1-2 p19ex2-R1 TGAGGCCGGATTTAGCTCTGCTC



practical as a mutation assay protocol, would undoubtedly increase the number
of independent mutations identified per experiment. With the current protocol at
least, it is already clear that mutations recovered do correspond remarkably well
to the common p53 mutations found in human tumors (11, 30, 31).
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INTRODUCTION

Plants being sedentary are subject to invasion by many more pathogens as
compared to other mobile eukaryotes. However, these tenacious organisms have
developed a vast array of defense mechanisms to ward off invasions. Since consti-
tutive activation of defenses could compromise normal growth, plants have devel-
oped complex mechanisms to exert control over these pathways. Plants respond to
pathogen invasion by activating the production of antimicrobial compounds, cell-
wall reinforcement via the synthesis of lignin and callose and by specifically induc-
ing elaborate defense-signaling pathways. The major players regulating the signal-
ing pathways include the plant hormones salicylic acid (SA), jasmonic acid (JA),
ethylene (ET) and to a lesser extent, abscisic acid (ABA). Each hormone activates
a specific pathway and these act individually, synergistically or antagonistically,
depending upon the pathogen involved (see Figure 1 for interactions between the
SA, JA and ET pathways). In addition to local resistance, many of these phyto-
hormones also induce defense responses in systemic tissues. Systemic acquired
resistance (SAR) is induced in distal tissues following pathogen infection and, con-

SALICYLIC ACID-, JASMONIC ACID- AND ETHYLENE-MEDIATED
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Figure 1. The figure describes the major components of the SA-, JA- and ET-mediated plant defense
pathways. The defense signaling is initiated upon interaction between R and AVR proteins. Arrows
indicate activation, while bars indicate repression of downstream events. Phosphorylation is indicated
by an encircled P and copper ion is indicated as an encircled Cu+2. Components known to interact
physically are shown in contact with each other. Dotted line from NDR1 (nitrous oxide) to SA indi-
cates partial enhancement of SA levels via NDR1. Dotted line from CC-NB-LRR type R gene to
EDS1 indicates uncommon signaling event. Dash and dotted line indicates feedback regulation.

fers a long-lasting resistance to secondary infections by a broad spectrum of
pathogens (1), while induced systemic resistance (ISR) is triggered upon root col-
onization by some non-pathogenic species of rhizobacteria (2). Although this
chapter will focus on the involvement of SA, JA and ET in defense signaling, it is
imperative to remember that these hormones are also involved in the normal phys-
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iological processes of the plant. For instance, in addition to participating in the
biosynthesis of secondary metabolites (3-6), JA is also required for maintaining
male fertility in the plant (4, 7). Similarly, ET is involved in many developmental
processes including senescence, abscission, fertilization, fruit ripening, and seed
germination (8-10). Indeed, the evidence for interconnections between normal
developmental and defense-signaling pathways in plants is mounting.

EARLY EVENTS FOLLOWING PATHOGEN PERCEPTION

Perception of pathogen invasion usually involves the recognition of a
pathogen-specific molecule (an avirulence or AVR factor) by a corresponding
receptor molecule (a resistance or R protein) in the plant. The nature of the inter-
action, as well as the type of R protein, determines the particular defense path-
way(s) to be activated. Recognition is often followed by the rapid generation of
reactive oxygen species (ROS), which are often associated with a hypersensitive
reaction (HR) resulting in cell death at the localized region of infection. HR is
thought to limit the spread of the pathogen. Recognition of a pathogen is also
followed by the activation of downstream defense-related events, the strength
and timing of which determine the outcome of the host-pathogen interaction.
Incompatible interactions (resistance response, when the pathogen AVR protein
is recognized by the plant R protein) mount a more rapid and stronger response
as compared to compatible interactions (susceptible response, when the plant
R protein is unable to recognize the corresponding avr protein).

The oxidative burst leading to the generation of superoxide (O2
−) and,

subsequently, H2O2, is one of the earliest events preceding HR. These ROS are
antimicrobial and induce oxidative cross-linking of the cell wall, providing a bar-
rier for pathogen entry (11). They are also responsible for the upregulation of
defense-related genes (12). Experiments linking the generation of H2O2 to SAR
have shown that ROS may be involved in integrating a wide array of local and
systemic-defense responses (13). The SA-induced activation of the oxidative
burst suggests possible cross-talk between the ROS and SA-mediated pathways
(14-17). Furthermore, SA and nitric oxide (NO) inhibit the activity of ROS-
detoxifying enzymes, such as ascorbate peroxidase and catalase (18). This
suppression is important for the onset of programmed cell death involved in HR
(19, 20). ROS-mediated defense gene induction possibly affects the JA pathway as
well. This is evident in the ocp3 (overexpression of cationic peroxidase) mutant of
Arabidopsis, which exhibits constitutive expression of an H2O2 inducible cationic
peroxidase, Ep5C (21). The ocp3 mutant produces increased amounts of H2O2,
constitutively expresses the plant defensin1.2 (PDF1.2) gene, and exhibits
enhanced resistance to the necrotrophic pathogens Botrytis cinerea and
Plectospaerella cucumerina. Epistasis analysis with defense-related mutants and
the observation that the OCP3 gene encodes a transcription factor suggest that
OCP3 may be involved in the regulation of the JA pathway (22).

Although many factors participate in the regulation of the complex and
interconnected defense pathways in plants, this chapter will focus on the SA-, JA-
and ET-mediated regulation of defense against microbes. Table 1 provides details
of the various mutants/genes involved in these different pathways that have been
described in this chapter.
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THE SALICYLIC ACID PATHWAY

The small phenolic compound SA plays a vital role in the defense
response against many pathogens. Infections with necrotizing pathogens induce
increased levels of SA (23, 24) and these, in turn, induce the expression of many
defense-related genes. Plants that are deficient in SA synthesis or accumulation
exhibit enhanced susceptibility to pathogen infection (25-28). In Arabidopsis and
tobacco, SA is also crucial for the establishment of SAR, a broad-spectrum, long-
lasting resistance in the entire plant (29). SAR is associated with the generation
of an unknown signal at the point of infection and transduction of this signal to
distal tissues is thought to confer enhanced immunity against secondary infec-
tions. SAR is also accompanied by the induction of a set of pathogenesis-related
(PR) genes in the systemic tissue (30). Transgenic plants overexpressing the
bacterial salicylate hydroxylase (nahG) gene are abolished in SAR, because these
plants degrade SA to catechol and are unable to accumulate SA. Furthermore,
exogenous application of SA or its biologically active analogs, 2,6-dichloroisoni-
cotinic acid (INA) and benzo(1,2,3)thiadiazole-7-carbothioic acid S-methyl ester
(BTH), are sufficient to induce SAR in Arabidopsis and confer enhanced resist-
ance to a variety of pathogens (25, 30).

SA can be synthesized either from phenylalanine, via the action of phenyl-
alanine ammonia lyase (PAL, 31, 32), or from chorishmate via the shikimate
pathway (33). The Arabidopsis SID2 (SA-induction deficient) gene encodes iso-
chorishmate synthase (ICS) and a mutation in sid2 renders plants defective in SA
synthesis and the activation of SAR (33, 34). Consequently, sid2 plants exhibit
enhanced susceptibility to oomycete and bacterial pathogens. The SID2 gene was
systemically induced upon infection of Arabidopsis with an avirulent strain of
Pseudomonas and this induction correlated with the accumulation of SA as well
as PR transcripts in these tissues.

Components of the SA Signaling Pathway

Besides SID2, the EDS5 (enhanced disease susceptibility), EDS1 and
PAD4 (phytoalexin deficient) encoded proteins also contribute to SA production.
A mutation in eds5 (previously called sid1) compromises pathogen-induced accu-
mulation of SA and the induction of PR-1 gene expression. Consequently this
mutant is defective in the activation of SAR and hypersusceptible to infections by
Peronospora parasitica and Pseudomonas syringae (35). Sequence analysis has
shown that EDS5 encodes a member of the MATE (multidrug and toxin extru-
sion) transporter family (36). Pathogen infection induces the accumulation of the
EDS5 transcript, in an EDS1, PAD4 and NDR1 (non-race-specific disease resist-
ance) dependent manner. Exogenous application of SA also induces the EDS5,
EDS1 and PAD4 transcripts, suggesting a positive feedback-regulation in the SA
pathway that facilitates amplification of the defense response (37-40).

The EDS1 and PAD4 encoded proteins show sequence similarities to
eukaryotic lipases (37, 38). A mutation in eds1 abolishes HR and R gene-medi-
ated resistance to P. parasitica and results in increased susceptibility to this
oomycete pathogen (41). In addition, EDS1 is also required for basal resistance
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to virulent isolates of P. parasitica, Erysiphae and P. syringae (42, 43) and the
onset of HR. Mutations in pad4 result in increased susceptibility to P. syringae
(44), reduced accumulation of SA, and of the phytoalexin, camelexin (45). The
EDS1 and PAD4 genes generally participate in defense signaling pathways trig-
gered by the TIR-NB-LRR (Toll-Interleukin-1 receptor/nuclear binding/leucine
rich repeat) class of R genes (42). However, EDS1 (and PAD4) also participate in
signaling triggered by R gene carrying a coiled coil (CC) domain at the NH4-
terminal end (40, 43). Genetic analyses suggest that EDS1 and PAD4 act as sig-
nal transducers in response to redox stress and function downstream of R genes
(46-48). The EDS1 protein was shown to dimerize and interact with PAD4 both
in vitro and in vivo, and this interaction may be important for the amplification of
defense responses (49). Although EDS1 is necessary for the pathogen-induced
accumulation of PAD4, EDS1 accumulation is only partially affected by a muta-
tion in pad4 or reduced amounts of SA (49). In addition to PAD4, EDS1 also
interacts with another lipase-like protein, SAG101 (senescence-associated gene
101, 50). Similar to PAD4, SAG101 accumulation is dependent upon the presence
of a functional EDS1 protein. A mutation in sag101 disables basal resistance to
virulent isolates of P. parasitica and this effect is more pronounced in the pad4
background. pad4 sag101 double mutants are also defective in TIR-NB-LRR
R gene-mediated resistance to avirulent pathogens.

In addition to EDS1, PAD4 and EDS5, the NDR1 encoded small, highly
basic, membrane protein (51), also feeds into the SA pathway, and is required for
resistance to P. syringae and P. parasitica (52). The ndr1-1 mutant plants are com-
promised in the induction of SAR, and accumulate reduced SA in response to
ROS production (53). In contrast to EDS1, NDR1 is generally required by the
CC-NB-LRR type of R genes.

SA requires the function of a downstream component NPR1 (non-expres-
sor of PR genes), also called NIM1 (non-inducible immunity, 54) or SAI1 (SA
insensitive, 55), to trigger the expression of PR-1 gene. A mutation in npr1 abol-
ishes SA-mediated induction of PR genes as well as SAR, suggesting that NPR1
is a positive regulator of the SA pathway (56). The NPR1 protein contains four
ankyrin repeats and a nuclear localization signal (57). In the absence of SA, NPR1
exists as an oligomer via intermolecular disulfide bonding between the conserved
cysteines (58). In its oligomeric form NPR1 remains in the cytoplasm and is
sequestered from transport into the nucleus. Upon induction of SAR, plant cells
accumulate antioxidants, resulting in a change in the redox state. Under these
reducing conditions, the disulfide bonds between the NPR1 molecules are broken,
resulting in dissociation of the NPR1 oligomer into monomers, which are then
capable of transport into the nucleus. Furthermore, this monomerization of
NPR1 appears to be important for subsequent PR gene expression (58).

Yeast two-hybrid analysis revealed that NPR1 interacts with the AHBP-
1b/TGA2, TGA3, OBF5/TGA5, TGA-6 and TGA7 transcription factors belong-
ing to the basic leucine zipper (bZIP) protein family (59-62). Interestingly, the
TGA1 and TGA4 proteins interact with NPR1 only in planta. Both proteins con-
tain two unique cysteines, which are responsible for intramolecular disulfide
bonding. SA induction, resulting in a change in the redox state of the cell, induces
reduction of the disulfide bridges allowing the proteins to interact with NPR1
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and subsequently activate gene expression (63). NPR1 enhanced the binding of
TGA factors to SA-responsive elements in the PR-1 gene promoter. This DNA-
binding ability of the TGA factors was disrupted in the npr1 mutant. The tga2
tga5 tga6 triple mutant was unable to induce PR gene expression in response to
SA and was defective in the onset of SAR. This triple mutant was unable to
induce resistance to P. parasitica, in spite of pretreatment with INA (64). These
results demonstrate the redundancy among the TGA factors and show that these
are required for NPR1-mediated PR gene expression.

In addition to SA signaling and SAR, NPR1 also functions in ISR and
possibly in regulating cross-talk between the SA and JA pathways. It is well estab-
lished that the SA and JA pathways interact antagonistically (65, 66). Activation
of SAR results in the suppression of JA signaling, and SA has been shown to be
an inhibitor of JA-inducible genes (67-69). The nahG as well as npr1-1 plants
accumulated increased amounts of JA and JA-inducible genes upon infection
with P. syringae, as compared to wild-type plants. Exogenous application of SA
inhibited the MeJA (methyl JA)-induced expression of JA-responsive genes in
wild-type plants but not in npr1-1 plants. These studies led to the suggestion that
NPR1 is involved in the negative cross-talk between the SA and JA pathways
(68), and the nuclear localization of NPR1 was not required for mediating this
cross-talk. Thus, a novel cytosolic function of NPR1 may serve in the negative
interaction between the SA and JA pathways. The onset of ISR in Arabidopsis
also requires a functional NPR1 protein (70, 71), suggesting that NPR1 may be
an essential signaling component of multiple signaling pathways.

The npr1 mutant phenotypes are completely suppressed in the sni1 (sup-
pressor of npr1-1 inducible) background. The SNI1 locus encodes a leucine-rich,
nuclear-localized protein. The sni1 npr1 plants are restored in their ability to
induce SAR and PR gene expression, as well as induced resistance to P. syringae
and P. parasitica. Consequently, it has been suggested that SNI1 acts as a nega-
tive regulator of SAR by repressing PR gene induction in the absence of SA (72).
The NIMIN1 (NIM1/NPR1-interacting) protein also appears to be a negative
regulator of NPR1 functions (73). The NIMIN1 protein forms a ternary complex
with NPR1 and TGA factors to bind SA-responsive promoter elements. Over-
expression of the protein resulted in repression of the SA-induced expression of
PR genes and an impairment in SAR and R gene-mediated resistance. In con-
trast, downregulation or loss of the NIMIN1 transcript resulted in enhanced
induction of PR genes in response to SA.

Other Transcription Factors Regulating the SA Pathway

Besides the NPR1-interacting transcription factors, other proteins includ-
ing WRKY70 and AtWhy1 have also been shown to participate in the SA signal
transduction pathway. Expression of the WRKY70 gene was induced in SA and
pathogen-elicitor-treated plants (74). Since basal levels of the WRKY70 tran-
script were abolished in nahG plants, SA appears to regulate the expression of
this gene. On the other hand, overexpression of WRKY70 resulted in constitutive
SA signaling. Thus, like many other regulators of the SA pathway, WRKY70
appears to be in a feedback regulatory loop with SA (74). Antisense-suppression
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of WRKY70 results in activation of COI1-dependent genes, and the transcript
levels of this gene are upregulated in the coi1 mutant. Therefore WRKY70 pos-
sibly participates in cross-talk between the SA and JA pathways.

SA induces the DNA-binding ability of AtWhy1 and this induction is
absent in the atwhy1.2 mutant. In the npr1-1 background, SA continues to acti-
vate the DNA-binding ability of AtWhy1, suggesting that AtWhy1 functions in
PR-1 induction in an NPR1-independent manner (75). The atwhy1 mutants are
severely compromised in SA-induced resistance and exhibit enhanced suscepti-
bility to infection by virulent as well as avirulent isolates of P. parasitica. These
studies indicate that NPR1-independent pathways exist and that these can also
contribute towards the induction of PR gene expression and SAR.

Constitutive Activation of SA Pathway

Several mutants constitutively accumulate high levels of SA, and these
generally exhibit altered morphologies such as reduced size and/or spontaneous
cell death. Examples include, the accelerated cell death (acd, 47, 76), constitutive
expressor of PR genes (cpr, 77), lesion-stimulating disease (lsd, 46, 78, 79), defense
no death (dnd, 80), aberrant growth and death (agd, 81), and suppressor of salicylic
acid insensitivity (ssi, 39, 64, 82) mutants. Although the exact roles of many of the
genes in SA signaling need to be investigated, characterization of some has pro-
vided better insights in the SA signaling pathway.

The lsd1 mutant exhibits enhanced resistance to several virulent
pathogens and uncontrolled cell death, which is dependent on EDS1 and PAD4
(46). The LSD1 gene encodes a zinc-finger protein with similarity to GATA-type
transcription factors (83). The acd6-1 mutant exhibits constitutive defense
responses, increased amounts of SA and enhanced resistance to P. syringae.
ACD6 encodes a novel protein with ankyrin and transmembrane domains (84).
Although both LSD1 and ACD6 appear to regulate cell death and disease resist-
ance, their exact roles in the SA pathway remain unexplored. The acd11 mutant
exhibits constitutive programmed cell death and HR-related defense gene activa-
tion. These phenotypes are dependent upon SA, EDS1 and PAD4. The ACD11
protein is a homolog of the mammalian glycolipid transfer protein and was
shown to have sphingosine transfer activity (47). Thus, ACD11 may regulate cell
death and SA-related defense responses by altering sphingolipid metabolism. The
ssi4 mutant constitutively expresses PR genes, accumulates increased amounts of
SA, and exhibits enhanced resistance to bacterial and oomycete pathogens (39).
Both SA and EDS1 are required for the constitutive PR gene expression and
enhanced disease resistance phenotypes. The SSI4 gene encodes a TIR-NBS-
LRR type of R protein, and the ssi4 mutant phenotypes may possibly be related
to the constitutive activation of this R protein.

A mutation in the ssi2/fab2 and mpk4 genes also results in constitutive PR
gene expression, spontaneous lesion formation, and enhanced resistance to both
bacteria and oomycete pathogens. However, unlike most other mutants studied,
these also impair JA-dependent responses (82, 85). The AtMPK4 encodes a mito-
gen-activated-protein kinase (MAPK). In addition to exhibiting enhanced resist-
ance to P. parasitica and P. syringae, mpk4 plants are also hypersusceptible to an
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ET/JA pathway-inducing fungus (86), suggesting that AtMPK4 may be involved
in cross-talk between the SA and JA pathways. The MPK4 protein phosphory-
lates a downstream substrate MKS1 (MAPK4 substrate), belonging to a class of
plant-specific proteins some of which have been shown to be involved in tran-
scriptional regulation and pathogen response (87). Overexpression of MKS1
results in increased resistance to P. syringae. In addition to MKS1, MAPK4 also
phosphorylates the WRKY25 and WRKY33 transcription factors, but does
not interact directly with these. Interestingly, MKS1 has been shown to interact
physically with WRKY25 and 33, and inhibits the phosphorylation of these by
MPK4, suggesting that MKS1 may regulate signaling by modulating the phos-
phorylation of WRKY transcription factors.

Role of Fatty Acids and Lipids in SA Signaling

Unlike MPK4, the SSI2 encoded stearoyl-ACP-desaturase (S-ACP-DES),
participates in the normal metabolism of the plant and preferentially desaturates
fatty acid (FA) 18:0 between carbons 9 and 10 to yield 18:1. Although S-ACP-
DES catalyzes the initial desaturation step required for biosynthesis of the JA
precursor, linolenic acid (18:3), a mutation in ssi2 does not alter the levels of 18:3,
perception of JA or ET, or the induced endogenous levels of JA (82). Analysis of
suppressor mutants has shown that the altered phenotypes of the ssi2 mutant are
related to its reduced 18:1 levels, as opposed to the increased levels of 18:0 FA
(88). A loss-of-function mutation in the gene encoding the soluble chloroplastic
enzyme glycerol-3-phosphate (G3P) acyltransferase (ACT1) was found to revert
the SA- and JA-mediated phenotypes in ssi2 (89). A mutation in act1 disrupts the
acylation of G3P with 18:1, resulting in the accumulation of high amounts of
18:1, thereby compensating for the mutant phenotypes in the ssi2 plants.
Similarly, a mutation in the GLY1 gene encoding the G3P dehydrogenase disrupts
the formation of G3P from dihydroxyacetone phosphate and results in the
restoration of 18:1 levels in the ssi2 gly1-3 plants (90). Although the GLY1 allele,
SFD1 (suppressor of FA desaturase deficiency) has been reported to be involved
in SAR (91), experiments with the gly1-1 mutant have thus far failed to validate
its role in SAR (Venugopal, S. C. and Kachroo, P., unpublished data). Nonethe-
less, analysis of the ssi2 gly1-3 mutant and the result that exogenous application
of glycerol can convert wild-type plants into ssi2-mimics via reduction in 18:1
levels, strongly supports the involvement of 18:1 fatty acids (FAs) in SA-mediated
signaling of the plant.

Work from other laboratories also implicates FAs and lipids in plant
defense signaling. The DIR1 (defective in induced resistance1) encoded lipid-
transfer protein appears to be essential for the onset of pathogen-induced SAR
(92). Although the dir1 mutant plants are resistant to local infection by both vir-
ulent and avirulent strains of P. syringae, these plants are unable to induce PR
gene expression and develop SAR in distal tissue in response to infection with vir-
ulent strains of P. syringae and P. parasitica. A closer examination has revealed
that this mutant may be incapable of either producing or transducing the mobile
signal essential for SAR.
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In addition to DIR1, both EDS1 and PAD4 have esterase/lipase-like
domains (37, 38), although the enzymatic activities of these proteins remain to be
documented. An SA binding protein from tobacco has also been shown to have
lipase activity (93). Together these studies suggest that FAs/lipids may form an
important component of the SA signal transduction pathway.

SA-Binding Proteins

Although the molecular basis for the perception of SA remains unre-
solved, significant progress has been made towards identification of proteins that
bind SA and possibly serve as its receptors. At least three different SA-binding
proteins (SABPs) have been characterized thus far from tobacco plants and, these
show varying levels of binding affinity for SA (18, 93-95). The cytosolic SABP1
(catalase) was the first SABP identified from tobacco, which bound SA in a spe-
cific manner (94). SA was shown to inhibit the catalase activity in vitro and it was
hypothesized that such an inhibition could lead to an increase in H2O2 levels. SA,
as well as H2O2, induces the expression of defense genes associated with the onset
of SAR; consequently it was suggested that this catalase may relay the SA signal
via elevating H2O2 levels (94). Moreover, SA and its analog INA were shown to
inhibit the activity of ascorbate peroxidase, the other key H2O2-scavenging
enzyme (96). However, other studies showed that H2O2 acts upstream, rather
than downstream, of SA (97, 98), discounting the possibility that SABP1 (cata-
lase) relays the SA signal via elevating H2O2 levels.

The chloroplastic SABP3 protein of tobacco was shown to have the enzy-
matic activity of a carbonic anhydrase, with SA-binding properties. Silencing of
the carbonic anhydrase-encoding gene results in loss of the Pto:avrPto-mediated
HR in tobacco plants (95). Among the three SABPs identified so far, SABP2
shows highest affinity for SA. Sequence analysis followed by biochemical assays,
have shown that SABP2 has a strong esterase activity using methyl SA (MeSA)
as substrate, and that SA is a potent inhibitor of this activity (99). RNAi (RNA
interference)-mediated silencing of SABP2 resulted in enhanced local as well as
systemic susceptibility to TMV (tobacco mosaic virus), suggesting that SABP2
may serve as a SA-receptor and is required for the SA-mediated defense response
in tobacco (93). Furthermore, binding of SABP2 to MeSA, results in the release
of SA, suggesting that SABP2 may be required to convert MeSA to SA (99).
Thus, although the enzymatic functions for the SA binding proteins have been
deduced, the mechanism by which they relay SA signaling still remains a mystery.

THE JASMONIC ACID PATHWAY

JA constitutes a key member of the jasmonate family of signaling mole-
cules involved in regulating plant defense to both biotic and abiotic stresses (100,
101). Like other signaling pathways, the JA signaling pathway involves the per-
ception of the stress stimulus, followed by local and systemic signal transduction,
perception of the signal leading to the synthesis of JA and, finally, responsiveness
to JA with the induction of subsequent downstream events.
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One of the earliest evidence implicating JA in defense signaling came
from the study of JA-biosynthesis mutants. The fad3 fad7 fad8 triple mutant is
unable to accumulate JA because it is deficient in the JA-precursor, linolenic acid
(102), and is hypersusceptible to infection by insect larvae. Further examination
showed that the fad3 fad7 fad8 mutant plants are highly susceptible to root rot by
Pythium mastophorum, and exogenous application of MeJA alleviates suscepti-
bility to soil-born pathogens (103).

The JA signaling pathway has been well studied in the wound response of
tomato plants, but this pathway appears to differ from the Arabidopsis defense
pathway. For example, unlike Arabidopsis mutants, tomato plants defective in the
synthesis or perception of JA are not affected in male fertility (104). Furthermore,
the JA-induced systemic response pathway in tomato is shown to occur via the
well-characterized systemin signal pathway (105). Systemin, an 18-amino acid
polypeptide, and its precursor, prosystemin, act as primary signals for the activa-
tion of defense genes in systemic tissue of wounded plants (106). Antisense
suppression of systemin results in increased susceptibility (107, 108), while over-
expression results in increased resistance, to herbivores (109, 110). Systemin binds
to a 160 kD, leucine-rich repeat-containing, receptor kinase molecule in the
plasma membrane (111-113), and initiates a signal transduction cascade via the
octadecanoid pathway (114). Early events associated with wound signaling include
a rapid increase in the levels of cytosolic Ca+2 (115), membrane depolarization
(116), inhibition of a proton ATPase in the plasma membrane (117), and the acti-
vation of MAPK activity (118). This is followed by the release of linolenic acid
from membrane phospholipids by a phospholipase (119) and its subsequent con-
version to 12-oxophytodienoic acid (OPDA) and JA. JA synthesized in response
to wounding and systemin then induces the expression of downstream genes.
Grafting experiments have shown that production of JA in the wounded tissue
and perception of JA in the distal tissue is important for activation of the systemic
response (120), suggesting that JA or a JA-related, octadecanoid pathway-derived
molecule functions as the signal for induced systemic responses. The spr2 (sup-
pressor of prosystemin 2-responses) mutation impairs wound-induced JA synthe-
sis and generation of the long-distance signal required for the induction of
proteinase inhibitor genes. Map-based cloning has revealed that the SPR2 gene
encodes a chloroplastic ω3 fatty acid desaturase, involved in JA biosynthesis (121).

Components of the JA Signaling Pathway

The COI1 gene was identified as a key component of the JA pathway and
a mutation in coi1 renders plants insensitive to growth inhibition by coronitine, a
compound structurally similar to JA and methyl JA (MeJA, 4). The coi1 plants
are unable to respond to exogenous application of JA and are impaired in
the induction of JA-responsive genes VSP (vegetative storage protein), Thi2.1
(thionin) or PDF1.2 (122-125). These plants are also susceptible to insect her-
bivory, and necrotrophic pathogens (102, 126). The COI1 gene encodes a protein
containing leucine-rich repeats and an NH4-terminal, degenerate, F-box domain
(123). Since F-box proteins in eukaryotic systems are known to function in a
ubiquitin-ligase complex called the SCF (Skp1-Cdc53/Cullin-F box receptor)
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complex, and target substrate proteins for proteolytic degradation (127), it was
predicted that COI1 may be involved in the ubiquitination of key regulators of
the JA pathway. Indeed, COI1 was shown to associate with AtCUL1 (Cullin),
AtRbx1 (Ring-box) and, the Skp1-like proteins, ASK1 (Arabidopsis Skp1-like)
and ASK2, to assemble the SCFCOI1 ubiquitin-ligase complex (128). Mutations
in coi1 as well as the axr1 gene (responsible for the modification of AtCUL1)
affect the SCFCOI1 complex formation, thereby resulting in a defect in the JA
response. Furthermore, the coi1 axr1 double mutant exhibits an enhanced defect
in JA response-phenotype, suggesting that the SCFCOI1 ubiquitin-ligase complex
is important for JA signaling (128). In a separate study, COI1 was shown to inter-
act with SKP1 proteins via the F-box domain and with a histone deacetylase, and
the small subunit of RUBISCO via the leucine-rich repeat domain (129). The his-
tone deacetylase and RUBISCO could possibly serve as targets for COI1-medi-
ated degradation and, thereby, participate in JA signaling. Based on information
available from protein interactions in yeast (130), there appears to be a link
between protein ubiquitination and acetylation. The histone deacetylase may
be involved in the suppression of JA-responsive genes via association with the
SCFCOI1 complex. Furthermore, these interactions also suggest that COI1 may
function in other signaling pathways. Indeed, COI1 is also required for main-
taining male fertility in the plant (4).

Suppressor screens conducted using the coi1 mutant has thus far identi-
fied one gene which when mutated suppresses all coi1-related phenotypes,
except for male sterility (131). The COS1 (COI1 suppressor1) gene encodes a
lumazine synthase, which is a key component of the riboflavin pathway and is
required for many critical cellular processes. Since a mutation in cos1 is able to
relive the coi1-triggered suppression of JA-responsive genes, it has been sug-
gested that some of the JA responses may be negatively regulated by COS1 via
the SCFCOI1 complex.

The JAR1 (jasmonate resistant1) gene functions downstream of COI1,
and is a positive regulator of JA signaling. Similar to coi1, a defect in jar1 also
induces defective JA responsiveness and enhanced susceptibility to necrotrophs,
like B. cinerea (132). Protein-fold modeling of the deduced amino acid sequence
of JAR1 suggested similarities to the acyl adenylate-forming luciferase super-
family that are responsible for regulating many important cellular processes
(133). Biochemical studies have demonstrated that JAR1 participates in the
adenylation of JA, indicating that adenylation may be required for at least some
of the JA responses (134). Further examination of the biochemical activity of
JAR1 has revealed that this protein is a JA-amino synthetase and conjugates JA
to several amino acids, thereby activating JA for optimal signaling (135). Since
the levels of JA-isoleucine (JA-Ile) were reduced in the jar1 mutant and
because JA-Ile could inhibit root growth in the mutant, it was suggested that JA-
Ile is the active form of JA.

The jin1, jin4 (jasmonate-insensitive, 136) and the jue1, 2 and 3 (jas-
monate-underexpressing, 137) mutants are also affected in JA-signaling.
Although these are all JA-insensitive, they exhibit much weaker phenotypes as
compared to the coi1 mutant. This suggests that these genes may not be required
for all JA-related responses. The JIN1 gene encodes a helix-loop-helix-leucine
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zipper (bHLHzip-type transcription factor), designated AtMYC2 (138). The
AtMYC2 protein negatively regulates the JA signaling branch required for the
induction of pathogen-responsive defense genes. Interestingly and unlike the coi1
mutant, jin1 mutant plants do not exhibit enhanced susceptibility to necrotrophic
pathogens such as Botrytis cinerea and Plectosphaerella cucumerina. Further-
more, although jin1 plants are defective in the accumulation of some JA-induced
wound-responsive genes, they accumulate increased levels of pathogen-responsive
genes such as PR-1, PR-4 and PDF1.2, upon exposure to JA (138). Consequently,
overexpression of JIN1 induces enhanced wound-related JA responses as well as
ABA responses, indicating that it is involved in the cross-talk between the JA and
abscisic acid (ABA) pathways. These results suggest that although JIN1 may be
required for some JA-related responses, it may repress other responses such as
resistance to necrotrophic pathogens.

The Arabidopsis proteins MPK4 and SSI2 are two other components
required for JA-mediated signaling leading to the expression of defense genes.
MPK4 is induced within minutes after wounding (139) and it is possible that the
primary stress signal or the rapidly released endogenous JA may be responsible
for this activation, rather than the newly-synthesized JA. Both the mpk4 and ssi2
mutants are defective in the induction of JA-responsive genes, although they are
unaffected in the perception of JA (83, 139). Consequently, these mutants are sus-
ceptible to necrotrophic pathogens such as Botrytis and Alternaria, respectively.
The JA-mediated induction of PDF1.2 in ssi2 act1 plants is dependent on COI1,
suggesting that the 18:1 signal associated with JA-responsiveness acts upstream
of COI1 (89).

The CEV1 (constitutive expression of VSP) gene is another candidate,
possibly participating in the perception and/or transduction of the stress signal
prior to JA biosynthesis. A mutation in this cellulose synthetase-encoding gene
results in the constitutive production of JA and ET and, consequently, induces
the JA-responsive genes, PDF1.2 (140), Thi2.1 (141) and VSP (122). Mutant
plants also exhibit enhanced resistance to powdery mildew-causing fungal
pathogens (142). Because the cev1 phenotype was only partially rescued in the
coi1 background, it appears that CEV1 acts upstream of COI1.

In addition to the cev1 mutant, several other mutants exhibit constitutive
JA responses. These include the cex1, cet1/9 and joe1/2 (137, 143, 144). The cex1
(constitutive expression of JA-inducible genes) mutant exhibits constitutive JA-
responsive phenotypes, such as JA-induced growth inhibition and the induction
of JA-responsive genes (144), suggesting that CEX1 is a negative regulator of JA
signaling. Genetic analysis indicates that CEX1 acts downstream of COI1. The
joe1/2 (jasmonate overexpressing) mutants were isolated as mutants overexpress-
ing JA-responsive promoter-driven reporter genes (137) and are thought to act
upstream of COI1. The cet (constitutive expression of thionin) mutants were
isolated as mutants overexpressing the JA-inducible Thi2.1 gene and many were
found to carry increased levels of JA and its precursor OPDA. These mutants
also exhibit enhanced resistance to Fusarium oxysporum and spontaneous cell
death on their leaves. Interestingly, the cet2 and cet9 mutants also appear to be
upregulated in the SA pathway, indicating a point of possible overlap between the
JA and SA pathways.
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The Ethylene Pathway

The perception of ET in Arabidopsis is mediated by five different recep-
tors, namely ETR1, ETR2, ERS1, ERS2 and EIN4. Mutant analysis indicates
that all five receptors are required for the induction of subsequent responses to
ET (145-148). These receptor proteins share sequence similarities with the bacte-
rial two-component histidine (His) kinases. The NH4-terminal ends of the five
proteins are the most conserved and consist of an ET-binding domain. However
the COOH-terminal regions are more divergent. Both the ETR1 and ERS1 pro-
teins (type-I subfamily) carry a conserved His kinase domain, while the His
kinase domain of the ETR2, ERS2 and EIN4 (type-II subfamily) proteins is
more varied, and lacks residues essential for catalytic activity (149). In addition,
the ERS1 and 2 proteins lack a receiver domain, which along with the kinase
domain, is involved in interaction between the receptor and CTR1, a downstream
negative regulator of the ET pathway. This suggests that neither the receiver
domain, nor the His kinase activity, are essential for receptor function. This was
further confirmed by the observation that the etr1 ers1 double mutant can be res-
cued by overexpression of ETR1 or ERS1, as well as overexpression of a mutant
form of etr1 that lacked the His kinase activity (150). Furthermore, a COOH-ter-
minal truncation, as well as site-directed mutations, eliminating the His kinase
activity in the etr1-1 mutant continue to confer dominant ET insensitivity to the
mutant plants (151). Since the etr1-1 protein lacking His kinase activity is able to
actively repress ET responses, it is possible that the NH4-terminal region of the
receptor participates in dimerization with other intact receptors and thus contin-
ues to relay downstream signaling in the absence of a functional COOH-terminal
domain. Although there is no evidence suggesting heterodimer formation between
the different receptors, the ETR1 protein has been shown to form disulfide-linked
homodimers (152). Transgenic tobacco plants expressing the mutant etr1-1
gene are not only ET-insensitive, but also susceptible to opportunistic fungi (153).
The etr1 mutation also affects induced systemic resistance in Arabidopsis plants
(154, 155).

Perception of ET possibly occurs in the endoplasmic reticulum (ER),
based on the fact that ETR1 (156), and possibly ERS1 and ETR2 (157), are local-
ized to the ER. However, other plant species may perceive ET elsewhere. GFP-
tagged transient expression studies of the tobacco NtHKI (histidine kinase-like)
receptor, indicate possible localization to the plasma membrane (158). Affinity
and specificity of binding to ET is made possible by the hydrophobic ligand-
binding pocket of the receptor and a copper co-factor (159), possibly delivered by
the copper transporter RAN1. Analysis of loss-of-function mutations in the
receptors has demonstrated that binding of ET results in the inactivation of the
receptor proteins (148), which in turn, inactivates CTR1 (constitutive triple
response), a Raf-like serine/threonine kinase (160). Thus, in the absence of ET,
the receptors are active and constitutively induce CTR1. CTR1 has been shown
to interact directly with ETR1, ETR2 and ERS2 (161-163) and, although CTR1
lacks a transmembrane domain or membrane attachment motifs, it is localized to
the ER (161), possibly via its association with the ER-localized receptor protein.
While bound to the receptor, CTR1 probably remains in an active conformation
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and is able to repress downstream ET responses. In the presence of ET, confor-
mational changes in the receptor molecule could in turn result in conformational
changes of CTR1, inhibiting its kinase activity. Alternatively, relocation of CTR1
to a site distal from its phosphorylation substrate could result in the derepression
of downstream responses. Indeed, interaction of CTR1 with the receptor protein
results in the localization of CTR1 to the ER, and this localization is important
for the suppression of the ET responses. Similarly, mutations in CTR1 which dis-
rupt its association with the receptors, as well as double- and triple-combination
loss-of-function mutations in the receptors, result in redistribution of CTR1 to
the cytosol and induce constitutive ET responses (148, 161, 164). The function of
CTR1 depends both upon its COOH-terminal Ser/Thr kinase activity and its
NH4-terminal domain-mediated association with the ET receptors. Over-
expression of the receptor-associating NH4-terminal region of CTR1 prevents
the binding between the endogenous, functional CTR1 and the ET receptors,
resulting in a constitutive ET response phenotype. In contrast, overexpression of
the NH4-terminal region of the ctr1-8 protein, which is disrupted in its associa-
tion with the receptor, did not constitutively switch on the ET response pathway
(164). Moreover, several mutations disrupting the kinase activity of CTR1 result
in a constitutive ET response phenotype (164). The CTR1-like MAP kinase
kinase kinase (MAPKKK) EDR1 (enhanced disease resistance1), suppresses
resistance to powdery mildew causing fungi (165). However, this gene does not
appear to participate in the ET pathway and may be involved in regulating SA-
related responses.

The CTR1 protein has been shown to interact with the catalytic subunit
(PP2A-1C) of PP2A phosphatase (166). The RCN1 gene encodes the regulatory
subunit of this phosphatase complex. A loss-of-function mutation in rcn1 (167) or
mutations affecting the PP2A activity, result in increased sensitivity to ET and
exaggeration of the ET responses. However, since CTR1 fails to phosphorylate
RCN1 or PP2A-1C, neither of these proteins appear to be substrates for CTR1.
Based on the activity of the mammalian Raf proteins, it has been suggested that
PP2A reduces CTR1 activity so that lesser amounts of ET are required to induce a
response in the plant (166). It is important to remember though, that RCN1 is also
known to be involved in auxin signaling (168, 169) and its effect on ET signaling
may be the result of cross-talk between the two hormone signaling pathways.

The CTR1 protein shares sequence similarities with the mammalian
MAPKKKs, leading to the possibility that a MAPK cascade may be involved in
the signal transduction pathway activated by ET (160, 164). This is further sup-
ported by the observation that ET stimulates a protein with MAPK activity in
Arabidopsis (170). Furthermore, ctr1 mutants are constitutively activated in
MPK6 activity, and the application of the ET-precursor, aminocyclopropane-1-
carboxylic acid (ACC) activates specific MAPKs in both Arabidopsis and
Medicago (171). These include MPK6 and another MAPK in Arabidopsis, and
SIMK and MMK3 in Medicago. Arabidopsis lines overexpressing a SIMKK
exhibit the constitutive ET response phenotype similar to the ctr1 mutant, and
constitutively activate MPK6 (171). However, RNA interference (RNAi) and 
T-DNA insertion analysis of the Arabidopsis MPK6 does not indicate a role in
ET responses (172, 173). Since CTR1 acts as a negative regulator of the ET path-
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way, it appears that this MAPK cascade would involve the activation of a MAPK
via the inactivation of a MAPKK by a MAPKKK. This is in contrast to the pop-
ularly-accepted concept that MAPKKK activates MAPKK, which in turn, acti-
vates MAPK. Thus, although a MAPK cascade may be involved in ET signaling,
the actual mechanism by which the ET signal is relayed from CTR1 to EIN2, a
downstream, positive regulator of ET signaling, remains to be understood.

In addition to the ET receptors and CTR1, which are all negative regula-
tors of the ET-response pathway, the ET signal transduction cascade also com-
prises several positive regulators, including EIN2, EIN3, EIN5 and EIN6. A
loss-of-function mutation in EIN2 results in complete ET insensitivity (174, 175)
and loss of ISR in Arabidopsis (155). Genetic analysis places EIN2 downstream
of CTR1. The EIN2 protein consists of an NH4-terminal domain with sequence
similarity to the disease-related Nramp family of ion transporters, which may be
involved in sensing the upstream signals. It possesses 12 predicted transmem-
brane domains, suggesting its involvement in membrane localization. Indeed,
biochemical analysis has suggested the membrane association of EIN2 (176). The
COOH-terminal region of the protein consists of mostly hydrophilic amino
acids, possibly forming a coiled-coil helix, and implying its role in protein-protein
interactions. Overexpression of the COOH-end, but not the full-length EIN2
protein, confers constitutive ET responses (176), suggesting that the Nramp-like
domain may control the COOH-terminal function of this protein. Although the
similarity to Nramp proteins indicates a possible role in ion transport, no such
activity has been demonstrated for EIN2. Therefore, the actual function of EIN2
remains to be unraveled.

A second nuclear-localized transcription factor EIN3 functions down-
stream of EIN2 (177). A mutation in ein3 renders plants defective in ET-medi-
ated responses. Interestingly, overexpression of this protein induces constitutive
ET-responses in both wild-type and ein2 plants (177), signifying that EIN3 is pos-
sibly sufficient for the activation of the ET response pathway. The EIN3 protein
is very short-lived and is subject to degradation via a ubiquitin/proteosome-
dependent pathway, mediated by the F-box proteins EBF1and 2 (EIN3-binding
F-box protein). ET inhibits the proteolysis of EIN3 and thereby promotes its
accumulation in the nucleus (178). Similarly, the ebf1 and ebf2 mutants exhibit
ET hypersensitivity and result in increased accumulation of EIN3 in the nucleus.
Conversely, overexpression of EBF1 and 2 results in reduced sensitivity to ET. In
addition to the EBF proteins, many components of the ET pathway, including
the ETR/ERS receptors, EIN2, 5 and 6, are also required for the accumulation of
EIN3. Besides EIN3, the Arabidopsis genome carries five other EIN3-like (EIL)
genes. However, only the EIL1 gene appears to have a major role in ET signaling
(174). A screen for weak ET insensitive (wei) mutants resulted in the identifica-
tion of eil1 mutants with increased susceptibility to the necrotrophic fungus B.
cinerea (179). Overexpression of EIL1, but not of any other EIL proteins (EIL2-
5), confers a constitutive ET response phenotype on wild-type as well as ein2
plants (177). The EIL2, 4 and 5 proteins possibly play minor roles in ET response
or may participate in other unrelated pathways.

The EIN3 transcription factor directly induces the ET response factor
(ERF1), a GCC-box binding protein (180). EIN3 binds as a dimer, to the primary
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ET response element (PERE) in the ERF1 promoter. Constitutive expression of
ERF1 results in enhanced resistance to the necrotrophic fungi, B. cinerea and 
P. cucumerina (138), and the soil-borne fungus Fusarium oxysporum (181).
Overexpression activates several, but not all, the ET response phenotypes, sug-
gesting that ERF1 is responsible for mediating a subset of the ET responses and
may act in conjunction with other members of the ET response element binding
proteins (EREBPs). In addition to ET, ERF1 can also be induced by JA (182).
Mutations in the ET-as well as JA-signaling pathways inhibit the induction of
ERF1 by either hormone. ERF1 overexpressing lines are restored in their defense-
related phenotypes in both the coi1 and ein2 backgrounds. Furthermore, the
GCC-box required for ERF1 binding in the PDF1.2 promoter is also known to
be responsive to JA (183). Thus, it appears that ERF1 may be a transcription
factor involved in integrating signals from the ET and JA pathways and is,
thereby, involved in cross-talk between the two pathways. In addition to ERF1,
EIN3 possibly modulates the expression of four other members of the EREBP
transcription factor family. These genes (EDF1, 2, 3 and 4) carry the B3 DNA-
binding domain in addition to AP2, a DNA-binding domain present in all
EREBP proteins. Expression of these genes is ET inducible and they affect some
of the ET-responsive phenotypes.

ET signaling is also affected by the transcriptional regulation of genes
involved in ET biosynthesis. ET itself is involved in the regulation of some of these
genes, including the ACC synthase (ACS, 184) and ACC oxidase (ACO, 185) gene
families. Some of these in turn are ET-responsive (186), thus entailing a feedback
loop mechanism for the control of biosynthesis and response to ET. Others are
responsive to multi-hormone signals, such as auxin (187) or gibberillins (188) in
conjunction with ET, indicating a role in cross-talk between the different path-
ways. Post-transcriptional regulation of ET signaling occurs via ubiquitin-26S
proteosome-mediated degradation. The ACS protein is rapidly degraded upon
synthesis (189), and there is evidence that ubiquitination may be involved in the
negative regulation of the ACS5 protein (190). In addition, levels of the ACO
protein also appear to be under the control of the ubiquitine-mediated degrada-
tion process (191). As mentioned previously, the EBF1 and 2 proteins regulate the
degradation of EIN3 via ubiquitination.

Thus the regulation of the ET signaling pathway involves a complicated
relay of signals between multiple components, including cross-talk between
several different pathways.

CONCLUSION

It is becoming clear that there is a complex interplay of signal molecules
between the various defense-signaling pathways in plants. Furthermore, defense-
signaling pathways also appear to employ factors derived from metabolic path-
ways to fine-tune the defense responses. One example is the Arabidopsis G6PDH
(glucose-6-phosphate 1-dehydrogenase) gene, which encodes the rate-limiting
enzyme of the pentose phosphate pathway, and is induced upon pathogen infec-
tion (192). Inhibiting the activity of this enzyme not only affects the redox state
of the cell, but also affects SA signaling by preventing the monomerization of
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NPR1 and thereby prevents PR gene induction (58). Similarly, a glycerol kinase
encoded by the NHOI (GLI1) gene is required for non-host resistance to bacter-
ial and fungal pathogens (193). NHOI expression is suppressed in Arabidopsis
plants infected with a virulent strain of Pseudomonas and this suppression is
dependent on an intact JA signaling pathway. Moreover, glycerol and FA metab-
olism also modulate defense responses in Arabidopsis plants (89, 90). Exogenous
application of vitamin B1 (thiamin), an essential nutritional element, appears to
induce SAR, expression of PR genes, and resistance to pathogens in a variety of
plants, including Arabidopsis (194). The observation that ~25% of the
Arabidopsis genes appear to alter their expression in response to pathogen
infection (195, 196) implies the existence of a highly sophisticated regulatory
mechanism controlling the transcriptional re-programming on a massive scale.
Although genetic analysis, examination of T-DNA insertion mutants, and large-
scale gene expression studies have greatly enhanced understanding of this defense-
related interplay between the different pathways, full comprehension of the
mechanisms regulating defense signaling is still a long way off.
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ABSTRACT

Knowledge about the total human genome sequence now provides oppor-
tunities to study its myriad gene products. However, the presence of alternative
splicing, post-translational modifications, and innumerable protein-protein inter-
actions among proteins occurring at widely different concentrations, all combine
to place extreme demands on the specificity and sensitivity of assays. The choice
of method also depends on matters such as whether proteins will be analyzed in
body fluids and lysates, or localized inside single cells. In this review we discuss
commonly used detection methods and compare these to the recently-developed
proximity ligation technique.

INTRODUCTION

The problem can be illustrated by the counting of swans in a pond inhab-
ited by swans (Cygnus olor) and ducks (Anas platyrhynchos). To discriminate
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between the two species we set up the following criteria characterizing a swan: it
is white, and it has a long neck. Either one of these criteria may suffice to deter-
mine if a bird in the pond is a swan or not. However, in a more complex envi-
ronment such as a lake the analysis may result in an overestimate of the number
of swans. Seagulls (Larus canus) are white birds and fulfill the first criterion.
Similarly, the second criterion (long neck) is also applicable to herons (Ardea
cinerea). Specificity of detection increases greatly, however, if the two criteria are
combined.

Turning now to proteomics, antibodies do not recognize whole proteins,
but merely epitopes on the proteins, each composed of just a few amino acids.
Assays that require positive identification of target proteins by two antibodies
specific for different epitopes on the same protein exhibit profoundly enhanced
specificity over assays that depend on single-binding events. The strategy of dou-
ble recognition has in fact been used for almost forty years in sandwich
immunoassays for soluble proteins, where one immobilized antibody traps the
protein that is then detected by a second, labeled, antibody (1, 2). Such assays can
reach pM detection levels.

Antibody-based measurements of target protein concentrations generally
involve detection of bound antibodies via labels such as heavy metals, radioiso-
topes, fluorophores (3), or using chemoluminescence or linked enzymes (4).
Enzyme-linked detection reactions offer enhanced sensitivity because of the
catalytic activity of the enzymes, generating detectable products. It is possible to
further enhance detection by attaching strands of DNA to antibodies. Such
DNA strands can be exponentially amplified by methods like polymerase chain
reaction (PCR) (immuno-PCR) (5), or they can be used to prime a rolling circle
amplification (RCA) reaction for localized signal amplification by generating a
long concatemeric product, covalently linked to the antibody, to which labeled
probes can hybridize (immuno-RCA) (6-8). All these means of detecting bound
antibodies fail to distinguish among specifically and nonspecifically bound anti-
bodies, however, limiting the increase of signals over background that can be
attained, and thus the assay sensitivity.

Proteins are being analyzed in many different formats including simplex
assays of proteins in solution, in situ analyses and using protein arrays. Protein
microarrays (reviewed by Espina et al., 9) allow simultaneous detection of several
different proteins. In one format all proteins in a sample to be analyzed are
directly labeled, and then the ones that have bound to antibodies immobilized in
an array can be detected after washes. The specificity and thereby sensitivity of
such assays are inherently limited by the fact that single-binding-events per target
molecule are scored. Alternatively, different immobilized bait molecules capture
their cognate proteins to specific locations on an array. Subsequently, the bound
proteins can be detected and quantified by binding of specific-labeled-antibodies
in a sandwich format. The requirement for dual binding increases specificity, but
the parallel assay format creates increased opportunities for crossreactive binding
between noncognate pairs of protein-binding reagents compared to single-analyte
assays, limiting-assay sensitivity and ultimately the degree of multiplexing that
can be achieved. The use of arrays of photoaptamers can provide increased speci-
ficity without a concomitant increase in risks of crossreactivity with increasing
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numbers of analytes (10). After excess proteins have been removed from arrays of
immobilized photoaptamers by washes, specifically-bound proteins can be cova-
lently cross-linked to the aptamers by treatment with UV light. The requirement
for the proteins to be correctly positioned for cross-linking introduces an addi-
tional level of specificity and allows nonspecifically bound proteins to be removed
by extremely stringent washes, leaving only covalently-bound proteins, followed
by detection via general protein stains.

Western blots achieve increased specificity of detection by distinguishing
proteins both according to electrophoretic mobility and by antibody binding to
the separated proteins blotted onto a membrane, resulting in nM detection lim-
its. Localized protein detection reactions are also used in immunohistochemistry,
where the distribution of proteins in tissues and cells is revealed by the binding of
specific-labeled-antibodies. This information represents an invaluable resource in
research and diagnostics. In situ assays provide increased information over solu-
tion-phase quantification assays since heterogeneity among cells can be revealed
and spatial relationships among structures are visualized. All current localized
detection reactions suffer from the problem that visualization depends on single
binding events, however, limiting specificity and sensitivity. It is also a problem
that evaluation of in situ staining reactions is subjective, and limited to a relatively
crude estimation of the degree of staining. Simultaneous phenotyping of multi-
ple cell types can be performed in solution by flow cytometry determining expres-
sion levels of several proteins on the surfaces of individual cells. The protein
expression pattern in combination with the light scattering properties of the cells
enables highly accurate identification of cell types and maturation stages, with
the additional advantage that cells also can be sorted for subsequent analysis.

Despite the multitude of formats for protein detection, there clearly
remains a pressing need for highly specific detection reactions in order to negoti-
ate protein concentration ranges that may exceed 10 orders of magnitude in
serum, and to allow detection of even single proteins in cells and evaluate the
company they keep. The choice of method also depends on matters such as
whether proteins will be analyzed in body fluids and lysates, or localized inside
single cells. In this review we discuss commonly-used detection methods and
compare these to the recently-developed proximity ligation technique

PROXIMITY LIGATION

Recently a new and quite general approach to protein detection—prox-
imity ligation—was described. In this technique specific and sensitive detection
can be achieved by utilizing a combination of highly-specific target recognition
and powerful signal-amplification as required for detection of low abundant pro-
teins (11, 12). The probes used in proximity ligation are composed of an antigen
binding part (e.g., an antibody or an aptamer) to which short single-stranded
DNA molecules have been conjugated. Upon binding of two such proximity
probes to the same target molecule, a subsequently added connector oligonu-
cleotide can hybridize to the ends of the conjugated DNA strands and guide their
joining by enzymatic ligation. This creates a DNA molecule that can then be
amplified by PCR (Figure 1). Recognition of target molecules by proximity
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ligation thus strictly depends on dual recognition in order to generate an ampli-
fiable DNA strand that serves as a surrogate marker for the detected protein.
Signal amplification by real-time PCR allows sub-pM levels of proteins to be
detected in a homogenous assay that is performed without any washes, just the
addition of a ligation/amplification cocktail, followed by amplification and
detection (Figure 2). Alternatively, a sandwich format can be used, where the tar-
get proteins are first trapped on a solid support via specific binding followed by
addition of pairs of proximity probes that are joined by ligation. The removal of
excess reagents by washes lowers the background from chance proximity by
unbound proximity probes and also reduces the concentration of substances that
may inhibit ligation, amplification or detection. The assay involves three recogni-
tion events of any target molecule, further increasing the ability to discriminate
among closely similar protein molecules.

By virtue of the presence of many copies of the same proteins on their 
surfaces, even single viral particles or bacteria have been successfully detected
using the proximity ligation mechanism (13). It is also possible to design homog-
enous assays that require three recognition events and two ligations. As a 
consequence of the reduced chance for proximity of three rather than two
reagents, and the increased biological specificity of the three binding events, detec-
tion levels of just a few hundred molecules have been achieved (Schallmeiner et al.,
submitted).

88 O. SÖDERBERG ET AL.

Figure 1. (A) The proximity ligation procedure. Two proximity probes bind protein X, while one probe
also crossreacts by binding to protein Y. (B) A complementary connector oligonucleotide is added that
hybridizes to the oligonucleotides attached to pairs of adjacent proximity probes, allowing the free
oligonucleotide ends to be joined by ligation. (C) Only reagents brought in proximity by binding pair-
wise to protein X will be ligated together. (D) Addition of PCR primers allows sensitive detection by
exponential amplification of ligated proximity probes having bound protein X, but not of unreacted
proximity probes.
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PROXIMITY-LIGATION IN SITU ASSAY (P-LISA)

The proximity ligation mechanism can also be used to achieve dual-recog-
nition in situ immuno-staining, by modifying the method to provide localized
detection signals. In order to obtain highly specific detection in situ, the creation of
a circular amplifiable DNA template was made dependent on the proximal binding
of two proximity probes, in analogy to padlock probe-based detection of single
target DNA sequences in situ (14). In both cases—using padlock probes for DNA
detection and proximity ligation to detect proteins—circular DNA strands form
upon highly-specific target detection, and next give rise to single-stranded amplifi-
cation products composed of hundreds of complements of the circular DNA
strands, anchored at the site of probe binding. The RCA products bundle up in ran-
dom coils less than a micrometer in diameter to which fluorophore-labeled oligonu-
cleotide probes are hybridized. Even single molecules can thus be detected and
enumerated easily in a standard fluorescence microscope either by the investigator
or using dedicated software, increasing throughput and objectivity (15). Compared
with previous methods the requirement for dual recognition significantly increases
the specificity of detection.

CURRENT METHODS TO DETECT PROTEIN INTERACTIONS

Measurement of expression levels of a protein often is not sufficient to
determine its activity state. Interaction with partners in the formation of protein
complexes, and post-translational modifications such as phosphorylation, are
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Figure 2. Comparison of detection of VEGF by proximity ligation (filled circles) and by ELISA (open
circles). The molar amount of target protein present in 1 µl samples for proximity ligation and 100 µl
samples for ELISA is plotted against the cycle threshold values from real-time PCR assays or
absorbance at 450 nm for the ELISA
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often crucial for the functionality of a protein. Post-translational modifications
can be studied with specific antibodies binding the modified residues, although as
usual crossreactivity remains a problem in single-recognition strategies. An even
more difficult task is studies of interactions between proteins, as microscopic 
co-localization of signals offers too poor resolution to determine if two or more
proteins are interacting, due to the limiting resolution and sensitivity of light
microscopy. Recent improvements in confocal microscopy such as 4Pi and STED
have enhanced the resolution down to 28 nm (see review by Hell (16)), but detec-
tion reactions still face problems of crossreactivity and poor detectability of sin-
gle fluorophores. If information about sub-cellular localization or inter-cellular
variation is not required, then gel electrophoresis-based methods such as co-
immunoprecipitation are applicable for studies of protein interaction.

In recent years several methods have been developed for detecting protein
interactions based upon split-enzymes, where one part of an enzyme is fused with
one protein and the other part of the enzyme with a possible interaction partner
(17-21). In yeast two-hybrid assays the DNA binding domain of a transcription
factor is fused to one protein and the transcription activating domain fused to
another protein, restoring the function of the transcription factor only if the two
fused proteins interact (17, 18). By using yeast two-hybrid or split ubiquitin (21)
whole protein interaction networks can be determined.

Techniques utilizing either split fluorescent/bioluminescent proteins (22,
23) or resonance energy transfer (24-27) have been developed during the last few
years for visualization of protein interactions in living cells. In bimolecular fluo-
rescence complementation (BiFC) analysis, the gene encoding yellow fluorescent
protein (YFP) is split in two parts and fused with genes for proteins whose inter-
actions are to be monitored (22). Upon interaction between the two fusion pro-
teins, the two halves of YFP are brought together, resulting in fluorescence. An
analogous method utilizing light emission by luciferase was recently published
(23). Both fluorescence resonance energy transfer (FRET) (24-26) and biolumi-
nescence resonance energy transfer (BRET) (27) are based on donor molecules
exciting acceptor molecules that then emit light. Only when the donor and acceptor
are in close proximity, within a few nm and in a favorable orientation, will reso-
nance energy transfer occur.

Although methods such as FRET, BRET and BiFC are very efficient and
widely used for interaction studies in living cells, the non-physiological levels of
expression of the transgenes, along with the risk that properties of the fusion-
proteins may differ from those of the native proteins, may seriously influence the
results. However, until now, no methods have been available for the detection of
endogenous protein interactions in situ.

DETECTION OF PROTEIN INTERACTIONS AND MODIFICATIONS 
BY PROXIMITY LIGATION

The properties of proximity ligation make it ideal also to detect and meas-
ure protein interactions and modifications. By using two or more antibodies
directed against interacting partner proteins, the interacting molecules can be
detected in a homogenous assay allowing detection of low abundant molecules or
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rare interactions (Gustafsdottir et al., in progress). For in situ detection, the 
P-LISA method results in highly-specific and strongly-amplified signals, allowing
detection of individual endogenous protein interactions (15) or detection of post-
translationally modified proteins, such as phosphorylated receptors with little or
no background (Jarvius et al., unpublished). An additional benefit is that the
technique enables multiplexed detection, as different proximity probes can give
rise to distinct RCA products detectable using specific fluorescence labeled
oligonucleotide probes.

SUMMARY

The purpose of this review has been a discussion of different methods for
detection of proteins and protein-protein interactions from the point of view of
specificity of analysis, focusing on proximity ligation. As all methods have their
pros and cons, the choice of method must depend on the question that needs to
be addressed, taking in account the time required for the analysis, cost of
reagents and availability of instruments, etc. Table 1 summarizes the different
methods discussed in this review.

The methods can be divided into three groups according to whether the
proteins are analyzed using antibodies (e.g., ELISA, Western blot, immunohisto-
chemistry, flow cytometry, co-immunoprecipitation and proximity ligation), by
constructing ectopically expressed fluorescent proteins (FRET/BRET and BiFC),
or using mass spectrometry. Future development of methods will depend on fur-
ther biotechnological progress, but also upon availability of antibodies against all
proteins expressed in humans (28) (http://www.proteinatlas.org). The recent devel-
opment of mass spectrometry and imaging mass spectrometry (reviewed by
Chaurand et al. (29) provide us with a tool to investigate protein expression within
tissues in a hypothesis-free manner, allowing detection also of proteins to which
there are no antibodies. However, improvements in resolution, currently in the 50
µm range, and increased sensitivity will be necessary to allow detection of low
abundant proteins.

The completion of the human genome project and the emergence of new
molecular tools to study biomolecules and their interactions will fundamentally
impact our understanding of life and pathology. With the human genome
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Table 1. Utility of different techniques for protein detection.

Protein Localized Endogenous Protein Analyzing 
identification detection proteins interactions living cells

ELISA/protein array + − + + −
Western blot + − + − −
Mass spectrometry + +/− + − −
Immunohistochemistry +/− + + − −
co-immunoprecipitation + − + + −
FRET/BRET/BiFC − + − + +
Proximity ligation + + + + −



mapped at maximal resolution, the task for the future is now to understand the
exceedingly complex interplay between all gene products. Returning to the
metaphor of the birds, a cell corresponds to a very richly populated lake indeed,
inhabited by many different species busily interacting in different combinations.
We can now anticipate having the binoculars to spot a swan in the midst of flocks
of all other birds, and to be in a position to observe its day-to-day interactions
with its partners and any passers-by.
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INTRODUCTION

Large scale production of mammalian proteins is required for many diag-
nostic and therapeutic applications and also for structural characterization and
other basic studies. Soluble mammalian proteins often can be overexpressed in
bacterial cells, but in many cases these proteins misfold or do not exhibit proper
function due to lack of necessary posttranslational modifications. Perhaps the
most severe difficulties arise in the expression of membrane proteins, where
almost invariably mammalian proteins fail to insert in proper functional form in
the membranes of bacteria or other heterologous host cells. For example, less
than 100 membrane protein structures have been determined and of these only
about 5 were derived from eukaryotic sources (1). By contrast structures have
been determined for several thousand soluble proteins. Two major technical
obstacles to solving membrane protein structures are production of sufficient
amounts of protein for analysis and stabilization of protein conformation
following extraction from the lipid bilayer. Stabilization is a problem common
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to membrane proteins from both prokaryotic and eukaryotic cells; thus the
relatively few structures of eukaryotic membrane proteins can largely be
attributed to difficulties in producing these proteins in sufficient quantity for
crystallization.

Recent development of methods for crystal growth in nanoliter-scale
droplets (2-4) and the availability of ultrabright-synchrotron-radiation-sources
for diffraction analysis of very small crystals (5) should reduce the absolute quan-
tities of protein needed for X-ray crystallography. Despite these advances,
structure determination still requires access to milligram amounts of highly-
purified-protein. Bacterial expression systems are capable of meeting these demands,
as attested to by the rapid increase in the number of prokaryotic membrane
protein structures that have been solved. Unfortunately, the difficulties in expres-
sion of eukaryotic membrane proteins in bacteria leave the options of isolating
these proteins either from a natural tissue source or from cultured eukaryotic
cells. One additional potential solution to this problem is to express proteins in
transgenic animals, with the current aim typically of directing the protein to
accumulate in milk, egg white or blood. The use of transgenic animals for this
purpose has been reviewed recently (6) and will not be discussed further here
except to note that many of the difficulties with stable protein expression in cell
lines, discussed further below, also can occur in transgenic animals.

TRANSIENT VS STABLE EXPRESSION

One question to consider at the outset is whether it is reasonable to expect
that milligram quantities of a membrane protein, or also of soluble proteins for
that matter, could be produced in cultured mammalian cells using equipment
generally available in research-scale-laboratories. If we consider a hypothetical
case where cultured cells can be engineered to express 106 copies per cell of a 50
kD membrane protein, then about 1010 cells would yield 1 mg of protein. Growth
of mammalian cell lines at this scale, although not routine, is within the capabil-
ities of many research labs. Furthermore, suspension-adapted cell lines such as
HeLa S3 and CHO (Chinese Hamster Ovary) can be grown at much larger scale
using specialized fermentation equipment that is available to the research com-
munity at cell-culture-resource-facilities such as those operated by the NIH. The
goal of producing milligram quantities of membrane proteins and also soluble
proteins in mammalian cells therefore could be achieved using existing cell lines
and culture technologies.

A current limitation of this approach is the difficulty in engineering sta-
ble gene expression in mammalian cell lines. These difficulties potentially can be
circumvented by transient expression immediately following introduction of the
genes of interest into cells by one of several transfection procedures or by trans-
duction with viral vectors. Transient expression occurs only within cells that ini-
tially take up the exogenous DNA, and cells are generally harvested within a few
days after transfection for isolation of the expressed protein. Although the fre-
quency of productively-transfected cells has been increased substantially by
recent development of highly effective DNA transfection agents such as cationic
liposomes and others (7), it would be difficult to scale up these protocols to
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transfect the very large number of cells that would be needed to express milligram
quantities of protein. On the other hand, transduction of large-scale-cell-cultures
with either vaccinia virus (8) or adenovirus (9) based vectors is possible since both
viruses can be readily produced in very large quantities. Transduction with viral
vectors is beyond the scope of this article but may be a viable approach for
research laboratories that are equipped for large-scale infections.

Stable integration of cDNA or gene constructs into the genome of a host
cell has several potential advantages over transient expression. In principle, after
initial derivation of cell lines that overexpress the target proteins of interest, the
cells can be grown continuously until the required number of cells has been accu-
mulated. Approximately 30 generations are necessary to produce 1010 cells, about
one month of continuous culture for most cell lines. In practice, however, initial
levels of protein expression often decay to background levels after just a few cell
generations, resulting from transcriptional silencing of the integrated exogenous
DNA (10). Silencing can occur by different mechanisms, including DNA hyper-
methylation, histone deacetylation, and formation of condensed chromatin
across the locus of integration. These mechanisms are used by mammalian cells
not only to regulate endogenous genes but also to block expression of parasitic
elements such as retroviral provirus genomes and retrotransposons that have
accumulated in the genome in large numbers during evolution (11). Clearly cells
must have the means to discriminate parasitic sequences, including exogenous
transfected genes, from endogenous housekeeping genes that must be maintained
in a transcriptionally active, open chromatin conformation to insure continued
expression and cell survival.

Although current understanding of gene regulation in the context of
mammalian cell chromatin is far from complete, investigations of several model
genes have led to the discovery of regulatory elements that can block silencing
mechanisms when the genes are introduced into transgenic animals or stable cell
lines (12). These elements are of two types, transcription enhancers and bound-
ary/insulator elements. The human β-globin locus consists of several genes
spread across a ~100 kb region that are expressed at different stages of develop-
ment and are regulated by a single large enhancer known as the locus control
region (LCR) (13,14). The LCR itself spans about 30 kb and is located upstream
of the globin gene cluster. In certain β-thalassemias, the globin genes are intact
but not expressed because of deletions that extend into the LCR region. The glo-
bin genes in these mutant cells reside in condensed chromatin, as opposed to the
open chromatin (DNase-sensitive) conformation of the β-globin locus in normal
cells (15,16). Consistent with this observation, early studies showed that a 5 kb
fragment containing the β-globin gene and its promoter was not expressed or
expressed at lower than normal levels in transgenic mice, but that addition of
LCR elements enabled this gene to be expressed at normal levels and in an appro-
priate tissue-specific pattern (17). Importantly, the LCR elements also enabled
expression of the β-globin gene in a copy number-dependent and position-
independent manner in transgenic mice.

Further investigations led to the discovery that the open, DNase-sensitive
conformation of the β-globin locus does not result from an activity of the LCR
itself but from the activity of other elements termed boundary or insulator
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elements that flank the globin locus (18,19). Elements with boundary/insulator
function recently have come under intense scrutiny and have been characterized
in detail in Drosophila (gypsy element), in association with the chick β-globin
locus and in association with the mouse and human c-myc genes, to name a few
(20). These elements define the boundary between condensed and open chro-
matin as defined by the presence of methylated vs acetylated histones, respec-
tively. Insulators also can block enhancer function when interposed between a
promoter and an enhancer. Enhancer-blocking function was shown to require the
binding of a transcription factor, CTCF, to the insulator elements in both the 
c-myc and β-globin genes (21,22). CTCF-binding insulators have now been iden-
tified associated with over 200 known genes, using chromatin immunoprecipita-
tion assays and whole genome microarray analysis (23). These analyses have led
to the derivation of a consensus DNA sequence for CTCF binding (21).

A model for active chromatin domains begins to emerge from these stud-
ies (24), where transcribed genes are localized within loops of chromatin that are
anchored to the nuclear matrix or nucleolar surface at either end by matrix asso-
ciation elements. Boundary/insulator elements are located within the loop, flank-
ing the gene and its promoter/enhancer elements. The c-myc gene appears to have
a single boundary/insulator element located upstream of the promoter region
(24). Insulator elements generally are not located between the promoter and
enhancer elements within a single transcription unit. At this point it is not clear
how the β-globin LCR confers copy number-dependent and position-independ-
ent expression on linked transgenes in transgenic mice, since the LCR has not
been shown to have boundary element function and thus should not be able to
block formation of silencing heterochromatin at loci of transgene integration.
Clearly the regulation of gene expression in the context of chromatin is complex,
and the action of elements when inserted at ectopic sites understandably may be
difficult to predict.

As elements that regulate expression of model endogenous genes such as
the β-globin locus have been identified and characterized, their effects on the
expression of exogenous cDNAs in transfected or virally transduced cells and in
transgenic animals have been evaluated. Excellent reviews that describe these
studies in detail both in the context of transgenic animals (25) and cell lines (26)
have been published recently. Most regulatory elements that have been studied to
date, and those reviewed above, were derived from genes that have tissue-specific
expression patterns; however, elements with similar properties have not been
found in association with ubiquitously expressed housekeeping genes. In their
investigation of the regulation of housekeeping genes, Antoniou and colleagues
found that short genomic fragments containing the promoter and CpG island
region had chromatin-opening function, and that this activity was dominant if
the genomic fragment contained a CpG island spanning dual, divergently-
transcribed promoters (27). Reporter transgenes cloned behind these promoter
fragments exhibited stable long-term expression even when integrated in cen-
tromeric heterochromatin. The authors suggest that open chromatin may be
established during transcription elongation of these genes, and that divergent
transcription thus might decrease transcriptional interference from a weak single
promoter.
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EXPRESSION FROM CLONED GENOMIC FRAGMENTS

Construction of physical maps of chromosomes was an important aspect
of the human genome project, and the genomic fragments used for mapping
often were cloned in bacterial artificial chromosome (BAC) vectors (28). The
average size of genomic DNA inserts in these BAC libraries was about 150 kb,
consequently many human genes of <50 kb will be isolated on single BAC clones.
BAC clones containing intact human genes offer potential advantages over
cDNA expression vectors that are typically used for transgenic protein expression
in mammalian cells. First, the gene will be transcribed from the endogenous pro-
moter and also may be regulated by endogenous elements contained within the
gene or its flanking region. The large size of these cloned fragments also might
provide fortuitous boundary function, shielding the gene or promoter region
from encroachment of silencing heterochromatin. By contrast, the large size of
these clones limits the ability to manipulate the gene sequence or to introduce
reporters or selectable markers into the clone. Several methods to retrofit BACs
with reporter genes, selectable markers or replication origins using recombina-
tion-based strategies have recently been described (29-32). These recombination
strategies also can be used to construct specific mutations in coding or regulatory
sequences of the cloned gene.

Difficulties in preparation and handling of large BAC clones also can
result in low transfection efficiencies. Since BACs are derived from F factor, they
replicate to only 1 or 2 copies per cell. Large amounts of culture must be processed
to purify BAC DNA compared to amounts needed for plasmid purification, and
the BAC preparations therefore may be less pure than typical plasmid preps.
Impurities in BAC DNA preps can interfere with formation of proper-sized par-
ticles for transfection, leading to low transformation efficiencies (33). These prob-
lems can be avoided by using more extensive purification procedures for BAC
DNA. An alternative approach was recently described where intact E. coli cells
containing BAC DNA were taken up by mammalian cells through receptor-
mediated endocytosis (30). The E. coli strain used for this procedure expressed the
Yersinia invasin protein, which interacts with mammalian cell integrin receptors,
and also had a mutation that weakened the bacterial cell wall, thus allowing more
efficient release of BAC DNA upon entry into the mammalian cell.

A recent study described co-transfection of CHO cells with a mixture of
2 BAC clones, one containing the selectable mouse Dhfr gene and the other con-
taining the intact mouse Cdc6 gene (34). DNAs were transfected into cells as
Lipofectamine complexes. This study led to several notable results: co-transfor-
mation frequencies of about 80% were achieved; cell clones with stable integra-
tion of up to 15 copies of the Cdc6 BAC were isolated; levels of mouse Cdc6
protein produced were proportional to the BAC copy number integrated in the
cell clones; and expression levels of Cdc6 protein were constant for at least one
year of continuous cell culture. The key finding of this study, however, was that
the mouse Cdc6 gene was regulated in an appropriate cell cycle-depended manner
in the transfected clones. This particular case thus serves as perhaps a best case
scenario of all the potential advantages that can result from transfection of intact
genes with their endogenous promoters and regulatory signals as opposed to
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transfection of cDNA expression constructs with heterologous promoters
and signals.

EXPRESSION OF THE HUMAN CXADR GENE IN 
BAC-TRANSFECTED MOUSE CELLS

Studies in our lab have focused on expression of the human coxsackie
and adenovirus receptor (CAR) protein in mouse cells transfected with a BAC
clone of the intact CAR gene (CXADR). Subgroup B coxsackieviruses and the
majority of adenovirus serotypes bind to CAR (35), a 46 kD glycoprotein mem-
ber of the immunoglobulin (IG) superfamily (36, 37) that is highly conserved in
vertebrates (38). CAR is expressed in many human and rodent tissues (36, 39-
41), and thus can be considered a ubiquitous housekeeping gene. CAR has two
extracellular IgG-type domains, a single membrane-spanning region, and a 110
amino acid cytoplasmic tail. The cytoplasmic tail contains several motifs that
direct CAR to the basolateral surfaces of polarized epithelial cells (42,43), where
it localizes specifically in tight junctions (44, 45). We earlier mapped the CXADR
gene to a single locus on human chromosome 21 (46) and isolated several BAC
clones that hybridized to probes derived from this locus. To screen for clones that
contained a functional CXADR gene, mouse A9 cells, which do not express
CAR protein, were transfected with calcium phosphate co-precipitates of BAC
DNA and plasmid DNA containing the selectable neomycin phosphotransferase
gene. In transfections with one BAC clone, about 50% of G418-resistant
colonies expressed CAR protein on the cell surface as determined with a CAR-
specific erythrocyte rosette assay (46). The 120 kb genomic DNA insert of this
clone was sequenced (GenBank accession AF200465) and found to contain the
complete 60 kb CXADR gene plus about 30 kb of upstream and downstream
flanking sequence.

Several CAR-expressing BAC-transformed A9 cell clones were expanded
in culture and characterized for BAC copy number and levels of CAR protein
and mRNA. The concentration of CAR protein expressed on the surface of these
clones varied over a wide range, and in most cases exceeded the levels of CAR
expressed on the surface of HeLa cells (Figure 1A). Importantly, CAR protein
levels were roughly proportional to the copy number of BAC DNA integrated
into the cell genome and to the abundance of CAR mRNA (Figure 1B). CAR
protein levels were constant over several months of continuous culture for some
of these clones, and one clone (#5) was used as the source of human CAR
protein for structural characterization of coxsackievirus-CAR interaction by
electron cryomicroscopy (47).

The stable, copy-number-dependent expression of CAR observed in these
clones suggests that the CXADR gene or flanking regions contain elements that
block gene silencing. We have not conducted any further studies to isolate and
characterize such elements, but considering that CXADR is a ubiquitous house-
keeping gene, then the CpG island and promoter region alone might be sufficient
to block silencing. However, the completed human genome sequence shows that
there is no confirmed expressed gene within 1 Mb upstream of the CXADR gene,
and that the 3′ ends of the convergently transcribed CXADR and ANA genes are
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separated by about 23 kb. Thus it is likely that chromatin on at least the upstream
side of the CXADR gene is condensed, possibly necessitating the presence of an
insulator or boundary element to block encroachment of silencing heterochro-
matin into the CXADR gene. Interestingly, sequences matching the CTCF con-
sensus binding site associated with insulator elements are located just upstream
of the CpG island containing the CXADR promoter and also within the
CXADR-ANA intergenic region.

Similar to the results reported by Heintz and colleagues (33), we found
that transfection efficiencies with the CXADR BAC clone depended critically on
the purity of the BAC DNA. In our case, DNAs were introduced into cells as cal-
cium phosphate precipitates, whereas the experiments of Heintz used cationic
liposomes (34). We isolated BAC DNAs from 250 ml cultures of E. coli by alka-
line lysis (48) using solutions I, II and III as described (49). BAC DNAs were
purified by isopropanol precipitation, RNase digestion, sequential extraction
with phenol, phenol:chloroform and chloroform, and final precipitation with
ethanol according to a protocol formerly posted on the Whitehead Institute
Genome Center web site. Calcium phosphate precipitates of BAC DNA prepared
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Figure 1. Expression of human CXADR in BAC-transfected mouse A9 cells. (A), fluorescence
microscopy of 7 BAC-transfected mouse A9 cell clones (panels 1-7), parental mouse A9 cells (panel 8)
and human HeLa cells (panel 9) after sequential incubation with biotin-labeled fiber knob domain
from adenovirus-12 (50) and anti-biotin-fluorescein conjugate. (B), Southern blot (upper panel labeled
DNA) and Northern blot (lower panel labeled RNA) of equal amounts of genomic DNA or total cyto-
plasmic RNA, respectively, extracted from clones 1-7 (lanes 1-7) probed with 32P-labeled human CAR
cDNA. Reproduced from Figure 5 on page 348 of (51) with kind permission of Spring Science and
Business Media.



by this method did not form large aggregates and transfection efficiencies were
comparable to control transfections where an equivalent amount of commercial
salmon sperm DNA was substituted for the BAC DNA. Remarkably, in both our
experiment and that reported by Heintz, cell clones were isolated that had stably
integrated more than 10 copies of the intact, functional gene—probably in excess
of 2 Mb of exogenous DNA. Rodent cell lines were used as transfection recipi-
ents in both studies, and these may have a greater capacity than human cell lines
to maintain large amounts of integrated exogenous DNA.

CONCLUSIONS

Basic studies of the regulation of gene expression in the context of
chromatin have led to significant improvements in methods for stable protein
expression in mammalian cell lines. If this trend continues, then protein expression
may no longer be an obstacle to structural characterization, particularly of
membrane proteins. BAC transfection appears to be an attractive and under-
used approach for dissection and functional characterization of endogenous reg-
ulatory elements, and also may prove to be the most robust and direct approach
for stable overexpression of proteins in transgenic animals and in transfected
mammalian cells.
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INTRODUCTION

Structural Genomics was defined at the 2nd International Structural
Genomics conference in 2001 as, “A large-scale project to determine the three-
dimensional shapes of all proteins and other important biological molecules
encoded by the genomes of key organisms”. The structural genomics projects aim
at the discovery, analysis and dissemination of three-dimensional structures of all
proteins and other biological macromolecules in the universe of protein folds
(Figure 1). The major structural genomics initiatives around the world are listed
in Table 1.

The Protein Structure Initiative (PSI), which comprise the major efforts in
structural genomics in the United States, has established centers for the project that
have achieved automation of all the steps involved in determining protein struc-
tures, including target selection, cloning, expression, purification, biophysical char-
acterization, crystallization, data collection, structure solution, refinement,
validation and functional annotation (Figure 2). In addition, international coordi-
nation was put in place among the different centers in the U.S.A. and worldwide to
avoid duplication of efforts and waste of resources (http://targetdb.pdb.org/).

Among the many structural genomics research projects around the world,
in the U.S.A., the National Institutes of General Medical Science (NIGMS) of
the National Institutes of Health (NIH) sponsored nine pilot structural genomics
centers through the first phase of PSI (1). During this pilot phase (PSI1), these
centers have established infrastructure for high-throughput production of protein
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Figure 1. An example representing global structural genomics efforts for completing the protein fam-
ily and fold landscape. The rectangular panels represent our current knowledge of the set of protein
sequence families, showing whether they contain any 3D structural examples (black encircled regions)
or not (white encircled regions). The amount of black increases as more structures are determined
experimentally. Only a small fraction of the protein families may not contain a known 3D structure
(small circles), but the majority of the fold landscape will be represented, permitting homology mod-
eling of most of the remaining and new gene sequences. Diagram taken from Stevens, R.C., Yokoyama,
S., Wilson, I.A. (2001) Global efforts in structural genomics, Science, 294, 89-92.
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Table 1. Major structural Genomics Centers around the world.

Country Initiative Web Address

Japan RIKEN Structural http://www.riken.go.jp/engn/index.html
Genomics Initiative (RSGI)

England Structural Proteomics in http://www.spineurope.org/page.
Europe (SPINE) php?page=home

Oxford Protein Production http://www.oppf.ox.ac.uk/index.php?
Facility (OPPF) module=ContentExpress&func=

display&ceid=1&meid=-1
U.S.A. NIGMS Protein Structure http://www.nigms.nih.gov/Initiatives/PSI

Initiative (PSI)
Canada Montreal-Kingston Bacterial http://euler.bri.nrc.ca/brimsg/bsgi.html

Genomics Initiative (BSGI)
Germany Protein Structure Factory (PSF) http://www.proteinstrukturfabrik.de/

Mycobacterium Tuberculosis http://xmtb.org/start.html
Structural Proteomics Project 
(XMTB)

Israel The Israel Structural http://www.weizmann.ac.il/ISPC/
Proteomics Center

France Yeast Structural Genomics http://genomics.eu.org/spip/index.php
(YSG)

Bacterial Targets at http://igs-server.cnrs-mrs.fr/Str_gen/
IGS-CNRS (BIGS)

structures and tested the feasibility of a high-throughput structure production
pipeline. PSI1 proved to be very productive, with more than 1100 structures
solved over the five-year period, illustrating the immense potential for expediting
protein structure solution through focused investments. The new technologies
pioneered have already found their applications in conventional structural biol-
ogy laboratories to facilitate the structural characterization of more difficult
targets. The results and progress of major structural genomics initiatives in the
U.S.A. and around the world have been recently summarized (2).

In July, 2005, the PSI advanced into a production phase. PSI2 consists of
two major components: large-scale centers to increase the structural coverage of
sequenced genomes by high-throughput production of structures and specialized
centers to reduce technical barriers to high-throughput structure solution of
challenging proteins (such as integral membrane proteins and multi-protein com-
plexes). In addition to the production centers, centralized databases are being set
up to coordinate the target selection from each center and to disseminate results
to the public (Target Search for Structural Genomics (TARGETDB) at
http://targetdb.pdb.org/ and Protein Expression Purification and Crystallization
Database (PEPCDB) at http://pepcdb.pdb.org/). The objective of PSI2 is to solve
3000-4000 protein structures in a five-year period at a cost of ~$50,000-75,000
per structure and efficiently fill in the gaps in protein ‘fold space’ from all king-
doms of life. The large influx of the protein structures will benefit all structural
biologists and other scientific communities, and ultimately be used to assist in
drug discovery. The consortia selected for PSI2 are listed in Table 2.
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Figure 2. Schematic flow diagram of the NYSGXRC high-throughput strategy. NYSGXRC is a
collaborative industrial / academic research consortium devoted to large production of protein struc-
tures and is one of the large scale centers selected for PSI2.

The New York Structural GenomiX Research Consortium (NYSGXRC),
a collaborative industrial/academic research consortium devoted to large-scale
production of protein structures, is one of the large-scale centers funded within
PSI2. This review will focus on methodologies and technologies developed by
NYSGXRC for high-throughput protein structure determination, as well as
those contributed from other PSI Centers. Within NYSGXRC, proteins
purified by a biotechnology/pharmacology company, SGX Pharmaceuticals Inc.



Table 2. Protein Structure Initiative (PSI)—2 in USA.

Consortium Led By Focus / Web Address

NIH Affiliated Large-Scale Protein Structure Production Centers
Joint Centre for Ian Wilson Novel cell signaling proteins from 

Structural Scripps Research Institute C. elegans, human, mouse and 
Genomics JCSG La Jolla, CA Drosophila. http://www.jcsg.org/

Midwest Center for Andrzej Joachimiak Plan to solve quickly large number 
Structural Argonne National of “easy” targets through highly
Genomics MCSG Laboratory cost-effective methods 

Near Chicago, IL http://www.mcsg.anl.gov/
New York Structural Stephen Burley Novel folds and biologically

GenomiX Research Structural GenomiX important proteins from three
Consortium Pharmaceuticals kingdoms of life.
NYSGXRC San Diego, CA http://www.nysgxrc.org/

Northeast Structural Gaetano Montelione Eukaryotic model organisms which 
Genomics Rutgers University are subjects of extensive 
Consortium New Brunswick, NJ functional genomics research,
NESGC including S. cerevisiae, C. elegans

and D. melanogaster, as well as
homologs from the human
genome. http://www.nesg.org/

NIH Affiliated Specialized Centers
Accelerated Lance Stewart Development, operation and 

Technologies Center deCODE biostructures deployment of novel approaches
for Gene to 3D Bainbridge Island, WA in miniaturization, integration 
Structure and automation with an aim

towards lowering the overall cost
of gene to structure.
http://www.atcg3d.org

Center for Eukaryotic John Markley NMR spectroscopy and its 
Structural University of biological applications; structure
Genomics Wisconsin Madison, function relationships in proteins.

WI http://www.uwstructural
genomics.org/

Center for High- George De Titta Development of crystal growth 
Throughput Hauptman-Woodward methods and techniques.
Structural Biology Medical Research High-throughput structural 

Institute Buffalo, NY biology. Website: forthcoming.
Center for Structures Robert Stroud Large effort to express eukaryotic 

of Membrane University of membrane proteins with the end 
Proteins California goal of determining their 

San Francisco, CA molecular structures.
http://csmp.ucsf.edu/index.htm

Integrated Center for Thomas Terwilliger Powerful methods for screening 
Structure and Los Alamos National whether a molecule is properly 
Function Innovation Laboratory folded and whether it will 
ISFI Los Alamos, NM crystallize. Website : forthcoming.

New York Consortium Wayne Hendrickson Key class of proteins that serve as 
on Membrane New York Structural the portals through which cells 
Protein Structure Biology Center and some components within 

New York, NY cells communicate with the
external environment. Membrane
proteins lead to the development
of disease and many are
pharmaceutical targets of prime
interest. http://www.nysbc.org/



(SGX Pharma), are distributed to four academic institutions: Albert Einstein
College of Medicine (AECOM), Brookhaven National Laboratory (BNL), Case
Western Reserve University (CWRU), and Columbia University (CU), for struc-
tural studies. Bioinformatics, target selection and data management tasks are per-
formed by AECOM and University of California San Francisco (UCSF) (Table 3).

TARGET SELECTION

During PSI1, NYSGXRC and other structural genomics centers independ-
ently developed strategies for target selection. In NYSGXRC, targets were selected
from microbes to human, with particular emphasis on proteins of biomedical
relevance and ‘hypothetical’ proteins with unknown function. Because of their
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Table 3. NYSGXRC Scientific Organization.

Organization Name Scientific Team Leader Tasks

SGX Pharmaceuticals Inc. Stephen K Burley Protein Production
SGX Pharma Principal Invstigator (PI)
Albert Einstein College Steven Almo Protein Structure 

of Medicine Institutional Co-PI Determination
AECOM Department of

Biochemistry
almo@aecom.yu.edu

Andras Fiser Target selection, Data 
Co-PI management and 
Department of Biochemistry functional annotation

Center for Bioinformatics
fiser@fiserlab.org

Case Western Reserve Mark R. Chance Metalloproteomics,
University Institutional Co-PI Protein Structure 
CWRU Case Center for Proteomics Annotation and 

mark.chance@case.edu Publication
Columbia University Lawrence Shapiro Protein Structure 

CU Institutional Co-PI Determination
Department of Biophysics

shapiro@convex.hhmi.
columbia.edu

University of California Andrej Sali Comparative modeling
San Francisco Institutional Co-PI
UCSF California Institute for 

Quantitative Biomedical 
Research sali@salilab.org

Brookhaven National S. Swaminathan Protein Structure 
Laboratory Institutional Co-PI Determination
BNL Biology Department,

swami@bnl.gov
F. William Studier Protein expression 
Co-PI strategies

Biology Department 
studier@bnl.gov



biological importance and relative ease to work with, enzymes associated with small
molecule metabolic pathways were also frequently selected. The target proteins were
chosen based on their low sequence homology to the proteins with known struc-
tures. In addition, orthologues from several species were simultaneously cloned and
purified to maximize the chance of solving the fold. Once the representative
structure is solved, the efforts to solve the other orthologues are abandoned.

In PSI2, the majority of targets will be chosen using a centralized strategy
as imposed by NIH target selection committee (http://grants2.nih.gov/grants/
guide/rfa-files/RFA-GM-05-001.html) (3). Several strategies have been suggested
and discussed in detail (4, 5) such as the “Pfam5000” strategy, which involves
selecting the 5,000 largest families from the Pfam database as sources for targets.
It is estimated that if at least one structure is solved from each of these 5,000 fam-
ilies, it will provide sequence coverage of 68% of prokaryotic proteins and 61% of
eukaryotic proteins, and greatly increase our ability to assign folds for all
sequenced genomes through modeling and threading methods. Pfam5000
strategy complements the other strategies such as random target selection strate-
gies and single-genome strategies (5). In PSI2, NIH requests a target selection
strategy that combines coarse-grained coverage of sequence space, proteins of
known medical interest, and contributions from the scientific community (5).
NYSGXRC will follow the method suggested by NIH target selection committee.
About 70% of the targets will be selected from available genomes in coordination
with the other 3 large scale structural genomics centers in PSI2.

PROTEIN PRODUCTION AND BIOPHYSICAL ANALYSIS

During PSI1, SGX Pharmaceuticals Inc, (http://www.sgxpharma.com/)
established a modular industrial platform for the recombinant protein produc-
tion. cDNAs of interest were cloned by PCR amplification and inserted into a
suitable expression vector. The procedure can be operated in a parallel fashion for
high-throughput (6). The protocol developed by NYSGXRC laboratories, using
the T7 RNA polymerase-dependent E.coli expression vector system (pET-vec-
tors), is a universal system to generate recombinant protein for structural analy-
sis (7, 8). pET vectors are usually combined with E. coli B strain BL21 or the
derivatives that are engineered to carry the T7 RNA polymerase gene. These
strains, however, have limitations in cloning and stable propagation of the expres-
sion constructs. The approach based on the concept of topoisomerase mediation,
which involves directional flap ligation of a blunt-ended PCR product into
pET100/D-TOPO Vector (Invitrogen) was adopted by NYSGXRC. It creates a
fusion protein bearing an N-terminal His6-tag followed by a polio viral protease
cleavage site followed by the protein sequence of interest. Recently, NYSGXRC
implemented an additional vector for recombinant protein expression based on
N-terminal fusions with a yeast form of SUMO, a small ubiquitin-like modifier
that frequently enhances the solubility to the recombinant fusion protein (9, 10).
The pSUMO system utilizes an N-terminal His6-tag SUMO fusion with the
respective target sequence. The protein is expressed in bacteria, purified by metal
affinity chromatography, and liberated from the His6-SUMO fusion by cleavage
with a modified version of the desumoylating enzyme Ulp1.
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To facilitate the high-throughput production of proteins, a Beckman
Biomek FX robotic platform has been adopted to perform many of the steps
required from PCR to transformation in 96-well format with bar code tracking of
sample and reagent plates (6). Some steps are conducted off-line with multi-
channel pipetting. Small-scale (1 µg) purification of recombinant proteins
followed by spotting onto a matrix-assisted laser desorption ionization mass
spectrometry (MALDI-MS) sample plate allows rapid identification of con-
structs expressing the appropriate product (11).

All soluble proteins purified were subjected to biophysical analyses,
including mass spectrometry for construct verification and protein purification,
analytical gel filtration for homogeneity, domain mapping by limited proteolysis
combined with mass spectrometry (LPMS) to analyze for “floppy-ends”, peptide
mapping of posttranslational modifications via mass spectrometry, and UV/vis.
absorbance spectroscopy to identify possible bound co-factors (6).

Proteins produced at SGX Pharmaceuticals (10+ mg) were shipped to
AECOM, BNL and CU for protein structure determination (Table 3) and smaller
amounts of samples (0.1 mg) were also shipped to Case Center for Proteomics,
CWRU for intrinsic metal detection through automated X-ray absorption spec-
troscopy (XAS) at the NSLS beamline X9B (12, 13).

The results of these measurements are made available to the crystallogra-
phers to facilitate de novo phasing and structure solution using the intrinsic met-
als (14). SGX Pharmaceuticals provides selenomethionine (SeMet)-labeled
proteins for X-ray single/multiple anomalous dispersion (SAD/MAD) studies at
synchrotron sites after adequate crystallization conditions have been established
for native crystals. The use of synchrotron radiation is crucial to the NYSGXRC
pipeline. High brilliance and energy tuneability (mainly Se Edge) are prerequisites
for fast data collection from small protein crystals (15).

PROTEIN STRUCTURE ANALYSIS

X-ray crystallography is the primary technique used for protein structure
determination in most of structural genomics centers. The efforts to solve the pro-
tein structures have seen great improvements over the past decade and resulted in
dramatic accumulation of protein structures in the PDB (http://www.rcsb.org/pdb).

Crystallization

It is usually regarded as a major bottleneck for structure determination by
X-ray crystallography with low success rates evident in all structural genomics
centers. As of October 2005, for all structural genomics centers worldwide, only
4,692 targets (8% of the proteins cloned) yielded crystals and 2,034 targets (3.5%)
resulted in crystal structures. In PSI centers, 3,629 targets (7% of the proteins
cloned) were crystallized yielding 1,210 (2%) crystal structures (as of October
2005). For structural genomics centers focusing on medically related human pro-
teins, the statistics are even lower. For example, within the Protein Structure
Factory (Germany), only 63 targets (7% of the proteins cloned) were crystallized
and 11 (1.2%) protein structures were solved. Frequently, the failure of produc-
ing diffracting quality crystals is attributed to disordered regions, particularly at
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N- and C-termini. These full length proteins have high tendency to aggregate with
low yield (2 mg/L) and are difficult to concentrate (>1 mg/ml). Several techniques
have been developed to identify the stable domains and to remove the structural
micro-heterogeneity of the proteins. The technique, termed limited proteolysis by
mass spectroscopy (LPMS) (16, 17), has been implemented in the NYSGXRC
pipeline (18). The constructs obtained by LPMS possess enhanced qualities such
as high yield (30 mg/L), stability overtime and greater tendency to crystallize (19).
It has been demonstrated that the targets resistant to proteolysis are good candi-
dates for crystallographic studies with 27% of these targets yielding 3-dimen-
sional structures thus far, whereas only 9% of the targets showing partial
proteolysis yielded 3-dimensional structures to date. Large-scale sub-cloning and
subsequent testing of expression, solubility, and crystallization are currently
underway (18). Another technique, the hydrogen/deuterium exchange mass spec-
troscopy (DXMS) that allows rapid identification of unstructured regions in pro-
teins, was developed at JCSG (20). These targets, TM0160, TM1171, TM0613
and TM0021, have been successfully crystallized after DXMS analysis (21).
Bioinformatics strategies can also be applied to identify disorder region using
computational tools such as PONDR (22), GlobPlot (23) and DisEMBL (24), and
to help redesign constructs utilizing different expression systems and genes from
different species. For example, crystals suitable for X-ray crystallographic studies
for Protein Structure Factory (Germany) target PSF200001226 (PDB ID 1U2H)
were obtained following the truncation of the first 14 N-terminal amino acids
that were predicted to be structurally disordered and these crystals diffracted to
0.96 Å resolution (25).

The field of protein crystallization is revolutionized with the development
of robotic technology. All steps in crystallization have been automated including
crystallization plate setup and bar coding, movement of crystallization plates
into and out of the storage vault, and crystallization plate imaging, image pro-
cessing, storage and display. These traditionally tedious manual procedures have
been addressed to save proteins, time and cost of the crystallization experiments.
The robotic imaging systems (26) and macromolecular crystallization using free-
interface diffusion method at the nanoliter scale (27) have been described recently.
The system is capable of performing multidimensional screening (mixing 5-10
solutions) to explore more crystallization space, maximizing the chance of
obtaining crystals. Furthermore, capillary-containing protein crystals can be
directly mounted on the goniometer, eliminating the need of crystal manipulation
and mounting. Currently, NYSGXRC has implemented parallel robotic stations
for high-throughput crystallization screening at each crystallography site utilizing
96-well “sitting drop” vapor diffusion method. The optimization screens are still
performed manually.

Synchrotron Data Collection

New third generation synchrotrons with beamlines equipped with inser-
tion devices provide more intense, tunable and stable X-ray beams, allowing crys-
tallographers to collect higher quality data much more rapidly. As of August
2005, beamline 19ID-APS (183 deposits) has the highest number of deposited
PDBs among the beamlines utilized by PSI centers. Several bending magnet
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beamlines including X4A (90 deposits), 19BM-APS (88 deposits) and X9A-
NSLS (53 deposits) are also making significant contributions. Other factors such
as flash-freezing techniques, faster and larger CCD X-ray detectors have led to
dramatic increases in the rate of structure determination. Novel methods for
automatic crystal mounting, optical crystal centering, data collection and index-
ing of the crystals have been developed at many synchrotron sites (28). During
PSI1, NYSGXRC built highly collimated and extremely intense beamline, X29-
NSLS, a novel mini-gap undulator beamline, for efficient high-resolution data
collection from very small crystals to facilitate rapid structure determination (29).
The X29 optical system comprises a double crystal monochromator with a sagit-
tally bent second crystal providing horizontal focusing, followed by a cylindri-
cally bent mirror providing vertical focusing and harmonics rejection. The
photon energy range of the monochromator is 4-18 keV which covers the absorp-
tion edges of all commonly used heavy atoms (30). The method of MAD phasing
requires X-ray diffraction measurements at two to four X-ray energies near an
atomic absorption edge of the heavy atom, chosen to maximize the real and
imaginary components of anomalous scattering. MAD phasing on data collected
from crystals containing variety of anomalous scatterers including Se, Fe, Cu, Br,
Tb, Pt, Hg, W, Au and Zn, is the method of choice for determining new crystal
structures. In addition, X29 is equipped with state-of-the-art ADSC Q315 detec-
tor system (near 100 µm resolution with near 2 second readout time) in order to
take advantage of the short exposure time (~5 sec per frame) and to collect data
on the crystals with large unit cells (>600 Å). Furthermore, the X29 station is
equipped with gaseous liquid-nitrogen cooling, highly automated beamline con-
trol, efficient software packages to facilitate high-throughput data collection.
Installation of sample changing and crystal alignment robotics which automate
the initial crystal screening step are underway at X29.

The availability of powerful computers contributes to high speed data col-
lection by automation in selection of optimum data acquisition parameters and
processing protocols (31). As of August 2005, the program HKL was used on fly
for integration (716 PSI deposits) and for scaling (743 PSI deposits). Another
other popular program for data integration is MOSFLM (154 PSI deposits) and
for data scaling is SCALA (174 PSI deposits). However, since protein crystals dif-
fer enormously in their diffraction properties, it is difficult to develop a complete
automated system using a single data collection strategy that can satisfy all
possible scenarios (32).

Phasing

One of the primary problems in macromolecular X-ray crystallography is
the phase problem. Single/multiple anomalous dispersion (SAD/MAD), sin-
gle/multiple isomorphous replacement (SIR/MIR) and molecular replacement
(MR) methods are commonly used to solve the phase problem. Recently, phasing
using SAD/MAD with SeMet-substituted proteins has become a routine process
in protein crystallography (33). In 2004, the percentage of newly-deposited struc-
tures, which share less than 30% of sequence identity to any known structures
at the time of deposition, are 61% (555 of 915), 63% (326 of 521) and 77% 
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(62 of 82), respectively, for all SG (Structural Genomics) centers, PSI centers and
NYSGXRC. These statistics indicate that the majority of protein structures from
Structural Genomics centers are determined using SAD or MAD methods. Novel
methods, such as heavy atom derivatization with halides, SAD with sulfur atoms,
phasing using Hg radiation damage and brute force molecular replacement, were
developed by NYSGXRC to facilitate high-throughput structure determination
(34-36).

Automated Structure Solution

Development of integration and extension of existing crystallographic
software provides user-friendly tools for rapid automated structure determina-
tion. Several integrated program packages are now in general use and listed in
Table 4. Two popular automated protocols are commonly used by the NYS-
GXRC. First, the program HKL2MAP connects SHELX suite (37). The
processed data from HKL-2000 collected at different wavelengths are scaled for
data analysis, phase calculation and the electron density map are displayed using
XFIT (38). The electron density map can be interpreted and fitted through auto-
matic model building program such as ARP/wARP (39). Second, SOLVE/
RESOLVE suit is fully automated and can function with data resolution as low
as 3 Å (40). With these approaches, initial models can be built and displayed while
the data are still being collected. With fast computers and the automated crystal-
lographic software, structure solution is straightforward in many cases. The ini-
tial model built with automated programs is further completed with manual
model fitting using programs O (41) or COOT (42), and subjected to refinement
with programs REFMAC and/or CNS (43). As of August 2005, 469 PSI deposits
are refined using CNS and 459 deposits are refined with REFMAC programs.
Web-based tools such as AutoDep are available to deposit the coordinates and
structure factors to the PDB with immediate release. Attempts are underway
around the world including NYSGXRC to build user-friendly automated tools
for protein structure determination (44-50).

Project Management Systems and Progress Report

An important feature of structural genomics is the on-line documentation
of progress that allows data mining for evaluating the enterprise. Status informa-
tion for all the steps of the high-throughput pipeline are archived through a cen-
tralized NYSGXRC database (http://www.nysgxrc.org) and linked to the Protein
Data Bank (PDB) through the target database (http://targetdb.rcsb.org). The
progress of all NYSGXRC targets is shown in Table 5. As of August, 2005, 190
protein structures have been determined in NYSGXRC. So far 11.2% of the cloned
targets have yielded deposited structures (1,685 cloned:190 structures in PDB).
However, this success rate is well above the 4.4% success rate indicated in the target
database for all structural genomics centers worldwide (56,146 cloned: 2475 struc-
tures in PDB as of October, 2005) and the 2.3% success rate for all PSI centers
(51,131 cloned: 1180 structures in PDB). Interestingly, 64% of cloned NYSGXRC
targets were purified and 18% of purified proteins yielded crystal structures.
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In contrast, only 19% of the cloned targets from all PSI centers were purified and
13% of purified proteins resulted in crystal structures. The statistics are similar for
all SG centers where only 21% of cloned targets were purified and 17% of purified
proteins resulted in crystal structures. The growth of protein structures released by
NYSGXRC by year is shown in Table 5. The number of protein structures released
in 2004 by all SG and PSI centers (including NYSGXRC) are 914 and 523, respec-
tively. The contribution from NYSGXRC alone (82 structures for 2004) is about
9.7% of structures by all SG centers and 18% by PSI centers.

The quantity of structures solved may not be the best measure and it is
important to analyze the quality of the structures solved within the various proj-
ects. The productivity depends upon the nature of targets and the availability of
high-throughput methodologies and the technical infrastructure to tackle them.
Several beamlines at National Synchrotron Light Source (NSLS) and Advanced
Photon Source (APS) have been utilized for X-ray diffraction data collection. The
majority of structures were determined from the data collected at NSLS X9A (52
structures) and APS 31ID (33 structures). In addition, 19 structures were from
NSLS X29 (29). The average resolution of all target structures by the consortium
is 2.26Å. The average Rwork and Rfree for these structures are 0.211 and 0.25,
respectively, indicating the high quality of the structures determined by NYS-
GXRC. The average sequence length for NYSGXRC deposited structures is 296
residues (as of August 2005), significantly higher than the average by all PSI cen-
ters (358 residues). For the other three large PSI centers selected for the produc-
tion phase, the average lengths are 211, 177 and 255, respectively, for MCSG,
NESGC and JCSG. The range of organisms from which the NYSGXRC targets
were selected from reflects the broad focus of the NYSGXRC (Table 6). As of
August, 2005, 149 structures are from prokaryotes (archaea and bacteria) and 32
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Table 5. Progress of NYSGXRC as of August 16, 2005*.

Different Stages of the Pipeline

Targets Selected 2306
Cloned 1685
Expressed 1375
Soluble 1164
Purified 1068
Crystallized 391
Diffraction Quality Crystals 240
Protein Structures in PDB 190

Protein Structures Released by year

<2000 6
2001 12
2002 14
2003 35
2004 82
2005 41

*Updates available at http://www.nysgxrc.org and mirrored
http://targetdb.pdb.org/statistics/sites/NYSGRC.html.



structures are from eukaryotes (yeast, plasmodium, arabidopsis, nematode, fly,
mouse, humans). The statistics indicate that NYSGXRC has been very produc-
tive. The number of high-quality crystal structures by NYSGXRC through the
high-throughput pipeline is promising, however, it could also be argued that
many of these structures are “easy” targets (low hanging fruit), so that both
quantity and quality are expected to be high. More challenging targets, such as
human and other eukaryotic proteins, and large macromolecule assemblies, pose
a greater challenge. The functional coverage of NYSGXRC structures based on
enzyme classification, biological process, cell component, molecular function and
disease is shown in Table 7. About 37% of the solved structures are hypothetical
proteins with unknown function.

In order to annotate proteins with unknown function, high-throughput
tools are needed at each step of the experimental pipeline, including the timely
release of protein structures to biologists and other scientists. For instance, out
of 190 protein structures by NYSGXRC to date, 140 (74%) of them are “to be
published” and only about 50 (26%) have peer-reviewed publications. Similar
statistics can also be found for other structural genomics centers around
the world.
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Table 6. NYSGXRC Structures by Organism (as of August 16, 2005*).

No. of organisms 
Organisms from Three Kingdoms of Life × structures Total

Escherichia coli 1 × 37 37
Bacillus subtilis 1 × 16 16
Saccharomyces cerevisiae 1 × 13 13
Enterococcus faecalis; Pseudomonas aeruginosa; 2 × 8 16
Agrobacterium tumefaciens; Haemophilus influenzae; 5 × 5 25

Methanococcus jannaschii; Mus Musculus;
Vibrio cholerae;

Archaeoglobus fulgidus; Deinococcus radiodurans; 4 × 4 16
Homo sapiens; Thermotoga maritima

Bacillus halodurans; Mycobacterium tuberculosis; 5 × 3 15
Neisseria meningitides; Streptococcus pneumoniae;
Streptococcus pyogenes;

Campylobacter jejuni; Clostridium acetobutylicum 7 × 2 14
ATCC 824; Listeria monocytogenes; Phleum pretense;
Salmonella typhimurium; Schizosaccharomyces pombe;
Staphylococcus aureus.

Aquifex aeolicus; Arabidopsis thaliana; Bacteroides 17 × 1 17
thetaiotaomicron; Borrelia burgdorferi; Bradyrhizobium 
japonicum; Caenorhabditis elegans; Caulobacter 
crescentus; Chlorobium tepidum TLS; Encephalitozoon 
cuniculi; Helicobacter pylori J99; Klebsiella pneumoniae;
Listeria innocua Clip11262; Salmonella enterica;
Shigella flexneri; Streptococcus mutans UA159;
Thermoplasma acidophilum; Xanthomonas campestris

*Updates available at http://www.nysgxrc.org and mirrored
http://targetdb.pdb.org/statistics/sites/NYSGRC.html.



HOMOLOGY MODELING OF REPRESENTATIVE PROTEIN FAMILY
MEMBERS

Homology modeling or comparative modeling takes advantage of struc-
tural similarities within protein families. This technique is based on the assump-
tion that all the homologous members of the protein family are related by
divergent evolution from a common ancestor and must share a common basic
fold. Solving the structure of any single member of a protein family clustered at
30% or more identity allows comparative modeling of the entire family in most
cases. Basic approaches to homology modeling were initiated by Greer in 1981
(51) and Sali and Blundell in 1993 (52), and the methods were recently reviewed
(53). Automated homology modeling with MODWEB has been fully imple-
mented by NYSGXRC and is now being used routinely by NYSGXRC members,
other PSI centers and researchers around the world (54). About 146,236 protein
structure models including 12,651 accurate models have been generated using 181
NYSGXRC structures with an average number of models per structure of 807.
The quality and usefulness of homology models depend critically on the level of
sequence identity. The accuracy of a model based on a template with >50%
sequence identity is equal to a medium-resolution crystal structure (3.0 Å resolu-
tion). Models based on >30% but less than 50% sequence identity are suitable for
many applications including fold assignment and molecular replacement for
phasing. Models based on <30% identity have the possibility of significant align-
ment errors. As a general rule, 30% sequence identity is the arbitrary cutoff for
effective homology modeling. Despite the possible errors, less accurate models
are useful in many applications in structural biology. For examples, they can be
used to identify putative active site residues, redesign expression constructs, and
as templates for structure determination by molecular replacement. Recently,
combining homology modeling results with low resolution electron microscopic
maps have been shown to help model more difficult targets, such as macromole-
cular complexes and eukaryotic proteins, and this approach is becoming well
accepted (55-57).
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Table 7. NYSGXRC Structures by Functional Classification (as of August 16, 2005).

Functional coverage
Classification × structures Total

Unknown Function 1 × 62 62
Transferase 1 × 23 23
Hydrolase 1 × 16 16
Oxidoreductase 1 × 14 14
Lyase, Isomerase 2 × 8 16
Transcription 1 × 7 7
DNA Binding 2 × 4 8
Structural Protein 1 × 3 3
Signaling; Protein Binding; Lipid Binding; Ligase; 7 × 2 14

Harmone/Growth Factor; Biosynthetic; Allergen
Penicillin Binding; Immune System 2 × 1 2



STRUCTURE TO FUNCTION

Several bioinformatics servers, such as ProFunc (58) and ProTarget (59)
servers, have been developed and are available for public access for protein struc-
ture and sequence analysis which includes prediction of the function of proteins
from the solved structures. The information available from the three-dimensional
structure of a protein, relating to its function, is summarized in Figure 3a. The
theory and practice of how to predict function from sequence and structure have
been thoroughly discussed (60-63). Currently, there are two sequence-based
approaches for protein annotation. Enzyme classification of enzymes (EC num-
bers) has been used to study the sequence, structure and function relationships
(64-66). Second, the Gene Ontology (GO) provides a consistent view of molecu-
lar function, biological process and cell component beyond enzymes (67).

The summary of biological function information extracted from the pro-
tein structures and structure-based function discovery has been described (57, 68).
One of the most powerful methods for functional inference is identification of
homologous proteins and protein structures through structural comparisons (69,
70). The proteins can diverge beyond significant sequence similarity but still retain
the 3D fold of their ancestor and even similar functions. Commonly used web-
based servers to scan the novel protein structure against the known protein struc-
ture database (PDB) and retrieve closest matches are DALI (71) and VAST (72).
For example, the crystal structure of E.coli L-Arabinose isomerase (NYSGXRC
target T2031, PDB ID 2AJT) shows significant similarity to that of E.coli fucose
isomerase (PDB ID 1FUI) despite the very low sequence identity (9.7%) shared
by the two enzymes (Figure 3b). Both structures retain hexameric subunit assem-
bly for enzyme activity based on the results from electron microscopy studies
(73). In addition, the two enzymes show similar substrate specificities (74).

However, DALI and VAST servers usually fail to produce any match if
the new protein structure possesses a novel fold. In this case, identification of
functional sites across different folds is required (75). Using databases of active
site templates, programs such as PINTS (76), PROCAT (77) and Rigor (78) iden-
tify conservation of functional patterns within the structures of different folds. If
both structure comparison and functional site comparison for proteins with
unknown function fail to yield any match, analysis of the sequence conservation
through evolution may reveal their functions. Conservation score can be calcu-
lated for each residue in the sequence by comparing the residue variability at each
position in a multiple sequence alignment of homologous proteins, and mapped
onto the protein surface. The web-based server ConSurf (79, 80) identifies most
likely functional or protein-protein interaction patches on the surface of the pro-
tein structure. Further, analysis of clefts and cavities on the protein surface can
be useful to locate its putative active site and sometimes provide clues to its func-
tion. The program SURFNET (81) performs the analysis of clefts and their sur-
face properties automatically and points to the regions that are most likely to be
functionally important. Many of the bioinformatics approaches described above
are routinely in use to annotate protein functions.

Presence of metal atoms in proteins often marks active centers and pro-
vides a guide to functional annotation. For example, the crystal structure of ybeY
protein from E.coli (NYSGXRC target T842, PDB ID 1XM5) reveals that the
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protein binds to a metal ion in a tetrahedral geometry with three histidine
residues (Figure 3c). The fourth coordination site might be a water molecule
which was not seen in the structure. The structure of ybeY and its sequence sim-
ilarity to a number of predicted metal-dependent hydrolases suggests a potential
functional assignment for this protein (82). A high-throughput technology to
identify proteins containing metals has been developed based on X-ray fluores-
cence analysis to analyze for transition metal content at beamline X9B of
National Synchrotron Light Source. The initial results and potential application
towards protein annotation have been discussed recently (13).
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Figure 3. Structure to function and examples. (a) Summary of information derived from protein struc-
ture, with biological function related. Taken from Thornton, J.M., Todd, A.E., Milburn, D., Borkakoti,
N., Orengo, C.A. (2000) From Structure to function: approaches and limitations. Nat. Struct. Biol.
7(Suppl.), 991-994. (b) Structural conservation in distant evolutionary relatives, E.coli
L-Arabinose isomerase (PDB ID 2AJT, left) and E.coli fucose isomerase (PDB ID 1FUI, right), in the
absence of significant sequence identity; and 



The observation of an unexpected bound ligand sometimes gives clues to
protein function annotation (83-85). For example, the crystal structure of the
E.coli Ycei periplasmic protein (NYSGXRC target T792, PDB ID 1Y0G)
revealed a dimer of β-barrels (similar to lipocalin superfamily folds) with a con-
tinuous electron density feature running along the entire length of the central axis
of the β-barrels. The electron density was interpreted as 2-octaprenylphenol
(OPP) and mass spectroscopic studies are under way to confirm the identity. The
OPP bound to Ycei helps to identify the active site. In principle, experimental
approaches such as functional assays and site-directed mutagenesis should follow
to confirm the annotation (86, 87). High-throughput methods to automate enzy-
matic analysis, termed as enzyme genomics, by screening for protein–ligand
complex libraries using mass spectrometry and matrix-assisted laser desorption
ionization-time of flight (MALDI-TOF) have been initiated (88-90). The develop-
ment of proteomics strategies for genome annotation are in progress by utilizing
the structure-based functional discovery (91-93).

Auto Publish Web Tool

To speed up protein structure publications and annotation, NYSGXRC is
developing an automated server to prepare structure reports automatically in
short structure report format of journal Acta Crystallographica F. The web-tool
aims at facilitating publication of newly-solved structures by automating major
steps in data analysis and manuscript preparation, such as producing tables, fig-
ures, and performing standard-functional analysis based on structure and
sequence. The server generates five outputs as shown in the flowchart (Figure 4).
Users will be able to start with the desired PDB code and obtain a raw manuscript
that consist all the standard requirements of a regular report on a crystallo-
graphic protein structure. First, a WORD format file useful for ‘Materials and
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Figure 3. (Continued ) (c) Presence of a metal ion, Ni2+, guides protein annotation for NYSGXRC tar-
get T842 (PDB ID 1XM5).



Methods’ section is generated along with a table containing statistics for data col-
lection, structure solution and refinement by extracting parameters from the
mmCIF PDB file. Second, the amino acid sequence of the protein structure is
compared using PSI-Blast (94) with the sequences of homologs from databases
and sequence conservation analysis is performed with AMAS (95) and displayed
with ALSCRIPT (96) programs. The conservation scores for each residue are
placed in the temperature factor column in PDB file and the modified PDB file
can be automatically uploaded into graphic programs such as PyMol (97) to gen-
erate a protein surface plot with the conserved regions appropriately color coded.
In addition, a standard sequence alignment figure with selected homologs is also
generated and conserved residues are identified and highlighted to assist in 
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Figure 4. Flowchart of Auto Publish web server which generates five outputs including experimental
details, structure images and standard functional and structural analysis to facilitate rapid publication.



protein family classification and functional annotation. Third, protein structure
is automatically uploaded into a structure alignment program (DALI (71)). The
comparative analysis results can be used for the protein fold assignment and
active site identification. The web-tool has been tested on one of the NYSGXRC
target structure (1XM5) (82). Currently, in-depth testing of the server is under-
way to prepare the structure reports more automatically by using NYSGXRC
protein structures.

CONCLUSION

The NYSGXRC has implemented pipeline and potential for experimen-
tally determining 100-200 protein structures annually. All consortium activities
can be scaled up to increase capacity for protein structure production anticipated
in PSI2. NYSGXRC is dedicated to unravel the shapes and to derive the func-
tions of many hundreds of proteins in the next few years. The structural infor-
mation generated in structural genomics will have a profound impact in many
related fields including drug discovery by providing scientists a large structure
database for structure-based drug design.
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ABSTRACT

In the past dozen years, many new strategies for mass-spectrometry-based
analyses of lipids have been developed. Lipidomics has emerged as a comprehen-
sive approach to analysis of lipids from biological systems, and the most-utilized
lipidomics methodologies involve electrospray ionization (ESI) sources and triple
quadrupole analyzers. While mass spectral techniques for lipid profiling have
advanced, challenges in developing uniform data acquisition methods and in han-
dling, storing, and analyzing mass spectral data remain. Investigation of other ion-
ization methods, including matrix-assisted laser desorption/ionization (MALDI)
and atmospheric pressure chemical ionization (APCI), has demonstrated that
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these are useful in specific applications. APCI is particularly amenable to analy-
sis of less polar lipids, and MALDI provides a rapid technology with application
for tissue imaging. Time-of-flight secondary ion mass spectrometry (TOF-SIMS)
is particularly suited for imaging of tissues and cells.

INTRODUCTION

In contrast to the more modest analytical goals of traditional lipidology,
the goal of a “lipidomic” approach is comprehensive analysis of lipids by high-
throughput technology. Now emerging instrumental methods can be used to
obtain insight into the diverse structural functions and biological activities of
lipids. Only recently have technological developments in mass spectrometry (MS)
made this ambitious goal achievable.

Lipid profiling, or lipidomic analyses, can lead directly to elucidation of
the functions of particular genes and their protein products (e.g., 1-5). When
compared to a wild-type control, the lipid profile of a mutant with altered gene
expression can help identify the substrate(s) and product(s) of the enzyme
encoded by the mutated gene (e.g., 1, 4, 5). Lipid mediators in cellular signaling
events are especially attractive targets for investigation. High-throughput lipid
profiling can be used to follow physiological changes in response to environ-
mental stress, disease pathology, developmental cellular differentiation, and
pharmacological intervention. Correlation of lipid composition with organismal,
tissue-level, cellular, or subcellular differences or alterations can lead to the
identification of metabolic or signaling pathways that are activated during a
particular physiological response or in particular cellular events (e.g., 1, 4-9).
Specific patterns of lipid species provide insight into the progression of disease
states, including diabetes (10-13), cancer (14-15), Alzhemier’s disease (16-17) and
viral pathogenesis (8); the lipid biomarkers identified may prove useful as diag-
nostic or prognostic measures. Surveys of global changes in lipid composition
offer unprecedented potential to establish new assays for clinical assessment and
guided therapeutic strategy. New, mass-spectrometry-based imaging strategies
also have strong potential to yield information about location of specific lipid
species in cells and tissues.

The most popular and versatile emerging lipidomic methodologies
depend on MS both to obtain detailed structural information about individual
lipid molecular species and to measure simultaneously the amounts of all lipid
species. Ionization and gas phase fragmentation characteristics of different lipid
classes play a major role in the selectivity and sensitivity of MS (mass spectrom-
etry) methods. Phosphatidylcholine and sphingomyelin, for example, are inher-
ently charged, efficiently ionized, and readily detected. Other lipids bear readily
ionizable functional groups. Even neutral lipids may be nondestructively ionized
by inducing them to form noncovalent gas-phase adducts with such carrier elec-
trolytes as ammonia, alkali cations, formate or acetate.

Many simple lipids, including short chain fatty acids and sterols, are suf-
ficiently volatile, either unmodified or after derivatization, that they can enter the
gas phase in neutral form, whereupon they can undergo separation by gas chro-
matography (GC) before entry into the mass spectrometer. Complex lipids,
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covalent assemblies of simple lipid building blocks, often lack the volatility
needed for gas chromatographic separation. Most complex membrane lipids fall
into this category. About a decade ago such lipids were routinely ionized from
dried residues by fast atom bombardment (FAB-MS) or a variety of other “soft
ionization” methods then in use. The advent of matrix-assisted laser-desorption
ionization (MALDI) and electrospray ionization (ESI) techniques have greatly
expanded the range of options available for nondestructive ionization of complex
lipids, and these ionization methods have been wedded to a variety of innovative
instrument configurations, each of which offers specific advantages and disad-
vantages. This review focuses primarily on the analysis of complex lipids using
ESI, atmospheric pressure chemical ionization (APCI), and MALDI techniques
with mass analyzers of quadrupole and time-of-flight (TOF) design. New MS-
based imaging techniques are also discussed.

MS SAMPLE INTRODUCTION, IONIZATION STRATEGIES,
AND SCAN MODES

MS is a powerful technique that enables separation and characterization
of lipid molecular species according to their mass-to-charge ratio (m/z). The com-
bination of sensitivity, selectivity, speed and the capability of obtaining structural
information for unknown lipids makes MS an ideal method for intact lipid
molecular species analysis. Its essential components include a sample inlet, ion
source, mass analyzer(s), detector, and data handling system.

Sample Introduction

Sample introduction depends first on the choice of ion source. ESI and
APCI utilize samples in solution, while MALDI requires a crystalline sample.
Liquid samples can be infused directly into the mass spectrometer, or indirectly
via a liquid chromatography (LC) system. Whether to use direct infusion-MS or
LC-MS depends on the complexity of the biological sample and the interest in
detecting minor lipid species. MALDI samples can be prepared from the total
extract, from LC fractions, or from tissue sections (for imaging).

Direct infusion, or analysis of each analyte in the presence of all the ana-
lytes, has the advantage of simplicity and application to a wide range of lipid
species. Direct infusion of liquids is performed with a syringe pump or autosam-
pler operating at fL/min flow rates. The composition of the sample entering the
instrument is constant so ratios of internal standards to compounds of interest
are constant throughout the analysis, making quantification straightforward. The
main drawbacks of direct infusion are potential difficulties in resolving isobaric
compounds, especially in the absence of tandem MS techniques, and a risk of ion
suppression that may lead to decreased sensitivity, especially in the analysis of
minor lipid species.

Utilizing LC-MS to separate lipids into either different lipid classes or
molecular species within a class results in a less heterogeneous sample at each
point of time during the analysis. Chromatographic resolution of a complex mix-
ture into a series of temporally focused eluent peaks allows detection of less
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abundant lipid molecular species because there is less competition for the avail-
able ion current and because the concentrated peak is more likely to stand out
against chemical background noise. LC-MS is particularly useful for upstream
separation of isobaric lipids. The main drawbacks of LC-MS are more compli-
cated method development, which includes optimization of LC separation con-
ditions (mobile phase, pH, flow rate), lower throughput due to longer analysis
times, and increased complexity of quantification due to separation of standards
from analytes and differences in chromatographic peak shapes. When solvent gra-
dients are used to control the LC separation, changes in solvent composition can
alter the performance characteristics of the ion source, and thereby change detec-
tion sensitivity in a dynamic manner. Moreover, DeLong et al. (18) reported that
a selective loss of particular phospholipid molecular species could occur during
LC separation, rendering quantification inaccurate.

Ion Sources

After sample introduction, ionization technnology is necessary for trans-
fer of analytes (lipid molecular species) from a liquid (ESI and APCI) or crys-
talline (MALDI) phase into a mass analyzer operating under vacuum. There are
several types of ion sources for creating charged species. The choice of ionization
technique depends on type of analyte, sample preparation, separation technique
and compatibility with the available mass analyzer. Below we discuss the com-
monly used soft ionization techniques (ESI, APCI and MALDI) for complex
lipid profiling.

ESI (Electrospray Ionization)

ESI/MS was first conceived in the 1960s by Malcolm Dole, but was devel-
oped for practical use by Fenn and co-workers (19, 20). ESI is a technique for
production of gas-phase ions from molecules in a solution. The gas-phase forms
are typically (intact) molecular (or “pseudomolecular”) ions. For this reason, ESI
is classified as a “soft” ionization technique.

Many theories of the physical processes involved in ion generation during
ESI have been proposed and validated in some detail (20-23), but the mechanism
is not fully understood. The principle of the ESI process is schematically repre-
sented in Figure 1. Initially, the LC effluent or direct infusate is pumped into the
ESI needle through capillary tubing. The narrow orifice at the end of the ESI
needle and the mechanical forces imparted on the solution passing from the ori-
fice create a mist of small droplets in the ionization chamber. If an electric poten-
tial (approximately 2-6 kV) is applied between the end of the capillary tube and
the open entry port into the mass analyzer, oxidation/reduction processes cause
the droplets to carry a net charge. The polarity of this droplet charge drives ion-
ization of target analytes during rapid desolvation processes. Gas phase ions are
then harvested by acceleration toward the charged mass analyzer inlet port. The
applied potential can be either positive or negative depending on the substance to
be analyzed. As shown in Figure 1, if a positive electric potential is applied to the
end of a capillary tube and a negative electric potential is present at the entrance
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of the mass analyzer in the positive-ion mode, droplets carry net positive charges.
The resulting electric field causes charge separation of ions in the solution, with
positive ions moving towards the liquid surface and negative ions migrating back
into the liquid. The droplets are desolvated, by passage through a curtain gas.
During desolvation, the coulombic force between ions is dramatically increased.
Once this force exceeds the surface tension of the solvent, the droplets explode to
form smaller droplets. This cycle is iteratively repeated at atmospheric pressure
until molecular ions are generated prior to their entrance into the mass analyzer
(21). The exact mechanism of ion formation, whether it is by ion evaporation
(ion-evaporation model) or by complete solvent removal (charge-residue model)
from the charged droplet, is debatable, and different mechanisms may apply in
different situations (24). The process of ESI has been described in more detail
elsewhere (21, 22, 25, 26).

Atmospheric Pressure Chemical Ionization (APCI)

Like ESI, APCI may be classified as a “soft” ionization technique, one
which produces minimal fragmentation of the molecules being ionized. APCI
works by evaporating solvent from an analyte solution sprayed into a concentric
flow of heated sheath gas. Analyte molecules are ionized by chemical interactions
with a gas-phase plasma created from the sheath gas via corona discharge from
an electrode located some distance away. Electrolytes added to the analyte solu-
tion and the chosen composition of the sheath gas can be used to engineer the
type of ionization events which occur.
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MALDI (Matrix-Assisted Laser Desorption/Ionization)

MALDI is another soft ionization method. Rather than being presented
as a solution, a sample is embedded in a chemical matrix that allows the produc-
tion of intact gas-phase ions when a laser is aimed at the matrix. The sample is
prepared by mixing an excess of matrix with the sample, or, for imaging, matrix is
placed directly on thin tissue sections. A typical matrix is an aromatic acid with a
chromophore that absorbs ultraviolet light of the wavelength produced by the
laser (typically a N2 laser), causing a small part of the target substrate to vaporize
and ionize (27).

MS Scan Modes

A number of mass analyzers are available, including quadrupole, ion trap,
TOF, ion cyclotron resonance and sector instruments; all separate charged
species according to their m/z ratio. The most widely used instrument for
lipidomics is the triple quadrupole, which is a tandem MS instrument. Some rea-
sons for the popularity of this instrument are its large dynamic range (typically
four to six orders of magnitude) and the ability to perform precursor and neutral
loss scans. In a triple quadrupole instrument, the middle, field-free quadrupole
focuses and transmits almost all ions and may be used as a collision cell for frag-
mentation reactions. The type of fragmentation occurring in quadrupole instru-
ments is referred to as collision-induced dissociation (CID). The fragmentation is
performed by collision of a selected ion with an inert gas or nitrogen. As a result
of the collision, the internal energy of the ion may be increased by conversion of
kinetic energy into internal energy (28, 29). The choice of collision gas, its pres-
sure and the collision energy affect the degree of fragmentation. The fragment
ions can be analyzed in the second mass analyzer (Q3). In addition to structural
information, tandem MS provides higher sensitivity, specificity and reduced
chemical background by selecting a molecular ion of interest from a number of
ions present in the mass spectrum. Selection of scan modes (Table 1) specific for
the different lipid classes, as described in the following sections, allows resolution
of lipid molecular species in a complex mixture.
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Table 1. Triple quadrupole mass spectrometer scan mode summary.

Scan Q1 Q2 Q3 Record

Product Fixed On Scanning Detector vs. Q3 m/z
Precursor Scanning On Fixed at characteristic (charged) Detector vs. Q1 m/z

fragment m/z
Neutral loss Scanning On Scanning with m/z offset from Detector vs. Q1 m/z

Q1 of characteristic (neutral)
fragment m/z



Product Ion Scan

Product ion scans are the most common type of scan performed by
tandem MS instruments. In this scan mode, an ion of interest with a given m/z
value is selected in the first mass analyzer. The selected ion is passed into the col-
lision cell and fragmented by collision with inert gas or nitrogen. The product
ions are then analyzed with the second mass analyzer. Fragment ions arising from
the molecular ion are detected and recorded (28). The method is valuable for
characterization of unknown structures and has also been used to confirm the
identity of known lipid molecular species, such as glucosylceramides (30), sphin-
gomyelins (31), phospholipids (32,33) and sulfatides (34). Product ion scans can
be performed by any tandem MS instrument.

Precursor Ion Scan

A precursor ion scan is based on independent operation of two mass ana-
lyzers positioned inside a tandem MS on each side of the collision cell. A true
precursor ion scan can be performed only by a triple quadrupole instrument,
although product ion scan data from other types of instruments can be
rearranged to simulate a precursor ion scan. In the precursor-ion scan mode, the
first mass analyzer (Q1) of a triple quadrupole MS is scanning, and the second
analyzer (Q3) is set to transmit a constant m/z ion. Ions from the first mass ana-
lyzer are recorded only when they produce, in the collision cell, a fragment of the
specific m/z at which the second analyzer has been set. A precursor ion scan can
selectively detect precursor ions corresponding to the molecular species in a lipid
class, because those species produce the same characteristic head group-derived
fragment ion upon CID (24, 28, 35). Likewise, a precursor ion scan can detect a
group of complex lipids containing a common fatty acid, because those species
can produce the same fatty acyl fragment upon CID (e.g., 36, 37).

Neutral Loss Scan

During a constant neutral loss scan, both Q1 and Q3 are scanned in par-
allel with a constant difference in m/z between the two analyzers. Like the precur-
sor ion scan, a neutral loss scan is selective for a particular functional group, and
also can be performed directly only by a triple quadrupole instrument. A neutral
loss scan is used when the characteristic common fragment for a group of related
compounds is uncharged. Like precursor ion scans, neutral loss scans have been
applied to identify phospholipid molecular species within a class (6, 36, 38) and
those containing common fatty acids (39, 40) from biological mixtures of lipids.

Characteristic Precursor and Neutral Loss Scans

Table 2 shows some now-standard and some recently described precursor
and neutral loss scans utilizing characteristic fragments of specific polar lipid
classes (32, 35, 37, 38, 41-50). Acyl-chain-specific precursor (36, 37) and acyl-
chain-specific neutral loss (40) scans have also been described.
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Table 2. Some precursor and neutral loss scan modes utilizing characteristic
fragments generated by ESI for analysis of polar complex lipids as classes.

Ion 
Lipids analyzed Polarity analyzed Scan mode References

Phospholipids
phosphatidylcholines + [M+H]+ Precursors of m/z 184 38

+ [M+H]+ Neutral loss of 183 37
− [M+Cl]− Neutral loss of 50 37

phosphatidylethanol- + [M+H]+ Neutral loss of 141 38
amines + [M+H]+ Precursors of m/z 196 38

phosphatidylglycerols − [M−H]− Precursors of m/z 153 38
− [M−H]− Precursors of m/z 227 41
+ [M+NH4] Neutral loss of 189 35

phosphatidic acids − [M−H]− Precursors of m/z 153 38
phosphatidylinositols − [M−H]− Precursors of m/z 241 32, 38

+ [M+NH4] Neutral loss of 277 35
phosphatidylinositol − [M−H]− Precursors of m/z 321 42, 43

phosphates
phosphatidylinositol − [M−H]− Precursors of m/z 401 43

bis-phosphates
phosphatidylinositol − [M−H]− Precursors of m/z 481 44

tri-phosphates
phosphatidylserines − [M−H]− Neutral loss of m/z 87 38

+ [M−H]+ Neutral loss of 196 38

Sphingolipids
sphingomyelins + [M+H]+ Precursors of m/z 184 38
ceramides + [M+H]+ Precursors of m/z 264 45

(18C sphingosine)
− [M−H]− Neutral loss of m/z 46

240 and 256
ceramides with 2- − [M−H]− Neutral loss of 240 46

hydroxy fatty acids and 327
sulfatides − [M−H]− Precursors of m/z 97 34
cerebrosides + [M+H]+ Precursors of m/z 264 45

− [M+Cl]− Precursors of m/z 89 47
and 179

+ [M+Li]+ Neutral loss of 162 47
and 210

gangliosides − [M−2H]2− Precursors of m/z 290 48, 45

Other acyl lipids
diacylglycero- + [M+H] + Precursors of m/z 236 Welti,

trimethylhomo- previously 
serines unpub-

lished.
sulfoquinovosyl − [M−H]− Precursors of m/z 225 41, 49

diacylglycerols
monogalactosyl- + [M+Na]+ Precursors of m/z 243 41, 50

diacylglycerols + [M+NH4]
+ Neutral loss of 179 Esch & 

Welti,
previously 
unpub-
lished.

digalactosyl- + [M+Na]+ Precursors of m/z 243 41,50
diacylglycerols + [M+NH4]

+ Neutral loss of 341 Esch & 
Welti,
previously 
unpub-
lished.



ESI-MS AND ESI-MS/MS APPROACHES TO LIPIDOMIC ANALYSES

LC-MS

As mentioned previously, one distinction among lipidomic strategies is
whether or not chromatography is utilized. Han and Gross estimate that they are
able to detect and quantify lipid species accounting for over 90% of the mass of
a biological (animal-derived) lipid mixture using a direct infusion ESI-MS and
ESI-MS/MS method (40). The detection and quantification of particular minor
lipid species, as well as the resolution of isobaric species, may, however, be aided
by LC analysis. A comprehensive scheme for analysis of phospholipids, utilizing
LC-MS/MS, has recently been described by Taguchi and co-workers (35). The
authors utilize a combination of neutral loss and precursor scans to identify lipid
molecular species, both in terms of lipid class and individual fatty acyl species.
They state that use of LC allows them to identify some minor species which can-
not be assigned unambiguously by analysis of data obtained from direct infusion.
Although these workers indicate that quantification can be performed, to our
knowledge no information about the quantitative aspects of the analysis has yet
been provided. On the other hand, there are many examples of the use of LC-MS
or LC-MS/MS to identify and quantify smaller groups of lipid species. For exam-
ple, Merrill and co-workers demonstrate the utility of normal- and reverse-phase
LC, in conjunction with ESI-MS/MS detection and identification, to separate
isometric and isobaric species, such as glucosylceramides and galactosylce-
ramides (summarized in 45). Isaac and co-workers utilized LC-MS to separate
phosphatidylcholine and sphingomyelin molecular species, pushing the limit of
detection down to the low femtomole range (51).

ESI-Direct Infusion Strategies

There are several direct infusion strategies for identification and quan-
tification of lipid species. Recently, these strategies have been described and
evaluated in an excellent review by Han and Gross (40), and considerations
related to quantification, including choice of internal standards, correction of
spectral data for isotopic variants of each molecular species, and comparison of
the sample peaks with those of the internal standards have been discussed.
Quantitative analytical strategies include analysis of single MS spectra (MS1)
followed by product ion scanning for species identification (e.g., 52, 53), utiliza-
tion of intrasource separation or collection of multiple MS1 spectra under var-
ied ionization conditions, before proceeding with tandem mass spectral analysis
(e.g., 11), collection of a series of precursor and neutral loss scans characteristic
of each lipid class, sometimes followed by product ion analysis for identification
of individual acyl species (e.g., 1, 6, 38), and analysis that combines acyl chain
precursor or neutral loss scanning with one of the methods for detection of
species within a head group class (e.g., 12, 36, 37, 39, 40). A comprehensive
analysis by any of these methods involves collecting a series of spectra from each
sample and analyzing and combining the spectral data. Some studies have iden-
tified molecular species only in terms of total acyl carbons and double bonds
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(e.g., 38, 54), while others have identified each lipid at the true molecular species
level (e.g., 36, 37).

Challenges for Comprehensive ESI-MS Profiling Strategies

The effectiveness of electrospray-based lipidomic strategies for compre-
hensive and high-throughput analysis depends on several factors: (1) sensitivity
and selectivity of the MS scanning methods, (2) availability of appropriate and
quantified internal standards, and (3) availability of a method to process the mass
spectrometric data rapidly. In the past few years, many new MS scanning meth-
ods have been described, so that this factor is probably the least problematic at
the present time. Depending on the suite of MS methods chosen, from several to
many internal standards are required. In general, methods that involve collection
of MS1 spectra require fewer internal standards than those methods that depend
only on precursor and neutral loss scanning, because standards of one class may
be used to quantify compounds in another class and a single standard for each
class can be sufficient. On the other hand, precursor and neutral loss scanning
methods generally require two internal standards of each head group class (38).
Standard compounds are ideally non-naturally occurring lipids or isotopic vari-
ants of the same head group class, with masses outside the range of the naturally-
occurring compounds. Accurate quantification of standards requires analysis of
phosphate or fatty acid content. In some cases, there are no appropriate com-
pounds commercially available; thus labs are required to produce their own stan-
dards by hydrogenation or semi-synthetically. Commercial availability of
appropriate and quantified mixtures of standards would not only make profiling
easier, but would eliminate one factor (variability in quantification of standards)
that potentially leads to variability in quantification among practitioners.

Wide access to standardized methods for data processing would also pave
the road to more uniform and comparable lipid profiles. Some of the strategies
currently used are discussed near the end of this review under the heading,
“INFORMATIC CHALLENGES, Data Processing”. Perhaps before use of uni-
form data processing methods is practicable, there will have to be some consen-
sus as to what constitutes the “best” MS strategy, i.e., a strategy that provides an
appropriate balance between comprehensive and rapid analyses and which is sim-
ple enough to be performed in a reproducible manner in different labs. In our
opinions, the current front-runner strategies are direct-infusion strategies that
utilize precursor and neutral loss scans.

Coordination Ion Spray-Mass Spectrometry (CIS-MS) can Enhance 
ESI of Non-Polar Lipids

CIS-MS is an ESI-based technique that utilizes metal ion adduct forma-
tion to ionize and detect non-polar compounds that are difficult to ionize (55).
A metal salt is added to the mobile phase (direct infusion or chromatography) or
by post-column addition, and the solution is ionized in positive ion mode. Silver
is usually used as the metal, but other metals such as copper, nickel, platinum,
palladium (transition metals) may be used to form highly stable pi or pi-allyl
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complexes with unsaturated compounds (56). Since silver has nearly equal
amounts of the 107 and 109 amu isotopes, the adduct peaks in the mass spectrum
are distinctive and easy to recognize. Moreover, the compounds are subject to less
thermal stress than when using APCI (next section), and the sensitivity is signif-
icantly higher (55). However, a major drawback of this method is that Ag2O is
deposited on the MS ion optics, requiring regular cleaning.

Bayer et al. (55) detected a wide selection of compounds such as olefins,
polyolefins, and aromatic compounds, including steroids, vitamins of the D and
E families, carotenoids, polystyrenes, terpenes, and unsaturated fatty acids.
A number of recent articles report success with coordination ion spray of mole-
cules using ESI-MS, either by direct infusion or using a chromatography step.
Compounds analyzed include endocannabinoids (56), capsaicinoids (57), intact
high-molecular wax esters in jojoba oil (58), vitamin E derivatives and homologs
(59, 60), non-polar compound classes in plant extracts (61), triacylglycerols in
vegetable oils (62), lipid peroxidation products (63-67), and ginsenosides (68). Ho
and co-workers (69) used product ion analysis of cobalt (II) ion complexes of
phosphatidylethanolamines, phosphatidylglycerols, and phosphatidylserines to
identify not only the molecular species, but to obtain regiospecific information
about the two fatty acyl substituents.

APCI-MS FOR LIPIDOMICS

Atmospheric Pressure Chemical Ionization

ESI-MS/MS instruments often have an APCI source available as an acces-
sory. Several instrument manufacturers have begun offering dual APCI-ESI
sources which allow rapid switching between ionization modes. Some lipid ana-
lytes, particularly those that are less polar, ionize poorly by ESI, but better via
APCI. Arguably, steroids tend to fall into this category (27, 70-79). Concurrent
measurement of sterols as part of the broader lipid profile is one example where
a dual APCI-ESI source may be of particular value in a lipidomics context. Even
in cases where ESI and APCI deliver comparable ionization efficiency, significant
differences in the way lipids respond to these two ionization methods can be
exploited as complementary detection options.

The versatility of an APCI-MS approach was summarized recently by
William Craig Byrdwell (80), an innovative pioneer in successful application of this
technique to lipid analysis. His review detailed the work culminating in an APCI-
MS method for accurate quantification of triacylglycerol homologs in plant oils
(81, 82). The suite of fatty acids appearing in triacylglycerols may adopt a daunt-
ing array of permutations, because any three may take several different relative
positions on the glycerol backbone to form positional isomers. As a class of inher-
ently neutral molecular structures, triacylglycerols are difficult to ionize efficiently,
although suitable APCI (and also ESI) conditions can produce almost exclusively
an intact protonated molecular ion, or foster adduct formation with a ‘counterion’
such as Li+, Na+, K+, Cs+ (83 and references therein). Ammonium adducts have
proven particularly useful for APCI analysis (83, 84). During the APCI process,
some triacylglycerol species (notably those with multiple unsaturations) do tend to
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remain intact, and appear in MS spectra as [M+H]+ or as positively-charged
adducts. Other triacylglycerol species (i.e., those with few or no unsaturations)
tend to lose an acyl chain, thereby forming diacylglycerols. Some intermediately
unsaturated triacylglycerol species appear as both forms in the same spectrum.
Acyl chains bearing hydroxyl groups tend to undergo a neutral water loss in the
APCI source. Byrdwell and co-workers (principally, W. E. Neff) developed a
detailed knowledge of these characteristics to help identify and hence quantify
the amount of each successive triacylglycerol analyte present in the effluent
stream of a reverse-phase column. Chromatographic separation further differen-
tiated the triacylglycerol analytes on the basis of their acyl chain characteristics
(82), and reliance upon chromatographic separation has persisted (85-87). As
noted by Byrdwell and Neff (83), and as described previously, others have suc-
cessfully used ESI-MS/MS for triacylglycerol analysis (39, 88, 89) and ESI-
MS/MS does offer greater sensitivity than APCI. Byrdwell and Neff themselves
recently revisited ESI as a method for triacylglycerol ionization (84).

MALDI-MS FOR LIPIDOMICS

MALDI technologies provide another attractive alternative to ESI-triple
quadrupole MS for a number of challenging qualitative lipid analytical tasks 
(90-98). A recent review by Schiller et al. (90) provides a lucid description of
MALDI-MS, its use in profiling individual lipid classes, and its general applica-
bility to a variety of lipid sources. One of the major advantages of a MALDI-
MS, and particularly MALDI-TOF-MS, is its rapidity, with analysis of
individual samples often taking less than one minute (90). For this reason, the
consortium of lipidomics groups that are carrying out the lipid identification and
quantification project called “LIPID MAPS” plans to eventually transfer the
analytical methods developed with ESI-MS to MALDI-MS (99).

When a MALDI source is used in conjunction with a TOF analyzer, the
intensities of intact ions produced by the MALDI source can be measured
directly in a simple MS spectrum. Schiller et al. (90) identify several MALDI-
TOF methods that can be applied to lipid analysis. More recently, Jackson et al.
used MALDI-MS to identify molecular ions for a variety of lipid classes in the
lipidome of rat cerebellum. Cholesterol, phosphatidylcholines, sphingomyelins,
phosphatidylethanolamines, phosphatidylinos-itols, sulfatides and gangliosides
were all detected in the MS spectra obtained (100).

There are problematic drawbacks, however, to MALDI-TOF technology.
Complete MALDI-TOF experiments may be carried out in seconds on a high
throughput basis, but careful sample preparation and information about lipid
class-specific instrument response characteristics is crucial to obtaining consis-
tent reproducible experimental results. The low-mass region of MALDI-TOF
spectra tends to be dominated by large peaks representing matrix ions and clus-
ters of matrix ions. These can obscure or overlap the molecular ions of smaller
lipids. As is true for other ionization techniques, various lipid classes have differ-
ent ionization, transmission and detection efficiencies. For any given lipid class,
detection sensitivity tends to decrease as a function of increasing lipid mass (i.e.
acyl chain length) with the double-bond content having a secondary influence in
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MALDI ionization efficiency (100; see also 101 and 102, as cited in 100). Limits
of quantification and limits of detection for different lipid species can range from
upwards of 1 nanomole per spot in the case of phosphatidylinositol triphosphate
(103) down to 50 femtomoles for triacylglycerols (104). These limits depend on
the chemistry of the lipid in question, the choice of matrix, and the manipulative
expertise.

MALDI ion sources have been interfaced to TOF, TOF-TOF, ion cyclotron
resonance and triple quadrupole analyzers. Compared to a quadrupole mass ana-
lyzer, the TOF mass analyzer has a very limited linear dynamic range typically two
to three orders of magnitude. Ion cyclotron resonance analyzers have much higher
resolution capabilities, but they also suffer from a limited dynamic range compared
to triple quadrupole instruments. Recently, quantitative small molecule characteri-
zation was achieved by linking a MALDI source to a triple quadrupole mass ana-
lyzer (105). In another intriguing development, MALDI-ion mobility-TOF-MS
was used to separate isobaric overlaps between lipids and non-lipid analytes 
(peptides or nucleotides) present in the same sample (106). Instruments of the
MALDI-TOF/TOF or -quadrupole/TOF configuration are often chosen to obtain
product ion spectra. When an instrument of quadrupole/TOF design was equipped
with a MALDI source, product ion spectra of glycosphingolipids were found to be
“almost identical to those obtained by electrospray”, “with no loss of sensitivity
with increasing mass as was observed from the corresponding ions produced by
electrospray” (107; see also 101 and 102, as cited in 90).

MALDI-MS spectra obtained from complex total lipid extracts can
become quite crowded with peaks. Ion suppression contributed by the more
abundant or readily detectable lipid classes may obscure less abundant or less effi-
ciently detected lipids. Accordingly, the more informative MALDI analyses are
often conducted upon lipid preparations that have been pre-fractionated by some
suitable separation technology such as thin-layer chromatography or LC. The
logistical requirements of such fractionation or sample preparation methods
must be taken into account when planning to harvest the “high-throughput”
capabilities offered by MALDI-MS.

MALDI AND TOF-SECONDARY ION MASS SPECTROMETRY 
(TOF-SIMS) FOR LIPID IMAGING

MS tools are now being utilized to investigate the physical distribution of
lipids in cells and tissues without the need for separation of these compartments
and extraction of the lipids. The main advantage of MS imaging tools over “tra-
ditional” microscopic methods is their capacity to localize numerous known and
unknown compounds simultaneously in cells and tissues. Using MS tools, the tar-
get compounds don’t need to be identified a priori, and unknown compounds can
be retrospectively identified.

Two major techniques have been developed to directly probe the distribu-
tion of biomolecules in living tissues and cells: MALDI coupled to a TOF-MS
and TOF-secondary ion mass spectrometry (SIMS). Using MALDI, Caprioli and
co-workers have directly analyzed large biomolecules, mainly proteins and pep-
tides, in tissues (see reviews: 108-117). TOF-SIMS has also been used to localize
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molecular and elemental ions (see reviews: 113,117-123). Only recently, have
lipids been specifically targeted for direct analysis using MS imaging tools.

MALDI Imaging

MALDI is well-suited for the direct analysis of biomolecules in tissues
because of its high sensitivity, high tolerance for salts and other contaminants,
and ability to produce ions of a large mass range with little fragmentation. One
reason why little lipid imaging work using MALDI has been performed is that
most lipids have masses below 1000 amu, and this spectral region is complicated
by chemical noise and interference from matrix ions. Imaging lipid distribution in
tissues (and cells) by MALDI does not require special techniques apart from the
ones used for proteins and peptides. However, special care should be taken in
the preparation of the biological materials to conserve the chemical integrity
of the lipids. Table 3 presents papers published on lipid distribution using
MALDI and a related laser ionization/desorption method (LDI) (100, 124-129).

To perform MALDI imaging, fresh-frozen tissues (100, 124, 125, 127-129)
or fixed tissues (124) are cut in thin sections and the matrix is deposited directly
on the tissue sections (see Table 3 for the matrix used in the various studies).
Sluszny et al. (126) used colloidal silver deposited on the plant tissues to increase
ionization (cationization) of cuticular waxes. The greatest difficulties in success-
ful MALDI image analysis are in obtaining uniform deposition of organic
MALDI matrix (and colloidal silver) and homogeneous matrix crystallization
without solvent extraction effects during drying. Tempez et al. (129) demon-
strated that implantation of gold clusters in tissue sections, desorption/ionization
of lipids using a laser microprobe, and detection by ion-mobility MS may offer
significant advantages as an alternative method, because these methods result in
homogeneous, nondestructive and uniform matrix incorporation into the near-
surface region of the biological tissue.

Only relative quantification has been attained thus far in MALDI imag-
ing analyses. Rujoi et al. (124) note that many factors make quantification diffi-
cult, including differences in ionization efficiency among the different lipids and
high variability in results. Many studies performed thus far, utilizing MALDI on
thin sections, have only attempted to identify lipid metabolites, rather than to cre-
ate a “map” of the section with lipid species densities throughout the section.
Indeed, current MALDI imaging analyses provide spatial resolution of only 100
to 300 µm; this resolution is limited by the degree of homogeneity of matrix dis-
tribution in conjunction with the thickness of the tissue slices (124,130). Thus,
MALDI imaging at this time is generally limited to discerning lipid composi-
tional differences across tissues, rather than cells.

TOF-SIMS Imaging

TOF-SIMS (ion-beam-induced desorption) is a powerful method for
imaging lipid distribution in biological samples with resolution of less than 0.5 to
5 µm (subcellular resolution) (e.g,, 130, 131-134). A sample/surface is bombarded
with a beam of energetic ions (termed the `primary ions’), and the ions desorbed
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(‘secondary ions’) from the sample/surface are captured and analyzed by a 
TOF-MS (117, 119, 120, 123). SIMS practitioners tend to refer to the element or
compound producing the ions as the “ion source”. TOF-SIMS may be conducted
in the dynamic or the static mode. The dynamic mode occurs when the total pri-
mary ion density applied exceeds ~1× 1013 primary ions/cm2 during analysis. This
mode is used for elemental analysis and depth profiling. The static mode uses less
than ~1×1013 primary ions/cm2. This mode is used for surface profiling (1-2
molecular layers) and the analysis of molecular ions (117, 123). The static mode
is used for profiling lipids from biological materials.

Among the many factors to consider before analyzing a tissue/cell with
TOF-SIMS, sample preparation and choice of primary ion source are particu-
larly important. These depend on the analytical requirements. Conventional pri-
mary ion sources (Ga+, In+, ReO4

−, Cs+) have proved useful for visualization of
some lipid and lipid-derived ions, including phosphocholine, a characteristic
fragment of phosphatidylcholine species (135-137), 2-aminoethylphosphono-
lipid, the phosphonolipid analog of phosphatidylethanolamine (137), cholesterol
(see references above; 135), low molecular weight lipids such as fatty acids (138,
139), alkanes in plant waxes (140) and diterpene phenol (141). However, exten-
sive fragmentation of organic molecules and insufficient yields of molecular ions
has limited characterization of biological materials by TOF-SIMS using conven-
tional ion sources (134, 142). New primary ion sources such as gold (Aun

+), bis-
muth (Bin

+) and buckminsterfullerene (C60
+) have recently been developed to

overcome these limitations (120) and to produce spectra richer in large fragments
characteristic of complex lipids.

The use of polyatomic (ion clusters) guns such as gold (Aun
+), bismuth

(Bin
+) and buckminsterfullerene (C60

+) allows the secondary ion yield of large
organic molecules to increase by several orders of magnitude, even while main-
taining submicron to micron lateral resolution. Using lipid standards and/or
directly in situ, it was demonstrated that these ion sources have great potential for
profiling simple and complex lipids as well as polar and non-polar lipids. For
example, phosphatidylcholines, phosphatidic acids, phosphoinositides, phos-
phatidylglycerols, phosphatidylserines, sphingomyelins, sulfatides, galactosylce-
ramide, cholesterol, antioxidant compounds (vitamin E, coenzyme Q9), fatty
acids, diacylglycerols and triacylglycerols have been detected using new primary
ion chemistries (125, 130, 132, 134, 142, 143). Table 4 summarizes examples of
static SIMS imaging of lipid distribution in various biological materials.

Readers are referred to the papers cited in Table 4 (130-141, 144) and to
reviews (113, 117-123) for more details about the preparation of sample. In gen-
eral, the sample must be smooth and flat to limit ionization and mass measure-
ment defects. The TOF-SIMS studies in which more lipid species were identified
used a sample strategy of freezing the fresh tissue, cutting in thin slices and
freeze-drying under vacuum (130, 134).

Promising New Approaches for “Imaging” Biological Materials

Besides TOF-SIMS and MALDI, other approaches have been used to
desorb compounds from surfaces, and it is likely that the toolbox for imaging will
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continue to expand in the near future. Rubakhin et al. (117) suggest that a prom-
ising advance will be to use ESI in imaging, since the groups of Van Berkel (Oak
Ridge National Laboratory) and Cooks (Purdue University) have demonstrated
the direct sampling of surfaces and ionization of analytes using ESI (145-153).
Finally, it was also demonstrated that APCI (154,155), as well as a new ionization
source, called DART for “Direct Analysis in Real Time”, using electronic or
vibronic excited-state species (156), were able to analyze molecules directly on
surfaces. In addition, Cooks and co-workers introduced a new method called de-
sorption electrospray ionization (DESI) that allows the ionization of polar and
non-polar compounds present on metal, polymer, mineral and biological surfaces
(147-149, 157). Wiseman et al. (157) demonstrated the capacity of DESI for pro-
filing phosphatidylcholine and sphingomyelin species under ambient conditions
in biological tissues and the potential use of this approach for molecular imaging
lipid distribution. The new techniques are promising, but their capacity to gener-
ate molecular maps, especially using lipids as targets, of cells and tissues at the
high level of resolution offered by the TOF-SIMS, remains to be demonstrated.

SPECIALIZED DERIVATIZATION TECHNIQUES THAT CAN 
AID LIPIDOMIC ANALYSES

Analysis of complex lipids by soft-ionization techniques such as ESI,
APCI, atmospheric pressure photoionization (APPI) and MALDI is generally
done directly without modification or transformation of the molecules. While the
development of APCI and APPI may aid in analysis of non-polar lipid species in
particular, the detection and identification of specific lipid classes with defined
functional groups (for example, sugar and amino groups) may be facilitated by
derivatization. Derivatization strategies have been reviewed (158-166), including
their application to detection of fatty acids, phospholipids and steroids (167-170).
The main goals of derivatization (as noted by Halket and Zaikin (159), Halket
et al. (162)), are increasing volatility, increasing thermal stability and catalytic sta-
bility, improving of chromatographic properties for investigation by GC-MS and
LC-MS, obtaining new and additional structural information, studying the
mechanisms of dissociative ionization, increasing sensitivity and selectivity in
trace analysis and quantitative determination by selected-ion monitoring (SIM),
increasing the ion yields and finally, chiral analysis. Derivatization can also be
used simply to create mass shifts of specific lipid groups in complex mixtures in
order to better resolve isobaric species (171).

Three examples illustrate potential uses for derivatization in lipidomic
studies. A simple and fast procedure was used for derivatization of phos-
phatidylethanolamine and lysophosphatidylethanolamine molecular species directly
from lipid extracts of biological samples. The lipid extracts were briefly treated with
fluorenylmethoxycarbonyl (Fmoc) chloride; phosphatidylethanolamine and
lysophosphatidylethanolamine species were selectively derivatized to their corre-
sponding carbamates. The reaction mixture was directly analyzed by direct infusion
ESI-MS in the negative mode or as a neutral loss of the Fmoc moiety. This proce-
dure dramatically enhanced the analytical sensitivity and allowed identification and
quantitation of low-abundance molecular species with a detection limit of attomoles



per microliter for phosphatidylethanolamine and lysophosphatidylethanolamine
analysis with a 15,000-fold dynamic range. By using this approach, zwitterionic
phosphoethanolamine-containing species were converted to “mass-shifted” deriva-
tized anionic species, rendering possible the resolution of isobaric lipid species (171).
In the second example, sphingosine-1-phosphate and dihydrosphingosine-1-phos-
phate were directly acetylated in a crude lipid extract prior to LC-MS/MS. This
derivatization modified the zwitterionic nature of sphingosine-1-phosphate and
dihydrosphingosine-1-phosphate and made them analyzable by negative ion ESI
LC–MS/MS. The resulting method was highly selective and sensitive, capable of reli-
able detection of less than 50 µmol of sphingosine-1-phosphate and dihydrosphin-
gosine-1-phosphate derviatives (172). Finally, bioactive lipids (fatty acids, hydroxy
fatty acids, prostaglandins and iso-prostaglandins) were derivatized with an elec-
tron-capturing group such as a pentafluorobenzyl moiety before LC analysis. The
corona discharge used to generate ions under conventional APCI conditions pro-
vided a rich source of gas-phase electrons, so that suitable analytes underwent elec-
tron capture in the gas phase in a similar manner to that observed for electron
capture negative chemical ionization in GC-MS studies. Enantiomers and regioiso-
mers of diverse bioactive lipids were resolved and quantified with great sensitivity
using normal-phase chiral chromatography and electron capture APCI-MS/MS
coupled to a stable isotope dilution methodology (173). These examples demon-
strate the utility of derivatization in special circumstances in lipidomics studies to
resolve classes of lipids in complex mixtures, as well as to aid in the separation,
quantification and structural identification of complex lipids.

INFORMATIC CHALLENGES

Three informatic challenges exist in MS-based lipidomics: (1) data
processing, i.e., deriving quantitative information from mass spectra; (2) organi-
zation of data and derived information; (3) utilizing the derived information in
biological contexts.

Data Processing

Mass spectral data on lipids have been reported in the literature in varied
formats, from peak sizes associated with unassigned m/z values, to peak sizes of
assigned lipid species, to lipid quantities calculated in comparison to internal stan-
dards. In general, individual labs have generated their own programs or templates
for sorting mass spectral data and doing calculations. Details of calculational
steps to obtain lipid quantities from triple quadrupole data are detailed by Han
and Gross (40, 174, 175) and by Brügger et al. (38), and additional calculational
methodology for combined phosphatidylcholine and sphingomyelin analysis was
described by Liebisch et al. (176). Welti and co-workers (1) simply utilize Excel
templates that contain information about the lipid targets, and formulas that sort
and calculate the mass spectral data, and other labs have developed similar “in
lab” methods. Recently, Taguchi et al. (35) described the establishment of a tool
(http://metabo.umin.jp) called “lipid search” for identifying lipid species, based on
mass spectral data. Further developments of this or similar systems, inclusion of
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quantification methods in the data processing tools, and dissemination of the
tools are sorely needed. Jones et al. (95-96) detail a method to extract lipid profile
data from MALDI-FTMS spectra by “binning” multiple ion, derived from each
chemical species and detected at accurate m/z value.

Organization of Data and Derived Information: Databases

Lipidomics technologies generate large amounts of data, and a database
or databases to accommodate the data and to provide access to data in a format
that will allow utilization and integration with gene expression, proteomic, bio-
chemical and physiological data are clearly needed. Currently, information is
available on the web in several locations, and additional databases are under con-
struction. The LIPID MAPS consortium is developing a database that contains
both information about individual lipid species and data derived from biological
experiments at http://www.lipidmaps.org/data/index.html. The Lipid Library,
produced by W.W. Christie, contains a large variety of information about mass
spectral analysis of lipids, including annotated mass spectra of some lipids and
a comprehensive list of related literature, available at http://www.lipidlibrary.
co.uk/. METLIN, http://metlin.scripps.edu/, a collaborative effort between the
group of Ruben Abagyan and the Center for Mass Spectrometry at the Scripps
Research Institute, is an easily searchable database containing mass spectral data
on metabolites, but currently (December 2005), there do not appear to be data on
complex lipids in the database. The Metabolite Database of the Human
Metabolome Project, http://www.hmdb.ca/, at the University of Alberta, also is
easily accessible, but currently contains information on only a few complex lipid
species. At http://csbdb.mpimp-golm.mpg.de/, the Comprehensive Systems
Biology Database (177) hosted by the Max Planck Institute of Molecular Plant
Physiology has a database called MetabolomeDB that contains plant metabolite
data, but again does not seem to currently include complex lipid data. The
Comprehensive Systems Biology Database contains gene expression and biolog-
ical data, as well as metabolite profile data. Pedro Mendes and co-workers at
Virginia Polytechnic Institute are also constructing, for metabolite profiling data
on the plant, Medicago truncatula, a relational database called DOME, which will
contain information about mRNA levels and proteomic data, as well as metabo-
lites. L.J. Wang and co-workers at Kansas State University (http://bioinformatics.
k-state.edu/) are constructing a database, called LipidomeDB, primarily for com-
plex lipid profiles.

Utilizing the Derived Information in Biological Contexts

No single approach to statistical analysis of lipidomic data has yet
emerged. There is even no general agreement about the stage at which to apply
statistical analysis—on raw spectral data or on quantified lipid species data.
Workers in the Alex Brown laboratory (178, 179) detail a method of statistically
analyzing mass spectra for differences among samples. The method involves data
normalization and use of Shewhart control charts to compare spectral values
with mean values from control samples. The technique is designed to facilitate
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identification, among large numbers of spectra from biological samples, of dif-
ferences in sizes of mass spectral peaks, which are then translated into identified
lipid species. The output of the technique is a “lipid array” that indicates the lipid
species alterations.

Other workers have used the multivariate statistical method, principal
component analysis (PCA), to classify samples and/or to determine which lipids
are most strongly correlated with the sample identifications. Fang et al. (180) uti-
lized PCA to identify lipid differences among bacterial species. Sutphen and co-
workers (15) identified several lysolipids in plasma as biomarkers with potential
to distinguish subjects with ovarian cancer from control subjects. Wang et al. (13)
identified phosphatidylethanolamine and lysophosphatidylcholine species differ-
ences between Type 2 diabetic and control subjects using PCA of plasma phos-
pholipids analyzed by LC-MS. Mortuza et al. (181) also used PCA on ESI-MS
data on rats with phospholipidosis to identify a potential biomarker, lyso-bis-
phosphatidic acid. Davidov and co-workers (182) have performed multivariate
statistical analyses, combining protein and metabolite analysis in wild-type and
transgenic mice. They identified triacylglycerol and lysophosphatidylcholine
levels as characteristic of the genotypes and have developed a network model to
depict lipid metabolism alterations in the transgenic mice.

Although such multivariate statistical approaches have brought some suc-
cess in identifying lipid species accounting for biologically significant changes, pat-
tern recognition would likely aid in analysis of differences among lipid profiles.
Alterations in levels of polar lipid molecular species are often subtle as compared
to alterations in the levels of many other metabolites, and it is often difficult to
establish the statistical significance of subtle change. On the other hand, multiple
lipid molecular species are often affected by alteration of a single enzyme activity.
This is because many lipid metabolic enzymes act on groups of substrates rather
than single molecular species, and a particular polar lipid molecular species are
tied metabolically to those species with the same or related head groups and to
those species with the same or related acyl chains. A subtle change in the avail-
ability of one building block of a complex lipid, will affect a group of molecular
species. Concerted small changes in a subgroup of lipid metabolites should be eas-
ier to detect in lipid profile data than changes in single metabolites, and it should
be easier to establish the statistical significance of an overall change in the pattern
of lipid species. Thus, more work needs to be done to optimally tailor available sta-
tistical approaches to analysis of lipid profiles.

OUTLOOK

Lipidomics is entering an exciting stage. Significant challenges remain in
developing efficient strategies for data storage, analysis and mining. Developing
techniques, including mass spectral imaging, have strong potential. Although no
“best” analytical strategy has yet emerged, techniques are advanced enough that
these have capability to generate data that will help us understand the function of
genes and enzymes involved in lipid metabolism and lipid signaling, to under-
stand physiological and cellular processes involving lipids, and to develop tools
that will help diagnose and treat human, plant and animal diseases.
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INTRODUCTION

Interactions between eukaryotic transcription factors and their cognate
DNA binding sites form fundamental networks within cells that control critical
steps during development and tissues-specific gene expression. These interactions
also are important in regulating cellular responses to stresses, and their dysfunc-
tion contributes to numerous diseases. Therefore, determining the in vivo genome-
wide binding distribution of transcription factors is an important step towards
developing an understanding of the regulatory networks in a living cell as well as
their changes in response to specific stimuli. Methods based on chromatin
immunoprecipitation (ChIP) are beginning to provide an increasing detailed view
of these dynamic events. This assay was originally developed to monitor histone
modifications and then modified to detect binding of specific transcription fac-
tors to native chromatin (1-3). In this method, transcription factors are reversibly
cross-linked to their binding sites using formaldehyde to freeze intracellular pro-
tein-DNA complexes, the DNA is sonicated to generate fragments with lengths
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of ~500 to ~2,000 bp, and individual transcription factor-DNA complexes are
immunoprecipitated using specific antibodies to the native protein or to a suitable
epitope fused in-frame to the target protein’s coding sequence. The DNA frag-
ments enriched by ChIP can be identified by a variety of means such as cloning
or amplification with gene specific primers, hybridization to microarrays con-
taining subsets of the genomic sequences or by Serial Analysis of Gene
Expression (SAGE)-type approaches (4) that extract short sequence identifier
tags or Genomic Signature Tags (GSTs) from the ChIP DNA and then use this
information to map the DNA back to the genome. In this article we will review
the basic steps for generating GSTs, their application to analysis of ChIP data
and will introduce several modifications of our original SACO (for Serial
Analysis of Chromatin Occupancy) method (5) that can simultaneously generate
tags from both ends of the ChIP fragments and preserve their spatial relationship
to each other. The sequences of each tag in combination uniquely identify the
region of the genome from which the original SACO fragment was derived and
encompass the sequence of the site to which the transcription factor was bound.

This same approach can also be used to obtain paired sequence tags from
the ends of any DNA fragment. At the whole genome level any changes in the
resulting paired-end profile can provide a sensitive method for distinguishing
between closely-related genomes or genomes that have undergone deletions,
insertions or other rearrangements that cause the appearance of new diTAG
pairs. Detection and characterization of discrepancies between observed diTAG
pairs from reference and test genomes can, in principle, detect structural varia-
tions with the same precision as afforded by paired-end sequencing of fosmid or
bacterial-artificial chromosome libraries (6). Such changes are characteristic of
many cancers as are changes in CpG methylation in CpG islands, which are clus-
ters of CpG dinucleotides that are found in front of about half of human genes
(7). Methylation of cytosine within these islands caused inhibition of downstream
gene expression, and aberrant methylation is an important mechanism for gene
activation or inactivation in cancer. In this article, we briefly review how paired-
end diTAGs can be obtained from DNA fragments associated with methylated
CpG islands.

WHAT ARE GENOMIC SIGNATURE TAGS?

Genomic Signature Tags (GSTs) are the products of a method we devel-
oped for identifying and qualitatively analyzing genomic DNAs (8). Two major
principles underlie this method: first, short DNA sequences (18-21 bp) are suffi-
cient to identify unique sites within a genome; second, concatenation of these
short DNA sequences, as in SAGE (9), greatly increases sequence throughput.
The original GST method begins with cutting the DNA sample with a type II
restriction enzyme, also termed the fragmenting enzyme, to produce fragments
with cohesive ends. After digestion with the first enzyme, the cohesive ends are
biotinylated, and the sample is digested with Nla III, also called the anchoring
enzyme, which cleaves leaving 4 base cohesive ends. Since Nla III has a 4 bp
recognition sequence (CATG), it theoretically cleaves on average every 256 bp,
and nearly every fragment in the original digest will be cleaved at least once to
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produce two biotinylated end fragments which are recovered by binding to
streptavidin-coated magnetic beads. The bound DNA fragments are then ligated
with a linker cassette that creates partially overlapping Mme I (TCCRAC) and
Nla III (CATG) recognition sites; i.e., TCCRACATG with the C in bold being
shared by both recognition sequences. Mme I is a type IIS restriction enzyme,
with cut sites 20-21/18-19 bp past its recognition site. Cutting the linkered DNA
with Mme I releases the linker and 17-18/15-16 bp immediately 3′ to the Nla III
site. These CATG+17 or 18 bp sequences become the identifier tags which are
PCR amplified and ligated together to form ≥500 bp long concatemers prior to
cloning and DNA sequencing. Because each clone contains multiple tags,
sequencing throughput increases accordingly.

SERIAL ANALYSIS OF CHROMATIN OCCUPANCY (SACO)

In principle, Mme I derived tags can be used to identify the region of the
genome from which any DNA or RNA (after conversion to cDNA) fragment is
derived. As shown in Figure 1, in silico simulations of tag uniqueness vs. tag
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Figure 1. Plot of tag uniqueness vs. tag length for the entire rat genome. Plotted is tag length, which
includes nucleotides at fragment ends specified by restriction sites: Mse I-TTAA; Nla III-CATG; Sma
I CCCGGG or random ends (all N-mers) derived by sonication.



length for the rat genome show that uniqueness rapidly increases for lengths
longer than ~12 bp and is limited only by the presence of highly repetitive regions
in genomes. Similar profiles are obtained for the mouse and human genomes.
With these as background, we reasoned that a ChIP-to-tag sequencing approach
could be used to identify the genomic locations of ChIP-derived DNA fragments.
To establish the effectiveness of the method, we set out to map globally the c-
AMP response element binding protein (CREB) binding sites in the genome of
rat PC12 cells (5). CREB was known to bind the cAMP-response element (CRE)
(TGACGTCA) present in the promoters of many inducible genes (reviewed in
10). To increase the chances that CREB would be associated with CRE
sequences, we first incubated the cells with forskolin to activate the enzyme
adenylcyclase and increase the intracellular levels of cyclic AMP. The cells were
then treated with formaldehyde, and, after randomly fragmenting the entire
genome by sonication, the samples were subjected to ChIP using an anti-CREB
antibody or, as a control, non-specific IgG. Real-time quantitative PCR showed
that the CREB antibody provided an ~100-fold enrichment for c-fos (and other
CREB targets) in the immunoprecipitates as compared to the IgG control. The
ends of the CREB ChIP DNA were polished (protruding 3′ and 5′ ends were
made flush by incubation with E. coli (Klenow fragment) and T4 DNA poly-
merases plus all four deoxynucleotide triphosphates and ligated to adapters for
limited PCR amplification using biotinylated adapter-specific primers). The
resulting DNA was digested with Nla III, and a modified Long-SAGE procedure
was used to create concatemerized chains of randomly-associated 21 bp GSTs
which were then cloned and sequenced. We termed this approach SACO; to
demonstrate its utility, the sequences of ~75,000 tags from the PC12-derived
library were determined. More than 40,000 CREB-SACO tags that mapped to
unique loci in the rat genome were identified; 6,302 of these were identified two
or more times. When these data were integrated with sequence annotation maps
of the rat genome, forty percent of these loci were within 2 kb of the transcrip-
tional start site of an annotated gene, and 72% were within 1 kb of a putative
cAMP response element. In addition, CREB binding was confirmed for all loci
supported by multiple tag hits (53 of 53 that were tested), and many of these
loci were located upstream from genes not previously known to be regulated by
CREB. These included genes for transcriptional regulators, chromatin modifying
enzymes, coactivators, and co-repressors. A surprising result of the CREB SACO
study was that CREB binding sites were commonly located in bi-directional pro-
moters. Thus, the CRE that controls c-fos expression, for example, also regulates
expression of a noncoding RNA transcribed in the opposite direction (5).

Since publication of the SACO method, several papers have appeared that
utilized similar approaches, attesting to the overall utility of tag-to-genome map-
ping of ChIP DNA fragments (11-14). In all of these procedures the tags,
whether they are generated from an internal restriction site or directly from the 5′
and 3′ ends of the sonicated ChIP DNA fragments, are analyzed separately as
independent bits of sequence data. When mapped correctly to the genome
sequence, these tags locate within about 1 to 2 kb the site that was cross-linked
in vivo to the immunoprecipitated protein. In practice finding these sites involves
scanning the genome sequence in both directions from a tag’s location for a
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nearby binding motif. The distance scanned is usually set at around twice the
upper limit of the size of the ChIP DNA since when tags are analyzed separately,
it is not known where they originated in the fragment, i.e., were they close to an
end or more towards the middle of the ChIP fragment. To overcome this limita-
tion, a new cloning strategy was developed by Ng and co-workers (15) that cova-
lently links the tag sequences from each end of a DNA fragment into a paired
diTAG structure. This approach, which was originally developed for identifying
simultaneously both ends of full-length cDNAs, can also be used to map ChIP
fragments with high precision.

PAIRED-END GENOMIC SIGNATURE TAGS (PE-GST)

The first step in the procedure is cloning of the DNA fragments into a spe-
cial vector, pBEST (Both End Signature Tags), which is based on the pSCANS
vector developed at BNL (http://genome.bnl.gov/Vectors/pscans.php). This low-
copy number vector, with an isopropyl-beta-D-thiogalactopyranoside (IPTG)
inducible origin of replication, was modified for efficient cloning of single DNA
fragments in a manner that places them immediately adjacent to oppositely ori-
ented Mme I recognition sequences (Figure 2). These are the only Mme I sites in
the vector. Two Bbs I sites were placed between the Mme I sites in opposite orien-
tations such that when the vector is cut with Bbs I, the linearized vector DNA will
have non-self-ligatable ends with 4 nt overhangs (5′-GTCG-3′). A synthetic
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Figure 2a. Schematic diagram of pBEST paired-end vector. oriS, repE and inc C are from the E. coli
F factor, lacOP is the wild-type lac promoter, repL is the lytic origin of replication from bacteriophage
P1, and bla encodes β-lactamase activity (ampR). Several of the plasmid’s unique restriction sites are
indicated. MCS represents the cloning region, which is shown in greater detail in Figure 2b.



double-stranded DNA cassette is used to append simultaneously BtgZ I and Bbs
I recognition sites to the ends of blunt-ended ChIP DNAs. The bottom strand of
the cassette is 5′ phosphorylated (p) and its 3′ end is amino modified to prevent
self-ligation higher than dimers.

Cassette #1

BtgZ I Bbs I
5′ TCCGGTCTAC TGAATTCCGA ACGCGATGCT GAAGACCACG AC
3′ Amino-AGGCCAGATG ACTTAAGGCT TGCGCTACGA CTTCTGGTGC TGp

Similar cassettes with appropriate overhangs are used if dealing with frag-
ments with cohesive ends. Cutting these cassettes with either BtgZ I or Bbs I gen-
erates 4 bp overhangs (5′-CGAC-3′) on the ends of the linkered DNA that are
complementary to the overhangs of the Bbs I cut vector. After overnight ligation
with excess linker, the ligation products are purified on a Qiagen Qiaquick PCR
purification column, and the eluant is PCR amplified using 5′-biotin-TCCG-
GTCTACTGAATTCCGAAC-3′ as primer. Ideally one should set up several dif-
ferent PCR reactions varying the amount of input template and PCR cycles.
Amplified material should then be analyzed by agarose gel electrophoresis. The
products should produce a smear that is similar in its size range to the DNA frag-
ments in the sonicated ChIP starting material. The appropriate samples are phe-
nol-chloroform extracted; then a portion is digested with BtgZ I and a similar
portion with Bbs I to minimize loss of fragments with internal BtgZ I or Bbs I
sites. After digestion the samples are combined, the cleaved linker cassettes are
removed by gel electrophoresis or by binding to streptavidin beads, and the ChIP
fragments are ligated into Bbs I cut pBEST to generate recombinant plasmids
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Figure 2b. MCS region of pBEST used for producing diTAGs. The locations of the relevant restric-
tion enzyme recognition sites are indicated as are those for the primers used to PCR amplify the diTAG
concatemers. Complete cutting with Bbs I generates a linearized vector with 5′-GTCG-3′ overhangs
(indicated).



with only single inserts. These are then electroporated into E. coli D1210, and the
library is plated on ZYM5052 plus ampicillin (50 µg/ml) plates (16). Growth on
ZYM5052 agar provides for solid-phase plasmid amplification without having to
add IPTG to the plates, which should maintain library representation better than
growth in liquid culture. The number of colonies required at this stage is deter-
mined by the estimated number of targets in the genome being investigated; we
routinely target 1-10 X 105 cfu as a convenient benchmark. Cells can be plated at
a density just below what is needed to provide for a confluent lawn. After
overnight 37˚C incubation, the resultant lawn of bacterial colonies is harvested
by scraping into several ml of liquid medium and pelleted by centrifugation.
Plasmid DNA preparation is performed e.g., by using a Qiagen Tip500 kit.

These clones now contain an Mme I site (TCCGAC) on each side of the
DNA insert oriented so that digestion with Mme I cleaves 20-21 bp into the
inserts from both their 5′ and 3′ ends. Consequently, despite the variable sizes of
the original inserts, the vector-plus the two 20-21 bp tags on each end will be of
a constant size (approx. 4,500 bp) that can be easily recognized upon agarose gel
electrophoresis and can be purified from the unwanted internal ChIP-derived
fragments that are produced during the Mme I digestion step. Approximately 5-
10 µg of plasmid DNA is digested using Mme I as per the manufacturer’s condi-
tions (NEB), and the entire digestion reaction is then electrophoresed on a 0.7%
low melt agarose gel. After staining, the vector plus tags band is excised, and the
DNA is recovered. These molecules will eventually be ligated under dilute condi-
tions to form circles that bring the tags at each end physically adjacent to each
other as paired-end diTAGs. However, at this stage only 1 in 16 of the overhangs
left following Mme I digestion are expected to be complementary to each other
and able to form monomeric circles. Therefore, they either have to be removed by
the 3′ exonuclease activity of T4 DNA polymerase prior to blunt end ligation or,
alternatively, ligated with a special DNA adapter cassette with a 16-fold degener-
ate two-base 3′ overhang, which makes it compatible with all possible 3′ over-
hangs generated by Mme I digestion. Plasmid maps and detailed protocols are
available on our web site (http://genome.bnl.gov/pBEST).

We initially used a blunt-ending approach to analyze DNA sequences
associated with the product of the human p53 tumor suppressor gene (TP53).
This 393 amino acid long polypeptide is known to function as a homotetrameric,
sequence-specific transcription factor controlling cell cycle progression, DNA
repair, and the induction of apoptosis and senescence in response to a variety of
genotoxic and non-genotoxic stress signals (17-20). Genomic studies have shown
that p53 induces or inhibits the expression of more than 1,500 human genes, but
only a handful of p53 response elements (p53REs) have been characterized. The
p53 tetramer binds a consensus DNA sequence, 5′-RRRCWWGYYY(N = 0-14)
RRRCWWGYYY -3′, which consists of pairs of inverted repeats separated by 0
to 14 bp to create a 20 bp binding site (21-22). p53 also promotes the expression
of some genes through elements that are of limited similarity to the consensus
binding motif (e.g., PIG3, PAC1) (23-25); therefore, sequence pattern discovery
algorithms alone cannot reliably predict where p53 will interact with its chromo-
somal targets nor does the presence of a consensus sequence itself determine
whether the site will be occupied in vivo by p53. An added complication is that
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the nuclear concentration of p53 increases one to two orders of magnitude, from
a few hundred molecules per cell to perhaps a few thousand of tetramers per cell,
in response to certain genotoxic and non-genotoxic stresses. Furthermore, post-
translational protein modifications and the presence of other binding partners
and their concentration all are thought to modulate p53’s ability to transcrip-
tionally activate or conversely repress target genes. Considerable effort will there-
fore be needed to map the global binding distribution of p53 in mammalian cells.

For our studies we are treating human lung tumor A549 cells with adri-
amycin for 15 hr and then carrying out standard ChIP enrichment of the cross-
linked DNA using D01 as the anti-p53 antibody. After the cross-links were
reversed and the repaired DNA ends were ligated with the adapter shown above,
limited PCR was used to amplify the fragments with cassette-specific primers,
then the DNA was digested with Bbs I and cloned into pBEST. Purified plasmid
DNA from this clone pool was digested with Mme I, and the protruding 3′ ends
were removed by incubation with T4 DNA polymerase and deoxynucleotide
triphosphates. After blunt-end ligation to form circles, the sample was elec-
trophoresed on a low melt agarose gel and the monomeric circle band was recov-
ered and electroporated into electrocompetent D1210 cells. The cells were plated
on ZYM5052 agar plates, and plasmid DNA was prepared as above. These mol-
ecules now have the following paired-end diTAG structure:

TAG (18-19bp) TAG (18-19bp)
Vector—CGACNNNNNNNNNNNNNNNNNN (N) (N) NNNNNNNNNNNNNNNNNNGTCG—Vector
DNA—-GCTGNNNNNNNNNNNNNNNNNN (N) (N) NNNNNNNNNNNNNNNNNNCAGC-DNA

Each tag is 18 (or 19) bp long which, in most cases, is sufficient to allow
the site from which the fragments were derived to be uniquely positioned on the
genomic map. In practice, since it can be hard to tell just from inspection where
one tag ends and the next begins, tags of only 18 nucleotides are extracted.

INCREASING TAG LENGTH AT THE 3′ END

With the strategy described above, the two unique bp at the 3′ end of each
tag are lost, which results in an inability to uniquely identify a tag’s location in
large genomes (Figure 1). One strategy for capturing these nucleotides in the tag
is based on the approach used in the process called TALEST (tandem arrayed lig-
ation of expressed sequence tags) developed by Spinella et al. (26) and modified
by our laboratory for our original GST protocol (8). It employs ligation with a
16-fold degenerate oligonucleotide to capture all the sequence information in the
Mme I′ site’s 3′ extensions. To further simplify downstream processing of the
data, we designed the linker to contain tandem copies of a Bcl I recognition site
(5′-pTGATCACGTGATCANN-3′). After it is ligated to the Mme I 3′ overhangs,
digestion with Bcl I leaves a single cohesive GATC overhang on the end of each
tag, and these linear DNAs can now easily be ligated to form circles. Because Bcl
I cutting is blocked by dam methylation, the enzyme will not cut in the tags or in
the vector as the plasmid DNA was prepared from E. coli D1210, a dam+ strain.
After ligation and purification of the monomeric circles by agarose gel
electrophoresis, the DNA is treated as before by being electroporated into
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electrocompetent D1210 cells, and the library is plated on ZYM5052 agar plates.
The resulting plasmid DNAs now have the following structure:

TAG (20-21 bp) TAG (20-21 bp)
Vector-CGACNNNNNNNNNNNNNNNNNNNN (N) TGATCA (N)

NNNNNNNNNNNNNNNNNNNNGTCG-Vector
DNA-GCTGNNNNNNNNNNNNNNNNNNNN (N) ACTAGT (N)

NNNNNNNNNNNNNNNNNNNNCAGC-DNA

Each tag is 20 (or 21) bp long with the Bcl I recognition sequence serving
as a clear punctuation mark to divide diTAGs into their respective left and right
ends. It is also easy to tell if a tag is 20 or 21 bp long. In principle, several addi-
tional linkers based on the above Bcl I paradigm could be used provided the cog-
nate methylase is available, e.g., BamH I or EcoR I.

BSER I DIGESTION TO RELEASE PAIRED-END DITAGS

Approximately 5-10 µg of plasmid DNA is prepared from plate scrapings
and then digested using BseR I as the manufacturer’s conditions (NEB). Since
each diTAG is flanked by a suitably positioned BseR I recognition site, digestion
releases one diTAG pair from every DNA circle. These are the only BseR I sites
in the vector, and the paired-end diTAGs can be easily purified from the lin-
earized vector on a 1.5% low melt agarose gel and then concatemerized as
described previously for Long-SAGE tags. After size fractionation, the concate-
mers are cloned back into pBEST cut with BseR I and dephosphorylated to form
the paired-end diTAG library. We routinely plate out this library on non-induc-
ing agar plates, e.g., 2xYT, and then pick colonies into 96-well cultures using
ZYM-5052 liquid autoinduction medium. Dilutions (1 to 10) of the overnight
cultures are boiled for 10 min. to release DNA, which is then used as template in
PCR reactions to amplify the concatemer inserts. After incubation with alkaline
phosphatase and exonuclease I, the samples are sequenced using the same
primers as were used for the PCR reactions. The concatemers have the following
architecture if the degenerate Bcl I linker was used:

GTCGAC-Tag1-TGATCA-Tag1′-GTCGAC-Tag2-TGATCA-Tag2′-
GTCGAC-Tag3-TGATCA-Tag3′-GTCGAC-Tag4-TGATCA-Tag4′. . . .etc.

Each diTAG pair begins and ends with the sequence GTCGAC (a Sal I
site), and in-between each set of paired-end tags is a single copy of the Bcl I
recognition sequence (TGATCA), which makes parsing of the 20 or 21 bp tags
straightforward.

PAIRED-END PROFILING OF THE METHYLOME

Because the degenerate linker strategy maximizes the information content
at the 3′ ends of the tags, it has become the core strategy for our ongoing analy-
sis of p53 binding sites, and it also is being adapted for global analysis of alter-
ations in the human genome involving 5′ methylation of cytosine in CpG
dinucleotides. These alterations are regarded as epigenetic as they control gene
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expression in cells and during development but do not change the DNA
sequence. Seventy percent of all cytosines in CpG dinucleotides in the human
genome are methylated and prone to deamination, resulting in a cytosine to
thymine transition, CpG to TpG or CpA on the complementary DNA strand
(27-28). This process is believed to have led to an overall reduction in the fre-
quency of guanine and cytosine in the human genome to about 40% of all
nucleotides and a further reduction in the frequency of CpG dinucleotides to
about a quarter of their expected frequency (29). The exception to CpG under
representation in the genome is within CpG islands, which were originally called
HTFs, for Hpa II tiny fragments that remained uncut after digestion with the 5
mC sensitive restriction enzyme Hpa II (CCGG) (29). CpG islands were later for-
mally defined as sequences >200 bp in length with a GC content >0.5, and a
CpGobs/CpGexp (observed to expected ratio based on GC content) >0.6 (29-30).
However, more recent studies have shown that CpG islands located near tran-
scription start sites are usually longer than 500 bp while those less than 500 bp
tend to be associated with repetitive elements (31-32).

Determining the global pattern of DNA methylation, or the methylome
(33), and its variation in cells is an area of considerable interest because of its
potential use as an early diagnostic biomarker for cancer (34-35). Tumor cells
exhibit hypomethylation of their genomes, but the promoters of certain tumor
suppressor genes (e.g., p16ARF) frequently are silenced in tumor cells through
hypermethylation (reviewed in 36). Accordingly, numerous approaches are being
developed to identify methylation-silenced or demethylation activated genes. In
one approach we are taking, total genomic DNA is digested to completion with
Mse I (T/TAA), whose recognition site is found rarely within CpG islands but
occurs about once every 140 bp in bulk DNA. DNA fragments with methylated
cytosines in the digest are then separated from the remainder of the genomic frag-
ments by affinity chromatography (37-39). The methyl CpG fragments can be
ligated with

Cassette #2

BtgZ I Bbs I
5′ TCCGGTCTAC TGAATTCCGA ACGCGATGCT GAAGACCACG AC
3′ Amino-AGGCCAGATG ACTTAAGGCT TGCGCTACGA CTTCTGGTGC TGATp

and then digested with BtgZ I and Bbs I as in the ChIP protocol. After cloning
and Mme I digestion, the resulting paired-end diTAGs have the following
structure

TAG (20-21bp) TAG (20-21bp)
Vector-CGACTAANNNNNNNNNNNNNNNNN (N) TGATCA (N)

NNNNNNNNNNNNNNNNNTTAGTCG-Vector
DNA-GCTGATTNNNNNNNNNNNNNNNNN (N) ACTAGT (N)

NNNNNNNNNNNNNNNNNAATCAGC-DNA

with the nucleotides in bold coming from the Mse I recognition sequence. In this
case, as shown in Figure 1, tag length is critical since the first 3 bases are already
fixed by the remainder of the Mse I recognition sequence. Decreasing tag length
by trimming off the 3′ extensions after Mme I cutting would inflict a sizable
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penalty on the chances of the tags being unique. Another example of tag size
counting is shown in Figure 3, which illustrates the basic principles of the
Methylated CpG island Amplification (MCA) protocol developed by Issa and
co-workers (40) and how it can be modified to provide paired-end diTAGs. In this
case the DNA is first digested with Sma I, which only cleaves leaving blunt ends
provided the central CpG dinucleotide in its recognition sequence (CCC/GGG)
is unmethylated. These methylated sites, however, can be cleaved with Xma I
(C/CCGG G) to leave a 4 base overhang. Ligation of the overhang with the DNA
adapter cassette #3 shown below followed by cleavage with BtgZ I or Bbs I places
5′ CGAC 3′ overhangs on the ends of what were methylated CCCGGG
sequences in the genome.

Cassette #3

BtgZ I Bbs I
5′ TCCGGTCTAC TGAATTCCGA ACGCGATGCT GAAGACCACG A
3′ Amino-AGGCCAGATG ACTTAAGGCT TGCGCTACGA CTTCTGGTGC TGGCCp

About 70-80% of CpG islands contain at least two closely spaced (≤1 kb)
Sma I sites. If they are consecutively methylated they can be used for cloning the
intervening CpG-rich segments since after BtgZ I and/or Bbs I digestion they will
have the CGAC overhangs needed for ligation into the Bbs I-digested pBEST vec-
tor. During cloning the two Mme I recognition sequences flanking the inserts are
recreated, and the 3˚ C in the overhang now becomes the last residue in the Mme
I recognition site. Therefore, cutting with Mme I will generate tags that are
CGGG plus 16 or 17 nt, which maximizes their information content for deter-
mining where these fragments map in the genome (see Figure 1).
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PCR amplification, cutting with BtgZI and/or Bbsl, follow diTAG protocol

Figure 3. Schematic diagram of Smn I/Xma I double-digestion protocol. Genomic DNA is represented
by a solid line with eight Sma I CCCGGG recognition sequences; four sites are non-methylated (open
boxes), and four are methylated (filled boxes). The non-methylated sites are cut in a first digestion with
methyl-sensitive Sma I leaving blunt ends. A second digestion is performed using the methyl insensitive
Sma I isoschizomer Xma I, which leaves CCGG overhangs. DNA adapters with appropriately posi-
tioned BtgZ I and Bbs I sites are ligated to the overhangs, and DNA fragments with an adapter at each
end are PCR amplified using primers complementary to the adapters.



SUMMARY

Because paired-end genomic signature tags are sequenced-based, they
have the potential to become an alternate tool to tiled microarray hybridization
as a method for genome–wide localization of transcription factors and other
sequence-specific DNA binding proteins. As outlined here the method also can
be used for global analysis of DNA methylation. One advantage of this approach
is the ability to easily switch between different genome types without having to
fabricate a new microarray for each and every DNA type. However, the method
does have some disadvantages. Among the most rate-limiting steps of our PE-
GST protocol are the need to concatemerize the diTAGs, size fractionate them
and then clone them prior to sequencing. This is usually followed by additional
steps to amplify and size select for long (≥500) concatemer inserts prior to
sequencing. These time-consuming steps are important for standard DNA
sequencing as they increase efficiency ~20-30-fold since each amplified concate-
mer can now provide information on multiple tags; the limitation on data acqui-
sition is read length during sequencing. However, the development of new
sequencing methods such as Life Sciences’ 454 new nanotechnology-based
sequencing instrument (41) could increase tag sequencing efficiency by several
orders of magnitude (≥100,000 diTAG reads/run), which is sufficient to provide
in-depth global analysis of all ChIP PE-GSTs in a single run. This is because the
lengths of our paired-end diTAGs (~60 bp) fall well within the region of high
accuracy for read lengths on this instrument. In principle, sequence analysis of
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Figure 4. Schematic diagram of the diTAG protocol.



diTAGs could begin as soon as they are generated, thereby completely bypassing
the need for the concatemerization, sizing, downstream cloning steps and
sequencing template purification. In addition, our protocol places any one of sev-
eral unique four-base long nucleotide sequences, such as GATC, between each
and every diTAG pair, which could be used to help the instrument’s software keep
base register and also provide a well-located peak height indicator in the middle
of every sequence run. This additional feature could permit multiplexing of the
data by simultaneous sequencing of several pooled libraries if each used a differ-
ent linker sequence during diTAG formation (Figure 4).
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A
ABA see Abscisic acid
Aberrant growth and death, 65
A binding domain in all EREBP 

proteins, 74
Abscisic acid, 70

signaling, 55
ACC see Aminocyclopropane-

1-carboxylic acid
accelerated cell death, 65
ACC oxidase, 74
ACC synthase, 74
acd see accelerated cell death
ACD6 see Ankyrin and transmembrane

domains
ACD6 see Ankyrin repeat containing

protein

acd11 mutant programmed cell death
and HR activation, 65

acd6-1 mutant resistant to Peronospora
syringae, 65

A549 cells see Human lung tumor
ACO see ACC oxidase
ACS see ACC synthase
ACT1 see Acyltransferase
ACT1 see Glycerol-3-phosphate 

dehydrogenase
act1 mutant, 66
Actin, 2
a-cyano-4-hydroxy cinnamic acid,

143
Acyl hydrolase binds to EDS1, 58
Acyltransferase, 66
Advanced Photon Source, 117
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AECOM see Albert Einstein College of
Medicine

Affymetrix GeneChips®, 33
agd see aberrant growth and death
Agrobacterium tumefaciens, 118
Albert Einstein College of Medicine,

105, 110
Alkaline phosphatase, 167
Alkanes in plant waxes, 144
ALSCRIPT sequence conservation

analysis, 123
AMAS sequence conservation analysis,

123
Aminocyclopropane-1-carboxylic acid,

72
2-aminoethylphosphonolipid, 144
Amphids see chemosensory organs

found at the head of nematodes
amp R, 176
Anas platyrhynchos see Ducks
Anchoring enzyme, Nla III, 160
Ancylostoma caninum, 29
Ankyrin and transmembrane domains,

65
Ankyrin repeat containing protein,

58–59
Annexin, 29–30, 38
anti-p53 antibody, 166
AP2 see a DNA binding domain in all

EREBP proteins, 74
APCI see Atmospheric pressure

chemical ionization
Apical meristems, 6
Apoplast, 12, 37
APPI see Atmospheric pressure photo-

ionization
APS see Advanced Photon Source
Aquifex aeolicus, 118
Arabidopsis, 5–8

embryos, 6–11
fruit mutant, 6–8
GLABRA2 (AtGL2), 10
seedling development, 5, 6, 8, 10
SUCROSE TRANSPORTER

(AtSUC3), 11
Arabidopsis and CLAVATA3 domain,

28, 32, 37
Arabidopsis defense signaling pathways,

68

Arabidopsis proteins MPK4 and SSI2
lead to expression of defense
genes, 70

Arabidopsis: ISR requires NPR1
protein, 64

Arabdopsis SKp1-like, 69
Arabidopsis thaliana, 118

and maize leaves, 143
Archaeoglobus fulgidus, 118
Ardea cinerea see Heron
ARF/p53 see tumor suppressor 

pathway
Ascorbate peroxidase, 57
ASK1 see Arabidopsis SKp1-like
ASK1 and ASK2 see ubiquitin ligase stem

cell factor complex subunit, 69
ASK2 assembles ubiquitin-ligase

complex, 69
AtCUL1 see Cullin
ATCULI see Cullin component of

stem-cell factor ubiquitin ligase
complex

Atmospheric pressure chemical
ionization, 129–133, 139–140,
146–147

Atmospheric pressure photoionization,
146

AtMPK4 see MAPK
AtMYC2 see Helix-loop-helix-leucine

zipper
AtMYC2 (bHLHzip-type transcription

factor), 70
AtMYC2 protein regulates negatively

the JA signaling to advance
pathogen genes, 70

AtRbx1 see Ring-box
AtWHY1 see Transcription factor, plant

disease responses
AtWhy1 in SA signal transduction path-

way, 64
AutoDep model validation and

deposition, 116
AUTOSHARP heavy atom refinement,

116
Auxin in plant-parasite interactions, 27
Auxin synthesis and ET signaling

regulator, 72
Avirulence receptor molecule resistance

or R protein in the plant, 57
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AVR factor see Avirulence
AVR Protein, 31
axrl gene modification of AtCUL1, 69
6-aza-2-thiothymine, 143

B
BAC see bacterial artifical chromosome

vectors
Bacillus halodurans, 118
Bacillus subtilis, 118
Bacterial artificial chromosome 

vectors, 99
Bacterial Genomics Initiative, 107
Bacterial salicylate hydrogenase, 62
Bacterial Targets at IGS-CNRS (BIGS),

107
Bacteroides thetaiotaomicron, 118
BAC transfection, 102
BamH1, 164, 167
Bcl 1, 166, 167
Benzo(1,2,3)thiadiazole-7-carbothioic

acid S-methyl ester, 62
Binds to EDS1, 58
Binds to PAD4 and SAG101, 58
Binning multiple ion, 148
Biolistic bombardment, 3, 4
Biophysical Analysis, 111
Bismuth, 144
bla β-lactamase activity, 163
BM-APS see Magnet beamlines, 113, 114
BNL see Brookhaven National

Laboratory
BnP refinement, 116
Borrelia burgdorferi, 118
Both End Signature Tags, 163–167, 169,

170
Botrytis cinerea, 57, 70
Bps 1, 164, 166
Bradyrhizobium japonicum, 118
Brookhaven National Laboratory, 95,

105, 159
BseR 1, 167
BSGI see Bacterial Genomics Initiative
BtgZ, 164, 169, 170
BTH see Benzo(1,2,3)thiadiazole-

7-carbothioic acid S-methyl ester
Buckminsterfullerene, 144
Bursaphelenchus xenophilus, 26
bZ1P see Leucine zipper protein family

C
Caenorhabditis elegans, 17, 20, 25, 29,

37, 39, 118
Callose, 55
Callose cell wall reinforcement, 55
Calrecticulin, 29
cAMP-response element binding

protein, 162
Campylobacter jejuni, 118
Cancer, diagnostic biomarker, 168
Cancers from paired-end sequences,

160
CAPRICE see root hair cell formation
Capsaicinoids, 139
Carbonic anhydrase-gene loses

Pto:avrPto-mediated HR, 67
Carboxyfluorescein diacetate, 5
Carotenoids, 139
CAR protein see human coxsackie and

mouse adenovirus receptor
Case Western Reserve University, 105,

110
Catalase see SABP1
Catalytic protein mechanism, 71
Cationic liposomes, 96, 101
Caulobacter crescentus, 118
CC see companion cells in plants, 4, 5
CC see Coiled coil domain of R gene
CC-NB-LRR requires NDR1, 63
cDNA-GFP fusions, 12
Cellulase genes, 26, 37, 38

parasitism genes, 22–27, 30–33, 36–39
synthase, 62

Cellulose synthase, 59, 70
Central root caps, 9
Centrin nanofilaments, 2
Ceramides 18C sphingosine, 136
Ceramides with 2-hydroxy fatty 

acids, 136
Cerebrosides, 136, 143
cet mutants (constitutive expression 

of thionin) overexpress the
Thi2.1 gene and are resistant 
to Fusarium oxysporum, 70

CEV1 see Cellulose synthase
CEV1 see Expression of vegetative

storage proteins
cev1 mutant induces PDF1.2, Thi2.1 and

VSP, 68
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cex1, cet1/9 and joel/2 also produce JA-
responsive genes, 70

CF see carboxyfluorescein
c-fos a CREB target, 162
Chara corallina, 12
Chemosensory organs formed at the

head of nematodes, 23, 31
Chinese Hamster Ovary, 96
ChIP see Chromatin

immunoprecipitation
Chitinase, 30
Chlorobium tepidum TLS, 118
CHO see Chinese Hamster Ovary
Cholesterol, 140, 145
Chorishmate see SA biosynthesis, 187
Chromatin immunoprecipitation, 98,

159
CID see collision induced dissociation
CIS-MS see Coordination Ion Spray-

Mass Spectrometry
CLAVATA3 in Arabidopsis, 28, 32, 37,

39
Cloning Vector, lamda-based,

163, 164
Clostridium acetobutylicum ATCC 824,

118
clv3 see CLAVATA3
c-myc genes (mouse and human), 98
CNS refinement, molecular

replacement, 115
co see cotyledon
Coenzyme Q9, 144
COI1 gene, a key component of JA

pathway, 68
COII see E3 ubiquitin ligase
Coiled coil domain of R gene, 63
COI1 interacts with Skpl proteins and

histone deacetylase and a subunit
of RUBISCO, 69

COI1 suppressor1 encodes lumazine
synthase, 69

Collision induced dissociation,
134, 135

Columbia University, 108, 110
Companion cells in plants, 4
constitutive expression of PR genes, 65
Constitutive triple response, a Raf-like

serine-threonine kinase, 72
ConSurf see Surface of protein

Conventional primary ion sources, 144
Coordination Ion Spray-Mass

Spectrometry, 138
COOT see Crystallographic Object-

Oriented Toolkit, 115
Copper transporter may deliver copper

co-factor, 71
COS1 see COI1 suppressor
COS1 see Lumazine synthase
Co-transfection of CHO cells and 2

BAC Clones, one containing the
mouse Dhfr gene and the other
the mouse Cdc6 gene, forming
Lipofectamine complexes, 99

Cotyledon, 7–10
CpG island region with chromatin

opening function, 98, 100, 160
CpGobs/CpGexp, 168
cpr see constitutive expressor of PR

genes
crc see central root caps
CREB see cAMP-response element

binding protein
Cre recombinase to remove mouse

embryonic stem cells, 46
Crop losses, 18
Cryptomeria japonica, 145
Crystallographic Object-Oriented

Toolkit, 116
CS see cytoplasmic sleeve
CTCF see transcription factor
CTR1 see constitutive triple response,

a Raf-like serine-threonine
kinase

CTRI see Serine/threonine protein
kinase

ctrl-8 does not switch on the ET
response pathway, 72, 73

CTR1 interacts with ETR1, ETR2 and
ERS2, and also with the
catalytic subunit of PP2A
phosphatase, 71, 72

CTR1 negative regulatory of ET
pathway; MAPKKK inactivates
MAPKK, 72, 73

CU see Columbia University
Cullin, 68, 69
Cullin component of stem-cell factor

ubiquitin ligase complex, 60
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CWRU see Case Western Reserve
University

CXADR Intact CAR gene, 100–101
CyclinD-Cdk4/6 complex tumor

suppressor function, 48
Cygnus olor see Swans
Cyst nematodes, 19–22, 24–29, 31, 32, 39

genes, 22
highest affinity for SA, 67
parasitism proteins, 23–25, 28–39
potato, 26–30
soybean, 26–30, 32

Cytoplasmic sleeve, 2
Cytoskeleton anchoring, 4

D
D see desmotubule
DALI structure alignment, 120, 121, 123
dam methylation, 166
D and E vitamins, 139
DART see Direct Analysis in Real Time
DBD see structural/functional

properties in human p53
Defective in induced resistance, 66
Defense no death, 65
Defense response to bacterial pathogens, 59
Deinococcus radiodurans, 118
demethylation activated genes, 168
DENZO/HKL-2000 X-ray data from

single crystals, 115
Deoxynucleotide triphosphates, 162, 166
DESI see Desorption electrospray

ionization
Desmotubule, 2
Desorption electrospray ionization, 146
Detection of p53 mutations, 46–48, 52, 53
Deuterium exhange mass spectroscopy, 112
Dhfr gene, 99
Diacylglycerol, 136, 140, 144
Diacylglycero-trimethylhomoserines, 136
2, 6-Dichloroisonicotinic acid, 62
Digalactosyl-diacylglycerols, 136
2, 6-dihydroxyacetophenone, 143
2, 5-dihydroxybenzoic acid, 143
Dihydrosphingosine-1-phosphate, 147
DIR1 see Defective in induced resistance
Direct Analysis in Real Time, 146
DIRI see Lipid transfer protein
DisEMBL, 113

diTAG pairs see New appearance of
genomes that have undergone
rearrangements

Diterpene phenol, 144, 145
DMSO, 50
DNA binding domain in all EREBP

proteins, 74
DNA methylation, 168, 170
dnd see defense no death
DO1 see anti-p53 antibody
DOME information on mRNA and

proteomics, 148
Dorsal glands in plants, 31
Double-stranded RNA, 37
Drosophila chick ®-globin locus, 98
(ds) RNA see Double-stranded RNA
Duchenne muscular dystrophy, 145
Ducks, 85
DXMS see Deuterium exchange mass

spectroscopy

E
EBF1 and EBF2 see Negative regulator

of ET signaling
ebf1 and ebf2 mutants are ET

hypersensitive, 73
EC numbers see Enzyme classification
E. coli D1210, 165, 166
E. coli F factor, 163
E. coli with BAC DNA expressing the

Yersinia invasin protein that
interacts with mammalian
integrin receptors, 99

EcoR1, 164
EDR1 see Mitogen-activated protein

kinase kinase kinase
EDS1 see binds to PAD4 and SAG101
EDS1 and PAD4 have esterase/lipase-

like domains, 67
EDS5 see SA biosynthesis
EDS1 and EDS5 contribute to SA

synthesis, 62
eds1 mutation abolishes hypersensitive

reaction and resistance to
Peronospora parasitica, 58, 62

eds5 mutation defective in SAR
activation and hypersensitive to
Peronospora parasitica and
Pseudomonas syringae, 58, 62
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EILI see Transcription factor (ET
signaling), 61, 72–75

E1L1 gene major role in ET signaling
(but not E1L2-5), 73

EIN2 NRAMP metal transporter 
family

EIN3 Nuclear localized transcription
factor, ET signaling, 61

EIN2, EIN3, EIN5 and EIN6 all
positive signal, 73

EIN4, NH4-ET binding and
COOH–terminal histidine kinase
domain lacking essential catalytic
amino acids, 60, 61

EIN3 binds as dimer to primary ET
response element (PERE) in the
ERF1 promoter, 73, 74

EIRI see ET signaling regulator and
auxin stimulus

Electrospray ionization, 129–133, 146
Electrospray ionization with mass

spectrometry, 137, 138
ELISA, 89, 91, 92
Embryogenesis, 6–9, 11
Embryonic stem cells of mice, 46
en see Endosperm
Encephalitozoon cuniculi, 118
end see Endodermis
Endocannabinoids, 139
Endodermis, 5
Endoplasmic reticulum, 2, 23, 28, 71
Endosperm, 11
Enterococcus faecalis, 118
Enzyme classification, 117, 119
Ep5C see inducible cationic peroxidase
ER see endoplasmic reticulum
EREBPs see ET response element

binding proteins
ERFI see Ethylene response factor
ERF1 is a GCC-box binding protein

that is resistant to fungi, 73, 74
ERS1 see NH4-ET binding and COOH-

terminal histidine kinase domain
ERS2 and ETR2 and EIN4 see NH4-ET

binding domain and COOH-
terminal histidine kinase domain
lacking essential catalytic amino
acids

ES see Embryonic stem cells

Escherichia coli, 118
fucose isomerase 1FUI, 120, 121

ESI see Electrospray ionization
ESI-MS see Electrospray ionization with

mass spectrometry
Esophageal glands, 20, 21, 23–25, 30,

33, 39
EST see Expressed Sequence Tags
ET see Ethylene
et see Endosperm
Ethylene pathway, 60, 71
Ethylene response factor, 61
Ethylene signaling, 55–57
ETR1 see NH4-ET binding and 

COOH-terminal histidine kinase
domain

ETRI and ETSI see NH4-ET binding
and COOH-terminal histidine
kinase domain etr1-1 gene of
tobacco plants are ET-insensitive
but susceptible to fungi

ETR2 see NH4-ET binding and COOH-
terminal histidine kinase domain
lacking essential catalytic amino
acids

ET receptors ETR1, ETR2, ERS1,
ERS2 and EIN4 are required for
induction of ET responses, 71

ET response element binding proteins, 74
ET responses to transcription factor, 61
ET signaling, 61, 72–75
ET signaling negative regulator, 61
ET signaling regulator and auxin-

stimulus, 61
E3 ubiquitin ligase, 59, 60
E-3 ubiquitin ligase stem-cell factor

complex subunit, 60
Exonuclease 165, 167
Expansins, 26, 27
Expressed Sequence Tags, 24, 166
Expression of vegetative storage

proteins, 68

F
FA see Fatty acid
FAD3, 7, 8 see Omega-3-FA desaturases

fad3, fad7, fad8 mutant unable to
accumulate JA because of
deficiency of linoleic acid, 68
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It is very susceptible to Pythium
mastophorum, 68

FAR see Fatty acid-binding protein
Fatty acid-binding protein, 30
Fatty acids, 66, 130, 135, 139,

143–147
Fatty acids unsaturated, 139, 140
FCS, 50
F-dextran, 7, 8
Feeding tubes, 23
Ferruginol, 145
Floral organs, 5
Flowchart, 122, 123
Flowering regulation, 4
Fluorenylmethoxycarbonyl, 146
Fluorenylmethoxycarbonyl chloride, 146
Fmoc see Fluorenylmethoxycarbonyl

chloride
Fosmid see Cloning Vector, lamda-based
Fucose isomerase E. coli, 120, 121
FUI see fucose isomerase E. coli
Fusarium oxysporum, 70, 74

G
Ga+ see Conventional primary ion

sources
Galactosylceramides, 137
Gangliosides, 136, 140, 143
GC see giant-cells
GCC-box required for ERFI binding, 74
Gene ontology, 119
Gene silencing, 12, 26, 37, 100
Gene silencing RNAs, 12
Genomic signature TAGs, 159, 160, 163,

170
GFP see green fluorescent protein
Giant-cell nematodes, 19, 24
Giant-cells, 19, 20, 23, 24, 31
Ginsenosides, 139
GLABRAS(AtGL2) promoter see Arabi-

dopsis
Global pattern of DNA methylation, 168
β-globin gene from transgenic mice, 97,

98
Globodera spp. see cyst nematodes
GlobPlot, 113
Glucose-6-phosphate1-dehydrogenase

gene, 74
Glucosylceramides, 135, 137

GLY1 see Glycerol-3-phosphate
dehydrogenase

Glycerol-3-phosphate, 66
Glycerol-3-phosphate dehydrogenase,

59
Glycosphingolipids, 141
GO see Gene Ontology
G3P see Glycerol-3-phosphate
G. pallida potato cyst nematode, 30
G3P dehydrogenase restores ss12 gly1-3

plants, 66
G6PDH see Glucose-6-phosphate1-

dehydrogenase gene
Green fluorescent protein, 3–6, 9–12

fusion protein, 4
G. rostochiensis potato cyst nematode,

26–31, 37
GSTs see Genomic Signature TAGs
GUS reporter gene, 36

H
Haemophilus influenzae, 118
Heartwood, 145
Hela S3, 96
Helicobacter pylori J99, 118
Helix-loop-helix-leucine zipper, 69, 70
Heron, 86
Heterodera spp. see cyst nematodes

highest affinity for SA
High-throughput, 106, 108, 111, 113
HKL2000 used electron density map

XFIT, 116
HKL2MAP connects SHELX suite,

114
Hollow mouth spear, 19
Homo sapiens, 118
Hpa II, 168
HPRT see Hypoxanthine

phosphoribosyltransferase
HPTS see 8-hydroxypyrene-1,3,6-

trisulfonic acid
HR see Hypersensitive reaction
HT see high-throughput
HUFs see Hupki mice
Human cancer, 45, 46
Human coxsackie and mouse

adenovirus receptor, 100
Human leucocytes, 145
Human lung tumor, 166
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human p53 tumor suppressor gene, 45,
165

Hupki embryonic fibroblasts, 48
Hupki mice, 46, 47
hy see Hypocotyls
Hydroxy fatty acids, 136, 147
8-hydroxypyrene-1,3,6-trisulfonic acid,

5, 7–8
Hypersensitive reaction, 57
Hypocotyls, 9, 10
Hypodermis, 23, 30, 31
Hypoxanthine phosphoribosyl-

transferase, 45

I
IARC database, 48
ICS see Isochorishmate synthase
ID-APS see Magnet beamlines
IG see Immunoglobulin superfamily
IgG see Immunoglobulin G
ii see Inner integuments
Immunoglobulin G, 100
Immunoglobulin superfamily, 100
In+, 144
INA see 2,6-dichloroisonicotinic acid
inc C, 163
Increased size exclusion limit of plasmo-

desmata, 8
Induced systemic resistance, 56, 60, 71
Inducible cationic peroxidase, 57
INFORMATIC CHALLENGES, Data

Processing, 138
INK4a/ARF, tumor suppressor, 47, 48
Inner integuments, 11, 12
Integrated Center for Structure and

Function Innovation, 109
Interacting with NPR1, 58, 64
Ion-beam-induced desorption, 142
IPTG see Isopropyl-beta-D-thiogalacto-

pyranoside
ise see increased size exclusion limit of

plasmodesmata
ise1 and ise2, 8
ISFI see Integrated Center for Structure

and Function Innovation
Isochorishmate synthase, 58, 62
Isopropyl-beta-D-thio-

galactopyranoside, 163
Iso-prostaglandins, 147

ISPC see Israel Structural Proteomics
Center

ISR see induced systemic resistance
Israel Structural Proteomics Center,

107

J
J2 see second-stage juvenile molts
JA see Jasmonic acid
JA-Ile see JA-isoleucine
JA-isoleucine, 69
JAR1 see Jasmonic acid amino

synthetase
JAR1 see Jasmonate resistant1
JA-responsive genes, 64, 68, 70
JA signaling regulator is a JA-amino

synthase, 69
Jasmonate resistant1, 69
Jasmonic acid amino synthetase, 60
Jasmonic acid pathway, 67–70

Jasmonic acid responsive genes,
68–70

Jasmonic acid signaling, 55, 67
Jasmonic acid signaling pathway, 30
JCSG see Joint Centre for Structural

Genomics
JINI see Transcription factor 

(MYC-related)
jin1 plants accumulate pathogen-

responsive
PR-1, PR-4 and PDF1.2 from JA, 70

jin1 and jin4 are jasmonate-insensitive,
69

Joint Center for Structural Genomics,
109

Jojoba oil, 139
jue1, 2, 3 are jasmonate-

underexpressing, 69

K
Klebsiella pneumoniae, 118
KNI see maize protein (KNOTTED)
KNOTTED maize protein, 5

regulates leaf and shoot meristem
development, 6

L
lacOP, 163
L-Arabinose isomerase, 120, 121
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Larus canus see Seagulls
LC see Liquid chromatography
LC-MS see Liquid chromatography with

mass spectrometry
LCR see Locus control region
LEAFY controls floral meristems

identity, 6
Leaves, 3
lesion-stimulating disease, 65
Leucine-rich nuclear-localized 

protein, 64
Leucine-rich nuclear protein suppressor

of npr1, 58
Leucine zipper family of transcription

factors, 58
Lignin, cell-wall reinforcement, 55
Limited proteolysis with mass

spectrometry, 111, 112
Lipid array, 149
Lipid Imaging, 141, 142
LIPID MAPS, 140, 148
LipidomeDB database, 148
Lipidomic analyses, 130, 146
Lipid peroxidation products, 139
Lipid search, 147, 148
Lipid transfer protein, 59
Lipocalin superfamily folds, 122
Lipofectamine complexes, 99
Liquid chromatography, 131
Liquid chromatography with mass 

spectrometry, 131
Listeria innocua Clip11262, 118
Listeria monocytogenes, 118
Locus control region, 97
Long-distance signaling in plants, 3
Long-SAGE for chains of GSTs, 132,

133
LP/MS see Limited proteolysis with

mass spectrometry
lsd see lesion-stimulating disease
LSD1 see Zn-finger protein
LSD1 see Zn-finger protein superoxide-

dependent signal
lsd1 mutant enhanced resistance to

several virulent pathogens, 65
Lumazine synthase, 60, 69
Lyso-bis-phosphatidic acid, 149
Lysophosphatidylcholine, 146, 147, 149
Lysophosphatidylethanolamine, 146, 147

M
MAD see Multiple anomalous

dispersion
Magnet beamlines, 113
MALDI see Matrix-assisted laser

desorption/ionization
MALDI-MS see matrix-assisted laser

desorption ionization-mass
spectrometry

MALDI-TOF see Matrix-assisted laser
desorption ionization-time of
flight

MAPK see Mitogen-activated-protein
kinase

MAPK4 phosphorylates transcription
factors WRKY25 and
WRKY33, 66

MAPKKKs of mammals, 61, 72, 73
Mass Spectrometry for Lipids, 129, 130,

141
MATE see Multidrug and toxin

extrusion
Matrix-assisted laser desorption/-

ionization, 111, 122, 129,
131, 134

Matrix-assisted laser desorption
ionization-mass spectrometry,
111, 122

Matrix-assisted laser desorption
ionization-time of flight, 122,
140–143

Matrix Implanted Laser Desorption
Ionization, 143

MCS region of pBEST, 164
MCSG see Midwest Center for

Structural Genomics
Medicago MAPK ACC-induced SIMK

and MMK3, 72
Medicago truncatula, 148
MEFs see Murine embryonic fibroblasts
Meioidogyne incognita, 31
Meioidogyne spp. see root-knot

nematodes
MEJA see Methyl JA
Membrane-associated protein, 58
Membrane proteins, 95, 96, 102,

108, 109
MeSA see Methyl SA
Methanococcus jannaschii, 118
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Methylated CpG island, 160, 169
Methyl JA, 64, 68
Methylome see global pattern of DNA

methylation
Methyl SA, 67
METLIN comprehensive list of related

literature, 148
Midwest Center for Structural

Genomics, 109
MILDI see Matrix Implanted Laser

Desorption Ionization
MIR see Multiple Isomorphous

Replacement
Mitogen-activated-protein kinase,

59, 65
Mitogen-activated-protein kinase kinase

kinase, 59
MKS1 see MAPK4 substrate
MKS1 see plant protein binds to MPK4
Mme 1, 161, 163, 164
Mme1 restriction enzyme, 161
MODWEB modeling, 119
Molecular replacement, 114, 119
Monogalactosyl-diacylglycerols, 136
MOSFLM PSI deposits, 114, 115
Mouse A9 cells, 100, 101
Mouse brain, 145
Mouse fibroblasts with human p53

sequences, 45–47, 51, 52
Movement proteins, 2
MP see movement proteins
MPK4 see Mitogen-activated protein

kinase
MPK6 and MAPK activated by 

ACC, 72
mpk4 and ssi2 mutants do not induce

JA-responsive genes, 70
mpk4 expresses PR genes, 65

less resistance to ET/JA fungus, 66
mRNAs, 2, 12
MR see Molecular replacement
MS see Mass Spectrometry
Mse 1, 168, 169
Mse I-TTAA, 161
Multidrug and toxin extrusion, 62
Multiple anomalous dispersion,

112–114
Multiple isomorphous replacement, 114
Murine embryonic fibroblasts, 47

Mus Musculus, 118
Mycobacterium tuberculosis, 107, 118
Mycobacterium Tuberculosis Structural

Proteomics Project, 107
Myosin, 2

N
N see Root-knot nematodes
nahG see Bacterial salicylate

hydrogenase
National Synchrotron Light Source,

105, 117, 122
NDR1 see Membrane-associated

protein
NDR1 feeds into the SA pathway, 63
ndr1-1 mutant abolishes induction of

SAR and ROS reduces SA, 63
Negative regulator of ET signaling, 61
Neisseria meningitides, 118
Nematoda, 17, 39

gfp, 36
GUS, 36
parasites, 17, 18, 20, 22, 29, 39

Neomycin phosphotransferase gene, 46,
100

Neomycin phosphotransferase human
gene, 46–47, 100

NESGC see Northeast Structural
Genomics Consortium

Neutral Loss Scan, 134–137
New appearance of genomes that have

undergone arrangements, 160
New York Structural GenomiX

Research Consortium, 105,
108, 109

NH4-ET binding and COOH-terminal
histidine kinase domain, 60, 61

NH4-ET binding and COOH-terminal
histidine kinase domain lacking
essential catalytic amino acids,
60, 61

NH4-ET binding and COOH-terminal
histidine kinase domain etrl-l
gene of tobacco plants are 
ET-insensitive but susceptible 
to fungi, 71

NHO1(GLI1) gene required for non-
host resistance to bacterial and
fungal pathogens, 75
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Nicotiana tabacum, 12
NIMIN1 see Interacting with NPR1
NIMIN1 negative regulator of NPR1,

58
Nitrous oxide, NDRI, 56
Nla III, 160
NLS see Nuclear localization signal
NMR see Nuclear magnetic resonance
NO see nitrous oxide (NDRI)
NOD factor-like signaling compound,

39
NON-CELL AUTONOMOUS

PATHWAY PROTEIN 1, 12
Non-polar compound classes in plant

extracts, 139
Northeast Structural Genomics

Consortium, 109
NPR1 see Ankyrin repeat containing

protein
NPR1 see positive regulator of SA

pathway
NPR1 interacts with leucine zipper

proteins, 63
npr1 mutant does not bind to leucine

zippers, 63
NRAMP metal transporter family, 61
NSLS see National Synchrotron Light

Source
NtNCAPP1 see non-cell autonomous

pathway protein
Nuclear localization signal, 28, 63
Nuclear localized transcription factor,

ET signaling, 61
Nuclear magnetic resonance, 106, 107
NYSGXRC see New York Structural

GenomiX Research Consortium

O
ocp3 see overexpression of cationic

peroxidase
2-Octaprenylphenol, 122
Olefins, 139
Omega-3-FA desaturases, 59
Onion epidermal cells, 36
OPDA see 12-oxophytodienoic acid
OPP see 2-octaprenylphenol
OPPF see Oxford Protein Production

Facility
oriS, 163

Ovarian cancer, 149
Overexpression of cationic peroxidase,

57
Oxford Protein Production Facility, 107
12-Oxophytodienoic acid, 68

P
PAC1, 165
PAD4 see binds to EDS1
PAD4 see Phytoalexin deficiency
pad4 mutations cause P. syringae and

camelexin sensitivity, 58, 63
pad4 sag101 mutants defective in 

TlR-NB-LRR R gene resistance,
63

Paired-End Genomic Signature TAGS,
163, 170

PAL see Phenylalanine ammonia lyase
PAPK see plasmodesmal-associated

protein kinase
Parasitic J2, J3 and J4, 18, 19
Parasitism genes in plants, 17–39
Parasitism protein functions, 25,

33–38
p19ARF, 47, 48, 52
p16ARF, silenced through

hypermethylation, 168
p19ARF-p53 tumor suppressor

pathway, 47
Pathogenesis-related genes, 62
pBEST see Both End Signature Tags
PBS, 50
p53 binding sites, 167
PCA see Principal component analysis
PC12 cell line of rat neural cell, 145
PCR see Polymerase chain reaction
PD see plasmodesmata
PDB see Protein data bank
PDF1.2 see JA-responsive genes
Pectinase genes, 26
PE-GST see Paired-end genomic

signature TAGs
Pentafluorobenzyl, 147
PEPCDB see Protein Expression

Purification and Crystallization
Database

Peronospora syringae and Peronospora
parasitica resistance required by
NDR1, 63
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Peroxidase, 30
pET100/D-TOPO Vector, 111
Petioles, 3, 4
pET-Vectors see polymerase-dependent

E. coli expression vector system
Pfam5000, 110
p53 function loss in HUF cell lines, 51
p53GeneChip protocol see detection of

p53 mutations
PHENIX Python-based Hierarchical

Environment for Integrated
Xtallography, 115

Phenylalanine see SA synthases
Phenylalanine ammonia lyase, 62
Phleum pretense, 118
Phloem, 3

loading, 4–5
Phosphatidic acids, 136, 143–145
Phosphatidylcholine, 130
Phosphatidylcholine with mass

spectrometry, 140, 141
Phosphatidylcholines, 136, 140–143, 145
Phosphatidylethanolamines, 139, 140,

143
Phosphatidylglycerols, 136, 139, 144
Phosphatidylinositols, 136, 143
Phosphatidylinositol bis-phosphates, 136
Phosphatidylinositol phosphates, 136
Phosphatidylserines, 136, 139, 144
Phosphocholine, 144, 145
Phosphoinositides, 144, 145
Phospholipase converts to OPDA and

JA, 68
Phospholipidosis, 149
Phospholipids, 135–137, 146, 149
Photoaptamers, 86, 87
Photosynthetic products, 5
Phytoalexin deficiency, 62
Phytonematodes, 18, 20, 39
PIG3, 165
p16INK4a tumor suppressor, 47, 48
PINTS see Protein structures of

different folds
Plant cell cytoplasm, 37
Plant cell-wall-digesting enzymes, 24–26
Plant protein binds to MAPK4, 66
Plant R protein, 57
Plant vascular system, 4
Plasma membrane, 1, 5, 7, 68

plasmodesmal-associated protein kinase,
12

Plasmodesmata, 1–4
apex, 4
aperture, 2, 4, 6, 9
embryonic, 6–8
function, 3–8, 12
SEL, 2, 3, 5, 7, 10
signaling, 8

Plectospaerella cucumerina, 57
P-LISA, 89, 91
PM see Plasma membrane
Polymerase chain reaction, 51, 52, 86,

111, 162, 164, 166, 167, 169
Polymerase-dependent E. coli expression

vector system, 111
Polyolefins, 139
Polyproline domain, 46
Polystyrenes, 139
PONDR, 113
Positive regulator of SA pathway, 58
Potato cyst nematode expansin, 27
PPD see Polyproline domain
Pratylenchus penetrans, 26
pRB tumor suppressor function, 48
Precursor Ion Scan, 135
Premature induction of senescence with

induction of p53 and p16,
46–48

p53Res see p53 response elements
p53 response elements, 165
PR genes see Pathogenesis-related genes
Principal component analysis, 149
PROCAT see Protein structures of

different folds
PROCHECK to check stereochemistry

quality of protein models, 115
Product Ion Scan, 135, 137
ProFunc for protein analysis, 120
Prostaglandins see Hydroxy fatty acids
ProTarget for protein analysis, 120
Protein binding to metal ion, 118, 119,

121
Protein data bank, 112–114, 116–123
Protein Expression Purification and

Crystallization Database, 108
Protein overexpression in mammalian

cell lines, 95–102
Protein region functionally important, 121
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Protein Structure Factory, 107, 112, 113
Protein Structure Initiative, 106, 109
Protein structures of different folds, 120,

121
Proteomics, 12
Protodermis, 10, 11
Proximity Ligation, 85–91
Prunus laurocerasus leaf, 145
pSCANS vector, 163
Pseudomonas aeruginosa, 118
Pseudomonas (avirulent) causes SA

accumulation and PR
transcription, 62

PSF see Protein Structure Factory
PSI, PSI1 and PSI2 see Protein

Structure Initiative
PSI-Blast comparison of amino acids,

122
pSUMO, 111
p53 tetramer, 165
p53 Tumor suppressor of humans, 45–53
PyMol molecular graphics system,

115, 122

Q
Qiagen, 164, 165

Tip500 Kit, 165
Qiaquick, 164
Quantification Project called LIPID

MAPS, 140

R
ra see radicle
Radicle, 7
RAM see root apical meristems
RAN1 see Copper transporter
Ran-Binding Protein in the Microtubule

organizing center, 29
RanBPMs see Ran-Binding Protein in the

Microtubule organizing center
Ras see Premature induction of

senescence with induction of p53
and p16

Rat brain, 143
Rat cerebellar cortex, 145
Rat kidneys, 145
Rat pheochromocytoma, 145
Rat retina, 145
RCA see Rolling circle amplification

RCNI see Serine-threonine protein
phosphatase 2A subunit

RCN1 gene encodes the regulatory
subunit of the PP2A phosphatase
and is involved in auxin
signaling, 72

rcn1 mutant has increased ET
sensitivity, 72

Reactive oxygen species, 30, 57
REFMAC program for protein

structure, 116
Regulator of cell death, 59
repE, 163
repL, 163
Reversibly glycosylated 

polypeptide, 12
RGP see reversibly glycosylated

polypeptide
Ribonucleoprotein complexes, 1
Rigor see protein structures of different

folds
Ring-box, 69
Ring-Zn-Finger-like proteins, 27
RNAi see RNA interference
RNA interference, 37, 67, 72
RNA interference-mediated silencing of

SABP2 causes less resistance to
TMV, 67

RNA silencing, 1
Rolling circle amplification, 86, 90, 91
Root apical meristems, 6
Root hair cell formation, 6
Root-knot genes, 27
Root-knot in plants, 18–39
Root-knot nematodes, 18–39

parasitism peptide, 28, 38
Root tips, 3, 5
ROS see Reactive oxygen species
Roundworm see Nematoda
RSGI see Structural Genomics Initiative

S
SA see Salicylic acid
SA-binding proteins, 67
SA biosynthesis, 58
SABP1 catalase, 67
SABP2, highest affinity for SA, 67
SABP3, see tobacco protein and

chloroplast
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SABPs see SA-binding proteins
Saccharomyces cerevisiae, 118
SACO see Serial Analysis of Chromatin

Occupancy
SAD see Single anomalous dispersion
SAG101 see Acyl hydrolyase
SAG101 see Senescence-associated gene
SAGE see Serial Analysis of Gene

Expression
sag101 mutation sensitive to virulent

Peronospora parasitica, 58, 63
SA-induction deficient (Arabidopsis), 62
Sal 1 site, 167
Salicylic acid in plant-parasite

interactions, 27, 28
Salicyclic acid pathway, 62–69
Salicyclic acid signaling, 58t, 62–67
Salmonella enterica, 118
Salmonella typhimurium, 118
SAM see shoot apical meristem
SAR see systemic acquired resistance
SA synthases with phenylalanine, 62
SA synthesis with chorismate (shikimate

pathway), 62
SC see syncytial cells
sc see seed coat
SCALA PSI deposits, 114
SCARECROW family, 28, 38, 39

transcription factor-like proteins, 38
SCF see Skp1-Cdc53/Cullin-F box

receptor complex (ubiquitin-
ligase complex)

Schizosaccharomyces pombe, 118
Seagulls, 86
Secondary ion mass spectrometry,

130, 141
Second-stage juvenile molts, 19
Sedentary phytonematodes, 18
Seed coat, 7, 11
Seedling development, 5
SEL see size exclusion limit
Selected-ion monitoring, 146
Selenomethionine, 112
SeMet see Selenomethionine
Senescence-associated gene, 63
Serial Analysis of Chromatin

Occupancy, 160–162
Serial Analysis of Gene Expression, 160
Serine/threonine protein kinase, 61

Serine-threonine protein phosphatase
2A subunit, 61

SFCHECK Structure Factors and
models, 115

SFD1 see Suppressor of FA desaturase
deficiency

SGX Pharma see SGX Pharmaceuticals
Inc.

SGX Pharmaceuticals Inc., 108–112
Shigella flexneri, 118
Shikimate pathway, 25, 27, 62
Shoot apical meristem, 3, 4, 6, 8
SHOOT MERISTEMLESS, 8
SHORTROOT, 5–6

endodermis, 5
mRNA, 2, 5, 6, 12

SHR see SHORTROOT
SID2 see Isochorishmate synthase
SID2 see SA-induction deficient

(Arabidopsis)
Signal transduction, 23, 64, 67, 68, 72, 73
Silencing RNA, 2, 12
silique see Arabidopsis mutant (fruit)
SIM see Selected-ion monitoring
SIMS see Secondary ion mass

spectrometry
Single anomalous dispersion, 112, 114
Single multiple isomorphous

replacement, 114
Sink leaves, 4, 5
SIR see Single multiple isomorphous

replacement
siRNA see Silencing RNA
Size exclusion limit, 2, 8
Skp1-Cdc53/Cullin-F box receptor

complex (ubiquitin-ligase
complex), 68, 69

Skp1-like proteins, 27
Sma 1, 169
Smn 1, 169
SnB phasing refinement and heavy

atoms, 115
SNI1 see Leucine-rich nuclear localized

protein
SNI1 see Leucine-rich nuclear protein

suppressor of npr1
sni1 npr1 induces SAR and PR gene and

resistance of Peronospora
syringae and P. parasitica, 64
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SOLVE/RESOLVE functions with data
resolution as low as 3A, 115, 116

Soybean cyst nematode resistance genes,
27

CLAVATA3-like proteins, 28, 32, 37, 39
Soybean hairy roots and auxin, 27
SPD see Structural Proteomic Database
Sphingolipids, 138
Sphingomyelins, 135, 136, 140, 143, 144
Sphingomyelin with mass spectrometry,

140
Sphingosine, 136
Sphingosine-1-phosphate, 147
Spine see Structural Proteomics in Europe
spr2 mutant see suppressor of

prosystemin 2-responses
ssi see suppressor of salicylic acid

insensitivity
SSI2 see Stearoy-acyl carrier protein-

desaturase
SSI2 see Stearoyl-ACP-desaturase 

(S-ACP-DES) and desaturates FA
SSI4 see Defense response to bacterial

pathogens
ssi2/fab2 and mpk4 genes cause PR

expression, 65
ssi2 mutant does not alter levels of FA

or JA, 66
ssi4 mutant expresses PR genes, 65
Staphylococcus aureus, 118
ste see stele
Stearoyl-acyl carrier protein-desaturase, 59
Stearoyl-ACP-desaturase (S-ACP-DES)

and desaturates FA, 66
Stele, 5, 6, 10, 11
Stems of plants, 3
Steroids, 139, 146
STM see SHOOT MERISTEMLESS
Streptoccus mutans UA159, 118
Streptococcus pneumoniae, 118
Streptococcus pyogenes, 118
Structural/functional properties in

human p53, 45
Structural Genomics, 106–124
Structural Genomics Initiative, 108–112,

114–117
Structural Proteomic Database, 107
Structural Proteomics in Europe, 107
Stylet see hollow mouth spear

Subventral glands in plants, 21
SUCROSE

TRANSPORTER3(AtSUC3)
promoter see Arabidopsis

Sulfatides, 135, 136, 140, 143, 145
Sulfoquinovosyl diacylglycerols, 136
SUMO, 111
Suppressor of FA desaturase deficiency, 66
Suppressor of prosystemin 2-responses, 68
Suppressor of salicylic acid insensitivity,

65
Surface of protein, 121
SURFNET see Protein region

functionally important
Swans, 85
SXP/RAL-2 see G. rostochiensis
Symplastic domains, 2, 6, 11

tracers, 2, 4–8
Synchrotron data collection, 113
Syncytia, 19, 24, 29, 31
Syncytial cells, 18, 20
Syncytium see Parasitic J2, J3 and J4
Systemic acquired resistance, 55–57, 59,

62–65, 75
Systemin signal pathway in tomato, 68

T
TALEST see Tandem arrayed ligation

of expressed sequence tags
Tandem arrayed ligation of expressed

sequence tags, 24, 166
TARGETDB see Target Search for

Structural Genomics
Target Search for Structural Genomics, 108
T4 DNA polymerase, 162, 165, 166
Terpenes, 139
Tetrahymena thermophila, 145
TF see transcription factor
TGA2, 5, 6 see Leucine zipper family of

transcription factors
Thermoplasma acidophilum, 118
Thermotoga maritima, 118
Thi2.1 see JA-responsive genes
Thiamin (vitamin B1) induces SAR

expression of PR genes, 65, 75
Time-of-flight secondary mass ion spec-

trometry, 130, 141, 142, 144, 146
TIR-NB-LRR see Toll-Interleukin-1

class of R genes, 63

INDEX 189



Tissue-specific promoters in plants, 4
TMV see Tobacco mosaic virus
Tobacco, 5
Tobacco mosaic virus, 10
Tobacco protein and chloroplast, 67
TOF-SIMS see Time-of-flight secondary

ion mass spectrometry
TOF-SIMS see Ion-beam-induced

desorption
Toll-Interleukin-1 class of R genes, 63
Tomato Mi resistance gene, 31
Tomato plants with synthesis and

perception of JA are not affected
in male fertility, 68

TP53 see human p53 tumor suppressor
gene

Transcriptional silencing, 97
Transcription factor, 2, 5, 6, 28
Transcription factor (ET signaling), 61,

72, 75
Transcription factor (CTCF), 98
Transcription factor (MYC-related),

60
Transcription factor, plant disease

responses, 58
Transport by phloem, 4
Triacylglycerols, 139, 141, 144, 145
Triacylglycerols in vegetable oils, 139
Triple quadrupole for lipidomics, 129
Tumor suppressor pathway, 47
Tylenchid phytonematodes, 20

U
Ubiquitin, 27
Ubiquitin ligase stem cell factor

complex subunit, 69
Ubiquitin protein ligase, 27
Ubiquitin protein ligase complex, 27
Ubiquitination regulates EIN3

degradation, 61
Ubiquitin 26S proteosome-mediated

degradation, 74
UCSF see University of California San

Francisco
University of California San Francisco,

108
Uppsala Software Factory, 115
USF see Uppsala Software Factory

V
Vaccinia virus and adenovirus vectors, 97
vaps see venom-allergen proteins
Vascular endothelial growth factor, 87
Vegetative storage protein, 68
VEGF see Vascular endothelial growth

factor
Venom-allergen proteins, 29
Vibrio cholerae, 118
Vitamin E, 139, 144, 145
Vitamin E derivatives and homologs,

139
VSP see Ja-responsive genes
VSP see Vegetative storage protein

W
WORD format file, 122
WRKY70 in SA signal transduction

pathway, 64

X
X4A see Magnet beamlines
X9A-NSLS see Magnet beamlines
Xanthomonas campestris, 118
XAS see X-ray absorption spectroscopy
Xma 1, 169
1XMS see Protein binding to metal ion
XMTB see Mycobacteriium

Tuberculosis Structural
Proteomics Project

X29-NSLS, 113
X-ray absorption spectroscopy, 112
XtalView solving and building crystal

structures, 115

Y
ybeY protein (E. coli), 121, 122
Ycei periplasmic protein, 122
Yeast structural genomics, 107
Yeast-two-hybrid analyses, 38
YOG dimer of β-barrels, 122
YSG see Yeast structural genomics

Z
Zn-finger protein, 59
Zn-finger protein superoxide-dependent

signal, 59
ZYM5052 agar, 165, 167
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